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Abstract: In inverse scattering problems, the most accurate possible imaging results require plane
waves impinging from all directions and scattered fields observed in all observation directions around
the object. Since this full information is infrequently available in actual applications, this paper is
concerned with the mathematical analysis and numerical simulations to estimate the achievable
resolution in object reconstruction from the knowledge of the scattered far-field when limited data
are available at a single frequency. The investigation focuses on evaluating the Number of Degrees of
Freedom (NDF) and the Point Spread Function (PSF), which accounts for reconstructing a point-like
unknown and depends on the NDF. The discussion concerns objects belonging to curve geometries,
in this case, circumference and square scatterers. In addition, since the exact evaluation of the PSF
can only be accomplished numerically, an approximated closed-form evaluation is introduced and
compared with the exact one. The approximation accuracy of the PSF is verified by numerical results,
at least within its main lobe region, which is the most critical as far as the resolution discussion
is concerned. The main result of the analysis is the space variance of the PSF for the considered
geometries, showing that the resolution is different over the investigation domain. Finally, two
numerical applications of the PSF concept are shown, and their relevance in the presence of noisy
data is outlined.

Keywords: linear inverse scattering problem; point spread function; resolution; aspect-limited
excitations; aspect-limited observations

1. Introduction

The inverse scattering problem is concerned with reconstructing some geometric
and/or physical properties of an unknown object from the scattered field data under the il-
lumination of known incident plane waves and to recover the permittivity, the permeability,
and the shape of the object. Generally speaking, it is a nonlinear problem requiring careful
formulation within appropriate solution spaces and leading to solution algorithms that
have not been shown fully reliable. Therefore much attention is also devoted to linearized
scattering models, which allow to provide full mathematical discussion and have many
applications, such as radar and medical imaging. Hereafter we consider the prototype
inverse scattering problem when plane waves excite the scattered field observed in the far
zone for the 2D geometry, invariant along one axis.

Depending on the amount of information that can be collected, the inverse scattering
problems can be categorized as full, or aspect limited, data problems [1–4]. In order to
recover at best the characteristic of an object, it is required that the incident plane waves
illuminate the object over from all angles, and then the scattered field is observed at
all angles. Difficulties with this kind of problem immediately arise since this complete
information is seldom available. Then, for the limited aspect case, incident plane waves
impinge from a limited range of directions, and the scattered field pattern is observed only
over a limited range of angles. Thus this problem is significant and challenging because,
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in practice, it is impossible to excite the incident plane wave and to measure the scattered
field in all directions around an object. When full-space measurements are not available,
the ill-posedness and nonlinearity of the inverse problem become more severe.

In linear inverse scattering imaging, the achievable resolution can be determined by
the imaging system and the inversion algorithm. To this end, the Point Spread Function
(PSF) is a powerful and suitable tool for understanding the efficiency of the system because
it provides the minimum detail that can be reconstructed. It can be defined as the recon-
struction of a point-like scatterer in the spatial domain and the limited resolution can be
observed in terms of the PSF of the system.

The PSF behavior analysis is also connected to the Number of Degrees of Freedom
(NDF) of the problem, i.e., the number of independent pieces of information that can be
reconstructed reliably by an imaging algorithm in the presence of noise on data [5]. The
NDF concept has been considered in [6–8] to be used for optical imaging applications and
in solving inverse source [9–11] and inverse scattering problems [10,12,13].

The Singular Values Decomposition (SVD) of the relevant operator is the important
mathematical tool to provide the NDF. In fact, the NDF is the number of its significant
singular values and might be roughly supposed as the number of independent point-like
scatterers that can be reconstructed reliably; thus, it can be used to provide the maximum
achievable resolution. Based on the SVD properties, the PSF is connected to the number of
relevant singular functions of the operator that is the NDF.

One of the most critical criterion for evaluating the efficiency of a radar system is its
ability to differentiate between two close objects. The resolution describes this criterion,
and in [14] it has been evaluated using a numerical analysis based on the system function.
The concept of PSF has been studied in [15,16]. For instance, the characterization of the
PSF behavior of radially displaced point scatterers for circular synthetic aperture radar has
been presented in [17,18].

The PSF concept has been applied in microwave imaging, for instance, for the pur-
poses of comparison of different algorithms [19,20] or near zone observation and half-space
geometry [21]; however, either simple Fourier transform arguments within the spectral do-
main of the far-field data, or numerical results have been employed to perform a resolution
analysis.

In [22], we have addressed the PSF analysis of inverse source and scattering prob-
lem for strip geometries when the full data are available with the goal of estimating the
achievable resolution; furthermore, a valuable approximated PSF, the achievable resolution,
and two relevant applications have been introduced. We have considered plane waves
impinging on the scattering object from the round angle directions and observation angles
along the same round angle. The main conclusion was that the resolution achievable
in reconstructing two close point-like scatterers is the same in the whole geometry do-
main irrespective of the object location for full data. The same analysis for circumference
geometries has been performed in [10].

In the present paper, we address the evaluation of the achievable resolution in curve
geometries when the number of directions of both the impinging plane waves and the
observation angles is limited within an angular domain, giving rise to the so-called aspect-
limited problem. It is very common in many practical instances whenever the angular
domain around the scattering object is not fully available for sensing purposes as it oc-
curs in many realistic applications such as seismic imaging, Ground-Penetrating Radar
(GPR), and subsurface imaging. We adopt the same mathematical tools based on the NDF
computation and the PSF evaluation as in the previous papers. In addition, we introduce,
and numerically validate an approximated closed-form evaluation of the PSF, so allowing
to estimate the resolution in an efficient way. The main result concerns the fact that the
resolution changes when the range of plane waves and observation directions vary. For
the sake of illustration, the reflection, transmission, and angle modes are introduced to
mimic actual sensing configurations. Two numerical examples of the theoretical discussion,
concerning two applications both for a Non-Destructive evaluation of a dielectric object of
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known shape and for the localization of point-like scatterers in the presence of uncertainties
on the scattering far-field data, are proposed.

This paper is organized as follows. Section 2 introduces the formulation of the problem
and the main definitions to be used in the following sections. Section 3 is devoted to the
PSF analysis for the circumference geometry. The same analysis is presented in Section 4
for the square geometry. Two numerical applications of the theoretical discussions are
provided in Section 5. The discussion and conclusions follow in Section 6.

2. Problem Statement

This section aims to provide some mathematical background material to be employed
in the following sections. Generally speaking, the relationship between the scattered field
and the object parameters is nonlinear. The problem under the Born approximation can be
cast as a linear scattering problem.

Figure 1 shows a general view of the inverse scattering problem. An unknown scatterer
is located in a domain referred to as the Investigation Domain (ID). We denote the angle
defining the direction of propagation of the incident plane wave Ei and the observation
angle of the scattered far-field Es by θi and θs, respectively. The plane waves domain and
observations domain are supposed to be limited so that the range angles of incident plane
waves and observations are indicated by [α1, α2] and [γ1, γ2], respectively. It should be
noted that the scattering sensing is investigated by changing the incidence angle to improve
reconstruction performance and to increase the NDF (multi-view configuration).
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The scattered far-field under the Born approximation for the two-dimensional scalar
case at a fixed ω angular frequency is given by

Es(θs, θi) =
x

ID

χ(x, y) ejβ[x(cosθs−cosθi)+y(sinθs−sinθi)]dxdy = T (χ(x, y)) (1)

apart some inessential factors, where χ(x, y) and T are the contrast function and the
pertinent linear operator for the multi-view and single frequency scattering configurations
of our interest, respectively. An object or scatterer with a relative permittivity of εs(x, y),
so that χ(x, y) = 1− (εs(x, y))ε0 , is located in a homogeneous background, which has a
permittivity of ε0, where ε0 = 8.854× 10−12 F/m is the permittivity of free space. The
wavenumber is denoted by β = ω

√
(ε0µ0 ) = 2π/λ, where, µ0 = 4π × 10−7 H/m is the

magnetic permeability of the free space, and λ is the wavelength.
Now, since the T operator is linear and compact, the SVD can be defined for each

scatterer geometry, and the singular system consists of the triple {vn(x, y), σn, un(θ)} [23],
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where un and vn are the singular functions which span the far field data and the object
contrast function spaces, respectively, and σn denotes the singular values, arranged under
a decreasing order. The adjoint operator of (1) is defined as

T +(Es) =
∫ α2

α1

∫ γ2

γ1

Es(θs, θi) e−jβ[x′(cosθs−cosθi)+y′(sinθs−sinθi)] dθs dθi (2)

Then, the spectral theorem for compact self-adjoint operators are applied to T +T , it
follows that

T +T (χ(x, y)) =
x

ID

χ(x, y)
[∫ α2

α1

∫ γ2

γ1

ejβ[(x−x′)(cosθs−cosθi)+(y−y′)(sinθs−sinθi)] dθs dθi

]
dx dy (3)

whose kernel is

k
(

x− x′, y− y′
)
=
∫ γ2

γ1

ejβ[(x−x′)cosθs+(y−y′)sinθs ]dθs .
∫ α2

α1

e−jβ[(x−x′)cosθi+(y−y′)sinθi ]dθi (4)

Defining {
ρ̃ =

√
(x− x′)2 + (y− y′)2, φ̃ = tan−1

(
y−y′
x−x′

)
x− x′ = ρ̃cosφ̃, y− y′ = ρ̃sinφ̃

(5)

then, (4) reads as

k
(

x− x′, y− y′
)
=
∫ γ2

γ1

ejβρ̃ cos (θs−φ̃) dθs .
∫ α2

α1

e−jβρ̃ cos (θi−φ̃) dθi (6)

The evaluation of (6) is performed as follows. By exploiting the Jacobi–Anger expan-
sion [24], the first factor of (6) is∫ γ2

γ1

ejβρ̃ cos (θs−φ̃) dθs = ∑
n

jn Jn(βρ̃) e−jnφ̃(γ2 − γ1)e
1
2 jn(γ2+γ1) sinc

[
n(γ2 − γ1)

2

]
(7)

where Jn(·) is the zeroth-order Bessel function of the first kind and n-th order and sinc(x) =
sin(x)/x. Then, we compute the second factor of (6) in the same way as∫ α2

α1

e−jβρ̃ cos (θi−φ̃) dθi = ∑
m
(−j)m Jm(βρ̃) ejmφ̃ (α2 − α1)e

−1
2 jm(α2+α1)sinc

[
m(α2 − α1)

2

]
(8)

Finally, substituting (7) and (8) into (6), it results

k(x− x′, y− y′) = ∑
n

jn Jn(βρ̃) e−jnφ̃(γ2 − γ1)e
1
2 jn(γ2+γ1) sinc

[
n(γ2−γ1)

2

]
.

∑
m
(−j)m Jm(βρ̃) ejmφ̃ (α2 − α1)e

−1
2 jm(α2+α1)sinc

[
m(α2−α1)

2

] (9)

The PSF is now considered to evaluate the performance of the reconstruction algorithm.
The PSF analysis is performed in the inverse scattering problem to understand how the
scatterer geometry and the aspect-limited available data may affect the resolution. The PSF
represents the reconstruction of a point-like scatterer. The aim is to obtain an analytical
estimation for achievable resolution and to connect it to the geometrical parameters. To
this end, we start to consider the PSF for a general 2D scatterer and then apply it to the
other scatterer geometries.

Two main questions arise when the limited views and observations are considered.
The first is to find the NDF and how it can be changed for aspect-limited data. The second
is to estimate the achievable resolution and to show how it can be varied when the position
of the point scatterer changes.

As far as the first point is concerned, as it is not easy to perform an analytical evalua-
tion, the numerical evaluation of the SVD of the pertinent operator provides the NDF.

On the other hand, the PSF is observed at (x, y) when the point-like scatterer is located
at (x0, y0). From the mathematical point of view, the PSF in the scatterer domain is defined
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as the impulsive response of the system provided by the cascade of the T −1 , i.e., the
regularized inverse operator of T , and the direct operator, as

PSF(x, xo, y, yo) =
(
T −1 T

)
δ(x− xo) δ(y− yo) (10)

where δ is the Dirac delta-function.
Thus, since the minimum-norm solution of the inverse scattering problem is the

projection of the actual contrast function onto the singular function vn having non-zero
singular values, the PSF for the inverse scattering problem is given by the completeness
relation truncated to the singular functions having non-zero singular values; therefore the
PSF is dependent on the number of retained singular values, which, in turn, is connected
to the noise level. Then, if a truncated SVD (TSVD) [23] inversion scheme is adopted to
implement the regularized inversion step, thus Equation (10) can be written explicitly as

PSF(x, xo, y, yo) =
N

∑
n=1

vn(x, y) v∗n(x0, yo) (11)

where ∗ means conjunction operation and N is a truncation index, which can be estimated
as the knee of the singular values curve. Therefore, the N value can be selected equal to the
NDF.

Equation (11) requires the knowledge of the singular functions, which can be com-
puted in closed form only for limited instances of scatterer geometries. On the other hand,
if the adjoint operator may approximate the inverse operator in Equation (11), it can be
considered to build a good approximation of the PSF [10,22]. This occurs when the singular
values of the scattering operator exhibit a nearly constant behavior before the knee of their
curve. Consequently, by replacing the adjoint operator instead of the inversion operator in
(10), we define the approximated P̃SF by

P̃SF(x, xo, y, yo) =
(
T +T

)
δ(x− xo, y− yo) (12)

Accordingly, Equation (9) provides the analytical evaluation of (12) for the 2D geome-
try under consideration.

3. Circumference Geometry

In this section, we address a dielectric circumference, as shown in Figure 2. Its radius is
indicated by ρ. The reflection, transmission, and angle modes are introduced to provide the
effect of each mode on NDF and the achievable resolution. Furthermore, the approximated
P̃SF is derived from the above general case to compare with the actual PSF.

The scattered far-field of the considered geometry is given by

Esc(θs, θi) =
∫

ID
χc(φ) ejβρ[cosφ (cosθs−cosθi)+sinφ(sinθs−sinθi)] ρ dφ = Tc(χc(φ)) (13)

By replacing ρ̃c and φ̃c  ρ̃c = 2ρsin
(

φ−φ′

2

)
tan φ̃c = − tan

(
φ+φ′

2

) (14)

instead of ρ̃ and φ̃ in (6), Equation (9) provides the analytical evaluation of the kernel of
T +

c Tc that is the analytical approximated P̃SF.
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Figure 2. The geometry of the circumference ID.

Hereafter we consider three possibilities for the combination of impinging angles of
the plane waves (transmitter) and observation directions (receiver) for the aspect limited
data case. If the transmitters and the receivers are co-located, we call it the reflection
mode. For instance, the back-scattered fields are only available when the transmitters
and receivers are on the same side as it occurs in a GPR application. Conversely, the
transmission mode is when the receivers are separate and located at the opposite side of the
transmitters. For instance, the forward scattered fields are only available if the transmitters
and receivers are on different sides, as boreholes in seismic prospection. Finally, the angle
mode is defined when the transmitters and the receivers are located on adjacent sides. It
may occur in Through-the-Wall Imaging applications when transmitters and receivers are
separated and located close to two contiguous walls of a room.

Some numerical simulations are presented to confirm the analytical discussions and
to compare the achievable resolution in the reflection mode with the transmission mode.
Throughout the paper, to this end, we employ a sufficiently fine discretization of the
relevant integral Equation (1) to compute the SVD of the resulting matrix equation under
the MATLAB environment. Let consider the geometry as shown in Figure 2. We consider
that the radius of the circumference is ρ = 3λ. The angular range of the impinging plane
waves and observation directions is π/2 wide so that α1 and α2 are equal to −π/4 and
π/4, respectively. Furthermore, the angular range of the observation directions is π/2
wide that γ1 = 3π/4 and γ2 = 5π/4 when the sensing system is in the reflection mode,
γ1 = −π/4 and γ2 = π/4 in the transmission mode, and γ1 = π/4, γ2 = 3π/4 in the
angle mode, respectively.

We point out that the NDF of the circumference geometry has been computed an-
alytically for the general full-view case in [10], resulting in 75, much larger than the
corresponding value of NDF of the present aspect limited case, which is computed numer-
ically and is around 30 for all three modes. A comparison between the behavior of the
singular values of three modes is shown in Figure 3.

Generally, the width of the main lobe of the PSF is connected to the resolution in
inverse scattering problems, that is, the capability of the inversion scheme to distinguish
reliably two close scatterer points. While from [10,22] a PSF invariant with the point-like
scatterer position is predicted analytically, in the present aspect limited case, this is not
the case as (9) does not depend only on the angular difference φ− φ0. This means that,
in principle, all scatterer points cannot be imaged in the same way, independent of their
positions.
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Generally speaking, since the modulus of the P̃SFs for both the transmission and the
reflection modes are equal by (9), we expect that this result holds true also for the actual
ones.
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Figure 3. Comparison of the behavior of the normalized singular values of the relevant operators for
reflection, transmission, and angle modes.

A comparison of the actual PSFs of the three modes is provided in Figures 4 and 5.
The considered point positions are φ0 = 0, π/6, π/4 (Figure 4) and φ0 = π/2, 5π/6, π
(Figure 5) respectively, and the abscissa axis of the figures is provided in terms of the arc
length over the circumference to point out the resolution in terms of the distance variable
by means of the Full-Width Half Maximum (FWHM) criterion.
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In the reflection and transmission modes, if the location of the scatterer point changes,
the width of the main lobe changes as well, i.e., it is spatially variant, and consequently, the
resolution is not constant. However, it can be observed that for the considered geometry, it
is approximately the same, at about 0.5λ, with slight differences at about 0.05λ; when the
scatterer point is located at the edge or outside the angular range of the plane wave and
observation domains, the width of the main lobe of φ0 = π/2 is significantly larger than
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the others. Interestingly, the PSF result is approximately the same for each point at ID in
the angle mode at about 0.65λ, which means the resolution does not change appreciably
and it is approximately space invariant; in addition, it is always slightly larger than the one
for both transmission and reflection modes.
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In order to confirm the performance of the approximated P̃SF, a comparison between
it and the actual PSF for three sensing modes is provided, as shown in Figure 6. Since we
are only interested in the main lobe of the P̃SF we show only it. The amplitude of both
PSFs normalized to 1. The numerical example verifies that the approximation is acceptable,
at least in the main lobe. As can be observed, the approximation does not overlap exactly
with the actual in the φ0 = π/2 in the reflection and transmission modes because the
point is located outside of the observation ranges. Its performance can improve when the
scatterer point is located inside the ranges. Consequently, the plane wave directions and
observation directions are important for reconstructing the point-like scatterer. Therefore,
we can conclude that the resolution depends on the position of the scatterer point and on
the adopted sensing mode.
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Figure 6. Comparison between the actual PSF (solid lines) and the approximation P̃SF (dotted lines)
for three modes for φ0 = 0 (red lines), φ0 = π/6 (blue lines), φ0 = π/4 (green lines) and φ0 = π/2
(cyan lines).
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4. Square Geometry

This section deals with the same analysis as in Section 3 to address a square consisting
of four connected strips, as shown in Figure 7.
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Figure 7. The geometry of the square ID.

The scattered far-field is provided by (1) when (x, y) ∈ ID and the integral is now
one-dimensional, whereas the corresponding adjoint operator is provided by (2) with
(x′, y′) ∈ ID. The resulting approximate PSF for the horizontal sides require to compute

P̃SFh(x− x′) =
∫ γ2

γ1
ejβ[(x−x′)cosθs ]dθs .

∫ α2
α1

e−jβ[(x−x′)cosθi ]dθi =

∑
n

jn Jn(β(x− x′)) (γ2 − γ1)e
1
2 jn(γ2+γ1) sinc

[
n(γ2−γ1)

2

]
·

∑
m
(−j)m Jm(β(x− x′)) (α2 − α1)e

−1
2 jm(α2+α1)sinc

[
m(α2−α1)

2

] (15)

For the vertical strips, we require

P̃SFv(y− y′) =
∫ γ2

γ1
ejβ[(y−y′)sinθs ]dθs .

∫ α2
α1

e−jβ[(y−y′)sinθi ]dθi =

∑
n

Jn(β(y− y′)) (γ2 − γ1)e
1
2 jn(γ2+γ1) sinc

[
n(γ2−γ1)

2

]
·

∑
m

Jm(β(y− y′)) (α2 − α1)e
−1
2 jm(α2+α1) sinc

[
m(α2−α1)

2

] (16)

Equations (15) and (16) give the analytical of the approximated P̃SF for the horizontal
and vertical strips, respectively. They show that the P̃SFs depend only on the distance
between the source and the current points along each side, thus implying a constant
resolution and spatial invariant behavior. However, the resolution may differ on different
sides of the present ID.

In the following numerical simulations, a = 3λ is considered for the reflection, trans-
mission, and angle modes. The ranges [α1, α2] and [γ1, γ2] are the same as in the previous
section. Figure 8 presents the behavior of singular values of the relevant operators for
three modes to compute the NDF numerically. The geometry of the problem is depicted in
Figure 7. By following the strategy of [9,13], the whole NDF of the square can be provided
approximately by summing the NDF of each strip, and the NDF of full view is equal to 96.
The numerical results for the aspect limited case show that the NDF of the three modes is
approximately equal to 38, and the only difference between them concerns the behavior of
the singular values.

A comparison between the actual PSF of the bottom side of the three modes for three
points located at x0 = −1.5λ, 0λ, 2λ are plotted in Figure 9. We observe that the PSF
results of the reflection and transmission modes are the same, as already observed in the
previous section. Moreover, if the location of the scatterer point changes, the width of
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the main lobe does not change; however, the amplitude of the main lobe varies, which
means the resolution remains constant. Nevertheless, the PSF results in the angle mode are
different for considered points compared to other modes.
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Figure 9. Comparison between the actual PSFs of the bottom side for three different points in the
three modes.

It is noteworthy that if the scatterer point locates outside of the range of the plane
wave, the width of the main lobe is broad, its amplitude is small, and it will be difficult
to reconstruct it accurately. This feature is significant, and it can be used in applications,
for instance, when a specific part of the scatterer needs to be reconstructed. Consequently,
in order to reconstruct the required side of the scatterer satisfactorily, the position of
transmitters and receivers should be selected adequately.

The actual PSFs of the left side for three points y0 = −1.5λ, 0λ, 2λ in the three
modes are addressed to present the difference between them, as shown in Figure 10. It
is observed that when the position of the point scatterer changes, the resolution will be
constant; however, the amplitude of the main lobe varies slightly. There is no remarkable
difference between the PSFs of the reflection and transmission modes, although, in the
angle mode, the width of the main lobe is broader.
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Figure 10. Comparison between the actual PSFs of the left side for x0 = −1.5λ (red lines), x0 = 0λ

(blue lines), and x0 = 2λ (green lines) in reflection mode (solid lines), transmission mode (dotted
lines), and angle mode (dashed lines).

By comparing the results of both sides, the amplitude of the PSF of the left side is
larger than the bottom side in the reflection and transmission modes; however, the width
of the left side is narrower than the bottom side. It can be concluded that the amplitude of
the PSF and resolution are different for each side of the square; moreover, they depend on
the range of transmitter and receiver directions. The space-variant behavior of the PSF only
occurs when the scatterer point moves from the bottom side to the left side of the square in
the reflection and transmission modes. We again observe that the PSF result is the same for
each side in the angle mode, which means the resolution is unchanged on each side, as it
can be forecast by the analytical behavior of (15) and (16).

Three comparisons between the actual PSF and approximated P̃SF for the bottom and
left sides in the three modes are shown in Figures 11–13. To this end, we consider only the
main lobe of the P̃SF to outline the focusing properties. As shown in Figures 11 and 12, the
main lobe of the P̃SF of the bottom side is not overlapped when the scatterer point is not
located within the plane waves and observations angular ranges, and the approximation is
acceptable therein. Nonetheless, the results of Figure 13 confirm that the approximation
works well in the main lobe for both sides to predict the achievable resolution for every
scatterer point.
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5. Numerical Applications 
This section is devoted to introducing two relevant applications of the above theoret-
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5. Numerical Applications

This section is devoted to introducing two relevant applications of the above theoreti-
cal discussions and, furthermore, to providing the effects of the incidence and observation
ranges on the reconstruction. They can be used for recovering unknown object information
from the knowledge of aspect limited far-field data.

Resolution limits in reconstructions are commonly introduced by means of the Rayleigh
criterion as the minimum detectable separation between two close scatterer points. It can
be appreciated by referring to the degree of overlap of the main lobes of the corresponding
PSFs pattern. Two points are generally resolved if the first maximum of one PSF falls into
the first minimum of the other PSF, but there is no standard definition, especially when the
resolution is not constant. In [22], we applied this criterion for strip geometries when the
full data is available.
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The first application concerns the reconstruction of cracks within a dielectric square
located in free space with a = 3λ, λ/10 large, as illustrated in Figure 14. The background
is the free space, and the contrast between the scatterer and the background is χ = 1. The
scattered field data are assumed to be collected in the far zone at a distance with a radius
larger than 36λ.
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Figure 14. The geometry of the dielectric object (blue) with cracks (red and green).

In this section, we consider the reflection mode for reconstructions. By using the
results in Section 4, the achievable resolution of the left side is expected to be equal to 0.4λ
at the chosen position; thus, the size of the cracks and the distance between two cracks is
selected with reference to the resolution. The reconstruction is only considered for the left
side because the resolution of the bottom side is very low. Therefore, we suppose that two
cracks (free space condition, χ = 0) lay on the left side (denoted by the red lines), being
0.4λ both the length of each crack and the distance between them; furthermore, two more
cracks (green lines) also exist on the same side, being 0.3λ both the size of each crack and
the distance between them.

Firstly, the scattered far-field data are only observed over a limited range of angles
as the same in the previous sections. Then, an additive white Gaussian noise is added
to the simulated scattered field, with a noise level such that the Signal-to-Noise Ratio
(SNR) is 10 dB. Finally, the Truncated SVD algorithm is adopted to reconstruct the contrast
function, and the threshold value is fixed in terms of NDF to mitigate the effect of noise.
The computed NDF = 38 are provided in Section 4.

The reconstructed results of the left side of the square are shown in Figure 15. It can
be distinguished that two cracks are present along the left side when their size and the
distance between them are equal to the resolution, and they can also be resolved well in
the presence of noise on data. On the contrary, it is impossible to discriminate between two
cracks when their sizes and distance are smaller than the resolution. Hence, this testifies
that a preliminary resolution analysis is important for the reliable reconstruction of defects
in dielectric objects in linear inverse scattering problems.

The second example concerns the reconstruction of two close point-like scatterers,
mimicking a localization problem (f.i. two bodies for a surveillance radar application). Since
the PSF is a space-variant function in the reflection mode, which means the reconstruction
of a scatterer point depends on its location, leading to different resolution limits, it is
necessary to examine the case where the scattering points are nonuniformly located along
with ID.
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Figure 16 shows the result for point-like objects located on a circumference with
ρ = 3λ. The scattered field data are assumed to be collected in the far zone at a distance
with a radius larger than 18λ. The results of Section 3 are here used as this reconstruction
comes directly from the summation of the PSFs centered at the corresponding points;
accordingly, in Figure 16, we compare the summations of the exact PSFs with the ones
of the P̃SFs, in order to point out the usefulness of the analysis of Section 3 about the
availability of closed-form PSFs. The amplitude of both PSFs normalized to 1. We consider
a couple of points at φ0 = 0, π/12, φ0 = π/3, 5π/12 and is φ0 = 2π/3, 3π/4 so that
the distance between them is always L = 0.78λ, corresponding to the resolution distance
according to the Rayleigh criterion for the first couple of points.
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As it is observed in Figure 16, it is possible to distinguish between the two scattering
points only for the first couple, which is spaced the correct resolution distance. Conversely,
the result looks like the reconstruction of a single scattering point for the other couples
of points, whose resolution distance is larger. Consequently, the scattering system under
aspect limited excitations and observations fails to differentiate between two close points.
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Therefore, like the results of Section 3, the effect of the incidence and observation
ranges on the resolution of two close point-like scattering objects can be predicted by
comparing the reconstructions of [10] when the full data is available and a satisfactory
reconstruction can be obtained even when the incidence and observation ranges do not
span the round angle. However, we can only obtain a lower accurate reconstruction and,
moreover, it is impossible to reconstruct point-like objects located on the whole ID with the
same accuracy.

6. Discussion and Conclusions

The resolution analysis in linear inverse scattering problems allows to appreciate
the performances of imaging algorithms as far as the capability of localizing point-like
objects is concerned. In this paper, we keep on this goal by investigating the role of the
NDF and the PSF as derived by SVD of the relevant scattering operator. We consider
simple investigation geometries (like a circumference and a square) in order to keep at a
minimum the computational burden and to be able to achieve close form results whenever
possible. In particular, the novelty of the paper consists in the examination of the case of
aspect-limited data, namely when the plane waves impinging from a limited angular range
and the observation domain scans a limited domain in the far zone region.

While the PSF can be obtained by the numerical solution of the relevant linear inverse
problem, an approximate analytical evaluation is introduced, and its accuracy is assessed
for each geometry by numerical simulations. A very good agreement is found in the main
lobe region of both PSFs, which is far enough to predict the actual resolution of a sensing
configuration. The only exception occurs for the case of point-like scatterers located outside
the plane wave and observation angle ranges.

The main practical result of the theoretical analysis concerns the fact that the resolution
changes as the position of the scatterer point varies when the incidence and observation
angular domains are limited. Three different sensing modalities, called the reflection,
transmission, and angle modes, are introduced to show their difference in the NDF and
resolution. For the considered numerical examples, the results show that the NDF is
approximately the same for all modes; on the contrary, the resolution is not the same over
the investigation domain.

Finally, the resolution analysis is applied to two numerical examples concerning
the detection of cracks within dielectric for Non-Destructive Testing and the localization
of point-like scatterers (mimicking two bodies) in the presence of uncertainties on the
scattering far-field data for a surveillance radar imaging system.

The paper results confirm the possibility of forecasting the resolution in the recon-
structions by the availability of closed-form analytical PSFs; this may be very helpful
in comparing different sensing modalities in the common practical conditions of aspect
limited data. The whole analysis is currently under extension to the full 2D and 3D
geometries.
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