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BILETA SPECIAL EDITION

On the path to the future: mapping the notion of
transparency in the EU regulatory framework for AI
Ida Varošanec

Faculty of Law, University of Groningen, Groningen, Netherlands

ABSTRACT
Transparency is the currency of trust. It offers clarity and certainty.
This is essential when dealing with intelligent systems which are
increasingly making impactful decisions. Such decisions need to
be sufficiently explained. With the goal of establishing
‘trustworthy AI’, the European Commission has recently published
a legislative proposal for AI. However, there are important gaps in
this framework which have not yet been addressed. This article
identifies these gaps through a systematic overview of
transparency considerations therein. Since transparency is an
important means to improve procedural rights, this article argues
that the AI Act should contain clear transparency obligations to
avoid asymmetries and enable the explainability of automated
decisions to those affected by them. The transparency framework
in the proposed AI Act leaves open a risk of abuse by companies
because their interests do not encompass considerations of AI
systems’ ultimate impact on individuals. However, the dangers of
keeping transparency as a value without a legal force justify
further reflection when regulating AI systems in a way that aims
to safeguard opposing interests. To this end, this article proposes
inclusive co-regulation instead of self-regulation so that impacted
individuals as well as innovators will be empowered to use and
trust AI systems.

KEYWORDS
AI Act; transparency;
regulation

1. Introduction

Artificial intelligence (AI) has been increasingly adopted in government decision-making
to improve the quality, efficiency and effectiveness of public services and procedures.
However, legal literature and courts have expressed concerns regarding the risks of auto-
mated decision-making for fundamental rights. The basis of these decisions is unclear,
and can thus give rise to many issues with the rights of individuals under scrutiny.
These risks are often explained by information asymmetry created by the insufficient
transparency of black-box AI systems.
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Based on fundamental values stemming from EU Treaties and Charter, processes ought
to be transparent, and decisions explainable to those affected by them. Opacity is the
common denominator of automated decision-making systems. The lack of transparency
and explanations mean that it is more difficult for individuals to challenge the basis of
automated decisions. Parties need transparency because of the impact of these decisions
on them, to identify possible errors within, and to have the possibility to contest, correct
and receive compensation for erroneous decisions (Doshi-Velez and Kortz 2017). There-
fore, transparency is a crucial tool in asserting responsibility, accountability and enabling
the preservation of citizen rights. Although there are many calls for more transparency in
AI, this is not as easy as it seems. On the one hand, transparency is a key value and a prin-
ciple required by public law which inter alia requires public bodies to give reasons for
their decisions involving civil consequences to individuals (Wade and Forsyth 2000). On
the other hand, AI systems equally need opacity for a wide array of reasons of private
interest such as the preservation of trade secrecy which protects commercial interests
of companies developing AI systems and products (Alì and Yu 2021). In this article, trans-
parency is seen as encompassing explainability necessary to enable the exercise of rights
which it is purported to uphold.

The proliferation of AI systems in various sectors within the EU has led to a proposed
new regulation – the AI Act proposal.1 Due to the opaque nature and potential impact of
AI systems, the proposed AI regulation should contain clear transparency obligations so
that impacted individuals as well as innovators are empowered to use and trust AI
systems. Instead, the legislator seems to have chosen another route – entrusting transpar-
ency obligations largely to self-regulated ethical frameworks; this article will explain why
that approach is misguided. In observing how transparency is addressed within the evol-
ving EU legal framework for AI, this article inquires: How to regulate AI to promote trans-
parency? It argues that transparency should not be left to self-regulation. Further, it
contends that the transparency framework in the proposed AI Act leaves open a risk of
abuse by companies who will actively ignore transparency obligations and the need to
assess the impact of their AI systems on individuals if transparency is to be addressed
through self-regulation. Thus, existing impediments (e.g. proprietary rights) to transpar-
ency might be exacerbated and power/information asymmetries created.

Many knowledge gaps still exist in the area of AI governance. Since the regulatory fra-
mework for AI in the EU is at the beginning of its evolution, this article builds upon the
nascent literature focusing on transparency as a crucial tool for enabling trust. It comp-
lements the existing scholarship in synthesising extant considerations applied to the
current state of AI regulation in the EU. However, it differs in that it clearly identifies
issues pertaining to self-regulation of AI systems by companies which can lead to
power/information asymmetries, and proposes an inclusive form of regulation.

This article begins by delineating the concept of transparency, explaining why that is
important inter alia for fostering trust and accountability in Section 2. This is followed, in
Section 3, with a discussion of the approach to transparency in the proposed AI Act, and in
particular, highlighting that the proposal’s intent to achieve transparency through self-
regulated ethical frameworks is flawed. Section 4 presents the importance of choices in
modes of regulation which should be carefully considered in the context of AI and trans-
parency, in order to avoid the aforementioned risks, while Section 5 concludes that the AI
framework should address existing flaws.
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2. Transparency in the context of AI

There is no universal definition of transparency. Instead, its meaning is tailored to the rel-
evant field of application (Ball 2009). Commonly, it can signify the characteristic of being
easy to see through, or the quality of openness without secrecy. As a legal term, it can be
said to mean an insight into legislative, administrative or judicial proceedings, and is a
part of the freedom to expression and the right to information including a right to
access official documents (Reichel 2021). It is part of EU law as reflected by Article 1 of
the Treaty on European Union (TEU) which requires decisions to be taken as openly as
possible to the citizen.2 For the purpose of outlining its importance when dealing with
AI, it is examined and placed in the context where it should be utilised by public
bodies in their interaction with individuals. It will become clearer that transparency is a
fragmented notion of great importance within the context of AI systems.

2.1. A tool for rights

Pursuant to Article 296 TFEU and Article 41(2c) of the Charter of Fundamental Rights of
the EU, public authorities are required to give reasons for their legal acts and decisions.
The statement of reasons must be ‘sufficiently clear’ and unequivocal to allow the
Court to review its legality and inform the persons concerned whether the decision is
erroneous and enable them to challenge its validity.3 This duty to give reasons is –
aside from being a transparency obligation – thus an important means to facilitate
accountability and individual access to justice (Fink 2021). However, further clarification
is needed on what reasoning is required of public bodies to satisfy the ‘sufficiently
clear’ requirement, and what is thereby required from the design of an AI system used
by such authorities. Even though public law is not harmonised in the EU, the duty to
give reasons is found in most of national laws (Opdebeek and De Somer 2016) and will
thus depend on a proper transparency framework for AI.

Transparency is not an end, but a necessary condition for trust and exercise of procedural
rights (von Eschenbach 2021). It is a means of achieving ‘trustworthy’ AI enabled by explain-
ability of the decisions made by these systems. It has been shown that transparency reduces
uncertainty in AI decision-making systems and increases trust (Liu 2021). Transparency is
thus an important instrument to achieve a potential multitude of other fundamental
values which depend on its existence (Heald 2012). This is crucial, because design flaws
of algorithms or their training datasets can cause failures which can lead to undesired con-
sequences and violations of fundamental rights (Eubanks 2018).

2.2. Explainability

Explanations of decision-making technologies in each case, as well as the choices made,
would assist in asserting responsibility and liability inquiries. Humans require a narrative
form of explanation which opposes the binary nature of AI systems’ outputs. As noted by
Reed, Grieman, and Early (2021), most citizens would not trust any AI system if they were
simply told ‘We cannot explain how it works, but it is really safe’. This prompted a devel-
opment of an entire field of eXplainable AI (XAI) which focuses on designing tools that can
enable explanations for the decisions produced by complex autonomous systems.
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However, these tools cannot currently provide a unified approach to explain the
decisions of all AI systems, as different systems and different stakeholders require
different explainability requirements. For instance, what regulators need to know is
different from what consumers need to know. This is because each group has different
rights and obligations. Regulators require not only a short non-technical description of
the algorithmic tool and (the reasons for) its use, but they also need details on how
the tool works and the data it uses (Kingsman et al. 2021). Similarly, as imposed by
many European administrative law systems, public bodies using AI systems need to
observe principles of good administration and the duty to give reasons in their
decision-making, thereby requiring information on what elements were considered in
reaching a certain decision in order to explain those elements to the affected citizens
in the justification of their decision (Opdebeek and De Somer 2016; Wade and Forsyth
2000, 472). Consumers, however, will want to know whether the product embedded
with an AI system is safe to use. Transparency for them might require access to testing
data and results. Consequently, a transparency framework should consider the nature
and goals of the stakeholders (Weller 2019; Felzmann et al. 2019).

2.3. Accountability and limitations

Many calls for transparency advocate the ‘opening of the black box’ of AI systems (Wisch-
meyer 2020; Duval 2021; Pasquale 2016). In this sense, transparency is meant to ensure
accountability and governance. It can be conveyed as a ‘system of observing and
knowing that promises a form of control’ (Ananny and Crawford 2018). However, trans-
parency of this kind has limits. For instance, gaining an insight into a system’s inner work-
ings is inadequate because it creates an illusion of promising meaningful accountability
which transparency cannot provide (Heald 2012; Ananny and Crawford 2018, 978). On
the contrary, focus on transparency can have undesirable consequences. One such
example can be seen in the known practice of ‘gaming’, whereby those who know
enough about the technology obtain goods or services unfairly (Diakopoulos 2016;
Ghani 2016). Additionally, transparency obligations are at risk of causing what Stohl,
Stohl, and Leonardi (2016) call ‘inadvertent’ or ‘strategic’ opacity. In both cases, important
information is concealed amidst great quantities of information provided by actors com-
plying with transparency regulations. Sifting through such an impossible amount of infor-
mation renders transparency unusable.

Transparency is not enough for understanding AI systems, as it risks prioritising ‘seeing’
over ‘understanding’. As Ananny and Crawford (2018) put it, ‘without nuanced under-
standings of the kind of accountability that visibility is designed to create, calls for trans-
parency can be read as false choices between complete secrecy and total openness’.
Furthermore, transparency has temporal limitations, as different moments in time may
produce different kinds of system accountability (Ananny and Crawford 2018, 982).
Since these systems are prone to rapid changes in their self-development, transparency
should contain a temporal dimension to allow observance and understanding of previous
iterations of the AI system. Otherwise, even if the source code, full training and testing
data were provided, it does not guarantee a complete oversight over its functionality.

AI systems’ autonomous nature, and the ability to learn and self-modify without the
presence of programmers, necessitate the call for oversight (Alì and Yu 2021, 4). Thus,
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transparency is pivotal to gain an insight into AI systems to understand their logic and
regulate their behaviour. It would enable ‘accountability of automated decision-making
processes, the possibility to prevent potentially harmful conducts and to correct any
source of unequal, illegal or undesirable behaviour’ (Alì and Yu 2021, 6). This can be
done ex ante and ex post. For instance, Felzmann et al. (2019) separate transparency
into prospective and retrospective transparency. The former signifies an accountability
mechanism which provides an insight into information about the data processing and
the working of the system upfront (Zerilli et al. 2019). The latter refers to explanations
and rationales provided for auditing purposes – namely, revealing for a specific case
how and why a certain decision was reached. Ideally, a transparency framework for AI
would encompass both versions. However, transparency in itself cannot facilitate a com-
plete correction of wrongs. Instead, it is an important mechanism for authorities who are
tasked with protecting our rights. AI regulation is a pivotal step in enabling them to do so
in a way that incites trust on the complete stakeholder spectrum.

3. Transparency in the evolving AI regulation

The need for regulation started taking root when AI suddenly became a determinant of
EU competitiveness.

3.1. Mapping out the notion of transparency on the way to the EU legislative
proposal of the AI Act

Although regulation of the use of automated systems and discussions involving AI regu-
lation have not been novel in the EU4 (See Hildebrandt and Gutwirth 2008), the first inten-
tion for this new framing materialised on 10 April 2018 when Member States agreed to
cooperate on the EU strategy for AI by signing a Declaration of Cooperation on Artificial
Intelligence.5 They agreed to ensure inter alia an adequate legal and ethical framework,
and to ‘prevent harmful use’ of AI systems.6 This is the beginning of a segregation of
ethical and legal frameworks.

3.1.1. Artificial intelligence for Europe
This narrative continued in further documents which set the aims of legislation – namely
boosting AI uptake and ensuring an appropriate ethical and legal framework based on EU
values and the Charter of Fundamental Rights.7

Achieving these aims requires transparency because it is a cornerstone of EU values
and because it represents a tool for sharing information between various stakeholders
and thus enables the pursuit of their interests or those which they aim to protect – inno-
vation, preservation of rights, the building of relevant frameworks and safely embedding
AI in the society. However, even in these inception phases, there is divergence into sep-
arate frameworks. The importance of research into the explainability of AI systems to
allow humans to understand the basis of their actions has merely been mentioned in
these documents. Being well-informed is crucial for exercising one’s autonomy and rep-
resents a vital element of transparency (Buijze 2013, 226). In relation to individuals’
decision-making capabilities, the ECtHR has explained that existential matters as a basis
of the right to information encompass all domains in which they are confronted with
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the need to make fundamental choices in their life (Rouvroy and Poullet 2009).8 Thus, the
Commission could have been more elaborate on the necessity of making AI processes
explainable, particularly when it comes to employing such systems in situations of
impact on citizens where the duties of users require the enablement of the right to
know the reasons for a certain decision.

3.1.2. (Draft) AI ethics guidelines
In the meantime, AI HLEG – an expert group recruited by the Commission – created and
published the first draft of Draft AI Ethics Guidelines in December 2018.9 During the sub-
sequent three-month consultation period, 500 comments were submitted by various sta-
keholders.10 Many stakeholders requested clarification on the enforcement of the ethical
guidelines and the consequences of non-adherence to them. The Commission responded
that the application of guidelines by AI developers, deployers and users is purely volun-
tary. This is a point of concern if certain crucial considerations – such as transparency – are
left to voluntary application. In such a case, developers are not only able to avoid trans-
parency regarding the AI systems they produce, but they are also allowed to limit trans-
parency to suit their own commercial interests, thereby diminishing an important tool for
the enjoyment and preservation of fundamental values. In practice, this might mean that
an affected individual is banned from asserting his rights to know the reasons for an AI
decision because the AI developer is permitted to decide when an individual may or
may not seek reasons for an AI decision. There is a reason why safeguards exist, and trans-
parency is one of those safeguards. Hence, it deserves to be placed in a legal framework,
instead of an unenforceable ethical framework.

Subsequently, the guidelines were amended taking into considerations remarks made
and the AI HLEG group finally presented its ‘Ethics Guidelines on Trustworthy AI’.11 The
guidelines specify that in case of a ‘black box’ obstacle, alternative measures – such as tra-
ceability, auditability and transparent communication on the capabilities of the AI system
– should be in place. With regard to transparency, technical processes and the related
human decisions are advised to be explainable in a way that is adapted to the stakeholder
concerned – be it a layperson, a regulator, or a researcher. These guidelines aim to provide
a framework for AI stakeholders to develop and deploy trustworthy AI systems in a way
that secures their benefits and avoids their potential harmful consequences for society.
Regardless, certain conflicts remained unaddressed – such as the one between the trans-
parency of AI systems and intellectual property rights impeding them.

The Commission’s reflection on these guidelines emphasised that certain provisions in
EU law already reflect several requirements established by AI HLEG, and that ethics guide-
lines are needed which build upon the existing regulatory framework instead.12 Although
there are existing provisions which would capture the use of AI systems, transparency
obligations are rare. AI regulation offers a substantial opportunity for improvement.

3.1.3. Working document ‘policy and investment recommendations for
trustworthy artificial intelligence’
The AI HLEG also emphasised the importance of public services and the need to consider
the capacity of current laws to offer an appropriate scope of protection.13 Given the scale
of operation of such services, AI development and deployment ought to be transparent to
ensure consistency with the principles of good administration, respect for fundamental
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rights, democracy and the rule of law. Therefore, the group recommended to consider the
capacity of current laws to offer inter alia the ‘appropriate scope of intellectual property
rights protection, and whether GDPR mandated transparency and explainability offer
sufficient protection’.14

Articles 13–15 of the General Data Protection Regulation (GDPR) state that people
whose interest has been affected by an algorithmic decision have the right to receive
information and to have the decision explained to them.15 However, this right contained
in the GDPR is disputed in the literature and has remained ambiguous since there is no
agreement on its existence in the first place (Wachter, Mittelstadt, and Floridi 2017;
Casey, Farhangi, and Vogl 2019; Edwards and Veale 2017; Goodman and Flaxman 2017;
Selbst and Powles 2017; Kaminski 2019). For instance, the GDPR prescribes that a data
subject should be given a ‘meaningful’ explanation.16 However, it remains uncertain
what level of detail such an explanation should necessitate (Felzmann et al. 2019). Poss-
ible information provided to users should enable them to determine the main elements in
a decision and understand how they alter the outcome (Doshi-Velez and Kortz 2017;
Wachter, Mittelstadt, and Floridi 2017; Zerilli et al. 2019).17 Unfortunately, such an expla-
nation will not provide a justification for the reason why such a decision has been taken,
nor does it shield the user from suffering the consequences connected to it (Felzmann
et al. 2019). Consequently, although an important inspiration for the right to explanations
for automated decisions, the GDPR is not sufficient on its own to enable universal trans-
parency that can be applied across different contexts.

3.1.4. White Paper
Transparency also appeared in the White Paper published in February 2020 in which the
European Commission emphasised the need to develop an ‘ecosystem of trust’.18 It listed
transparency as one of the key requirements for AI in the EU that had not received
sufficient attention when calling for improvements to be made to the legal framework.
The Commission envisioned the opaqueness of AI systems being addressed by imposing
specific transparency requirements. However, it is uncertain whether it envisioned trans-
parency as a soft-law or hard-law requirement.

From the beginning stages, ethical and legal frameworks have been separated and
transparency has been placed within the former which undermines its importance
when dealing with AI systems that have impact on individuals’ lives. Although mentioned
in each document leading up to the proposal, transparency has not been defined in terms
of specific requirements. If ethical framework implies soft law approach in the form of self-
regulation, transparency should not feature only therein. Finally, insufficient attention has
been paid to explainability and potential information asymmetries.

3.2. AI Act proposal: transparency obligations framework

On 21 April 2021, the European Commission published a proposal for a new AI regulation
– the so-called Artificial Intelligence Act – to foster trust in AI technologies.19 The proposal
represents a significant step in the regulation of AI. In its substance, the proposal lays
down rules as per levels of risk associated with AI systems – those that carry (1) unaccep-
table risk, (2) high risk, and (3) limited risk. The fourth category – that of systems that pose
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a minimal risk (e.g. spam filters) – although within the material scope, are not subject to
any concrete rules.

The first category – (1) unacceptable risk – concerns AI systems that are a clear threat to
the safety, livelihoods and rights of persons.20 Specifically, subject to a ‘significant harm’
requirement, Article 5 forbids AI systems or applications which manipulate human behav-
iour in circumvention of their free will (e.g. toys using voice assistance to encourage
dangerous behaviour in children) and detrimental systems that enable ‘social scoring’
by governments when they are employed in social contexts differing from original
ones where data was generated.21 It also sets the conditions on the use of ‘real-time’ bio-
metric identification systems in publicly accessible spaces. The ‘significant harm’ require-
ment which triggers prohibitions imposed by the AI Act on ‘unacceptable risk’ systems
does not suffice in the protection of individuals’ interests. As Veale and Borgesius
(2021, 12–13) emphasise, this threshold does not encompass harmful consequences
which occur cumulatively over time or those caused by other users ex post.

Throughout the development of this AI regulatory framework, transparency is posited
more as a goal, rather than a concrete set of hard-law rules which would enable (legal)
certainty. The AI Act proposal is an important step in defining the role we want AI to
have in our societies. However, it will become clear that it still needs improvement.

3.2.1. High-risk AI systems
Title III is dedicated to (2) high-risk AI systems. Article 6 in conjunction with Annex III
describes which systems are considered high risk. The bifurcated classification comprises
systems (1) embedded in products which are subject to third-party assessment under sec-
toral legislation, and (2) those which are stand-alone, and thus not components of pro-
ducts, but are deemed to be high-risk when utilised in certain areas. It is envisioned
that if the AI system featured in a product as a safety component which complies with
the relevant sectorial legislation will also be compliant with the AI Act. Stand-alone
high-risk AI systems include technology used in: critical infrastructures (e.g. transport),
that could jeopardise the life and health of citizens; educational/vocational training,
that may determine the access to education and professional course of individuals (e.g.
scoring of exams); safety components of products (e.g. AI application in robot-assisted
surgery); employment, workers’ management and access to self-employment (e.g. CV-
sorting recruitment software); essential private and public services (e.g. loan scoring);
law enforcement that may interfere with fundamental right (e.g. evaluation of the
reliability of evidence); migration, asylum and border control (e.g. verification of authen-
ticity of travel documents); and administration of justice and democratic processes (e.g.
applying law to a concrete set of facts).22

High-risk AI systems are subject to several requirements before they are placed on the
market. Pursuant to the AI Act proposal, they ought to entail adequate risk assessments
and mitigation systems; the high quality of the datasets feeding the system in order to
minimise risks and discriminatory outcomes; logging of activity to ensure traceability of
results; detailed technical documentation providing all necessary information on the
system and its purpose for the sake of assessment of compliance by authorities; appropri-
ate human oversight measures to minimise risk; and high level of robustness, security and
accuracy.23 Quality of data requires the training, validation and testing data to be relevant,
representative, free of errors and complete.24 However, no data can be error-free. Quality
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of data will not guarantee a lack of discrimination and bias. Moreover, it is unclear
whether these requirements will enable adequate transparency for different actors.
These elements are missing from the proposal.

Transparency obligations and provision of information to users are imposed on provi-
ders.25 Developers are thus instructed to ‘Design and develop AI systems in a way that
ensures that their operation is sufficiently transparent to enable users to interpret the
system’s output and use it appropriately’, provide instructions for use that include
‘concise, complete, correct and clear information that is relevant, accessible and compre-
hensible to users’.26 However, it is uncertain what information would afford sufficient
transparency and who will decide whether it would enable users to interpret and use
an AI system’s output appropriately.

Providers are required to compose technical documentation which contains infor-
mation necessary to assess their compliance with other requirements.27 For instance, a
detailed description of the elements of an AI including inter alia the design specifications
of the system and system architecture ought to be included.28 The proposal also imposes
record-keeping requirements aimed at providing traceability. It remains unclear if this is
enough for transparency we want and need as citizens with rights. The proposal seems to
envision a solution in setting an obligation of human oversight for high-risk AI systems.
Natural persons overseeing the use of AI systems should be able to fully understand
the capacities and limitations of the system; remain aware of potential automation
biases in (over)relying on decision-making outputs of an AI system; and decide or inter-
vene in the operation thereof when safety and fundamental rights are at risk.29

Providers are expected to comply with the aforementioned requirements by means of
a self-assessment procedure. Once they do, they can complete the EU declaration of con-
formity and affix the Conformité Européenne [CE] marking to enter the EU market.30 This
latter aspect is highly problematic, as it leaves space for abuse by companies who pursue
different priorities and have different interests.

Users are only required to follow an instruction manual provided by the provider.31

However, information to be provided to users does not necessarily mean that individuals
as third persons are afforded necessary safeguards in the form of transparency. The
requirement of national authorities to give reasons to justify decisions affecting EU
rights closely relates this right with the duty to give reasons (Tridimas 2006, 445).32

This means that legal and factual features as well as other considerations which led to
the decisions need to be stated.33 However, the AI Act proposal imposes strict confidenti-
ality standards.34 Unfortunately, by allowing for self-regulation practices which are then
mandatorily transferred onto the users – such as public authorities – in the form of
‘instructions for use’, the proposal de facto ties and thus imposes reliance of the public
sector on the private sector which holds the power over public authorities by setting
rules for how those authorities should use AI systems. Certainly, the proposal did not
account for issues that can arise in cases of obstacles preventing compliance with this
requirement. If we wish to manage how organisations and public authorities use AI
systems, ethics cannot substitute hard law (Black and Murray 2019, 15).

3.2.2. Non-high-risk AI systems
Non-high-risk AI systems comprise those that pose a (1) ‘minimal risk’ and those of a (2)
‘limited risk’. As the name implies, minimal risk AI systems (1) encompass ‘the vast
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majority of AI systems currently used in the EU’ which are of little or no risk (e.g. spam
filtration). Article 69 of the proposed AI Act might shape their development by encoura-
ging codes of conduct to be made and used. It appears that this provision is an attempt to
encourage (rather than oblige) companies to bring the level of caution to the standards
required for high-risk AI systems in terms of transparency, human oversight and robust-
ness (Gaumond 2021). If so, the insufficient standards as identified in the previous section
do not provide much confidence in compliance.

The category of limited risk features AI systems which pose issues in terms of transpar-
ency and thus require special disclosure obligations – specifically, deep fakes, systems
intended to interact with people, and emotion recognition and biometric categorisation
systems.35 Providers are required to design and develop AI systems in such a way that
natural persons are informed that they are interacting with an AI system.36 Similarly,
users of an emotion recognition or a biometric categorisation system are to inform
natural persons exposed about its operation. Finally, artificial generation or manipulation
in the case of ‘deep fakes’ should be disclosed. Overall, users of limited-risk AI systems
need to be transparent about their artificial nature towards the natural persons
exposed to it.37 This is not sufficient in cases where such systems potentially have
high-risk consequences.

The proposed regulation heavily regulates certain AI systems which carry high levels of
risk. However, uses that are of limited or no risk are left to soft law instruments like codes
of conduct. This is problematic for several reasons. It is concerning because certain
systems on minimal risk can quickly turn into something more devious. Existing regulat-
ory systems do not clearly capture the use of AI, especially when it comes to stand-alone
systems. Additionally, there is a risk of patchwork regulation encompassing overlapping
or lacking norms if we rely on existing regimes. For instance, since minimal risk systems
lack rules but are within the material scope of the AI Act, they are subject to regulatory
pre-emption. This means that even if Member States create transparency rules for such
AI systems, they are likely to be disapplied (Edwards and Veale 2017; Veale and Borgesius
2021, 90). Consequently, attention should also be paid to the reversible nature of AI
systems which are perceived not to pose significant risks and are thus also left to self-
regulation.

3.2.3. Conformity assessment as per ‘New Legislative Framework’ and ‘other
harmonisation legislation’
If a high-risk AI system is embedded in a product as a safety component, sectoral safety
legislation will apply. Annex II differentiates between the legislation based on the ‘New
Legislative Framework’ and the ‘Old Approach legislation’.38 In order to avoid overlapping
requirements, the proposal directs high-risk AI systems towards the former for conformity
assessment procedures. The main ratio for self-certification and conformity assessments
pursuant to the New Legislative Framework rests on the fact that manufacturers are
the most knowledgeable to conduct such an assessment (Veale and Borgesius 2021,
38).39 Therefore, AI systems which are part of a product falling under one of the directives
or regulations will have to be tested, inspected and certified by manufacturers prior to
placing on the EU market.40 However, it is uncertain whether manufacturers’ incentives
are sufficient to ensure the existence of relevant safeguards.
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The AI Act is posited as a risk-based regulation which, as the name implies, seeks to
control relevant risks within a regulated field. In its essence, it prioritises regulatory
actions pursuant to an assessment of the risks presented to the regulatory body (Black
2005, 2010a, 2010b; Baldwin, Cave, and Lodge 2011, 282). Law is thus complemented by
other forms of decision-making such as risk assessments. To avoid misconstruction of tech-
nological risks de lege, the regulator relies on the industry tomark the risks. Risk assessments
are often presented as objective and neutral. However, empirical studies have shown that
risk-based practices are always strongly connected to social relations and concepts (See
Ewald 1991; Wynne 2002; Stirling 1998; Van Dijk, Gellert, and Rommetveit 2016). Conse-
quently, it enhances the scientific and democratic aspects of risk-regulation by requiring
decision-makers to use science and creating opportunities for public participation (Fisher
2010). The divergence of perceptions of risks between the regulator and the public can
make risk-based regulation difficult. The regulator, the industry and citizens may thus per-
ceive what constitutes a risk differently thereby making adaptation onerous (Baldwin, Cave,
and Lodge 2011, 289). However, it is an opportunity to bring public and private actors closer
together to collaborate and ensure equal account of interests in regulation. This
cooperation between public and private actors is crucial for the effective regulation of AI.
Risk assessments play an important role in that regard as they enable transparency
through exposure. Specifically, in the AI regulation, they can be an enabler of ex ante trans-
parency if construed in a way that takes rights and interests into account.

Ex ante conformity assessment is to be carried out not by external parties but the com-
panies themselves, pursuant to standards created by the European Standardisation
Organisation (ESO).41 Providers could choose to follow them instead of having to interpret
‘essential requirements’ for themselves (Veale and Borgesius 2021, 51). Standards are
expected to appear in 2025 – presumably around the same time as the AI Act would
come into force.42 However, self-assessment has been criticised for its unreliability, clou-
diness and discretionary nature and thus the strengthening of ex ante obligations has
been strongly advocated (Smuha et al. 2021). Delegation of rulemaking to ESOs is
equally problematic since these bodies are governed by private law. The Commission’s
long practice of outsourcing complex rule-making negotiations to private bodies has
been controversial (Veale and Borgesius 2021, 57). These are private organisations
assigned with public tasks; however, they need not observe the important guarantees
of public law such as transparency (Volpato 2021). To the contrary, these bodies are con-
sidered to have commercial interests and can thus require royalties for the use of their
copyrighted standards.43 This is illustrative of the existing dichotomy between public
and private interests. However, a series of ethical and legal decisions must be made
which cannot be outsourced to private organisations (Ebers 2021). Instead, they should
undergo a legislative procedure which can be shaped by the stakeholders and which
afford them the value proportionate to interests at stake.

Generally, where risks for individuals exist and can be compensated for, regulation
comprises ex post liability regimes which may or may not be complemented by oversight
and enforcement (Black and Murray 2019, 14–15). However, levels of risk dictate the
breadth of ex ante as well as ex post requirements. Established frameworks for products
(which AI is only becoming part of) have their own mandatory compliance requirements
which are proportionate to the risks posed by these products. This cannot be said to be
captured by the new AI Act proposal due to asymmetries to which we now turn.
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3.3. The information asymmetry

Achieving transparency on a technical level in the operationalisation of an AI system is
difficult (Brkan and Bonnet 2020). Gaining access to the rules of an AI system might
not be sufficient or desirable to uphold transparency. Consequently, transparency
should not limit itself to mere access to the bodywork of an AI system. This has been
argued to be insufficient or even not desirable for understanding AI and accountability
(Kroll et al. 2016). As explained by the UK House of Lords in its report, transparency
might only reveal the technical properties of an AI system, but not necessarily how a
decision was made.44 Therefore, explainability is needed under transparency.45 Doshi-
Velez and Kortz (2017) interpret explanation for a decision as a ‘set of abstracted
reasons or justifications for a particular outcome, not a description of the decision-
making process in general’. Specifically, they require information to be interpretable by
humans and to contain the logic utilised in selecting specific inputs and reaching a par-
ticular conclusion (Doshi-Velez and Kortz 2017, 4). However, the rights of deploying com-
panies represent legal obstacles to achieving the transparency and, with it, sufficient
explainability. The AI Act proposal has failed to address these existing impediments
which might be exacerbated, and power/information asymmetries created.

Dignum (2021) warns that these technologies are not to generate trust when isolated,
but instead ‘trust in AI needs to be derived from trust on the socio-technical system
embedding of AI’. In the context of authorities using such systems, this means that insti-
tutional arrangements and commitments stand at the forefront of good administrative
practices embedding AI systems for the benefit of citizens. Automation can offer many
benefits for the enhancement of transparency and accountability of governmental
decision-making (Zalnieriute, Moses, and Williams 2019, 16). In terms of human oversight
imposed by Article 14 of the AI Act proposal, requiring the public body that relies on AI
systems in its decision-making to state how other available information or alternative out-
comes were considered in reaching a decision would strengthen this obligation in a way
that enables sufficient transparency for impacted individuals (Fink 2021). However, it can
also decrease transparency in omitting reasons for a decision made, thereby creating a de
facto information asymmetry. This is especially the case when, what Burrell (2016)
qualified as ‘intentional secrecy’, is present, because public authorities are bound not
to disclose certain information protected either by a contract or a trade secret (Zalnieriute,
Moses, and Williams 2019, 17). These aspects are highly problematic and should be
addressed by the regulation on AI systems.

Overall, the AI Act proposal is a much-needed steppingstone into the regulation of
these new technologies. However, it fails to address the fundamental power imbalances
between those who are developing and deploying the technology, and those who are
subject to it (Skelton 2021). When observed altogether, the AI Act in its current form
focuses too much on technical standards when contrasted with individuals having little
in the way of protection or redress. It appears that considerations stop beyond the
user – namely, those interacting with individuals who are at the end of the chain (Mac-
Carthy and Propp 2021). The difference between what is said in recitals and the actual
text of the regulation make it a regulation for companies, not people. A company
seeking to ensure compliance can merely tick the boxes, even though this is insufficient
to meet the needs of a public authority using its AI system, since it will not allow them to
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protect the fundamental rights of citizens. This in itself can be a threat to compliance with
the principle of good administration, as private companies creating these systems have
different interests in comparison with public bodies. It is uncertain whether public
bodies will be able to transform and fit these self-made standards into their modus oper-
andi requiring the preservation of citizens’ rights. This should not be the case. Rather, the
AI regulatory framework should account for potential power asymmetry and make sure
that certain imperative values are imposed ex ante through law with and not through
soft law language of ethics which has little to no value to EU market competitors.

4. How then to regulate AI?

There are many possibilities to regulate AI – be it through soft law, hard law, or a combi-
nation of the two via different types of regulatory systems. They should be carefully con-
sidered, as not all of them are suitable.

4.1. Soft law versus hard law

The separation of law and morals/ethics is not new. It has been one of the features of uti-
litarianism for centuries (Hart and Adolphus 1957). In these times, one has to ponder
whether transparency is a matter of law or morals.46 After all, initiators of this idea
lived in times where no machines existed, far from implications of AI. Regardless of its
nature, transparency tends to be afforded an ethical value and placed within soft law fra-
meworks. Today, the role of soft law has gained more relevance with technological devel-
opments outpacing law-making capabilities. The importance of transparency of AI
systems in relation to potential consequences identified by the previous section requires
careful consideration of its placement within the law.

Soft law consists of non-binding instruments with practical implications. It is character-
ised by ‘substantive expectations which are not directly enforceable’ and embodied in
instruments such as guidelines, codes of conduct, best practice, public-private partner-
ships and similar (Marchant 2019). It is often used as a complement to law in a way
that it aids national actors in interpreting hard law (Stefan 2012). Perhaps surprisingly,
soft law does not necessarily imply less efficacy than rules of hard law (Hage 2018, 38).
It has been deemed an important tool in the coping of the governance frameworks
with the fast pace of technological developments. Moreover, a plethora of case law
from CJEU illustrates that, regardless of its non-legally binding nature, soft law can never-
theless produce binding effects.47 Its benefits include its quick adoption and revision and
thereby adaptation without the need for usual formalities that a typical legal act has to go
through (Meyer 2009; Marchant 2019). This also means that soft law is easier to revise in
response to developments, which makes it a more attractive choice in the field of tech-
nology. Such is the case with AI because it is evolving rapidly. Soft law instruments can
thus prove invaluable if they provide technical guidance to those deploying, using and
overseeing AI systems in Member States. In the development of AI systems, such
measures can include coding machine ethics into AI systems or creating oversight
systems.

Soft law as a concept has been subject to criticism as being redundant and detrimental
(Klabbers 1998). However, with new challenges for the law, the scale of opposition started
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tipping towards reconsidering its role in the regulation of fast-developing fields. For
instance, Floridi et al. (2018, 694) emphasise the dual advantage of – what they call –
an ethical approach when it comes to AI systems. With an ethical approach, organisations
can make use of the social value that AI enables and can anticipate and mitigate costly
mistakes. This approach can only function in an ecosystem of public trust where respon-
sibilities are clearer (Floridi et al. 2018, 694). Thus, some form of transparency is needed. To
this end, Marchant (2019) proposes complementary approaches to reduce the uncertain-
ties stemming from soft laws in AI. One of them is the establishment of certification auth-
orities who would confirm that a particular set of guidelines has been complied with by an
AI system developing company. Alternatively, a coordinating body could bridge stan-
dards in making sure that there are no overlaps. However, the existing self-certification
as allowed by the AI Act proposal is not the way to go. Codes of conduct can be a
strong instrument in ensuring compliance with certain ethical principles. Doctors,
lawyers and other impactful professions are prime examples of how this works in practice.
Perhaps AI scientists too could be included in this list (Dignum 2019, 99).

Although they are very much welcome as a complement to hard laws, their main
danger is this lack of enforceability (Eliantonio and Stefan 2018, 458). Disadvantages of
soft law have been a topic of many scholarly discussions. Certain sceptics consider
ethical deliberations as a tactic of the industry to buy time, distract the public and
delay effective regulation – the so-called ‘ethics washing’ – thereby creating fake ethics
bodies which are short-lived as needed (Metzinger 2019). Another issue of soft law lies
in its equally soft and vague language which makes compliance more onerous. It
brings a risk of diversification of approaches and standards amongst stakeholders due
to its experimental nature. Moreover, the unpredictability of potentially fast-changing
soft law undermines legal certainty (Creyke 2010, 18). This risk is unacceptable in any
area where individuals’ rights can be greatly impacted. Thus, leaving transparency of AI
systems to mere codes of conduct and self-regulation by private parties who are motiv-
ated by potential profits rather than the impact on the end users, is unacceptable.

This unpredictability in soft law standards also potentially places a burden on public
authorities who must comply with different standards than private parties who might
not observe the same standards thereby impeding smooth and safe utilisation of AI
systems in the public sector for the benefit of citizens and endangering the principle of
good governance. Regardless, some authors argue that soft law is used by administrative
authorities as a narrowing tool in individual cases when hard law provisions feature
ambiguous terms (Tollenaar 2012). However, administrative bodies are expected to
follow inter alia two distinct principles – legal certainty and proportionate decision-
making. The former requires a certain level of regularity in the decision-making behaviour
and the latter requires individual interests to be weighed. These principles can collide
when soft law is used. Unlike hard law regulation, soft law does not foster trust and reas-
surance in the public authorities because it lacks legal validity in its creation (Westerman
et al. 2018; Senden 2004). When such authorities are using AI systems in their mandatory
interaction with citizens and their rights, this trust is pivotal. The AI Act is an important
step in this context.

Although some authors argue that the age of hard law is ‘gradually dying’ and that soft
law is becoming the primary tool of governance of new technologies, hard law should be
there to preserve interests which would not be considered by self-regulatory soft law
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regimes. It is said that ‘Soft law is hard law in the making’ (Sulev 2020, 1560). While there is
some truth to this, some interests can be better protected by public parties. Certain inter-
ests are too important to stay at the level of soft law imbued with a lack of proper safe-
guards. Since soft law lacks oversight and accountability (Hagemann, Skees, and Thierer
2018), there is a risk of abuse by companies which are enabled to create their own ‘rules’
tacitly without much transparency of the process and thereby isolate certain pivotal con-
siderations which might be too burdensome for them. If we consider ethics as a driving
force of laws that eventually embody them, it should come as no surprise that transpar-
ency should not feature in soft law instruments such as voluntary codes of conduct.

4.2. Command-and-control versus self-regulation versus co-regulation

Each industry requires a specific approach to regulation and there are plenty to choose
from. Three main modes of regulation are (1) command-and-control, (2) self-regulation,
and (3) co-regulation. Command-and-control regulation (1) is characterised by ‘the idea
of control by a superior’ – usually regulatory bodies – supported by sanctions (Ogus
1994, 2; Baldwin, Cave, and Lodge 2011, 106). However, due to their over-burdening
nature, they tend to encourage (voluntary) self-regulation (2) of the industry – meaning
that the actors are to create rules, monitor and resolve issues amongst themselves
before turning to the state (Eijlander 2005). Co-regulation (3) is a complement to legis-
lation and a hybrid of the previous two, which consists of private regulators and the
state cooperating in joint institutions (Senden 2005).

The main advantage of command-and-control regulation is that ‘the force of law can
be used to impose fixed standards with immediacy and to prohibit activity not conform-
ing to such standards’ (Baldwin, Cave, and Lodge 2011, 107). Nonetheless, the regulator
risks a ‘capture’ by those regulated, as it has to rely on the information held by them
(Mitnick 1980; Quirk 1981). Another concern regarding this type of regulation is the
potential for over-regulating by producing unnecessarily complex and rigid rules which
are difficult to comply with (Stewart 1988; Teubner 1987). Moreover, it can result in de
facto exclusion of entrants to the market – as was the case with telecommunications in
the UK (OFTEL 1998). Finally, enforcement of such rules is said to be difficult, expensive
and with uncertain effects (Baldwin, Cave, and Lodge 2011, 110). A way to counter
these disadvantages is by employing incentive-based regimes. However, the uncertainty
pertaining to the consequences of incentivising does not fit the field of AI, as it does not
solve the problems previously described. Further innovation of AI should be encouraged
and incentivised, but not in a way of one-sided regulation, because its nature, complexity
and the pace of development require some form of broader, more inclusive participation.

Self-regulation is an alternative to command-and-control regulation. Its advantage
rests on the fact that it is efficient and encompasses a higher level of expertise
(Baldwin, Cave, and Lodge 2011, 139–140). Since industry actors are in the field and
bear the costs themselves, they produce controls efficiently in the form of voluntary
codes of conduct and other instruments. Moreover, firms are more inclined to commit
to their own rules. Regardless, the costs for the public purse approving these regimes
may be considerable, and the self-regulatory rules are not immune from difficulties recog-
nised in the command-and-control systems. In its most basic form, self-regulation is risky.
This is especially the case in the digital world. For instance, the difference in data
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protection regimes between the US and the EU illustrate this (Hirsch 2011). The pro-
cedures in self-regulation may escape the grasp of the public since they can lack transpar-
ency, accountability and public approval. Self-regulation thus contains a risk of abuse by
companies which are enabled to create their own ‘rules’ tacitly without much transpar-
ency of the process and thereby isolate certain crucial considerations which might be
too burdensome for them, yet important for citizens.

Co-regulation involves a process that initially appears like self-regulation, but the state
has the final say on drafted soft-law instruments in a way that complies with the relevant
law. In this way, private actors participate in the regulation of the industry and the state
ensures that drafted regulation meets the statutory requirements (Freeman 1997; Hirsch
2011). Co-regulation enables actors to ensure that the objectives defined by the legisla-
ture can be achieved in the context of measures carried out by parties recognised
within the field of regulation concerned. It has been favoured as introducing more
cost-effective, flexible standards which provide meaningful protection. If unfavourable
results are produced, there is still an option to introduce standard legislation. Moreover,
unlike self-regulation, the principle of transparency is applied to co-regulation. Thus, if
done well, co-regulation can bring the best of both worlds – expertise and adequate pro-
tection of interests through law.

The big word ‘regulation’ tends to strike fear, as it forecasts yet another set of norms to
comply with, threatens to stifle innovation and progress, and raises questions about
insufficiency of laws to deal with the complexities of AI (Dignum 2019, 97). Regardless,
it is important to note that regulation can be beneficial when it is made in a way to incen-
tivise and encourage investments, and further scientific development of AI systems
through its norms. In this way, challenged developers can ensure that they develop an
AI system which employs techniques that ensure explainability without endangering
efficiency. Command-and-control and self-regulation have been criticised are being too
simplistic and political rather than taking into account the continuum of different types
of legislation. Instead, co-regulation is advocated to be more productive (Prosser 2008).
Co-regulation through standardisation based on the New Legislative Framework is at
the heart of the AI Act proposal (Ebers 2021). Since technical expertise does not lie
with the legislator, co-regulation is an indispensable in the formation of standards appli-
cable to AI systems.

A regulatory regime is not an isolated system featuring only state actors. It is a complex
network of a multitude of interrelated and interdependent actors (Black and Murray
2019). Key elements include shared goals, values, and behaviours. This makes regulation
equally complex because it ought to reflect and mitigate existing dichotomies by setting
rules in appropriate forms – namely, hard law and/or soft law – and modes – command-
and-control, self-regulation or co-regulation. Black and Murray (2019) observed how regu-
lation of new technologies occurred throughout the history from radio and telecommu-
nications to the internet. The history of regulation in these areas illustrates that
stakeholders (e.g. NGOs, government bodies, companies) have attempted to reassure
governments and consumers that they will adhere to ethical principles through the cre-
ation of ethical codes and ethics boards. However, this adherence is necessary in effective
regulation but insufficient in the absence of specific conditions which rarely exist in a
highly competitive market. Thus, if we leave too much to companies developing AI
systems, transparency – and thereby our rights – will be at risk.
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5. Conclusions

Transparency is an important tool of trust. This article was inspired by a flawed transpar-
ency obligations framework for AI systems. The main flaw is the difficulty of individuals
challenging the basis of a decision due to an information asymmetry created by AI devel-
opment companies. This is one of the unaddressed challenges hidden behind the curtain
of innovation and its gradual implementation into the traditional problem-ridden embroi-
dery of public law. Transparency is a pivotal notion in this regard.

The long-awaited proposed AI Act represents an important step towards enabling trust
in AI. However, improvements are still needed. Although high-risk systems’ providers are
obliged to comply with transparency obligations, the proposal does not clarify what infor-
mation would enable ‘sufficient transparency’ and leaves the AI development companies
to regulate through self-assessment, which is highly problematic because it can lead to
information and power asymmetries. Moreover, non-high risk AI systems are barely
within the scope of regulation and are thus left to self-regulation. Limited transparency
obligations for them can be a problem as the regulation does not account for cases
where a non-risk system can have high-risk consequences. Consequently, ethics should
not substitute hard law.

As discussed, there are many options for regulating AI. Unfortunately, the separation of
ethical and legal frameworks has placed the explainability side of transparency into the
sphere of self-regulation. Soft-law treatment of AI systems brings a risk of divergent
norms and thus legal uncertainty which would make compliance by public authorities
with fundamental principles onerous. Although soft-law instruments like codes of
conduct can be quite beneficial in the face of speedy technological developments,
certain values are too important to be confined to unenforceable frameworks. Therefore,
transparency should not be left to self-regulation but should be shaped by the
cooperation of private and public actors in a way that ensures proportionate represen-
tation of rights and duties.

A transparency framework, as submitted in the AI Act proposal, leaves a risk of abuse
by companies because of divergent priorities and interests. Existing impediments might
thus be exacerbated. Most importantly, the AI Act (in its current form) fails to address the
power imbalance between private parties developing AI systems and public authorities
using them. Rather, it creates interdependence between the two which can cause
issues for authorities observing principles of good governance towards individuals. The
AI regulatory framework should account for this potential power-and-information asym-
metry, ensuring that certain imperative values like transparency are imposed ex ante
through law with and not through soft law language of ethics, which has little to no
value to EU market competitors. This imbalance should, and hopefully will, be addressed
in the further evolution of the EU regulatory framework for AI systems.
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Council of 25 October 2012 on European standardisation, amending Council Directives 89/
686/EEC and 93/15/EEC and Directives 94/9/EC, 94/25/EC, 95/16/EC, 97/23/EC, 98/34/EC,
2004/22/EC, 2007/23/EC, 2009/23/EC and 2009/105/EC of the European Parliament and of
the Council and repealing Council Decision 87/95/EEC and Decision No 1673/2006/EC of
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(2021) 84 final) 248.

43. See Advocate General Saugmandsgaard Øe’s Opinion in the case C-160/20 Stichting Rookpre-
ventie Jeugd [2021] ECLI:EU:C:2021:618; Article 4 of the Regulation (EC) No 1049/2001 of the
European Parliament and of the Council of 30 May 2001 regarding public access to European
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100) paras 95–100.
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