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What I do or how I do it - the effect of accountability focus on individual exploration
Bart Verwaeren and Bernard A. Nijstad

Department of HRM and OB, Faculty of Economics and Business, University of Groningen, Groningen, Netherlands

ABSTRACT
Because accountability is a central feature of many management practices, feeling accountable is a fact of 
life in modern organizations. Accountability has been found to have many beneficial outcomes, yet it may 
also increase certain cognitive biases. Building on the social contingency model of accountability, we 
examine the effect of accountability on manager’s individual decision making about exploration vs. 
exploitation. We distinguish between outcome and process accountability and examine them as inde-
pendent predictors of exploration behaviour. Although previous work suggests that outcome account-
ability may lead managers to quickly switch to old ways of working (i.e., exploitation), we propose that 
process accountability will increase individual exploration. Furthermore, employing the concept of 
disfluency, we propose that this positive effect of process accountability will be especially strong when 
outcome accountability is also high. Combining two survey studies (n = 361, n = 438) with employees and 
a lab experiment (n = 211), we find overall support for our hypotheses. Specifically, we find that process 
accountability increases exploration while outcome accountability decreases it (and increases exploita-
tion). We also find partial support for a positive interaction of process and outcome accountability.
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Introduction

Accountability, defined as actors’ feeling that they will be called 
on to explain, justify and defend their work (Lerner & Tetlock, 
1999), is a fact of life in modern organizations. Many organiza-
tional practices, including leadership behaviours, and perfor-
mance and reward management, will result in actors feeling 
accountable to some audience, such as a supervisor or senior 
manager (Hall et al., 2007). Holding managers or other employ-
ees accountable can have a significant impact on their beha-
viour and decision-making (Hall et al., 2017; Lerner & Tetlock, 
1999). Sometimes, these effects are beneficial, such as 
a reduced tendency to engage in unethical behaviour (Pitesa 
& Thau, 2013) and reduced self-superiority beliefs (Sedikides 
et al., 2002). However, accountability can also have undesirable 
effects by amplifying certain cognitive biases. One particularly 
important effect that may often be unintended is that account-
ability may lead individuals to focus on what has worked well in 
the past (exploitation) at the expense of trying something new 
(exploration), because exploitation behaviour is more easily 
justifiable (Brown, 1999; Gardner, 2012; Lee & Meyer-Doyle, 
2017; O’Reilly & Tushman, 2004). Although exploitation beha-
viours are beneficial and important (e.g., becoming more effi-
cient in existing activities), felt accountability may amplify 
a tendency to stick with existing solutions that may or may 
not be optimal, resulting in organizations focusing on short- 
term efficiency to the potential detriment of long-term adapta-
tion (Eisenhardt et al., 2010).

Existing research on the effects of accountability on exploi-
tation vs. exploration behaviour, however, is limited. Firstly, not 
many studies have empirically examined the effects of account-
ability in the context of the exploration-exploitation trade-off 

(Gardner, 2012). Secondly, and more importantly, what existing 
research has in common is that it looks at one specific type of 
accountability, namely accountability for outcomes or results. 
In this paper, we propose that it is important to differentiate 
between outcome and process accountability (Siegel-Jacobs & 
Yates, 1996). Outcome accountability means that one feels the 
need to justify work results, whereas process accountability 
prompts a need to justify a work strategy or process with 
which a work results was achieved. A growing body of research 
has shown differential results for outcome and process 
accountability on behaviour and decision-making (Dalla Via 
et al., 2019; L. J. Chang et al., 2013; De Langhe et al., 2011; 
Siegel-Jacobs & Yates, 1996). Building on this literature, and on 
the social contingency theory of accountability (Tetlock, 1992), 
we hypothesize that outcome accountability will reduce an 
individuals’ focus on exploration (relative to exploitation), 
whereas process accountability will increase a focus on explora-
tion. Furthermore, we propose that outcome and process 
accountability often co-exist and that they may interact to 
affect the exploitation-exploration decision. There are conflict-
ing theoretical accounts to predict that shape of this interac-
tion, yet building on recent insights from cognitive psychology 
(Oppenheimer, 2008) and organizational behaviour (Patil & 
Tetlock, 2014), we argue that hybrid accountability (i.e., 
a combination of high outcome and high process accountabil-
ity) will increase cognitive disfluency and, as a result, most likely 
lead to increased attention to alternative options, resulting in 
increased focus on exploration.

With this paper, we contribute to the growing literature on 
the individual-level (rather than organizational-level) explora-
tion-exploitation trade-off by showing that outcome and pro-
cess accountability, and their hybrid form, have differential 
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effects. These findings may prove of value beyond the concept 
of accountability. As accountability is considered “a natural 
bridging construct” between individual actors and organiza-
tional-level practices (Lerner & Tetlock, 1999, p. 256), applying 
an “accountability lens” (Hall et al., 2007) can help to advance 
our understanding about the relationship between control 
mechanisms and exploration. We also contribute to the 
accountability literature itself, by theorizing and empirically 
examining how hybrid accountability is related to individual 
decision-making. Hybrid accountability has received very little 
empirical attention in the literature, which represents an impor-
tant gap, as hybrid accountability likely commonly occurs in 
practice (Patil et al., 2017). To test our predictions, we present 
the results of three studies. First, we report a survey study 
among employees to examine the role that accountability 
plays in driving the relative attention to exploration, relative 
to exploitation, in a work context. Second, we present the 
results of a lab experiment to establish stronger causal evi-
dence for the relationship between accountability focus and 
individual exploration. Third, we conducted another field study 
in which we are able to examine the effects of accountability on 
exploration and exploitation in absolute terms, not relative to 
each other, but as separate, orthogonal factors.

Theoretical framework

Accountability and individual exploration/exploitation

It is commonplace in society that people have to justify their 
actions and accomplishments to others (Frink & Klimoski, 1998; 
Lerner & Tetlock, 1999). Especially in organizations, manage-
ment control mechanisms are installed explicitly to make peo-
ple in the organization accountable for what they accomplish 
and/or how they accomplish it (Markman & Tetlock, 2000). 
Thus, a common feature of these systems is that they instil 
feelings of accountability in individuals. Accountability has 
been defined as “the implicit or explicit expectation that one 
may be called on to justify one’s beliefs, feelings, and actions to 
others” while there are also significant consequences asso-
ciated with not providing a satisfactory justification (Lerner & 
Tetlock, 1999, p. 255). While accountability has been studied in 
relation to many outcomes (for a review, see Hall et al., 2017), its 
relationship to individual exploration/exploitation has not been 
studied directly.

Exploration activities entail the search for alternative 
options, broadening the scope of possible variations, and 
experimenting with and evaluating those new possibilities 
(Katila & Ahuja, 2002; Zollo & Winter, 2002). This includes an 
individual’s focus on activities that require a deviation from the 
current situation, and these activities can be described as 
searching, discovering, creating or experimenting with prac-
tices that are new to the organization (Mom et al., 2007). 
Exploration activities increase the probability of failure, as 
their results are always relatively distant and uncertain 
(Ahmadi et al., 2017). In contrast, exploitation entails refine-
ment and further implementation of what was already in the 
existing set of organizational routines (Levinthal & March, 
1993). This would include a focus on individual activities that 
involve selecting, implementing, improving or refining existing 

ways of working (Mom et al., 2007). Chances of failure are lower 
for such activities, because their results are typically more 
certain and immediate.

It is important to note that exploration and exploitation are 
both learning activities that can improve organizational rou-
tines. Where exploration increase learning breath, exploitation 
increases the depth of learning (Katila & Ahuja, 2002; March, 
1991). However, each may be more appropriate at different 
times or for different activities and, for organizations, an opti-
mal balance between exploration and exploitation is important 
for long term success (Junni et al., 2013). Although extensively 
studied at the organizational or business unit level (see O’Reilly 
& Tushman, 2013), ultimately the decision to explore or exploit 
has to be made by managers or employees within those orga-
nizations (Mom et al., 2009; Van der Borgh & Schepers, 2014). 
Despite many calls for research (e.g., Gupta et al., 2006; Raisch & 
Birkinshaw, 2008), there is still relatively little research on how 
individuals make the exploration-exploitation trade-off 
(Bonesso et al., 2014; Rosing & Zacher, 2017; Tuncdogan et al., 
2017).

Exploration and exploitation orientations can be concep-
tualized either as two ends of a continuum or as two inde-
pendent orthogonal factors. The former approach 
conceptualizes exploration and exploitation as mutually 
exclusive activities, proposing that limited time and resources 
will cause that the emphasis on one always is to the detriment 
of the other. This conceptualization is particularly relevant at 
lower levels of analysis (e.g., one individual decision maker), 
because at that level there are less opportunities to expand 
resources (e.g., invest more time in learning overall) compared 
to the organizational level (Cao et al., 2009). This is consistent 
with recent empirical work at the individual level (e.g., 
Kauppila, 2018; Lee & Meyer-Doyle, 2017; Rogan & Mors, 
2014), as well as insights from neuroscience that show that 
exploration and exploitation draw from different brain regions 
and cannot be active simultaneously (Laureiro-Martínez et al., 
2015). However, it is also possible to conceptualize explora-
tion and exploitation as orthogonal, meaning that both can 
high or low, independently of each other. This is more com-
mon at higher levels of analysis, as larger units have the 
opportunity to assign resources to different types of learning 
simultaneously. However, individuals may also be able to 
engage in both exploration or exploitation, by separating 
both activities over time (Lavie et al., 2010; Rosing & Zacher, 
2017). In this paper, we will operationalize exploration and 
exploitation both as the relative focus on exploration vs. 
exploitation (study 1 and 2) and on the absolute level of 
both simultaneously (study 3).

Exploration and exploitation are related to, yet separate 
from, creativity and innovation. Creativity pertains to the devel-
opment of novel and (potentially) useful ideas (Amabile, 1996), 
and innovation requires that these ideas are further developed 
and implemented (e.g., Scott & Bruce, 1994). Although an 
individual’s focus on exploration can be conducive to the 
development of creative ideas, the two cannot be equated 
(Bledow et al., 2009; Rosing & Zacher, 2017). Similarly, a focus 
on exploitation can be useful in further development or imple-
mentation of novel ideas once they have been generated, yet 
exploitation is not to be equated with innovation. Yet, because 

422 B. VERWAEREN AND B. A. NIJSTAD



their shared emphasis on novelty, research on creativity can be 
informative about the conditions that may also stimulate 
exploration activities.

Existing research suggests that when faced with the deci-
sion to explore or exploit, individuals often show a preference 
for exploitation (March, 2006; Raisch et al., 2009). There are two 
theoretical reasons for this. First, exploitation is more likely to 
lead to valued outcomes, and these outcomes are more certain, 
predictable, and closer in time (Benner & Tushman, 2003; 
March, 1991). Because of these characteristics, it is likely that 
decision-makers become “strategically persistent” and stick to 
their current way of working (Audia & Goncalo, 2007; Audia 
et al., 2000). Second, the preference for exploitation may be 
further explained by the fact that exploration requires mindful, 
effortful and systematic experimentation, while exploitation 
can be less mindful, automated and heuristic behaviour 
(Levinthal & Rerup, 2006). As, all else equal, individuals prefer 
to exert lower effort compared to higher (Hobfoll, 1989), it 
follows that exploitation often is a more desirable course of 
action.

To our knowledge, no research has directly examined the 
relationship between individuals’ feelings of accountability and 
the exploration-exploitation trade-off. However, studies on 
related concepts suggest that accountability hampers explora-
tion (relative to exploitation). Notably, the literature on social- 
evaluative pressure, which is a well-documented consequence 
of accountability (Hall et al., 2006; Laird et al., 2009), tends to 
show negative effects on individual creative exploration, at 
least at relatively high levels of social-evaluative pressure 
(Byron et al., 2010). Consistent with this, Gardner (2012) found 
that when project teams at a consultancy firm worked under 
high performance pressure, they adopted a “getting the job 
done” mode, which means that they disregarded advice that 
challenged their current understanding of their task, thus 
quenching any chance for exploration of different paths.

Hence, evidence from this literature suggests that account-
ability will be negatively related to individuals’ tendency to 
explore and will increase a tendency towards exploitation. 
However, accountability can take different shapes and forms. 
Specifically, in this paper, we argue that it is important to 
distinguish between different accountability foci.

Outcome and process accountability and exploration/ 
exploitation

The literature has distinguished different accountability foci, 
with outcome accountability referring to feelings that one will 
have to provide justification for task results, and process 
accountability referring to feeling that the process or strategy 
to achieve a result will need justification (Siegel-Jacobs & Yates, 
1996). The accountability literature has demonstrated that the 
distinction between outcome and process accountability is 
critical (Patil et al., 2014; Siegel-Jacobs & Yates, 1996), and 
that outcome and process accountability have different effects 
in diverse areas such as consumer decision making (Zhang & 
Mittal, 2005), negotiations (L. J. Chang et al., 2013), and job 
candidate selection (Brtek & Motowidlo, 2002). However, theory 
and empirical work is lacking on their differential effects on the 
exploration-exploitation trade-off.

Accountability changes the trade-off that individuals make 
when deciding between exploration and exploitation, as there 
are now stakes associated with not reaching an “acceptable” 
solution. For example, the more uncertain route of exploration 
may become even more undesirable, as the chance of ending 
up with worse performance than with an existing solution is 
very real. Indeed, especially in the short run, exploration will 
often lead to worse results, given that the fitness landscape in 
which organizations operate is often unpredictable in shape 
(Levinthal & Warglien, 1999). As a result, exploration activities 
should become less attractive when individuals are held 
accountable (Kahneman & Lovallo, 1993; Weigold & Schlenker, 
1991). However, theory from social psychology suggests that 
this will mainly pertain to outcome but not process 
accountability.

A framework to understand the effects of accountability on 
decision-making is the social contingency model (Tetlock, 1983, 
1992). This model suggests that accountability is an undesir-
able state that motivates individuals to do whatever it takes to 
effectively and efficiently reduce it. According to Tetlock (1992), 
actors under accountability act like metaphorical politicians, 
who do whatever they have to, to satisfy the expectations of 
the audience they are accountable to. The task strategy that an 
actor uses can thus, according to the social contingency model, 
be seen as a coping mechanism for dealing with the pressure 
associated with accountability (Tetlock et al., 1989). Based on 
the specific characteristics of the situation (i.e., the type of 
accountability, the type of task), different coping mechanisms 
will be preferred, based on how easy they are to defend to 
others. In turn, the choice of coping mechanism has implica-
tions for the degree of information elaboration and breath of 
options considered (Scholten et al., 2007) and, as we argue 
here, for the level of exploration/exploitation that an actor 
engages in.

Specifically, when individuals feel outcome accountable, this 
will likely lead to the use of a coping mechanism referred to as 
an acceptability heuristic, meaning that the actor will make 
decisions for which they are confident that they will lead to 
an acceptable result for whatever audience they are accounta-
ble to (Tetlock, 1992). Focusing on outcomes will thus engen-
der a focus on maintaining an established way of working, 
which should be a safe way to maintain outcome levels. Even 
when they result is less than expected, it is possible to refer to 
how the same strategy has previously led to acceptable results, 
making it easier to justify than exploring a new strategy.

Hence, and consistent with the literatures on evaluation 
pressure, short-term rewards, and regulatory focus, we propose 
the following: 

HYPOTHESIS 1. Outcome accountability will lead to lower exploration 
orientation and higher exploitation orientation compared to 
when there is no outcome accountability (i.e., under no account-
ability, or only process accountability)

For process accountability, in contrast, the acceptability 
heuristic is often not a viable way to deal with the perfor-
mance pressure that this type of accountability creates. While 
an actor can refer to previous ways of working to justify 
a result, the “why” question that process accountability 
poses cannot be readily answered by referring to previous 
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outcomes. As a result, individuals under process accountabil-
ity show the tendency to engage in more effortful considera-
tion of their working strategy, because they expect that this is 
what the audience requires them to do (Tetlock et al., 1989). 
In the context of a task where there is little or no prior 
information about what works and hence there is usually no 
fixed working procedure, such as is the case in innovation 
tasks, the most effective and safe way to deal with process 
accountability is to come up with a well-thought through task 
strategy. In the social contingency model, this is the second 
coping mechanism, referred to as pre-emptive self-criticism. 
This means that actors attempt to predict any potential objec-
tions to their solution and engage in self-critical information 
processing. This more complex information-processing is has 
been suggested to lead to high quality decisions (Tetlock 
et al., 1989).

Previous research provides support for the potential positive 
effects of process accountability on the depth of information 
processing and, indirectly, the quality of decision-making (Hall 
et al., 2017; Scholten et al., 2007). In their seminal experiment, 
Siegel-Jacobs and Yates (1996) asked participants to select jury 
members for a fictional court case. They found that when work-
ing under process accountability, participants engaged in pre- 
emptive self-criticism and took more advantage of the available 
information about potential jury members. This more systema-
tic information processing was positively related to the accu-
racy of their choices, but only when the information was 
relevant to the case. Similarly, Brtek and Motowidlo (2002) 
asked participants to watch a video recording of a job interview 
and try to predict the performance of the candidates in the 
video. Participants working under process (vs. outcome) 
accountability approached the task more systematically and 
made more accurate predictions. More recently, De Langhe 
et al. (2011) found that when people were working under 
process accountability, they performed better when a task 
could be best solved using a cognitively-taxing systematic 
approach, whereas participants under outcome accountability 
performed better when solutions could best be found via 
a heuristic task approach.

These examples show a positive effect of process account-
ability, compared to outcome accountability, on the depth of 
information processing. However, it is also clear, in the context 
of the social contingency model, that this will only be the case 
for tasks where there is no (strong) normative expectation 
about what constitutes a good process or strategy. If there is 
such a salient process norm, it is likely that actors under process 
accountability could use an acceptability heuristic and follow 
that existing strategy (Patil et al., 2017, 2014). Regardless, 
because the type of situation in which the trade-off between 
exploration and exploitation has to be made typically does not 
have a fixed thinking strategy or working process that could be 
used in an acceptability heuristic, process accountability is not 
expected to reduce exploration like outcome accountability. 
Rather, process accountability is expected to lead to pre- 
emptive self-criticism, and a higher chance that individuals 
will critically examine current ways of working and engage in 
exploration of new ways.

Hence, we propose: 

HYPOTHESIS 2. Process accountability will lead to higher exploration 
orientation compared to when there is no process accountability 
(i.e., no accountability, or only outcome accountability)

Note that we predict that outcome accountability, due to 
a wish to please the audience and reduced risk-taking, will 
simultaneously increase exploitation and reduce exploration 
(Hypothesis 1), but that we do not expect the opposite from 
process accountability. Thus, we expect process accountability 
to increase a focus on exploration, because this may help justify 
one’s decision processes (e.g., “I also tried something new”), but 
perhaps not necessarily reduce exploitation activities at the 
same time (unless the two are seen as mutually exclusive).

Hybrid accountability and exploration

Process and outcome accountability can also be combined. In 
fact, in practice, it will often be the case that managers have 
multiple and diverse audiences and accountability foci (Hall 
et al., 2007; Patil et al., 2014). What will happen under such 
hybrid accountability conditions is less straightforward com-
pared to under only outcome or process accountability. On 
the one hand, the literature on multiple goals suggests that 
individuals that pursue diverse (possibly conflicting) goals 
experience tension and additional pressure (Dickerson & 
Kemeny, 2004; Quigley et al., 2007). Multiple goals may, as 
a result, lead to a sort of “analysis paralysis”, as actors may 
never be able to fully decide what goal to pursue in their 
decision making (Ethiraj & Levinthal, 2009). In addition, com-
peting goals may not only lead to higher total experienced 
evaluative pressure, but because of their inconsistency they 
may also be perceived as more uncontrollable, which in itself 
could reduce creative exploration (Byron et al., 2010).

On the other hand, it has been argued that hybrid account-
ability may result in a “best of both worlds” situation when it 
comes to weighing deviation and conformity (Patil et al., 2014). 
This is also supported by recent empirical findings that show 
that forecasters under hybrid accountability outperform those 
under “pure” forms of accountability (W. Chang et al., 2017). In 
addition, in the management control literature, recent concep-
tual and empirical work has emphasized the non-unitary design 
of control mechanisms (Cardinal et al., 2017). For example, 
a recent meta-analytical review of the literature found that 
outcome and process-based control mechanisms do not sub-
stitute each other, but rather positively interact to predict 
increased performance (Sihag & Rijsdijk, 2019).

When it comes to stimulating exploration, positive effects 
of different accountability foci may be expected exactly 
because they are conflicting, as they have the potential to 
stop automatic cognitive processes in their tracks, which can 
increase divergent thinking (Lu et al., 2017; Patil & Tetlock, 
2014). In other words, when actors are faced with multiple 
foci of accountability, their decision making becomes more 
difficult or less fluent (i.e., less quick and certain). While flu-
ency is important when the aim is to efficiently perform 
a standard task, disfluency has the benefit of disrupting fixa-
tion on known solutions (Alter et al., 2007; Hernandez & 
Preston, 2013). Simultaneously considering the defensibility 
of a decision outcome and a decision process requires 
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answering two very different questions that are unlikely to be 
answered quickly, or fluently. This disfluency in processing 
stimulates actors to abandon the solutions that are suggested 
via an acceptability heuristic and examine the problem in 
a more thorough and abstract way (Alter, 2013; Alter & 
Oppenheimer, 2008; Oppenheimer, 2008), making it more 
likely that actors decide to explore, rather than exploit exist-
ing solutions.

Although there are thus arguments suggesting positive and 
negative effects on exploration, we argue that, on balance, the 
theoretical and extant empirical evidence is more suggestive of 
a positive effect. Hence, we propose that hybrid accountability 
(i.e., a positive interaction of outcome and process accountabil-
ity) will be associated with more exploration, relative to 
exploitation. 

HYPOTHESIS 3: Outcome and process accountability will interact, 
such that the positive effect of process accountability on explora-
tion (in absolute terms or relative to exploitation) is stronger when 
outcome accountability is also high.

Overview

These hypotheses were tested in three studies. We start with 
a field study in which we measured employees’ felt account-
ability and their exploration orientation, relative to exploitation 
orientation. A field study has the benefit of being able to 
capture the focal phenomena in real-life and shows that prac-
tical relevance of the concepts. However, because the survey 
studies that we present cannot be used to establish causal 
relationships, we also conducted an experiment in which we 
manipulated accountability focus and measured objective 
exploration behaviour. Finally, in a third study we replicate 
our field study, but operationalize exploration and exploitation 
as separate orthogonal variables, allowing us to examine the 
effects of accountability on absolute levels of exploration (and 
exploitation) as well as on the balance between them 
(ambidexterity).

Study 1

Sample

We recruited participants for this survey study via Prolific (www. 
prolific.co), a platform that allows researchers to conduct online 
surveys and experiments. We pre-screened participants to only 
allow individuals for who English was their first language, had 
working experience at a high level (at least some managerial 
experience), and had a good track record completing tasks on 
the platform (acceptance rate of at least 80%). In addition, 
students were filtered out via a custom pre-screening that we 
conduced. We obtained a sample of 379 participants. In line 
with the recommendations made in the literature (e.g., 
Goodman et al., 2013) we also included two attention check 
questions. Participants that failed both checks (n = 14) were not 
included in further analyses. In addition, four participants did 
not specify their job type, leaving us with a final sample of 361 
participants.

The average age of participants was 36.67 years (SD = 10.52), 
54.85% were female and 89.47% had higher a higher education 
degree. 49.03% were currently in a management position, and 
26.87% held an expert role (trained professional, consultant or 
researcher). Because of the relatively high qualification and job 
levels, the sample was appropriate to study strategic decision 
making in a work context.

Measures

Exploration
Following earlier research on exploration and exploitation at 
the individual level (Lee & Meyer-Doyle, 2017; Rogan & Mors, 
2014), in this study we conceptualized exploration and exploi-
tation on a continuum (i.e., as a relative focus on exploitation 
versus exploration behaviour). We used the five-item measure 
developed by Kauppila (2018) to assess the degree to which 
individuals have pursued novel vs. familiar tasks. Participants 
were presented with contrasting statements and had to indi-
cate their preference for one or the other on a seven-point 
scale; higher scores indicated higher agreement with the 
exploration side of the item and lower scores indicate higher 
agreement with the exploitation side. The items were preceded 
by the statement “over the past half year, I have particularly . . . ” 
and an example item pair was: “Worked on tasks that I am used 
to” vs. “Started new tasks that I have not been familiar with 
before”. Reliability for the scale was high (α = .86).

Outcome and process accountability
Since prior research on outcome and process accountability has 
almost exclusively been conducted in experimental settings, 
there were no available measures for outcome and process 
accountability (Hall et al., 2017). Therefore, we designed 
a measure specifically for this study. Three items were used 
for each type of accountability. We used separate scales for 
outcome and process accountability, as it is possible to feel 
both accountability foci at the same time. The wording was 
based on the items developed by Hall et al. (2009) and the 
items, including factor loadings, can be found in Appendix. The 
two-factor solution shows overall reasonable model fit 
(χ2

(8) = 121.46, p < .01, CFI = .910, SMSR = .087, RMSEA = .198, 
AIC = 4781.96, BIC = 4832.52). A comparison to a one-factor 
model (χ2

(9) = 373.95, p < .01, CFI = .709, SMSR = .156, 
RMSEA = .335, AIC = 5032.45, BIC = 5079.12), shows that the 
two-factor model has superior model fit (χ2-difference = 252.49, 
p < .01). Both scales also showed good reliability (αOA = .79, 
αPA = .87).

Control variables
We included several personal and contextual characteristics 
that may explain variance in exploration orientation. First, we 
included need for closure, which refers to the trait-based need 
for clear answers, as opposed to ambiguity (Webster & 
Kruglanski, 1994). Individuals high in need for closure may 
prefer exploiting existing solutions more, regardless of 
accountability focus (Levin et al., 2000). We measured need 
for closure with 15 items (α = .86) from Webster and 
Kruglanski (1994) and Roets and Van Hiel (2011). Second, risk 
propensity was included, as high risk-takers may be more prone 
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to exploration. We measured risk propensity using six items 
(α = .78) from the IPIP (International Personality Item Pool, 2001; 
see also Colquitt et al., 2006). An example item was “I enjoy 
being reckless” and participants rated each item on a five-point 
scale (“definitely false” to “definitely true”). Third, job control 
was included, as engaging in exploration presumably requires 
a certain level of control over how the job is executed. To 
measure job control, we included four items (α = .78) by Frese 
et al. (1996). An example item is “Can you determine how you 
do your work”? All items were rated on a five-point scale (“very 
little” to “very much”). Fourth, we included workload, as high 
workload may reduce the opportunities and motivation to 
focus on exploration (Gardner, 2012). We used three items 
(α = .85) from Van Yperen and Hagedoorn (2003) these items 
were as follows: “I have to work too fast”, “I have too much work 
to do”, and “I work under time pressure”. Fifth, we included the 
pervasiveness of norms in the job, as high work norms could 
reduce exploration and increase the focus on exploiting cur-
rent, normative, ways of working. Three items (α = .87) were 
adapted from Bacharach et al. (1990). The items were “We have 
procedures here for every task of situation”, “We have clear 
rules about how a task should be done”, and “I have to follow 
strict operating procedures at all times”. Both for workload and 
norms, a five-point scale was used ranging from “Strongly 
disagree” to “strongly agree”.

In addition, we also included several demographic variables, 
including participant age and gender, as well as descriptive job 
information. Specifically, the job level was included (0 = admin-
istrative/support function, 1 = management, 2 = professional 
role, recoded into two dummy variables), as well as the job type 
(0 = non-technical; 1 = technical).

Common-method bias
Because our variables are all based on survey responses from 
the same respondent, this may introduce common method 
bias. Therefore, we adopted several practices to reduce the 
chance of common method bias influencing our results and 
interpretations (Podsakoff et al., 2012). First, and most impor-
tantly, we also examined the hypotheses in an experiment 
(Study 2), where common method bias was not a factor. 
Second, we made sure the questions concerning the indepen-
dent and dependent variables were in different parts of the 
survey. Third, the answering scales for the survey questions that 

measured the independent and dependent variables were very 
different. Fourth, we conducted two post-hoc statistical tests to 
assess impact of a common factor. Results of Harman’s one 
factor test, including all study variables, resulted in one-factor 
accounting for only 13.32% of the variance. Considering the 
criticisms of this test (Podsakoff et al., 2012), we also conducted 
a common-latent factor test, which assesses the variance that is 
common to all items (Podsakoff et al., 2003). This test consists of 
including one latent common-method factor, and allowing all 
items to load on their theoretical constructs as well as on 
a latent common-method factor. The common variance is esti-
mated as the square of the common factor of each path before 
standardization. This test suggested that common variance was 
26%, again below the commonly applied heuristic of 50%. In 
addition, we compared our results against parallel analyses 
where we adjusted the latent factor estimates of our model 
variables for common method bias, and found that results were 
very similar (in fact, p-values for our significant effects tended 
to be smaller). In sum, we conclude that common-method bias 
was likely not an important issue in our data.

Results study 1

The means, standard deviations, and correlations of all study 
variables are presented in (Table 1). It shows that process 
accountability is significantly positively related to exploration 
(r = .22, p < .01), but outcome accountability is not (r = .10, 
p = .06). Among the control variables, only risk taking (r = .15, 
p < .01) and control (r = .20, p < .01) are significantly (and 
positively) related to our dependent variable. There is also 
a positive correlation between outcome and process account-
ability (r = .54, p < .01), suggesting that indeed these types of 
accountability often co-occur.

To test our hypotheses, we performed a series of regression 
analyses (see Table 2). Model 1 only contained the control 
variables, in model 2 the main effects of outcome and process 
accountability were added. With regards to the main effects, 
hypothesis 1 predicted a negative main effect of outcome 
accountability. The data did not show a significant relationship 
of outcome accountability with exploration (B = −.06, SE = .11, 
p = .594). Note that the 95% confidence interval for outcome 
accountability was relatively wide, with a distribution skewed 
towards negative effects (ULCI = −.285; LLCI = .163). However, 

Table 1. Means, standard deviations, and correlations of study variables for study 1 (n = 361).

Variable M SD 1 2 3 4 5 6 7 8 9 10 11 12

1. Exploration 4.31 1.30
2. Process accountability 3.62 0.97 .22**
3. Outcome accountability 4.17 0.71 .10 .54**
4. Need for closure 3.54 0.61 −.04 .11* .14**
5. Risk propensity 2.52 0.80 .15** .05 .06 −.30**
6. Control 3.54 0.85 .20** .09 .04 −.03 .05
7. Workload 3.23 1.07 .07 .24** .24** .06 .09 −.09
8. Norms 3.29 1.08 .09 .39** .29** .12* −.02 −.19** .07
9. Age 36.75 10.38 −.08 −.03 −.01 .03 −.31** −.03 .04 −.02
10. Gendera 0.55 0.50 .03 .11* .09 .07 −.17** .08 .00 .01 .07
11. Job groupsb 0.29 0.45 −.00 −.12* .00 −.01 .06 .11* −.04 −.13* −.04 −.22**
12. Job level: Managementc 0.49 0.50 −.02 .09 .09 −.04 .11* .27** .08 .02 −.12* −.03 −.10
13. Job level: Professionalc 0.27 0.44 .06 −.01 .06 −.04 −.02 −.04 .04 −.06 .03 .05 .22** −.59**

* indicates p < .05. ** indicates p < .01. 
adummy variable where male = 0, female = 1; b dummy variable where 0 = non-technical, and 1 = technical; c reference category is “non-managerial admin/support 

function”
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these results did not support hypothesis 1. With regards to 
hypothesis 2, the results showed a significant positive main 
effect of process accountability (B = .23, SE = .09, p = .007). 
Hence, the data supported the second hypothesis. Because of 
the relatively high correlation between outcome and process 

accountability we also investigated potential multicollinearity 
issues of these variables. First, the variance inflation factors (VIF) 
was relatively low (VIFPA = 1.65, VIFOA = 1.52) and well below 
often used rules-of-thumb (O’Brien, 2007). In addition, we also 
ran separate regressions for outcome and process accountabil-
ity, which showed consistent results. Hence, it appears multi-
collinearity did not meaningfully affect our results.

Model 3 shows the results of the interaction effect of out-
come and process accountability, relating to hypothesis 3. The 
interaction was positive and significant (B = .20, SE = .09, 
p = .022) and the relationships are plotted in (Figure 1) to aid 
interpretation. A simple slopes analysis further showed that the 
positive relationship of process accountability is not significant 
when outcome accountability is low (B = .07, SE = .11, p = .501), 
but it is significant and positive when outcome accountability is 
medium (B = .21, SE = .09, p = .015) or high (B = .35, SE = .10, 
p < .001). Hence, this interaction effect is in line with hypoth-
esis 3.

Study 2

The results of study 1 showed initial support for the differential 
effects of outcome and process accountability on individual 
exploration. The positive relationship of process accountability 
was confirmed (hypothesis 2), as was the interaction effect 
(hypothesis 3). The negative relationship of outcome account-
ability was not supported (hypothesis 1). A limitation that is 
inherent in the field survey, which may explain the lack of 
support for hypothesis 1, is that in real-life organizations, 
there are very few instances of “pure” outcome or process 
accountability. Rather, there are differences in level of the two 
foci, with the lowest focus not necessarily being zero. Hence, it 
may not be possible to examine “pure” outcome accountability 
in the absence of any process accountability. Because this is 
possible in experiments, and because experiments can better 

Table 2. Results of hierarchical regression analyses in study 1 (n = 361).

Model 1 Model 2 Model 3

Intercept 4.424 *** 4.440 *** 4.385 ***
(.168) (.168) (.169)

Need for closure −.038 −0.055 −0.042
(.116) (.116) (.116)

Risk taking .205 * .192 * .201 *
(.093) (.093) (.092)

Control .393 *** .352 *** .338 ***
(.085) (.086) (.085)

Workload .097 .060 .058
(.064) (.065) (.065)

Norms .169 ** .099 .087
(.063) (.069) (.069)

Age −.006 −.006 −.007
(.007) (.007) (.007)

Gendera .067 .036 .038
(.140) (.139) (.138)

Job groupsb −.071 −.030 −.038
(.156) (.156) (.155)

Job level: Managementc −.296 −.307 −.320
(.177) (.176) (.175)

Job level: Professionalc .046 .027 −.006
(.194) (.194) (.193)

Process accountability .234 ** .212 *
(.087) (.087)

Outcome accountability −.061 .048
(.114) (.123)

Process × Outcome accountability .195 *
(.085)

R2/Adjusted R2 .097/.071 .117/.086 .130/.097
F Improvement of fit 3.949* 5.267*

Note: All continuous variables are mean-centred; Standard-errors in parentheses 
adummy variable where male = 0, female = 1; b dummy variable where 0 = non- 

technical, and 1 = technical; c reference category is “non-managerial admin/ 
support function” 

*** p < 0.001; ** p < 0.01; * p < 0.05
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Figure 1. Interaction effect of process and outcome accountability (study 1).
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establish the causal nature of the relationships and do not 
suffer from common method bias, we conducted a second 
study with an experimental design.

Sample, design, and procedure

We conducted an experiment with a sample of 227 students in 
business administration who participated in the study as part of 
a voluntary selection testing simulation. Their average age was 
20.13 years (SD = 1.24) and 48.4% was female. Participants were 
randomly assigned to the conditions of a 2 (outcome account-
ability: yes/no) x 2 (process accountability: yes/no) experimen-
tal design, creating four condition: no accountability, (pure) 
outcome accountability, (pure) process accountability, and 
hybrid accountability. They were seated individually at 
a computer terminal and started by reading and signing the 
informed consent form. Next, they read the instructions for the 
task on-screen. After they finished the task, they were invited to 
go to another room where the aim and design of the experi-
ment was explained and questions could be asked.

The task was adapted from Ederer and Manso (2013, also see 
the online appendix to their paper for task details). In this task, 
participants were put in charge of a virtual lemonade stand for 
twenty rounds. It was communicated that the goal of the task 
was to maximize total profit. In every round, they had to make 
decisions about a number of strategic parameters: location 
(three common street names), colour (green or pink), price, 
and percentage sugar and lemon in the drink. After every 
round, they instantly received feedback in the form of the profit 
for that round. Each time, they could decide to make changes 
to the parameters, in order to try to increase profit, or keep the 
parameters the same. After 20 rounds, participants completed 
a short post-task questionnaire and were debriefed in another 
room.

Consistent with the method used by Ederer and Manso 
(2013) the task instructions contained a letter ostensibly from 
the previous manager of the lemonade stand that explained 
how he set these parameters and that these settings made 
“around 90 §” (§ denoted the fictitious currency in the exercise). 
It was also made clear that the previous manager experimented 
with all parameters (price, sugar and lemon percentage, col-
our), except location of the lemonade stand, and that different 
strategies may be necessary at a different location.

Manipulations

The way of manipulating accountability was consistent with 
earlier experiments (e.g., Brtek & Motowidlo, 2002; Siegel- 
Jacobs & Yates, 1996). Participants in all accountability condi-
tions were informed in the task instructions that they would 
need to justify their performance and/or actions to a researcher 
in another room (this part of the instructions was left out in the 
“no accountability condition”). After completing the task, parti-
cipants actually went to that other room, but no justification 
was performed, only a general debriefing about the experi-
ment. Accountability focus was manipulated by adding differ-
ent instructions about what they would be asked to justify: 
Process accountability: “The researcher will ask you to justify 
the thinking process or strategy that you followed during the 

task. It will not be about the profits that you made, just about 
the strategy you followed”; Outcome accountability: “The 
researcher will ask you to justify your result, the total profit 
that you obtained over the 20 rounds. It will not be about how 
you approached the task, just about the result”; Hybrid account-
ability: “The researcher will ask you to justify the total profit, as 
well as the strategy that you followed in the task”. Note that in 
this study we use the term “pure” outcome or process account-
ability (or hybrid), as opposed to in the other studies where 
outcome and process accountability are measured on 
a continuum.

Measures

Manipulation checks
Two items were included to test whether or not the manipula-
tion was successful. Participants were asked to indicate to what 
extent two statements were true for them: “you will have to 
justify your results (profits) to a researcher” (outcome account-
ability) and “you will have to justify your strategy to 
a researcher” (process accountability). Participants used 
a seven-point scale from “Totally false” to “Totally true”.

Exploration
Following Ederer and Manso (2013), an exploratory search 
round was defined as a round in which either (a) a new location 
was chosen, that was not the initial location, or (b) a significant 
change (more than 0.50, on a scale from 1 to 10, on the 
continuous variables) was made in the parameters while in 
a location that was not the initial location. Any round that did 
not contain significant changes or that contained changes 
within the initial location received a value of ‘0ʹ. To test the 
predictions, we will both focus on the total amount of explora-
tion and on the moment the last exploration round occurred 
for a participant.

Control variables
Given the experimental design, we did not include job-related 
variables as controls (e.g., autonomy, workload, job level), and 
given the sample of students, we did not include age. However, 
we did include four control variables that could help to explain 
differences in individuals tendency to engage in exploration/ 
exploitation. First, intrinsic motivation, the extent to which 
someone enjoys the task for the sake of the task itself, plays 
a central role in creativity and innovation research (Amabile, 
1996; Kauppila, 2018). In addition, it is possible that people 
under different accountability foci would perceive that task as 
more or less enjoyable. Therefore, intrinsic motivation was 
taken into account as a control variable. To measure intrinsic 
motivation, we used four items from Eisenberger and Aselage 
(2009). People were asked to indicate to which extent they 
believed the task to be enjoyable, interesting, boring, and 
unpleasant (last two items reversed) on a seven-point scale 
(“totally disagree” to “totally agree”). Reliability was adequate 
with α = .77. Second, as in Study 1, we measured risk propensity 
as a stable individual difference in risk taking, but with 
a behavioural (rather than self-report) measure. We measured 
the propensity to take risks via the commonly used Holt-Laury 
instrument (Holt & Laury, 2002), where we use number of times 
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that an individual picks the high-reward option from a series of 
lotteries that vary in riskiness as a measure of individual risk 
propensity. We opted for this behavioural measure, because 
this was more aligned with our behavioural measure of explora-
tion. Third, need for closure, which was measured with the same 
instrument as in study 1 (α = .82) . Lastly, we also included 
participant gender as a possible confounding variable, because 
earlier research has shown that there may be gender differ-
ences in innovative performance when confronted with perfor-
mance pressure (Baer et al., 2013).

Results study 2

Manipulation check
We performed 2 (outcome accountability) x 2 (process account-
ability) ANOVAs on both manipulation check items. First, out-
come accountability ratings were significantly higher in 
outcome accountability conditions (pure outcome and hybrid, 
M = 3.30, SD = 1.28) compared to the non-outcome account-
ability conditions (M = 2.73, SD = 1.32, F(1, 223) = 36.65, p < .001). 
Second, participants reported higher expectations that they 
would have to justify their strategy under the process account-
ability conditions (pure process and hybrid, M = 3.92, SD = 1.14) 
compared to the non-process accountability conditions 
(M = 2.99, SD = 1.34, F(1, 223) = 32.01, p < .001). These results 
support the effectiveness of the manipulations. However, closer 
analysis revealed that for some participants the manipulation 
did not work as intended. Specifically, fifteen individuals in the 
outcome accountability condition reported higher process 
accountability than outcome accountability and one partici-
pant in the process accountability condition showed a higher 
score for the outcome accountability manipulation check. To 
not invalidate the further analyses, these participants were 
dropped, resulting in a sample size of 211 and the distribution 
over conditions as in (Table 3).

Hypothesis tests
To tests hypotheses, two approaches were used. First, we 
examined the differences in total amount of exploration rounds 
in the different conditions. (Table 3) contains the means and 
standard deviations of the number of exploration rounds for 
every condition. A 2 × 2 ANOVA was run to test the effects of 
outcome and process accountability (two dummy variables), 
with gender, need for closure, and intrinsic motivation as cov-
ariates. (Figure 1) contains the different numbers of total 
exploration rounds (estimated marginal means) for the various 
conditions. Gender (F(1, 197) = 0.24, p = .63), risk preference 
(F(1, 197) = 0.02, p = .51), and need for closure (F(1, 197) = 1.26, 
p = .26) did not yield significant effects on total exploration 

rounds, but intrinsic motivation had a significant positive effect 
(F(1, 197) = 7.07, p < .01). Please note that results remained 
consistent without these control variables. With regards to 
the effects of accountability focus, consistent with predictions 
(hypothesis 2) there was a significant positive main effect of 
process accountability on the number of exploration rounds 
(F(1,197) = 5.67, p = .02). Although the negative main effect of 
outcome accountability on exploration rounds was not signifi-
cant (F(1, 197) = 0.44, p = .50), a planned contrast comparing pure 
outcome accountability to pure process and no accountability 
(disregarding the hybrid condition) did show a significant nega-
tive effect of pure outcome accountability (F(1,199) = 5.18, 
p = .02), consistent with hypothesis 1.

The interaction effect of process and outcome accountabil-
ity (representing the hybrid accountability condition) just failed 
to reach significance (F(1, 197) = 3.31, p = .07). (Figure 2), how-
ever, suggests that process accountability only has a positive 
effect when outcome accountability is present. Given our 
a priori and directional hypothesis 3, we performed a simple 
effects test (with Holm-Bonferroni adjustment for multiple 
comparisons) of the interaction. This test revealed no signifi-
cant effect of process accountability when outcome account-
ability was not present (no accountability condition vs. pure 
process accountability, F(1, 197) = 0.26, p = .61), but a significant 
(positive) effect when process accountability was combined 
with outcome accountability (pure outcome accountability vs. 
hybrid, F(1, 197) = 8.73, p < .01). The difference between pure 
process accountability and no-accountability condition was not 
significant (F(1, 197) = 3.61, p = .12). Overall, these findings 
provide tentative support for the interaction effect predicted 
in hypothesis 3.

A second conceptual approach to test the hypotheses did 
not focus on the number of exploration rounds, but on the 
“survival” of exploration throughout the twenty-round experi-
ment. This operationalization of exploration required a survival 
analysis in which the focus was on examining the moment 
when participants decided to stop exploring. In other words, 
the last round in which exploration occurred for a specific 
participant was the outcome in this analysis. To analyse this, 
consistent with previous use of the experiment (Ederer & 
Manso, 2013), we used Cox’s regression (Cox, 1972), which 
has the benefit of being able to deal with binary outcomes 
(exploration or not) over time. This type of regression computes 
the hazard rate as the dependent variable. The hazard rate (Exp 
[B]) can be interpreted as the overall risk that the event (here, 
last exploration round) will occur at a given moment, given that 
the end-of-exploration event has not already occurred (for 
a broader discussion on application in behavioural science, 
see Sims et al., 2005). We censored 63 participants for which 
the last round was an exploration round to conceptualize that 
their last exploration round was not recorded during the 
experiment. Note that censoring, in the context of survival 
analysis, does not mean participants are removed from ana-
lyses, but that they are explicitly coded as not having experi-
enced the event in question (i.e., they engaged in exploration 
till the end of the task).

We started by examining a baseline model with only the 
control variables included. Results show that this model did not 
account for a significant amount of the variance in (R2 = .02, 

Table 3. Means and standard deviations of main variables for all conditions 
(study 2).

Condition (n)

NA (55) PA (57) OA (41) Hybrid (58)

Total exploration 8.82 (5.21) 9.68 (4.75) 6.80 (5.52) 9.86 (5.54)
Last exploration round 15.00 (6.17) 16.51 (5.39) 11.63 (7.72) 15.71 (6.01)

NA = No accountability condition, PA = (pure) process accountability condition, 
OA = (pure) outcome accountability condition, Hybrid = process and outcome 
accountability
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likelihood ratio test(df=4) = 3.14, p = .50). Next, we included the 
different accountability conditions using two dummy variables 
and, in a next step, their interaction. The model with the main 
effects explained more variance (R2 = .07, likelihood ratio 
test(df = 6) = 15.02, p = .02) and provided a significantly better 
model fit (χ2

(df = 2) = 11.88, p < .01). The model with the 
interaction (R2 = .07, likelihood ratio test(df = 6) = 15.57, 
p = .03) did not improve model fit (χ2

(df = 1) = .56, p = .46). 
(Table 4) summarizes the results of this model.

(Table 4) shows that there is a significant main effect of both 
outcome and process accountability. Specifically, the results 
show that when participants were outcome accountable, they 
were 1.48 times (the hazard rate, Exp[B]) more likely to stop 
exploring at any given moment (B = .39, SE = .17, p = .02). 
Overall, the results therefore showed a negative main effect of 
outcome accountability on individual exploratory search. In 
addition, the planned contrast comparing pure outcome 
accountability to no accountability and pure process account-
ability was also significant (B = −.23, SE = .79, p < .01), in support 
of hypothesis 1. In contrast, under process accountability, par-
ticipants had .61 times the chance of a particular round being 

their final exploration round (B = −.49, SE = .17, p < .01). 
Although the effect is small, this suggests that when the 
focus of accountability is on the process, there is a positive 
effect on individual exploration. Hence, the second hypothesis 
is also supported. After the main effects, the interaction of 
outcome and process accountability was included to test their 
joint, hybrid, effect (hypothesis 3). However, the results show 
no significant interaction (B = −.25, SE = .34, p = .46). Hence, 
following the survival analysis approach, hypothesis 3 is not 
supported.

Study 3

The results of studies 1 and 2 show general support for the 
main (causal) effects of outcome and process accountability on 
individual exploration. The results also partially support the 
proposed interaction effect, suggesting that a combination of 
(high) outcome and process accountability results in highest 
levels of exploration.

A potential limitation of the previous studies, however, is 
that we conceptualized and measured exploration and exploi-
tation as a unitary, bi-polar construct (with high exploration 
implying low exploitation and vice versa). Given that 
a manager’s time and other resources are usually limited, this 
is a relevant way of looking at exploration, especially at the 
level of an individual manager (Kauppila, 2018). It should, how-
ever, be acknowledged that exploration and exploitation can 
also be conceptualized as two orthogonal dimensions that can 
vary independently from each other (e.g., Mom et al., 2009). 
Particularly when examining decision making of managers, 
who may have the opportunity to leverage efforts to pursue 
different activities at the same time or are able to plan different 
activities over time, this is also a relevant conceptualization.

Importantly, this conceptualization allows for a more 
detailed understanding of the effects of accountability on stra-
tegic decisions, because it can be examined whether outcome 
accountability increases exploitation or reduces exploration (or 
both) and whether process accountability increases exploration 
or reduces exploitation (or both). Therefore, we conducted 
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Figure 2. ANOVA results for outcome, process, and hybrid accountability (study 2). Note: estimated marginal means, controlling for gender, intrinsic motivation, risk 
preference and need for closure

Table 4. Estimates from the Cox Hazard rate model, reporting the hazard rates for 
ending exploration compared to the average hazard rate (study 2).

Control variables Main effects Interaction

B (SE) Exp(B) B (SE) Exp(B) B (SE) Exp(B)

Gender −.01 
(.17)

.99 .06 (.18) 1.07 .06 (.18) 1.07

Intrinsic 
motivation

−.14 
(.15)

.87 −.14 (.15) .87 −.14 (.15) .87

Risk Preference .07 (.05) 1.07 .08 (.05) 1.09 .08 (.05) 1.08
Need for closure −.22 

(.19)
.80 −.33† (.20) .72 −.34† 

(.20)
.71

PA −.49** 
(.17)

.61 −.37 (.24) .69

OA .39* (.17) 1.48 .52* (.24) 1.68
PA x OA −.25 (.34) .78
Pseudo-R2 .02 .07** .07**

Significance levels: †p < .10; *p < .05; **p < .01 
N = 205 
Note that positive coefficients indicate higher chance of stopping exploration
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a third study in which we survey a sample of relatively senior 
employees (at least some management experience) who 
reported exploration and exploitation separately. In this 
study, we were able to examine the relationship between out-
come and process accountability and exploration and exploita-
tion separately, and examine any differential effects. Because 
outcome accountability will generally make employees work 
harder to satisfy demands but avoid risk in doing so, we 
expected outcome accountability to be positively related to 
exploitation but negatively to exploration (cf. Hypothesis 1). 
We expected process accountability to be positively related to 
exploration, because it stimulates systematic processing and 
the consideration of alternative ways of working (cf. 
Hypothesis 2). We did not necessarily expect a relation between 
process accountability and exploitation. However, because of 
disfluency, the positive effect of process accountability on 
exploration may be larger when outcome accountability is 
also high (cf. Hypothesis 3).

Sample

Similar to study 1, we recruited a sample via Prolific. The pre- 
screening conditions were similar to study 1 (i.e., English speak-
ing, some managerial experience). Given that this study was 
conducted during the 2020 COVID-19 pandemic we added two 
more requirements. First, to make sure that people were work-
ing and living under the same kind of COVID-related contain-
ment measures, we only allowed people from one country (i.e., 
the United Kingdom). Second, we used the pre-screening 
option in prolific to only allow people who still worked “on 
site” at least part of their working time, because it may be the 
case that a sudden shift to remote work would make it harder 
for organizations to monitor how people perform their tasks 
and make it less likely they to experience process accountabil-
ity. This also excluded participants who recently lost their job 
because the COVID-19 measures. We obtained a sample of 451 
participants. Using the same approach as in study 1, we 
removed three participants that failed two attention checks. 
In addition, eight participants were removed because the indi-
cated they were still students, and for two participants we did 

not have their age (a control variable). Hence, most analyses are 
based on a sample of 438 participants, but including all parti-
cipants did not alter the pattern of results.

Participants’ average age was 38.83 (SD = 11.69) and 224 
(51%) were female. 92% had some kind of higher education 
and 55.3% were in a management position, while 24.6% occu-
pied an expert role.

Measures

All the measures were the same as in study 1, expect for the 
measurement of exploration/exploitation and an additional 
control variable. For all overlapping measures, the references 
and example items can be found in the method section of 
study one. The reliabilities (Cronbach’s alphas) are presented 
on the diagonal of the correlation table (Table 5). For our 
measure of process accountability, we did find in the explora-
tory factor analysis that the second item showed high cross 
loadings, loading about equally strong on both factors (see 
Appendix). Hence, we removed this item from further analyses.

In addition, we changed the time frame that people were 
asked to keep in mind when responding to the questions 
(6 months in study 1) to one month (“the past month”). We 
made this change to make sure that participants could think of 
specific activities that they had been engaged in, which may be 
more difficult with a longer time frame. Also, this ensured that 
people were asked to disregard the most turbulent period 
immediately following the outbreak of the COVID-19 pandemic 
(spring, 2020) and rather focus on a time frame when work 
activities had stabilized (September, 2020).

The new or altered measures were the following:

Exploration and exploitation
Instead of using a unidimensional (bi-polar) measure of 
exploration, we used two separate measures for exploration 
exploitation in this study. We used 14 items developed by Mom 
et al. (2009). Items were preceded by the stem “to what extent 
did you engage in work activities that can be characterized as 
follows” and participants used a seven-point scale ranging from 
“not at all”, to “to a large extent”. Example items are: “Searching 

Table 5. Means, standard deviations, correlations & scale reliability Study 3.

Variable M SD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1. Exploration 3.51 1.24 .84
2. Exploitation 5.43 0.87 −.05 .77
3. Process accountability 3.85 0.95 .13** .10* .89
4. Outcome accountability 4.17 0.74 .03 .16** .43** .76
5. Need for closure 3.35 0.63 −.06 .07 .09 .02 .87
6. Risk taking 2.47 0.81 .24** −.06 .05 .04 −.35** .78
7. Control 3.67 0.87 .25** .15** .15** .06 −.01 .02 .79
8. Workload 3.43 1.04 .16** .03 .11* .27** .12* −.00 −.15** .82
9. Norms 3.82 0.95 −.09 .11* .24** .14** .11* −.13** −.03 −.06 .84
10. Fear of evaluation 3.04 0.76 −.03 −.08 .08 .01 .39** −.14** −.13** .18** .00 .84
11. Age 38.61 11.80 −.17** .12** .01 −.01 −.02 −.33** .17** −.11* −.01 −.16** /
12. Gendera 0.49 0.50 .05 −.11* −.02 −.03 −.17** .19** .00 .01 −.10* −.30** −.06 /
13. Job typeb 0.21 0.41 .12* −.05 −.03 −.02 −.04 .05 .11* .08 −.10* −.03 −.06 .19** /
14. Levelc (management) 0.55 0.50 .22** .11* .08 .01 −.03 .01 .28** .00 −.13** −.08 .04 .12* .06 /
15. Levelc (professional) 0.25 0.43 −.11* −.07 .02 .02 −.03 .02 −.03 .03 .07 .04 −.03 −.09* .06 −.63** /
16. Covid changes 2.70 1.02 .17** −.02 .08 .09 .06 .05 .05 .13** .02 .16** −.05 −.04 −.06 .03 −.02

* indicates p < .05. ** indicates p < .01. 
Reliabilities for multi-item scales (Cronbach’s alpha) on the diagonal 
adummy variable where male = 0, female = 1; b dummy variable where 0 = non-technical, and 1 = technical; c reference category is “non-managerial admin/support 

function”
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for new possibilities with respect to products/services, pro-
cesses, or markets” (exploration) and “Activities of which a lot 
of experience has been accumulated by yourself” (exploitation). 
Reliabilities for both scales were acceptable (αExploration = .84 
and αExploitation = .77).

Additional control variables
Individuals’ reactions towards accountability may be very dif-
ferent (more potent) when they are innately more likely to 
experience such situations as stressful. To account for such 
possible trait differences in participants apprehensiveness 
towards being accountable, we also included a measure of 
fear of (negative) evaluation. We used the 12-item (short-form 
version) of the fear of negative evaluation scale developed by 
Leary (1983). Participants indicated to what degree a series of 
descriptions were characteristic of themselves, using a five- 
point scale (from “not at all characteristic of me” to “extremely 
characteristic of me”). An example item is “I worry about what 
other people will think of me even when I know it doesn’t make 
any difference”. Reliability was good with α = .84.

We also included a one-item measure to gauge the extent to 
which individuals jobs were affected by the COVID-19 pan-
demic. The items was “To what extent did the COVID-19 pan-
demic affect your working life during the last month (compared 
to pre-corona)” and participants rated this on a four-point scale 
(“not at all” to “to a great extent”).

Common-method bias
We followed the same structural measures to minimize the 
influence of common-source bias than in study 1. Similar as in 
study 1, the Harman-single factor test (20.87%) and the com-
mon-latent factor test (14.90%) suggested relatively low levels 
of common-method bias. We also calculated common-method 
adjusted factor scores and found the same pattern of signifi-
cant results (p-values were smaller for the significant effects) 
compared to the model with the mean scores.

Results study 3

Descriptive statistics and correlations (including Cronbach’s 
alpha’s for all multi-item scales) can be found in (Table 5). We 
found that exploration was significantly (positively) correlated 
with process accountability (r = .13, p = .007), but not with 
outcome accountability (r = .03, p = .620). Exploitation was 
significantly correlated to both process and outcome account-
ability (r = .10, p = .026; and r = .16, p < .001, respectively). Note 
that our measure to indicate changes in work environment 
because of the COVID-19 situation was positively correlated 
with exploration (r = .17, p < .001).

(Table 6) contains the results of two sets of regression 
analyses, with exploration and exploitation as the dependent 
variable, respectively, to test our hypotheses. With regards to 
the main effects of exploration (Table 6, model 2), the results 
showed a significant positive relationship with process 
accountability (B = .15, SE = .07, p = .02) and a non-significant 
negative, yet suggestive relationship with outcome account-
ability (B = −.15, SE = .08, p = .09). For exploitation, we found 
a significant positive relationship with outcome accountability 
(B = .14, SE = .06, p = .03), and no relationship with process 

accountability (B = −.00, SE = .05, p = .97). Overall, these results 
were consistent with our first and second hypotheses, as out-
come accountability pushes decision-making towards high 
exploitation (cf. lower exploration in study 1) and process 
accountability related to higher exploration.

With regards to hypothesis 3, we did not find evidence for 
an interaction effect of outcome and process accountability on 
either exploration (B = −.02, SE = .07, p = .83) or exploitation 
(B = .04, SE = .06, p = .48). Hence, our data in study 3 was not in 
line with the hypothesized interaction effect.

Exploratively, we also examine the effects of outcome and 
process accountability on ambidexterity, which pertains to the 
balance between exploration and exploitation and which we 
operationalized as the product of both variables (Mom et al., 
2009). Consistent with the results for exploration, we found 
a significant positive relationship with process accountability 
(B = .83, SE = .39, t = 2.14, p = .033) but no significant relation-
ships with outcome accountability (B = −.25, SE = .51, t = −.50, 
p = .620).

Discussion

Discussion of results

In three studies, two field studies and an experiment, we exam-
ined the effects of two types of accountability (outcome and 
process) and their combination on strategic choices of man-
agers. We expected that (pure) outcome accountability would 
increase a focus on exploitation activities at the expense of 
exploration activities, because this type of accountability 
would increase effort to obtain a positive evaluation, but 
would also lead to risk-averse behaviour. At the same time, 
we expected that process accountability would stimulate an 
increased focus on exploration activities (but not necessarily 
less exploitation). Regarding hybrid accountability – 
a combination of high outcome and high process accountabil-
ity – predictions were less clear: we tentatively predicted that 
the uncertainty and disfluency that is created when both types 
of accountability are present would increase systematic infor-
mation processing and therefore lead mainly to increased 
exploration.

With regards to the main effects of “pure” outcome and 
process accountability (hypotheses 1 and 2), we largely found 
support across our three studies. First, and most importantly, 
we found clear evidence for a positive relation between process 
accountability and exploration in all three studies, suggesting 
that asking managers to justify the “why” of their strategic 
choices induces a stronger focus on alternative ways of think-
ing and behaving. In Study 1, we found that process account-
ability was associated with a stronger focus on exploration (vs. 
exploitation). In the experiment (study 2), conditions with pro-
cess accountability produced more (rate of exploration, 
ANOVA) and longer (last survival round, survival analysis) 
exploration compared to conditions without process account-
ability. In study 3, we found that process accountability was 
positively related to exploration, while having no relation with 
exploitation. The finding of a positive relation between process 
accountability and exploration resonates with earlier research 
on the effect of accountability focus, which has found 
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consistent positive effects of process accountability on the 
amount of systematic information processing (De Langhe 
et al., 2011) and reduced path dependency (Simonson & Staw, 
1992). This finding is thus consistent with the hypothesis, based 
on the social contingency model, that actors engage in more 
effortful and less habitual processing (e.g., exploration), when 
their task process or strategy is under scrutiny. It also suggest, 
that not all types of scrutiny increase performance or evalua-
tion pressure and therefore reduce exploration: clearly, making 
people accountable for the process has opposite effects.

The effect of outcome accountability was also confirmed in 
the experiment (study 2) and in study 3, but not in study 1. In 
study 1, the negative relation between outcome accountability 
and exploration (vs. exploitation) was observed only 
in situations where process accountability was low, suggesting 
that (at times) process accountability may mitigate this nega-
tive relations between outcome accountability and exploration. 
In the experiment, some evidence was found that outcome 
accountability reduced overall exploration behaviour (or 
increased exploitation), but (again) only when process account-
ability was lacking (i.e., in the “pure” outcome accountability 
situation, but not in the hybrid situation with both outcome 
and process accountability). Furthermore, the survival analysis, 
focusing on the last exploration rounds, concentrated on the 

temporal nature of the exploration-exploitation trade-off. At 
some point, actors stop exploring and start exploiting the 
insights gained from exploration. The results showed that the 
inflection point at which exploitation becomes favourable 
comes sooner for actors working under (pure) outcome 
accountability. In study 3, where we measured exploration 
separate from exploitation, we did find a significant positive 
effect of outcome accountability on exploitation and a negative 
effect on exploration that approached significance. This posi-
tive relationship with exploitation, combined with a negative 
trend towards exploration, is consistent with the idea that out-
come accountability relates to a tendency to prefer exploitation 
over exploration. In all, and consistent with earlier work (e.g., 
Gardner, 2012), we tentatively conclude that outcome account-
ability tends to be associated with (more) exploitation.

Importantly, with regards to effects of “hybrid” accountabil-
ity (hypothesis 3), combining an outcome and process focus, 
the results are less consistent. On the one hand, study 1 showed 
support for a positive interaction of outcome and process 
accountability, indicating that exploration was higher when 
both were high. This is consistent with our argument that 
combining both types of accountability may create conflict 
and disfluency, leading to more careful processing and explora-
tion. However, the interaction of outcome and process 

Table 6. Results of hierarchical regression analyses for study 3 (n = 438).

DV = Exploration DV = Exploitation

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

(Intercept) 3.383 *** 3.419 *** 3.423 *** 5.475 *** 5.472 *** 5.462 ***
(0.137) (0.137) (0.138) (0.102) (0.102) (0.103)

Need for closure −0.066 −0.080 −0.080 0.135 0.134 0.134
(0.099) (0.099) (0.099) (0.074) (0.074) (0.074)

Risk taking 0.265 *** 0.251 ** 0.251 ** 0.030 0.023 0.022
(0.077) (0.078) (0.078) (0.058) (0.058) (0.058)

Control 0.339 *** 0.328 *** 0.329 *** 0.119 * 0.106 * 0.105 *
(0.069) (0.069) (0.070) (0.052) (0.052) (0.052)

Workload 0.191 *** 0.203 *** 0.203 *** 0.071 0.041 0.041
(0.054) (0.056) (0.056) (0.040) (0.042) (0.042)

Norms −0.046 −0.070 −0.071 0.092 * 0.074 0.076
(0.058) (0.061) (0.061) (0.043) (0.045) (0.045)

Fear of evaluation −0.057 −0.078 −0.075 −0.124 * −0.120 −0.127 *
(0.083) (0.083) (0.084) (0.062) (0.062) (0.063)

Age −0.015 ** −0.015 ** −0.015 ** 0.008 * 0.008 * 0.008 *
(0.005) (0.005) (0.005) (0.004) (0.004) (0.004)

Gender −0.105 −0.119 −0.118 −0.230 ** −0.227 * −0.229 **
(0.118) (0.117) (0.118) (0.088) (0.088) (0.088)

Job type 0.200 0.206 0.205 −0.045 −0.038 −0.035
(0.136) (0.135) (0.136) (0.102) (0.101) (0.102)

Job level: Management 0.294 0.252 0.252 0.142 0.142 0.141
(0.151) (0.151) (0.151) (0.113) (0.113) (0.113)

Job level: Professional −0.130 −0.162 −0.161 −0.051 −0.053 −0.057
(0.166) (0.166) (0.166) (0.124) (0.124) (0.124)

Covid impact 0.174 ** 0.176 ** 0.176 ** −0.028 −0.031 −0.032
(0.054) (0.054) (0.054) (0.041) (0.041) (0.041)

Process accountability 0.150 * 0.151 * −0.002 −0.004
(0.065) (0.066) (0.049) (0.049)

Outcome accountability −0.141† −0.146† 0.137 * 0.148 *
(0.083) (0.086) (0.062) (0.064)

Process × outcome accountability −0.016 0.039
(0.073) (0.055)

R2 0.218 0.229 0.229 0.086 0.098 0.099
Adjusted R2 0.196 0.204 0.202 0.060 0.068 0.067
F Improvement of fit 3.056 * 0.046 2.784† 0.508

All continuous variables are mean-centred; Standard-errors in parentheses 
adummy variable where male = 0, female = 1; b dummy variable where 0 = non-technical, and 1 = technical; c reference category is “non-managerial admin/support 

function” 
*** p < 0.001; ** p < 0.01; * p < 0.05, † p < .10
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accountability on exploration was not replicated in study 3. In 
addition, the results of the experiment were mixed, as they 
showed that the positive effect of process accountability was 
higher when combined with higher outcome accountability, 
yet the interaction was not significant in the analyses focusing 
on length of exploration (i.e., the survival analyses).

There may be several reasons why results regarding hybrid 
accountability were not fully consistent across studies. First, as 
we noted in the theory section, there are potential downsides 
to hybrid accountability, such as cognitive overload and con-
fusion or “analysis paralysis.” As only study 1 finds unambigu-
ous support for a positive interaction, on balance, our results 
indicate that there is validity to the argument that cognitive 
overload or confusion may have occurred as a result of the 
mixed signals that outcome and process accountability send 
(Dickerson & Kemeny, 2004). This may have been especially 
important in the experiment, where decisions have to be 
made within a short time frame, with less time to think about 
ways to deal with conflicting demands. In addition, in study 3, 
the COVID-19 situation may have caused a higher baseline level 
of cognitive pressure or work overload, making it harder to 
balance conflicting types of accountability. On a related note, 
we also found that when participants’ jobs were more strongly 
impacted by the pandemic, exploration was higher (regardless 
of the accountability level or type). This suggests that the 
changes and uncertainty associated with the pandemic created 
opportunities (or the necessity) to explore.

Second, exploration/exploitation was measured in 
a different way in study 3 (as two separate dimensions) as 
compared to study 1 and 2 (as one bi-polar dimension). It 
may be the case, for example, that results are influenced by 
the salience of the trade-off between exploitation and explora-
tion, which is likely higher when they are measured on one 
continuum as compared to separate dimensions. Hybrid 
accountability may make people choose exploration more 
when the exploration-exploitation trade-off is more salient (or 
when exploration necessarily goes at the expense of exploita-
tion), but people may choose to focus on both exploration and 
exploitation when this trade-off is less salient or less inevitable 
(e.g., when time and other resources are less scarce). In addi-
tion, our measure of exploration (and exploitation) in study 3 
asked participants to focus on a much shorter time frame (one 
months) than in study 1 (6 months). This shorter time frame 
may increase the chance that conflicting demands are experi-
enced as cognitively taxing, similar to in the experiment.

Implications for theory and practice

The presented studies contribute to the growing accountability 
literature and have implications for theory on human resources 
management practices in their relationship with innovation. It 
answers the call of accountability scholars by examining 
accountability as a complex, non-unitary construct, that can 
have different foci (Hall et al., 2017). The results not only 
provide additional support for the differential effects of out-
come and process accountability (e.g., De Langhe et al., 2011), it 
constitutes also a rare case where the interaction of the two 
forms, hybrid accountability, is theoretically and empirically 
examined. With regards to hybrid accountability, the results 

partially support the positive effects of disfluency on overcom-
ing entrenched ideas (e.g., Alter, 2013), although it is important 
to note that we did not replicate this finding in all studies.

With regards to management control mechanisms, this 
paper calls into question the focus of classical control theory 
(Eisenhardt, 1985; Ouchi, 1979) on controllability. This work 
suggests that if the desired outcome is known and measurable, 
the control mechanism should control the outcome; and if the 
desired process is known and measurable, the control mechan-
ism should control the process (Ouchi, 1979; Turner & Makhija, 
2006). However, empirical results on the effect of different 
types of control mechanisms on innovation have produced 
inconsistent results (Cardinal et al., 2017). The social contin-
gency model (Tetlock, 1992), however, provides and alternative 
view, by focusing on the type of accountability that is induced 
by a control mechanism. The model predicts individuals’ reac-
tions by examining what task strategy would be the easiest way 
to cope with particular types of accountability. Contrary to 
control theory, this implies that holding individuals accounta-
ble for something that is unknown (and perhaps unknowable; 
i.e., the process or strategy that will lead to the best result), or 
partly unknown (hybrid accountability) leads to more engaged 
and systematic processing and, hence, more exploration.

The exploration-exploitation dilemma is increasingly stu-
died at the individual level (Kauppila, 2018; Lee & Meyer- 
Doyle, 2017; Schnellbächer et al., 2019), which answers the 
call for increased attention to the micro-foundations of organi-
zational innovation (e.g., Eisenhardt et al., 2010). By its focus on 
accountability, the present paper contributes to an understand-
ing of how company-level HRM policies, such as reward and 
evaluation policies, can affect company outcomes by influen-
cing behaviour of actors at lower levels. One may predict, for 
example, that pay-for-performance reward policies will increase 
outcome accountability and will reduce individual-level 
exploration and eventually company-level innovation (see 
also Lee & Meyer-Doyle, 2017). The present results suggest, 
however, that this may not happen when at the same time 
process accountability is high.

These findings are thus important for practitioners, as they 
suggest that relying on purely outcome-based accountability 
mechanism will not result in more exploration. Rather, man-
agers should consider using process accountability, perhaps in 
combination with outcome accountability, if they want their 
employees to show more exploration behaviour. This may, 
especially in the longer run and especially for jobs that are 
relatively complex, be a better strategy than, for example, pay- 
for-performance schemes or purely output based job 
evaluations.

Limitations and directions for future research

The important findings notwithstanding, there are also limita-
tions to the present study that need to be addressed and that 
can inspire future research efforts. Firstly, both field studies 
suffer from methodological drawbacks, including an inability 
to draw causal conclusions due to the cross-sectional design 
and the potential that common method bias may have affected 
results. These concerns are mitigated to a large degree by our 
study 2, which provided experimental evidence for causality 
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and did not suffer from common method bias. In addition, as 
Spector (2019) has pointed out, a cross-sectionally designed 
study can still be appropriate when the aim is to explore a new 
relationship between two important concepts, both of which 
are traditionally meased via self-report measures and do not 
imply a necessary time gap between them. Nonetheless, future 
field studies could employ longitudinal designs to track 
exploration and exploitation over time and use multi-source 
data. For example, rather than using self-evaluations, direct 
supervisors or colleagues could be asked to report on the 
exploration and exploitation behaviours of certain individuals.

Secondly, a limitation of the current study is that, while the 
combination of an experiment and a field study provides sup-
port for the causal relationship between accountability and 
exploration and its external validity, it does not provide much 
evidence for the underlying psychological mechanisms. Earlier, 
scholars have suggested that different accountability foci lead 
to different levels of performance pressure and that this 
explains differences in information processing (Siegel-Jacobs 
& Yates, 1996). Different levels of performance pressure, in 
turn, are the result of differences in perceived controllability 
of the accountability situation (cf. conflict theory, Janis & Mann, 
1977), with process accountability being under more direct 
control compared to outcome accountability, resulting in 
higher performance pressure under the latter. Higher perfor-
mance pressure can explain decision-making that moves away 
from exploration, as high pressure is known to lead to reduced 
risk taking (Kahneman & Lovallo, 1993) and lowered systematic 
information processing (A. B. Markman et al., 2006). Although 
this explanation fits with the current literature and our findings, 
to our knowledge, there has been no direct examination of 
performance pressure as a mediating variable between 
accountability focus and actors’ decision-making, and doing 
so would present a clear opportunity for future research.

Third, the current paper focuses on the effects of outcome 
and process accountability on individual exploration and 
exploitation, but does not examine any boundary conditions 
of these effects. Nevertheless, it is clear that different task 
characteristics may very well lead to different effects of out-
come and process accountability. Specifically, as mentioned 
earlier, the positive effect of process accountability on explora-
tion is possibly not found when there is a salient norm available 
about how to do a certain task. If there is such a norm, process 
accountability may lead people to blindly following it (Doney & 
Armstrong, 1996; Slaughter et al., 2006), and may hence lead to 
reduced exploration (Patil et al., 2014). In addition, character-
istics of the focal actor may interact with accountability focus. 
Prior research has found that several personality factors 
become more influential in driving behaviour under account-
ability compared to when there is no accountability (e.g., Frink 
& Ferris, 1999), and it may be that outcome and process 
accountability differently inhibit or facilitate specific disposi-
tional inclinations (cfr. Trait activation theory, Tett & Burnett, 
2003). For instance, individuals high in openness to experience 
or creative personality may feel that process accountability 
enables their natural preference for trying out new things 
whereas outcome accountability stifles it. These and other 
potential moderating variables should be examined directly in 
future research.

Future research should employ field-based methods, not 
only to study the effects of accountability on individual deci-
sion-making, but also the mediating role of accountability in 
the relationship between management practices (e.g., control 
mechanisms) and actor behaviour and decision-making, some-
thing that has received remarkably little attention in previous 
accountability research (Hall et al., 2017). In particular, (quasi) 
field experiments could be especially powerful in establishing 
long-term effects on individual exploration and exploitation in 
decision-making, as well as other related behavioural outcomes 
(e.g., creative idea generation, escalation of commitment).
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Appendix. Items for Outcome and Process 
Accountability (Study 1/study 3)

Item

Factor 1: 
Outcome 

accountability

Factor 2: 
Process 

accountability

I am held accountable for my work 
output/results.

.81/.76

My superior(s) hold(s) me accountable for 
my work output/results.

.87/.85

If I don’t achieve the results that are 
considered appropriate, I will hear 
about it from my superior(s).

.77/.79

I am held accountable for my work 
processes or strategies.

.91/.93

(Continued)

Item Factor 1: 
Outcome 

accountability

Factor 2: 
Process 

accountability

My superior(s) hold(s) me accountable for 
my work processes or strategies.

.93/.89

If I don’t use a work process or strategy 
that is considered appropriate, I will 
hear about it from my superior(s).

/.44 .71/.58

Explained variance (rotated) 39.29/36.54 37.37/35.10

Note: Factor loadings are based on a principal component analysis with varimax 
rotation; Only cross-loadings > .40 are presented;
Study 1: Kaiser-Meyer-Olkin: .74, Approximate Chi-Square(df = 15) 

= 1256.39, p < .000
Study 3: Kaiser-Meyer-Olkin: .71, Approximate Chi-Square(df = 15) 

= 1196.56, p < .000
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