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Abstract. Official statistics on monthly export values have a publicity lag between the current period and the published publication.
None of the previous researchers estimated the value of exports for the monthly period. This circumstance is due to limitations in
obtaining supporting data that can predict the criteria for the current export value of goods. AIS data is one type of big data that
can provide solutions in producing the latest indicators to forecast export values. Statistical Methods and Conventional Machine
Learning are implemented as forecasting methods. Seasonal ARIMA and Artificial Neural Network (ANN) methods are both used
in research to forecast the value of Indonesia’s exports. However, ANN has a weakness that requires high computational costs to
obtain optimal parameters. Genetic Algorithm (GA) is effective in increasing ANN accuracy. Based on these backgrounds, this
paper aims to develop and select an AIS indicator to predict the monthly export value in Indonesia and optimize ANN performance
by combining the ANN algorithm with the genetic algorithm (GA-ANN). The research successfully established five indicators that
can be used as predictors in the forecasting model. According to the model evaluation results, the genetic algorithm has succeeded
in improving the performance of the ANN model as indicated by the resulting RMSE GA-ANN value, which is smaller than the
RMSE of the ANN model.

Keywords: Seasonal ARIMA, AIS data, export, artificial neural network, genetic algorithm

1. Introduction

The value of exports significantly impacts Indone-
sia’s economic growth, while the value of Indonesia’s
imports is not the case. The positive correlation is that
an increase in exports means increased domestic pro-
duction will promote economic growth [1]. The im-
portance of exports to the Indonesian economy is the
cause of up-to-date information on the development
of export value is indispensable for planning and pol-
icymaking by the government. The Directorate Gen-
eral of Customs collects export data in Indonesia. Since

∗Corresponding author: Rani Nooraeni, Department of Statistical,
Politeknik Statistika STIS, DKI Jakarta, 13330, Indonesia. E-mail:
raninoor@stis.ac.id.

2015, export data has also been completed by obtaining
more information from PT Pos Indonesia, records from
other agencies, and the results of cross-border trade sur-
veys [2]. As a result, the value of oil and gas and non-oil
exports is published by BPS on a monthly basis [3].
However, there is a lag in publicity between the current
period and the published publication. For instance, the
published data on May 2021 is the temporary data for
March 2021.

Lag publicity is an impact of several conditions: the
complexity of data collection phases, the complexity of
compiling the result of several surveys, and the length
of processing data needed. Therefore, the collected data
will not be released or disseminated at that time. How-
ever, overcoming the lag in the publication of export
value data can be solved by predicting when the lag oc-
curs. Several studies have conducted forecasting mod-
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els to get the predicted value of exports using data pub-
lished by BPS-Statistics Indonesia [4–6]. But, the data
used is usually in the form of annual data series, so the
predictive activity carried out by researchers is to pre-
dict the export value for the following years. Nonethe-
less, if the dissemination lag occurs in the monthly pe-
riod, it will be more helpful to make predictions in the
monthly period. Also, the monthly export value predic-
tion can provide information on the latest export value
compared to the annual forecast.

There is a challenge in predicting Indonesia’s ex-
port value’s current condition because it must also ob-
tain supporting information describing the latest export
condition. In addition, the supporting information can
produce a reasonably good level of accuracy or pre-
dictive accuracy, at least equal to the performance of a
model that makes predictions using annual data series.
However, it is tough to get or determine indicators and
information that can meet these two conditions.

Automatic Identification System (AIS) is one exam-
ple of data in shipping and marine traffic, which is large
in size and is real-time. AIS was developed by IMO (In-
ternational Maritime Organization) as a standard to help
ships avoid collisions and help port authorities control
sea traffic efficiently. IMO requires AIS to be installed
on international shipping vessels weighing 300 gross
tonnages (GT) or more and all passenger ships [7]. The
AIS mounted on the ship transmits a radio signal every
second resulting in continuous and real-time informa-
tion. As a result, AIS is widely used to predict ship
trajectories.

Based on the results of academic research [8], besides
having the benefits of being AIS-based ship traffic data,
currently, AIS is also a source of big data that broadcasts
trading activities in real time [7,8]. Therefore, AIS has
the nature of real-time data and big data’s classification.
It means AIS is a hope to find indicators for supporting
Indonesia’s foreign trade, which has good performance.

Indonesia’s export-import activities which are domi-
nated by sea transportation would increase the potential
use of AIS data as a provider of information on In-
donesia’s foreign trade [9]. However, research or explo-
ration of AIS data as supporting data that can be used
as an initial signal regarding foreign trade conditions
in Indonesia does not exist or has never been carried
out. On the other hand, big data has become a research
area with great potential in academia and the IT com-
munity [10,11]. Therefore, this paper article aims to
investigate and determine the AIS indicators, which we
believe could play a role in providing initial signals of
Indonesia’s foreign trade conditions. Then, input them

into the predictive model to be used as additional in-
formation that can predict Indonesia’s export value in a
more real-time period. The prediction model was built
using the ARIMA statistical method and the artificial
intelligence (AI) method, namely Artificial Neural Net-
work (ANN). The ARIMA model is quite efficient for
short-term forecasting, but ANN provides a better accu-
racy level than other prediction models [12,13]. Thus,
we will use the ANN method to predict the value of
Indonesia’s exports using AIS data and compare it with
the results of the ARIMA model.

On the other hand, ANN also has limitations; it re-
quires high computational costs to obtain optimal pa-
rameters [14]. Based on the literature, this article will
fill the gap of previous studies [4–6,14], that is, predict
the latest export value to cover the lag time of Indone-
sian export data dissemination monthly, and then over-
come the limitations of the ANN method to find the
best parameters. This process allows generating a more
comprehensive and accurate model to predict the value
of Indonesia’s exports in the monthly period.

2. Indonesian exports

All activities which issue or sell goods or services
from within to abroad are called exports. Exports in eco-
nomic growth aim to meet the needs of foreign markets
and increase a country’s consumption to increase for-
eign exchange and per capita income [15,16]. Indone-
sian exports constantly fluctuate both in volume and
value [3]. Several factors that affect Indonesia’s export
activities are exchange rates, interest rates, economic
growth, inflation, and others [17].

The exchange rate is one indicator that affects stock
and money markets activity because investors tend to
be careful in making portfolio investments. The rupiah
exchange rate is the price of the rupiah against the cur-
rencies of other countries [18]. So, the rupiah exchange
rate is the value of the rupiah currency translated into
the currencies of other countries. The strengthening of
the rupiah exchange rate to a certain extent means that
the performance in the money market shows an im-
provement. However, if there is an acceleration in the
inflation rate, the domestic exchange rate will weaken
against foreign currencies. As a result, it reduces the
performance of a company and investment in the capital
market.

Fluctuations in banking interest rates or interest rates
set by Bank Indonesia significantly affect the movement
of stock prices on the stock exchange. The interest rate
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is the ratio of interest to the loan amount. Suppose there
is an increase in interest rates. In that case, the com-
pany’s cost burden will increase, thereby reducing com-
pany profits and increasing company risk because every
company is always looking for sources of financing for
operational activities through debt [19].

The money supply has a significant effect on ex-
ports. It has a positive relationship between the money
supply and exports, which means that any increase in
the money supply can increase exports [20]. Research
on “The Effect of Exchange Rates, Indonesian Interest
Rates and Gross Domestic Product on the Volume of
Imports and Exports in Indonesia” was concluded that
Interest Rates had a simultaneous effect [15,21].

3. Automatic Identification System (AIS)

AIS is an international maritime communication sys-
tem that is transmitted by most ships and is used to track
the movement of ships. The AIS signal is automatically
sent every few seconds via very high-frequency radio
waves equipped with a GPS system. The United Na-
tions Statistics Division [22] states three categories of
information contained in AIS: static data, dynamic data,
and shipping-related data. Static data includes charac-
teristics about the ship, and dynamic data consists of
the position and movement of the ship, data related to
shipping. Data related to shipping provides information
about shipping at that time. In its development, various
fields and purposes use AIS data such as estimating
CO2 exhaust on ships, helping fishery statistics and
others.

AIS is also a ship tracking data that can indicate the
volume of trade in goods of a region when the amount of
seaborne trade is high [23]. Thus, we could use AIS data
to forecast trading volumes in real-time by selecting
and using the right indicators. However, suppose the
coverage area of the AIS transmitter and receiver is
small or poor in the area, the use of AIS data as a
particular indicator must also be careful.

AIS data can be used as a data source because it
meets the criteria of quality data: relevance, timeliness,
accessibility, accuracy, coherence and comparability,
and interpretability

a. Relevance, Indonesia is an archipelagic country,
and the dominant export-import transportation
route is by sea. Hence, using AIS data becomes
relevant to monitor export-import statistics be-
cause AIS data itself is message data sent by ships
at sea.

b. Timeliness (actuality) & timeliness (on time) be-
cause data is sent every minute to generate real-
time data and describe the current state.

c. Accessibility, AIS data can be received by port
authorities or other shore-based facilities equipped
with AIS transceivers. So the ais dataset is not
open to the public. AIS data can be obtained from
several commercial AIS data providers. UNGP
also provides ais data for its members to experi-
ment with the data.

d. Accuracy, AIS data can measure the actual situa-
tion because it is sent by the ship in real-time. Pre-
liminary exploration also showed that AIS equip-
ment shipwrecks are rare so that accuracy can be
maintained.

e. Coherence & comparability, AIS data is ob-
tained from one source to be consistent and can
be compared between countries. Still, AIS data
requires further research to compare it with other
data.

f. Interpretability (can be interpreted). AIS data re-
quires an understanding of the structure and con-
tent of data to be used as new data sources.

4. Selecting variable method

When exploring AIS indicators that have the poten-
tial to be used as export predictors, we use a stepwise
forward selection to select indicators that play a major
role in export value. This method determines indica-
tors by considering increasing criteria for each vari-
able. This method starts with a model without variables.
Then for each iteration, the variable that gives the most
significant increase in criteria will be entered into the
model. However, there are also considerations to ex-
clude variables if they do not improve the model. So
that this selected indicator can represent other variables,
the impact of which is that the resulting model will
remain efficient, simple and produce a comprehensive
and good predictive model [12].

5. Forecasting method

Forecasting methods for time series data can use con-
ventional statistical methods or use machine learning
methods. Conventional methods such as ARIMA are
better used for linear patterned data [24]. Meanwhile, it
is also potential to apply machine learning techniques
such as Artificial Neural Network to data with linear
and non-linear patterns [25].
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ANN can perform as well or even better than con-
ventional methods, namely holt winters and the box
Jenkins [26]. Moreover, ANN require fewer prior as-
sumptions and can achieve higher accuracy compared
with traditional approaches [27]. Empirical results ob-
tained also showed that the ANN model is superior to
the ARIMA model [28].

5.1. Auto regressive integrated moving average
(ARIMA)

The ARIMA model is the simplest single-variable
time series forecasting model because it only involves
the behaviour of the variable itself. ARIMA is effec-
tively used to perform short forecasting [29]; besides,
the ARIMA model is a statistical method that is often
juxtaposed with forecasting methods using artificial in-
telligence techniques [30]. The ARIMA equation can
be seen in Eq. (1)

Φp(B)(1 −B)dYt = θ0 + θq(B)εt (1)

p, d, q: AR orders, differencing and non-seasonal
Moving Average (MA)
(1 −B)d: non-seasonal differencing process
Φp(B): non-seasonal AR parameters
θq(B): non-seasonal MA parameters
θ0: process average
εt: residual (error) in period t
Yt: time series variable Y in period t

The ARIMA model is divided into non-seasonal
ARIMA (ARIMA (p, d, q) and seasonal ARIMA
(ARIMA (p, d, q) (P,D,Q)s) or also known as
SARIMA. The SARIMA model can be seen in Eq. (2)

Φp(B)Φp(Bs)(1 −B)d(1 −Bs)DYt
(2)

= θq(B)ΘQ(Bs)εt

P,D,Q: AR, MA, and seasonal differencing orders
B: backshift operator
s: number of periods per season
ΘQ(Bs): seasonal MA factor
Φp(Bs): seasonal AR factor

The ARIMA or SARIMA models are sometimes not
enough to forecast data influenced by other indicators.
Therefore, when we add the X variable into the ARIMA
or SARIMA model, the model formed becomes the
ARIMAX and SARIMAX models.

Time series data is often influenced by a special event
or condition such as the Covid-19 pandemic, policy
changes and other similar things that can be referred to

Fig. 1. Processes that occur in neurons.

as intervention events. The equation for the analysis of
the step function intervention in ARIMA or SARIMA
can be seen in Eq. (3).

Yt = f(It) + Zt
(3)

It =

{
1, t > T
0, t < T

f(It) is the intervention variable, while Zt is the
ARIMA or SARIMA model that follows.

5.2. Artificial Neural Network (ANN)

The ANN method can be used for classification or
prediction. ANN has many advantages compared to
other methods. ANN is able to work on multidimen-
sional data, easy to adapt and able to predict well [30].
Besides being used on non-linear data [31], ANN can
also overcome noise or incomplete data [30–32]. ANN
can perform as well or even better than conventional
methods in econometric methods. It refers to the fact
that the ANN method is a machine learning modelling
algorithm insped by the workings of biological neural
networks. Based on this analogy, ANN is built from
a set of interconnected units or neurons, where each
neuron will take several input values and produce an
output value. The resulting output can be input for other
neurons.

The ANN method has a function called the activation
function or transfer function to process the information
input to the neuron. The activation function changes the
input, which already has a weight and can be output
value. The processes that occur in neurons can be seen
in Fig. 1. Several types of activation functions include
linear functions, sigmoid functions, tanh functions, and
so on [33].

The ANN algorithm has three main parts, namely
the input layer, hidden layer and output layer. Each
layer consists of several neurons. The architecture of
the ANN includes a Single-layer Feed-forward neural
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Fig. 2. ANN architecture with an input layer, two hidden layers, and
an output layer.

network, a multilayer Feed-forward neural network and
Recurrent neural network, an example of an architec-
tural image can be seen in Fig. 2. The popular ANN
learning algorithm is the Backpropagation Algorithm
which modifies the weight backwards [33,34].

Several algorithms are applied to the Backpropaga-
tion algorithm, which aims to produce the most optimal
weight. The Descent Gradient Adaptive Moment Esti-
mation (ADAM) algorithm produces optimal weight by
minimizing the square of error in the Backpropagation
algorithm.

The problem with the ANN algorithm is that there
is no definite rule in determining the parameters or the
number of hidden layer neurons in the ANN. Therefore,
determining the parameters and the number of hidden
layer neurons can affect the accuracy of the ANN pre-
diction results. In contrast, the search for the optimal
parameter or number of neurons requires a high com-
putational cost. Therefore, the ANN algorithm needs to
be hybridized with an optimization algorithm to obtain
optimal parameters to overcome these problems.

5.3. Genetic Algorithm (GA)

A genetic algorithm is a search algorithm that is in-
spired by the principle of evolution in nature or Dar-
win’s Theory of Evolution. By imitating the processes
of natural selection and reproduction, genetic algo-
rithms can produce quality solutions to various prob-
lems involving search, optimization and training [35].
Compared to other algorithms, genetic algorithms can
optimize globally, handling noise problems, solve com-
plex problems well, and have high flexibility to be com-
bined with other algorithms. The main components in
this algorithm are genes, chromosomes, population and
generations. At the same time, the stages include selec-
tion, crossover and mutation.

5.4. Forecasting model evaluation method

Several evaluation techniques are used to evaluate the

resulting forecasting model, including the Root Mean
Squared Error (RMSE) and another technique by cal-
culating the Mean Absolute Percentage Error (MAPE).
The smaller the value of both, the better the perfor-
mance of the model in predicting. The formula for cal-
culating RMSE and MAPE can be seen in Eqs (4) and
(5).

RMSE =

√√√√ n∑
t=1

(
ŷt − yt
n

)2

(4)

MAPE =
1

n

n∑
t=1

∣∣∣∣ ŷt − yt
n

∣∣∣∣× 100 (5)

n is the number of data, ŷt is the predicted value, and
yt is the actual value.

6. Methodology

6.1. Data collection method

The data used in this study are AIS data, export
values, BI interest rates, and the dollar exchange rate
against the rupiah. In the form of messages sent by
ships, AIS data will be selected and processed into sev-
eral indicators or variables ready to be used as pre-
dictors in export forecasting models. The data source
is from the database of the UN Global Platform. The
scope of AIS data used is AIS data sent by ships in the
Indonesian bounding box area, especially in the ports
registered on the Maritime Safety Information (MSI)
website, which is 123 ports. Research references in-
clude reference data from December 2018 to December
2020, with 660 million messages originating from ships
totaling around 16.616 ships.

AIS data is transmitted via radio waves and is in
the form of a message code. for dynamic AIS data is
transmitted automatically every two to ten seconds, and
one of them sends the position of the ship coordinates.
In our processing, we filter the ais data, which is to
eliminate the ais data sent by ships whose time in port
is more than 3 days, with the aim of reducing ships that
do not contribute to export activities. The description
of each attributes can be seen in Table 1.

The source of export data used in this paper is from
the BPS website on the export-import page. The data
is the value of Indonesia’s exports in US dollars per
month. The data used as series monthly data with a pe-
riod adjusted to AIS data, which is between December
2018 to December 2020. We obtained BI interest rate
data and currency exchange rates from BPS-Statistics
Indonesia and the Indonesian Ministry of Trade.
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Table 1
The description of attributes in AIS data

Features name Explanation
MMSI Vessel unique number, Maritime Mobile Service Identity (MMSI)
DTG Observation date (yyyy-MM-dd‘T’HH:mm:ssZ)
Vessel_type Vessel type, like ‘cargo’, ‘tanker’, ‘tug’, ‘passenger’, etc
Nav_status Vessel navigation status, like ‘at anchor’, ‘moored’, ‘aground’, etc
SOG Speed Over Ground (knots)
COG Course Over Ground (degree)
Draught The vertical distance between the waterline and the bottom of the hull (meters)
Longitude Longitude coordinates in WGS 84 (decimal degrees)
Latitude Latitude coordinates in WGS 84 (decimal degrees)

6.2. Data preparation

6.2.1. Selection of AIS indicators
The AIS data attributes used in this paper consist

of unique Maritime Mobile Service Identity (MMSI)
vessel number, date of observation (DTG), vessel type,
vertical distance between the waterline and the bot-
tom of the hull (meters), longitude coordinates in WGS
84 (decimal degrees), Latitude coordinates in WGS
84 (decimal degrees), Ship speed/Speed over Ground
(knots), and cruise navigation status.

The types of ships covered in this study are cargo
vessels and tanker vessels. Position coordinates are used
to check the movement of ships in six months. If the
coordinates are less than 0.1 decimal degrees, which
means that the distance or change in position when
sending the first message and six months later is not
too far away from the change or movement of the ship,
then the message is not covered in this research. The
types of ships covered in this study are cargo ships
and tankers because we suspect that both ships have a
close relationship with export activities. Based on these
attributes, the process of generating predictors that will
be used in the forecasting model is as follows:

a. Time of ship in port (timeInPort). This indicator
calculates the average time spent by ships in a
port in seconds. The method used is to calculate
the time difference between AIS messages sent
by ships while in the port area so that if the next
message is outside the port, it is not included in
the count. Then the difference in time is added up
by each ship per port.

b. Unique number of ships in port (numVessel). This
indicator calculates the unique number of ships
that enter or are in the port area based on their
MMSI number (ship identity number), so this in-
dicator is calculated in units of the number of
ships.

c. Number of ship visits (numVisit). The number of
ship visits can be calculated using the coordinates

of the AIS messages sent by the ship. For example,
if the previous message is sent outside the port
area and the next message is sent in it, it is counted
as one visit to that port.

d. The number of changes to the ship’s draft (num-
DraughtDiff). This indicator calculates the num-
ber of ships that experience changes in the ship’s
draft while in port. The ship’s water density is
the vertical distance of the water from the bottom
of the ship. The greater the distance, the deeper
and heavier the ship. The change in ship draft is
calculated by differentiating the ship’s draft in the
next AIS message with the ship’s draft sent in the
previous message. These changes will be divided
into ships that experience an increase and ships
that experience a decrease in ship water draft.
Ships experiencing an increase in ship draft can
be shown from a positive value difference and in-
dicate an increase in load/weight on the ship; this
indicator will be used to see the value/volume of
exports-Vice versa.

e. The amount of change in the draft of the ship’s
water (sumDraughtDiff), This indicator calculates
the amount of change in the draft of the ship’s
water while at the port in meters. The method
of calculating changes in the ship’s draft is the
same as the previous method. The difference, This
indicator calculates the amount of change that
occurs on each ship in the port.

AIS data is available on detailed ship level data, data
on messages sent by ships every time. We aggregate
the data by forming indicators every month to be able
to predict exports. For example, to form the timeInPort
indicator, we divide the time a message sent by a ship
later with the previous time at a port. The data is aggre-
gated by adding up every month so that we have data on
the time of ships in a port every month, and later it will
be added up for each port so that it becomes a national
timeInPort indicator. Likewise for other indicators.
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6.2.2. Export data preparation
To find out how the development of export value

during the period December 2018 to December 2020,
the export value growth is calculated using Eq. (6)

∆yt =
yt − yt−1

yt−1
× 100 (6)

where ∆yt is the growth of yt against yt−1; yt−1 is the
data in the previous period; and yt is the data for the
current period. Because each AIS indicator has different
units, standard normalization is applied to all indicators
used in the forecasting model using Eq. (7).

Zij =
Xij − X̄i

SXi

(7)

X̄i and SXi are the mean and standard deviation of
each attribute i. This paper will use one of the type of
export data to be used in forecasting. The basis for the
selection is based on the pattern and stationarity of the
data. Standardization is important to give equal weight
to all attributes, normalize input values, and speed up
the model learning process, especially in the Neural
Network algorithm [5].

6.2.3. Selection and determination of predictor
variables

The determination and selection of the AIS indicator
with the largest contribution in predicting the value of
exports is carried out using the forward stepwise se-
lection method. In addition to using predictors derived
from AIS data, the forecasting model will also be car-
ried out using macroeconomic indicators that have a
relationship and influence on the value of Indonesian
exports, the two variables that will be used are the USD
exchange rate and the BI rate interest.

7. Stages of prediction model formation

SARIMA and ANN algorithm is used as a method
of forecasting export values using AIS data. The deter-
mination of the parameters and topology of the model
ANN will be optimized by the Genetic Algorithm, so
that this research method is called a hybrid algorithm
GA-ANN. The research data consisting of 16,616 ship
IDs and millions of messages will be divided into two
datasets, 80 percent of the total data will be used as
training data, while 20 percent of the data will be used
as testing data.

7.1. SARIMA step function intervention analysis

In this study we use SARIMA step function interven-

tion analysis, because there are seasonal indications in
export activities in Indonesia and there is intervention
conditional as long as our periodic time reference. The
seasonal effect is that every year in Indonesia there is
a long ramadan holiday in which has an impact on ex-
port activities in Indonesia. The intervention condition
that happen in our period data is COVID-19, that is
first found in Indonesia on March 2020. The prediction
model will use indicators from AIS data and macroe-
conomic variable as exogenous variables to forecast
export values data. When we add the auxiliary vari-
ables into ARIMA or SARIMA, then the model’s name
become ARIMAX and SARIMAX.

7.2. Artificial Neural Network (ANN)

The ANN architecture used is a Multilayer Feed-
forward Neural Network, which has more than one
hidden layer and a backpropagation learning algorithm
use ADAM, where the weight of each layer will be
adjusted to get the smallest possible error between the
prediction results and the actual target data.

As for the number of neurons, the default hidden
layer uses one hidden layer with the number of neurons
as many as 100. However, the values of these parame-
ters should vary according to the characteristics of the
data. To find the right parameters according to the char-
acteristics of the data requires a large computation time,
especially if the data size is also large. Thus we need
a method that can reduce the time to be shorter. One
way is to use an algorithm that can provide information
about the most optimal parameters. These algorithms
are usually called optimization algorithms.

7.3. ANN optimization with Genetic Algorithm
(GA-ANN algorithm)

Compared with other optimization methods, GA is
effective in overcoming the combination or complex
problem and gives good results [26]. In addition, GA
can find global optimization, supports parallel process-
ing, and is not affected by noise, and is suitable for
continuous learning [36].

Previous research has discussed the problem of time
series modelling to predict a certain characteristic value
in the future period using Artificial Neural Network
(ANN) and Genetic Algorithm (GA). The study con-
cluded that the application of the ANN and GA models
was able to provide fairly accurate prediction results
shown from the proximity between the target and the
output [37].
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The Genetic Algorithm in this study aims to obtain
optimal ANN parameters such as the number of hidden
layers, the number of neurons, the determination of the
learning rate and the momentum value. The stages of
implementing the Genetic Algorithm to optimize the
parameters of the ANN are described as follows:

a. Create an early generation.
Initial individuals can be created by initializing
genes, namely by coding using real numbers for
the parameters and topology of the ANN network
to be searched. Gene values will be generated
using uniform random numbers with constrained
values:
– The number of hidden layers used in this study

is four with a range of neurons number is [1,
20], [−5, 20], [−10, 20], [−20, 20]. A gene
value that is less than zero means that there are
no neurons in the hidden layer.

– For activation function parameter values, gene
values will be generated with random real
numbers as many as available functions. Then
rounding will be done to an integer that repre-
sents the sequence of the activation functions.

– For parameter values of type float, learning rate
and momentum, gene values will be generated
by real random numbers in the range [0.001,
2.0] and [0.0, 1.0].

The determination of parameter values such as muta-
tion rate, pop size, etc., based on the reference from the
Genetic Algorithm book [36]. We state the population
size is 20. The increasing of the population size will
require fewer generations to reach a solution. We state
the maximum generation is 50. However, the computa-
tional and memory requirements increase with the pop-
ulation size, and we typically aspire to find a moderate
population size that will provide a solution within a
reasonable amount of time. The mutation rate usually
occurs with a very low probability, according to the
reference we determine the mutation rate is 0.3. and for
the cross operator is typically applied with some (high)
probability value, so based on the reference we used
cross over rate as 0.9 [36].

b. Calculate the fitness value.
The fitness value is used to show how well the
individual parameter values in the ANN model
are. The higher the fitness value, the better the
results of ANN modeling with individual parame-
ters. Calculation of fitness value using RMSE in
Eq. (8).

fitness =
1

RMSE
(8)

RMSE calculation refers to Eq. (4).

c. Selection.
The selection method is used to select the best
individual as a parent for the next generation, in
this case two parents are selected. The selection
method used is rank-based selection, which is
choosing based on the probability of the high-
est individual fitness ranking. This method was
chosen because it gives better results than other
methods [11,12].

d. Crossover.
Gene crossing occurs when the generated random
number is less than the crossover rate, which is
0.1. The crossover method uses the Simulated Bi-
nary Crossover (SBX) method, because it can pro-
duce better values if the gene values are real num-
bers or continuous values [7]. The SBX formula
is like Eqs (9) and (10).

offspring1
(9)

=
1

2
[(1 + β)parent1 + (1 − β)parent2]

offspring2
(10)

=
1

2
[(1 − β)parent1 + (1 + β)parent2]

where β is the spread factor calculated by a com-
bination of random numbers and the parameter η
(crowding factor) as in Eq. (11). The value of the
parameter η commonly used is 10.

β =

{
(2u)

1
η+1 , jika u 6 0.5

[ 1
2(1−u) ]

1
η+1 , lainnya

(11)

where u is a uniform random number between 0
to 1.

e. Mutations.
Gene mutation occurs when the generated ran-
dom number is less than the mutation rate, which
is 0.01. The mutation method used is a uniform
random number (random uniform).

f. Regeneration.
Individual offspring resulting from crossovers and
mutations will be included in the new generation
if they have a fitness value greater than the previ-
ous generation. The new individual replaces the
previous generation individual who has the lowest
fitness value.

g. Criteria for termination.
The Genetic Algorithm will continue to regen-
erate until it reaches the termination criteria. In
this study, the criterion used is if the generation
produced reaches the maximum generation limit,
which is as many as 50 generations. Then the best
individual in the final generation will be selected
based on their fitness value.
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Table 2
The summary statistics of five indicators generated from AIS data, interest (BI) rate, exchane rate and exports values

Timeinport
(billion)

numVessel
(ten thousand)

numVisit
(ten thousand)

sumDraughtDiff
(thousand)

numDraughtDiff
(thousand)

Exports values
(ten billion USD)

Interest (BI)
rate (%)

Exchange
rate

(rupiah)
Mean 2.4202 1.0233 1.5468 5.0442 2.8889 1.3811 4.98 14382.04
std 0.1521 0.0065 0.1965 0.9947 3.2552 1.2746 0.826 531.945
min 2.1332 0.8994 1.1614 3.302 1.944 1.0454 3.75 13662
max 2.7167 1.1299 1.897 6.837 3.316 1.6538 6 16367

Fig. 3. a. Plotting exports values from dec 2018–dec 2020, b. Plotting standardized exports values from dec 2018–dec 2020, c. Plotting Growth rate
exports from dec 2018–dec 2020, d. Plotting Standardized Growth Rate export from dec 2018 to dec 2020.

8. Result

The movement of the actual and standardized export
values can be seen in Fig. 3a and b. while the movement
of export growth rate and standardization results can
be seen in Fig. 3c and d. The pattern of movement in
the growth rate of export values is more stationary than
exports values. So, the growth rate of exports values
become the choice to become a variable response in
forecasting model.

There is an extreme movements in June 2019 t0 July
2019 and also May 2020 to June 2020. This caused by

the condition of seasonal effect in Indonesia that is long
Ramadhan holiday. The increase in exports in July 2019
and June 2020 was partly due to the industrial working
period which had started to return to normal after the
long Ramadan holiday.

8.1. Indicators generated from AIS data and the
selection of indicator AIS

The condition of five indicators produced from AIS
data, the movements of BI rate, the exchange rate can
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Fig. 4. The plotting of indicators AIS, interest (BI) rates, exchange rate and exports values in indonesia December 2018–December 2020.

be seen in Fig. 4. They have so various pattern that
fluctuated. The summary statistics of exports values,
each of indicators AIS, BI rate and Exchange rate can
be seen in Table 2.

The main objective of this paper is to select the AIS

indicator that has the most contribution to predict export
values. Based on the results of the selection of variables
with the forward stepwise selection technique produced
indicators numVisit as the main contributor to predict
export values.
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Table 3
The parameter of ANN, GA-ANN and values (p, d, q) (P,D,Q) of SARIMA method

Method Auxiliary variables Parameter ANN, GA-ANN, (p, d, q) (P,D,Q)
ANN All indicator AIS {‘hidden’: [100], ‘activation’: ‘relu’, ‘learning_rate’: 0.001, ‘momentum’: 0.9}

All indicators AIS + exchange rate {‘hidden’: [100], ‘activation’: ‘relu’, ‘learning_rate’: 0.001, ‘momentum’: 0.9}
All indicators AIS + interest (BI) rate {‘hidden’: [100], ‘activation’: ‘relu’, ‘learning_rate’: 0.001, ‘momentum’: 0.9}
numVisit_CT {‘hidden’: [100], ‘activation’: ‘relu’, ‘learning_rate’: 0.001, ‘momentum’: 0.9}
numVisit_CT + interest (BI) rate + {‘hidden’: [100], ‘activation’: ‘relu’, ‘learning_rate’: 0.001, ‘momentum’: 0.9}
exchange rate
numVisit_CT + interest (BI) rate {‘hidden’: [100], ‘activation’: ‘relu’, ‘learning_rate’: 0.001, ‘momentum’: 0.9}

GA-ANN All indicator AIS {‘hidden’: [18, 10, 4, 19], ‘activation’: ‘relu’, ‘learning_rate’: 0.078, ‘momentum’: 0.1709}
All indicators AIS + exchange rate {‘hidden’: [9, 17], ‘activation’: ‘logistic’, ‘learning_rate’: 0.5534, ‘momentum’: 0.8322}
All indicators AIS + interest (BI) rate {‘hidden’: [8], ‘activation’: ‘identity’, ‘learning_rate’: 0.6346, ‘momentum’: 0.5887}
numVisit_CT {‘hidden’: [15], ‘activation’: ‘tanh’, ‘learning_rate’: 0.5029, ‘momentum’: 0.376}
numVisit_CT + interest (BI) rate + {‘hidden’: [13, 18], ‘activation’: ‘relu’, ‘learning_rate’: 0.2599, ‘momentum’: 0.5876}
exchange rate
numVisit_CT + interest (BI) rate {‘hidden’: [11], ‘activation’: ‘tanh’, ‘learning_rate’: 0.8606, ‘momentum’: 0.7064}

SARIMA All Indicator AIS ((2, 0, 0), (0, 0, 0))
All indicators AIS + exchange rate ((2, 0, 0), (1, 0, 0))
All indicators AIS + interest (BI) rate ((1, 0, 2), (0, 0, 0))
numVisit ((1, 0, 0), (1, 0, 0))
numVisit + interest (BI) rate + ((0, 0, 1), (0, 0, 0))
exchange rate
numVisit + interest (BI) rate ((1, 0, 0), (0, 0, 0))

Fig. 5. RMSE of several models forecasting of exports values with several combination of auxiliary variable.

8.2. Optimal parameter selection for ANN algorithm
with Genetic Algorithm

The second objective of this research is to obtain op-
timal ANN parameters. The search for optimal ANN
parameters such as the number of neurons in the hid-
den layer, the activation function to be used, the value
of learning rate and momentum (updating weight) are
searched using genetic algorithms. The optimal param-
eter can be seen in the Table 3.

To determine the best forecasting model, plotting the
RMSE value between conventional ANN, GA ANN

and SARIMA models with various combinations of
predictors is carried out as shown in Fig. 5. Based on the
method, commonly GA-ANN has better performance
than conventional ANN. The performance of SARIMA
is fluctuated for each kind of combination of predictors.

Then based on the auxiliary variable, the use of the
selected variables (NumVisit) in the model produce the
lowest RMSE value for GA-ANN method with number
of hidden layer is 1, number of neurons are 15, acti-
vation function is ‘tanh’, learning rate is 0.05029 and
momentum is 0.376.
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Table 4
Evaluation values of ANN and GA-ANN model

Auxiliary variables ANN GA-ANN

MAPE RMSE MAPE RMSE
All indicators AIS 24.3133 1.4713 18.0677 1.0425
All indicators AIS + exchange rate 23.7745 1.3754 16.1854 0.9231
All indicators AIS + interest (BI) rate 21.4790 1.2410 23.6324 1.2595
numVisit 37.0126 2.0170 10.6866 0.6991
numVisit + exchange rate 35.8773 1.9292 22.2958 1.2072
numVisit + interest (BI) rate 34.9528 2.0966 15.0784 0.8138

Fig. 6. Plotting actual exports values and predicting of export values
by GA-ANN.

9. Discussion and conclusion

In this study we find that GA-ANN is better at pre-
dicting the value of exports compared to ANN conven-
tional. The Table 4 shows that almost in whole model,
GA-ANN method has better performance than ANN.
It means Genetic Algorithm can result the optimal pa-
rameter for ANN.

Next, this study compares the role of macroeconomic
indicators and AIS data in forecasting export values.
And as a result, AIS data can predict the value of ex-
ports well without comparing it with other macroeco-
nomic indicators. Although, this means that AIS data
can be used as an alternative data that can provide an
initial signal of information as an indicator of exports
or foreign trade, one must be careful and use the right
method to produce the right prediction [38,39].

The GA-ANN model as the chosen model in this
study was then used to predict the value of exports on
the period August 2020 to December 2020. The pre-
diction value in October 2020 has the highest accuracy
rate compared to the other four time points and only
has a difference in prediction value of 18 million USD.
Or the difference of the prediction values about 0.13
percent from the actual value. The biggest difference in
value occurred in December 2020, but the change of the
growth rate of export values from November 2020 to

December 2020 have the same rate. The biggest differ-
ent prediction is in November 2020. It happens because
in the history of series data used in this research, the
condition of the export values in November 2019 has
been decrease from the previous month. So, it is effect
to the result of prediction on November 2020.

Apart from these three findings, we consider things
that need to be improved in forecasting export values
using AIS data. First, more effort is required to explore
and filter the AIS indicator as supporting data for offi-
cial statistics. Millions of messages in one month make
AIS data has great potential in providing information on
foreign trade. The next thing that is not less important
is selecting and determining methods that can handle
large data types with all their complexity so that the
right method can produce the best output. Although,
in general, machine learning or Artificial Intelligence
methods have the potential to provide more accurate
results than conventional methods [35–41], future re-
search can explore methods such as Support Vector
Machine, Naive Bayes and so on to gain new insights.

The range of AIS data available and used in this study
is limited from December 2018 to December 2020. The
main reason is AIS data available since December 2018.
It causes the export data series, BI rate and the exchange
rate used in this study to also start from December 2018;
the total monthly series is 25 points. This number is
relatively small. As a result, the number of testing data
series used is only 5-time points. For the next research,
it is expected to obtain a longer data series so that the
model’s accuracy can be improved.

There are two macroeconomic indicators that we
use, the BI interest rate and the exchange rate. Other
macroeconomic indicators can be used to forecast ex-
port values, such as inflation [42,43]. Selecting other
macroeconomic indicators combination is the poten-
tial to produce the best forecast. We can also ignore
macroeconomic indicators in predicting foreign trade
indicators, as is the case in some areas, where macro
variables do not really influence the prediction of the
economy [41–43]. This is what happened in the case of
this study.
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As this study only focuses on forecasting the value
of exports, the following research opportunity will be
to apply AIS data in predicting export volume or import
value and volume to assess whether this AIS data is as
effective as predicting the value of Indonesia’s exports.
Currently, academics and researchers indicate that AIS
data has many benefits for generating information out-
side of marine information [42]. In addition, there is
a great opportunity for researchers to develop various
analytical methods for Big Data [44].
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