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Summary
Several cooperative driving strategies proposed in literature, sometimes known
as cooperative adaptive cruise control strategies, assume that both relative spac-
ing and relative velocity with preceding vehicle are available from on-board
sensors (laser or radar). Alternatively, these strategies assume communication
of both velocity states and acceleration inputs from preceding vehicle. However,
in practice, on-board sensors can only measure relative spacing with preceding
vehicle (since getting relative velocity requires additional filtering algorithms);
also, reducing the number of variables communicated from preceding vehicle is
crucial to save bandwidth. In this work we show that, after framing the coop-
erative driving task as a distributed model reference adaptive control problem,
the platooning task can be achieved in a minimal sensing and communication
scenario, that is, by removing relative velocity measurements with preceding
vehicle and by removing communication from preceding vehicle of velocity
states. In the framework we propose, vehicle parametric uncertainty is taken
into account by appropriately designed adaptive laws. The proposed framework
is illustrated and shown to be flexible to several standard architectures used
in cooperative driving (one-vehicle look-ahead topology, leader-to-all topology,
multivehicle look-ahead topology).

K E Y W O R D S

cooperative driving, distributed adaptation, minimal sensing and communication, model reference
adaptive control

1 INTRODUCTION

Intelligent transportation and autonomous vehicles1 have been attracting increasing research interests because of
the potential to reduce congestion, improve the traffic safety and decrease carbon emissions.2,3 Studies have shown
that groups of vehicles driving at small intervehicle distances (i.e., grouped into platoons) can lead to reduced air
drag and promote energy savings.4,5 However, vehicle-following functionalities with small intervehicle distances pose
the so-called string stability problem,6,7 which refers to the problem of how such small intervehicle distances can
be maintained throughout the platoon even in the presence of disturbances. Adaptive cruise control (ACC)8 was
one of the first technologies studied for vehicle-following functionality with one-vehicle look-ahead topology. The
idea is that on-board sensors (laser or radar) can measure relative spacing with the preceding vehicle (or calculate
relative velocity after appropriate filtering) and use this information to automatically accelerate or brake. Despite
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ACC technology is now widely available in commercial vehicles, it is not recommended to use it to form platoons,
since this technology can be unsafe in the sense of string stability in commercial applications: for example, the
authors of Reference 9 experimentally find that ACC systems can guarantee string stability only for large enough
time headway (time headway larger than 0.8 s in their work); recently, also the authors of Reference 10 find that
commercial ACC systems can exhibit string unstable features. Therefore, for small enough time headways, any dis-
turbance in ACC-equipped platoons will cause intervehicle distances to increase throughout of the platoon. Based on
these issues, improvements to standard ACC have been the object of deep investigation. One of the most promising
findings was that ACC systems can achieve better performance by enhancing on-board sensors with wireless com-
munication from preceding vehicle: this vehicle-to-vehicle communication can provide measurements that cannot be
obtained from on-board sensors, most notably, acceleration from preceding vehicle. In the presence of such additional
information, this ACC system with vehicle-to-vehicle communication was called cooperative adaptive cruise control
(CACC) system.11,12

A number of studies have analyzed the string stability properties of CACC,13,14 showing improved performance of
CACC in this sense.3,15-17 Several communication topologies have been studied: for example, Reference 18 shows that
string stability of the vehicle platoon can be achieved by implementing a CACC communication structure with leading
vehicle speed and acceleration information broadcast along the platoon. However, it was also shown that wireless com-
munication can be highly unreliable and subject to strong network-induced constraints. The research presented in this
work takes the steps from the challenges of CACC systems. A first challenge is that CACC strategies proposed in litera-
ture typically assume that both relative spacing and relative velocity with preceding vehicle are available from on-board
sensors. Otherwise, they assume that velocity from preceding vehicle can be communicated together with acceleration
input (double communication channel). The same sensing and communication also extends to adaptive cooperative driv-
ing strategies, where vehicle parametric uncertainty is taken into account. However, in practice the on-board sensors can
only obtain relative spacing with preceding vehicle, since getting relative velocity requires additional filtering algorithms:
at the same time, it is fundamental to reduce as much as possible communication channels from preceding vehicle in
order to save bandwidth and prevent as much as possible the aforementioned network-induced constraints. Note that
standard CACC architectures exist beyond the one-vehicle look-ahead topology, mainly the leader-to-all topology and
multivehicle look-ahead topology. Because the radar/laser can only measure the relative position with the preceding vehi-
cle (it is impossible to use on-board sensors to measure directly the relative distance of the second preceding vehicle, the
third preceding vehicle, and so forth), it is mandatory for these topologies to communicate the relative positions among
vehicles. Therefore, a minimal communication scenario seems to be the one where the preceding vehicle only com-
municates its own acceleration input and, for topologies beyond the one-vehicle look-ahead, also relative spacing from
other vehicles.

In this work we want to show that, after framing the cooperative driving task as a distributed model reference
adaptive control (MRAC) problem, the platooning task can be achieved in a minimal sensing and communication
scenario. The term “minimal sensing and communication scenario” refers to the fact that of removing relative veloc-
ity measurements with preceding vehicle and removing communication of velocity states from preceding vehicle (in
one-vehicle look-ahead topology). The proposed framework is illustrated not only for one-vehicle look-ahead topol-
ogy, but it is flexible to the other standard architectures used in cooperative driving such as leader-to-all topology
and multivehicle look-ahead topology (in these cases, the preceding vehicle must necessarily communicate the rel-
ative spacing from other preceding vehicles). Being based on MRAC, an important aspect of the proposed CACC
strategy is its capability of dealing with uncertain vehicle dynamics, which can be even heterogeneous19 in nature.
In reality, vehicles on the road are all different and with uncertain dynamics. There can be great differences in
their engine dynamics.20-22 A study conducted in Reference 23 showed the causes of heterogeneity of vehicles in a
platoon and their effects on string stability; Reference 6 studies the string stability of nonlinear bidirectional asym-
metric heterogeneous platoon systems; a distributed adaptive sliding mode controller is derived in Reference 24 to
guarantees string stability and adaptive compensation of disturbances based on constant spacing policy for a heteroge-
neous vehicle platoon; the heterogeneous string stability is studied with unidirectional interconnected MIMO systems
in Reference 25.

Because we frame the cooperative driving task as a distributed MRAC problem, it is worth mentioning that this work
extends and improves approaches proposed in recent years, in which synchronization problems have been described as
a special MRAC.20,26 In these approaches, each agent tries to match the model of the leading vehicle or of their neigh-
bors by using “feedback matching gains” or “coupling matching gains”.27-29 As compared with this literature, the main
contribution of this work can be listed as follows:
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• Design the proposed adaptation laws for the feedback matching gains and coupling matching gains in a control scenario
with relative degree two,

• Achieving the platooning task in a minimal sensing and communication scenario, that is, by removing velocity
measurements and communication of velocity states (in one-vehicle look-ahead topology),

• Showing flexibility to other standard architectures used in CACC, namely, leader-to-all topology and multivehicle
look-ahead topology.

Simulations on a platoon of 4+ 1 vehicles (four followers and one reference model that places the role of leader)
are conducted to validate the theoretical analysis. A recent work distributed on MRAC is Reference 30. With respect to
this, we consider systems of relative degree two, and is also provide the solutions to the matching conditions in a closed
form. We believe that both points are relevant since vehicle models have relative degree greater or equal to two, while the
closed form solutions to the distributed matching conditions have not appeared before in the platooning literature. It is
worth acknowledging that alternative architectures exist for synchronizing heterogeneous vehicles, which however have
never found (yet) a direct application in actual CACC protocols. One such method is the so-called distributed observer
method31,32 in which the observation of the leader state is communicated among neighbors. A possible reason why this
alternative architecture has not found a direct application in actual CACC protocols is that it requires more communica-
tion effort (in order to communicate the variables of the distributed observer). Therefore, such an architecture will not be
covered in this work. Using a minimal sensing and communication scenario as we study can promote robustness of the
platooning task, for example, because the approach can be less affected by communication impairments.

The rest of the article is organized as follows: the platooning model is presented in Section 2; the different communi-
cation topologies addressed in this work are in Section 3; the adaptive protocol are designed in Section 4. Simulations are
provided in Section 5 with conclusions in Section 6.

2 PLATOONING MODEL

Consider a heterogeneous platoon with M vehicles, where the term “heterogeneous” refers to the fact that for any two
vehicles i, j with dynamics (in transfer function form)

yi = Gi(s)ui = ki
1

s(s + 𝜏i)
ui, (1)

yj = Gj(s)uj = kj
1

s(s + 𝜏j)
uj, (2)

the parameters ki, kj and 𝜏i, 𝜏j might differ from each other. In (1) and (2), ui,uj ∈ R, and yi, yj ∈ R are inputs and outputs
of the two vehicles, respectively. 𝜏i, 𝜏j are unknown positive parameters, and ki, kj are positive high-frequency constants.

Remark 1. The model (1), (2) can be interpreted as follows. Assume each vehicle is acceleration-controlled without
low-level control: then ui, uj are the acceleration directly provided to the vehicles, and the time constants 𝜏i, 𝜏j will be zero
or close to zero. In this case, the model (1), (2) would be a second-order integrator that is often considered in coopera-
tive control. Another (more practical) interpretation of (1), (2) is: assume that each vehicle is velocity-controlled with a
low-level controller to track a desired velocity: then ui, uj are the desired velocities provided to the low-level control, and
the time constants 𝜏i, 𝜏j represent the time constant of the low-level control. It is also worth mentioning that sometimes the
literature assumes that each vehicle is acceleration-controlled with a low-level controller to track a desired acceleration:
in this case, one would have a double integrator 1

s2 in (1), (2) in place of 1
s
: ui, uj would be the desired acceleration pro-

vided to the low-level control, and the time constants 𝜏i, 𝜏j represent the time constant of the low-level control. However,
such a model is not considered in this work, because it results in a system with relative degree 3, requiring a completely
different control design. Addressing this model can be the object of future work.

In (1), (2), the vehicles are indexed as 1, 2, … , M: the index 0 is reserved for a reference model. The dynamics of
vehicle 0 can be expressed (in transfer function form) as:

y0 = G0(s)r = k0
1

s2 + a1s + a0
r, (3)



376 YANG et al.

where r ∈ R is the model reference input, y0 ∈ R is the model reference output, and k0 is the high-frequency gain.
In (3), a1, a0 are design parameters such that the polynomial s2 + a1s+ a0 is stable, that is, a1, a0 > 0. In other words, (3)
represents the desired response of the leader to a change in the reference input: this is in line with the celebrated model
reference control approach.

The main task of each vehicle is to maintain the required distance from the preceding vehicle. To achieve this goal,
we use a constant distance headway spacing policy to denote the required distance rji between vehicle i and j

eji = yj − yi + rji, (4)

the control objective is to adjust eji to zero for all vehicles in the platoon. Without loss of generality, we take rji = 0 since
the case rji ≠ 0 can be treated via a coordinate transformation.

In the rest of the article we will mainly follow a notation stemming from MRAC.33 It is well known that the vehicle i
can be synchronized to the reference model (3) by using a control law with the following structure:

ui = l∗i
1

s + 𝜆0
ui + f ∗i

1
s + 𝜆0

yi + g∗i yi + c∗i r, (5)

where 𝜆0 > 0 such that the filter in (5) is stable, and l∗i , f ∗i , g∗i , c∗i are control gains. The control law (5) can be interpreted
as a combination of feedback/feedforward (the first three terms are the feedback parts and the last one is a feedforward
term). The term “synchronized to the reference model” refers to the fact that the closed-loop transfer function of vehicle i
should match the transfer function of the reference model (3). This matching problem can be solved under the following
assumptions:

(R1) s2 + a1s+ a0 is a monic Hurwitz polynomial,
(R2) the relative degree of G0(s) is equal to 2, the same as that of Gi(s),
(A1) an upper bound of the degree of s(s + 𝜏i) is known, that is, it is n= 2,
(A2) the sign of the high-frequency gain ki is known, that is, it is positive.

These assumptions are all verified for (1)–(3). Therefore, the scalars l∗i , f ∗i , g∗i , and c∗i are well defined and they can be
found by solving the following matching problem

c∗i ki

s(s + 𝜏i)[(s + 𝜆0) − l∗i ] − ki[f ∗i + g∗i (s + 𝜆0)]
= k0

(s2 + a1s + a0)(s + 𝜆0)
. (6)

Similar to chapter 5 in Reference 33, the matching conditions for vehicle i to the reference model can be defined as
follows

c∗i ki = k0,

s(s + 𝜏i)[(s + 𝜆0) − l∗i ] − ki[f ∗i + g∗i (s + 𝜆0)] = (s2 + a1s + a0)(s + 𝜆0). (7)

By direct calculation of (7), it is not difficult to get

l∗i = 𝜏i − a1,

f ∗i =
𝜏i − 𝜏2

i + a1𝜏i − a0 − a1𝜆0

ki
,

g∗i =
𝜏2

i 𝜆0 − 𝜏i𝜆0 + a1𝜆0

ki
,

c∗i = k0

ki
. (8)

However, because the parameters of vehicle i are unknown, the proposed control law (5) cannot be used for vehicle i.
Therefore, it is necessary to propose a new control law to adapt to the unknown parameters, which will be discussed in
Section 4.
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In addition, in line with recent results in Reference 26, we also discuss the problem of matching the dynamics of
vehicle i to the dynamics if vehicle j. This is useful when vehicle j is not directly connected to the leading vehicle and thus
can only synchronize to the neighboring vehicle.

Proposition 1. There exists an ideal control law that can match the vehicle j to vehicle i, and its form is as follows

uj = l∗ji
1

(s + 𝜆0)
ui + f ∗ji

1
(s + 𝜆0)

yi + g∗jiyi + c∗jiui + l∗j
1

(s + 𝜆0)
(uj − ui) + f ∗j

1
(s + 𝜆0)

(yj − yi) + g∗j (yj − yi), (9)

and the gains l∗ji, f ∗ji , g∗ji satisfy the following matching conditions

s(s + 𝜏i)[(s + 𝜆0) − (l
∗
j − l

∗
ji)] − kj[(f ∗j − f ∗ji ) + (s + 𝜆0)(g∗j − g∗ji)] = (s + 𝜆0)(s2 + a1s + a0), (10)

where c∗ji =
ki
kj
, l
∗
ji =

l∗ji
c∗ji
, and l

∗
j = lj

∗

c∗ji
.

Proof. First, let us rewrite the control law (9)

uj =
(l∗ji − l∗j )ui + (f ∗ji − f ∗j )yi + (s + 𝜆0)(g∗ji − g∗j )yi + l∗j yj + g∗j yj(s + 𝜆0) + cjiui(s + 𝜆0)

(s + 𝜆0) − l∗j
, (11)

substitute the control law (11) into (2) and use the following matching conditions of vehicle j to the reference model

s(s + 𝜏j)[(s + 𝜆0) − l∗j ] − kj[f ∗j + (s + 𝜆0)g∗j ] = (s2 + a1s + a0)(s + 𝜆0), (12)

which leads to

[(s + 𝜆0)(s2 + a1s + a0)](yj − yi) + {s(s + 𝜏j)[(s + 𝜆0) − l∗j ] − kj[f ∗ji + (s + 𝜆0)g∗ji]}yi

= kjs(s + 𝜏j)c∗ji

(
(s + 𝜆0) +

l∗ji
c∗ji

−
l∗j
c∗ji

)
ui. (13)

then (13) can be written as

s(s + 𝜏i)
(
(s + 𝜆0) − (l

∗
j − l

∗
ji)
)
− kj

(
(f ∗j − f ∗ji ) + (s + 𝜆0)(g∗j − g∗ji)

)
= (s + 𝜆0)(s2 + a1s + a0) (14)

with c∗ji =
ki
kj
, l
∗
ji =

l∗ji
c∗ji
, and l

∗
j = lj

∗

c∗ji
. This completes the proof. ▪

Remark 2. Proposition 1 shows a distributed matching condition among neighboring vehicles. In other words, there
exist gains that match an agent to its neighbors. Such distributed matching condition has been derived without extra
assumptions.

By direct solution of (10), it is not difficult to see that

l∗ji = (c∗ji − 1)a1 + (1 − c∗ji)𝜏j,

f ∗ji = 𝜏j − 𝜆0𝜏j,

g∗ji = a1𝜆0𝜏j. (15)

Remark 3. Note that, in case of homogeneous vehicles (ki = kj ∀i, j and 𝜏i = 𝜏j ∀i, j), one has c∗ji = 1 and therefore l∗ji = 0.
This implies that this coupling should not be estimated. In addition, in case of homogeneous and acceleration-controlled
vehicles (ki = kj ∀i, j and 𝜏i = 𝜏j = 0 ∀i, j) it is easy to find that (8) and (15) simplify to

l∗i = −a1, f ∗i = −a0 − a1𝜆0

ki
, g∗i = a1𝜆0

ki
,

l∗ji = 0, f ∗ji = 0, g∗ji = 0. (16)
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However, because the parameters of vehicles i and j are unknown, the proposed control law (9) cannot be used for
vehicle j. Therefore, it is necessary to propose a new control law to adapt to the unknown parameters, which will be
discussed in Section 4.

3 COMMUNICATION TOPOLOGIES

In this work, we consider a platoon of vehicles that are linked to each other via a communication graph that describes
the allowed information flow. The communication graph is composed of nodes (i.e., vehicle) and directed edges (i.e.,
communication links). In other words, vehicle i has a directed connection to vehicle j if j can receive information from i.
The communication graph describing the allowed information flow among all the vehicles, is completely defined by the
pair  = ( , ), where  = {1, … ,N} is a finite nonempty set of nodes, and  ⊆  ×  is a set of pairs of nodes, called
edges. To include the presence of leader vehicle (vehicle 0) in the platoon we define  = { ,  ,  }, where  ⊆  is the
set of those vehicles, called target vehicles, which receive information from the leader vehicle.

We consider a platoon of four vehicles, which will be used also in our simulation studies. Figure 1(A) pro-
vides a simple communication graph describing a classic one-vehicle look-ahead topology where  = {1, 2, 3, 4},  =
{(1, 2), (2, 3), (3, 4)} and  = {1}. Let us introduce the adjacency matrix  = [aij] ∈ RN×N of a directed communication,
which is defined as aii = 0 and aij = 1 if (i, j) ∈  , where i≠ j. The adjacency and target matrices corresponding to the
example in Figure 1(A) are

 =

⎡⎢⎢⎢⎢⎢⎣

0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

⎤⎥⎥⎥⎥⎥⎦
,  =

⎡⎢⎢⎢⎢⎢⎣

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

⎤⎥⎥⎥⎥⎥⎦
.

As shown in Figure 1(B), it is also possible to combine the one-vehicle look-ahead topology with a leader-to-all com-
munication, where  = {1, 2, 3, 4},  = {(1, 2), (2, 3), (3, 4)} and  = {1, 2, 3, 4}. The adjacency and target matrices of this
topology are

 =

⎡⎢⎢⎢⎢⎢⎣

0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

⎤⎥⎥⎥⎥⎥⎦
,  =

⎡⎢⎢⎢⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎥⎥⎦
.

The two-vehicles look-ahead topology is shown in Figure 1(C): it is a generalization of the one-vehicle
look-ahead topology, in which connections with more neighbors are available. Here,  = {1, 2, 3, 4},
 = {(1, 2), (1, 3), (2, 3), (2, 4), (3, 4)} and  = {1, 2}. The adjacency and target matrices of this topology are

(A) One-vehicle look-ahead topology (B) Leader-to-all one-vehicle look-ahead topology

(C) Two-vehicle look-ahead topology

F I G U R E 1 Platoon topologies commonly used in cooperative adaptive cruise control
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 =

⎡⎢⎢⎢⎢⎢⎣

0 1 1 0
0 0 1 1
0 0 0 1
0 0 0 0

⎤⎥⎥⎥⎥⎥⎦
,  =

⎡⎢⎢⎢⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

⎤⎥⎥⎥⎥⎥⎦
.

In the following section, we will see how to create adaptation laws for the controllers in Section 2, and for the topologies
presented in Figure 1.

4 ADAPTIVE PROTOCOL

As mentioned in Section 2, because of the unknown parameters of vehicle i, it is necessary to propose a new adaptive
control law to deal with this condition. This problem is solved hereafter along four synchronization cases, represented in
Figure 2: synchronization to leader (Section 4.1), synchronization to one vehicle ahead (Section 4.2), synchronization to
one vehicle ahead and leader (Section 4.3), synchronization to two vehicles ahead (Section 4.4).

4.1 Case 1: Synchronization to leader

The first case is synchronizing the target vehicle to the reference model. The network under the consideration is presented
in Figure 2(A). In line with the problem of Section 2, to deal with the unknown parameters, we come up with a control
law as below

u1 = l1
1

s + 𝜆0
u1 + f1

1
s + 𝜆0

y1 + g1y1 + c1r + u1aux, (20)

where the parameter vector l1, f 1, g1, c1 are the estimates of l∗1, f ∗1 , g∗1 , c∗1, respectively, and u1aux is an extra control action
that will be defined later.

The controller (20) can be written in a state-space form by using auxiliary filters

�̇�u1 = −𝜆0𝜔u1 + u1,

�̇�y1 = −𝜆0𝜔y1 + y1,

�̇�1 = −p0𝜙1 + 𝜔1,

�̇�1 = −Γ1e10𝜙1. (21)

(A) CASE 1 : Synchronization to leader (B) CASE 2 : Synchronization to one vehicle ahead

(C) CASE 3 : Synchronization to one vehicle ahead and leader (D) CASE 4 : Synchronization to two vehicles ahead

F I G U R E 2 Four common platoon synchronization cases
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with 𝜔1 =
(
𝜔u1 𝜔y1 y1 r

)T
, 𝜃1 =

(
l1 f1 g1 c1

)T , e10 = y1 − y0, and p0 > 0 is a real number to be designed, and Γ1
is a positive symmetric matrix to be designed. The third filter is due to the fact that the relative degree of the system is 2
(n* = 2). Thus, the control law is given by

u1 = 𝜃T
1 𝜔1 + �̇�

T
1𝜙1 (22)

where we see that u1aux in (20) is �̇�T
1𝜙1.

The adaptive gain is defined as

Γ1 = diag{Γl,Γf ,Γg,Γc}, (23)

where Γl,Γf ,Γg,Γc are the positive real numbers to be designed. The following result holds.

Theorem 1. Consider the reference model dynamics (3 ), the unknown vehicle dynamics (1 ) with i= 1, the controller (22),
and the adaptive laws (21). Then, all the closed-loop signals are bounded and the error e10 → 0 for t →∞.
Proof. Since this proof is based on a well-known result from Reference 33, we just recall the main steps, in order to clarify
how the adaptive laws (21) are obtained. Using canonical state-space representation to describe the dynamics of reference
model 0 and vehicle 1, we have

ẋ0 = A0x0 + B0r,
y0 = C0x0. (24)

ẋ1 = A1x1 + B1u1,

y1 = C1x1. (25)

where A0, B0, C0, A1, B1, C1 are matrices with proper dimensions. Define the state-space representation of vehicle 1 in a
closed-loop form

ẋ1 = A1x1 + B1c∗1r + B1(u1 − 𝜃∗T
1 𝜔1),

y1 = C1x1. (26)

where

x1 =
[

xT
1 𝜔u1 𝜔y1

]T
, A1 =

⎡⎢⎢⎢⎣
A1 + B1g∗1CT

1 B1l∗1 B1f ∗1
g∗1CT

1 −𝜆0 + l∗1 f ∗1
CT

1 0 −𝜆0

⎤⎥⎥⎥⎦ , B1 =
⎡⎢⎢⎢⎣
B1

1
0

⎤⎥⎥⎥⎦ , C1 =
[

C1 0 0
]
.

Note that y1 = y1.
When C1(sI − A1)−1B1c∗1 = C0(sI − A0)−1B0, vehicle 1 can be matched to vehicle 0. Therefore, the state-space repre-

sentation of vehicle 1 in a closed-loop form can be written as

ẋ1 = A0x1 + B0r + B0𝜌
∗
1(u1 − 𝜃∗T

1 𝜔1),
y1 = C0x1. (28)

where 𝜌∗1 = 1
c∗1

.
Define the state tracking error x̃10 = x1 − x0 and the output error e10 = y1 − y0. Then we have

̇̃x10 = A0x̃10 + B0𝜌
∗
1(u1 − 𝜃∗T

1 𝜔1),
e10 = C0x̃10. (29)

Using the identity (s+ p0)(s+ p0)−1 = 1, we can rewrite (29) as

̇̃x10 = A0x1 + B0(s + p0)𝜌∗1(uf − 𝜃∗T
1 𝜙1),

e10 = C0x̃10. (30)
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with uf = 1
s+p0

u1. Then, we can choose

uf = 𝜃T
1 𝜙1, (31)

so (30) can be shown as

̇̃x10 = A0x10 + B0(s + p0)𝜌∗1𝜃
T
1𝜙1,

e10 = C0x̃10. (32)

where 𝜃1 = 𝜃1 − 𝜃∗1 . The estimation error can be transformed into the desired form by using the transformation

e1 = x10 − B0𝜌
∗
1𝜃1𝜙1,

ė1 = A0e1 + Bk𝜌
∗
1𝜃

T
𝜙,

e10 = C0e1. (33)

where Bk =A0B0 +B0p0, and C0B0 = 0 since n= 2.
To show the asymptotic convergence of the error between the vehicle 1 and the leader analytically, construct the

following Lyapunov function

V1(𝜃1, e1) =
eT

1 Pe1

2
+

𝜃
T
1Γ−1

1 𝜃1

2
|𝜌∗1|, (34)

where P=PT > 0 satisfies

PA0 + AT
0 P = −qqT − vL, PBk = C0. (35)

with L=LT > 0, and v> 0. So the time derivative of V 1 is

V̇ 1 = −
eT

1 qqTe1

2
− v

2
eT

1 Le1 + PBke1𝜌
∗
1𝜃

T
1𝜙1 + 𝜃

T
1Γ−1

1
̇̃𝜃1|𝜌∗1|, (36)

since PBke1 = C0e1 = e10 and 𝜌∗1 = |𝜌∗1|, we can make V̇ 1 ≤ 0 by choosing

̇̃𝜃1 = −Γ1e10𝜙1, (37)

which leads to

V̇ 1 = −
eT

1 qqTe1

2
− v

2
eT

1 Le1 ≤ 0. (38)

We can obtain that V 1 has a finite limit by (38), so e10, 𝜃1, x̃10∈ ℒ∞. Because x̃10 = x1 − x0∈ ℒ∞ and x0∈ ℒ∞,

so x1∈ ℒ∞. This implies that x1, y1, 𝜔1, 𝜔2∈ ℒ∞. Since y1, y0∈ ℒ∞, we have 𝜙1∈ ℒ∞. From u1 = 𝜃T
1 𝜔1 + �̇�

T
1𝜙1 and

𝜃1, 𝜔1, 𝜙1∈ ℒ∞, we have u1∈ ℒ∞. Therefore, all signals in the closed-loop system are bounded. From (38) we can estab-
lish that V̇ 1 has a bounded integral, so we have x̃10, e10∈ ℒ2. Using 𝜃1, 𝜔1, x̃10∈ ℒ∞, in (29), we have e10, ̇̃x10∈ ℒ∞. This
implies e10 → 0 for t →∞. ▪

4.2 Case 2: Synchronization to one vehicle ahead

As shown in Figure 2(B), case 2 deals with synchronization of vehicle 2 to one vehicle ahead (vehicle 1), without infor-
mation from reference dynamics. In this case, the control law (22) and the matching condition have two problems. The
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first problem is that we do not know the gains l∗1, f ∗1 , g∗1 , and c∗1. The second problem is that, the control law (22) would be
implementable only if vehicle connected to the reference model vehicle 0, and with access to r.

Motivated by the control (9), then we come up the following controller

u2 = l21
1

s + 𝜆0
u1 + f21

1
s + 𝜆0

y1 + g21y1 + c21u1

+ l2
1

s + 𝜆0
(u2 − u1) + f2

1
s + 𝜆0

(y2 − y1) + g2(y2 − y1) + u2aux, (39)

where the controller parameter vector l21, l2, f 21, f 2, g21, g1, and c21 are the estimates for l∗21, l∗2, f ∗21, f ∗2 , g∗21, g∗1 , and c∗21,
respectively, and u2aux is an auxiliary term to be defined.

These estimates are updated via the following adaptive laws

�̇�u1 = −𝜆0𝜔u1 + u1, �̇�u21 = −𝜆0𝜔u21 + (u2 − u1),
�̇�y1 = −𝜆0𝜔y1 + y1, �̇�y21 = −𝜆0𝜔y21 + (y2 − y1),
�̇�2 = −p0𝜙2 + 𝜔2, �̇�2 = −Γ2e21𝜙2, (40)

in which e21 = y2 − y1 and

𝜔2 =
[
𝜔u1 𝜔y1 y1 u1 𝜔u21𝜔y21 e21

]T
,

𝜃2 =
[

l21 f21 g21 c21 l2 f2 g2

]T
,

Γ2 = diag{Γl,Γf ,Γg,Γc,Γl,Γf ,Γg}. (41)

where Γl,Γf ,Γg,Γc are the positive real numbers to be designed.
The control input can be given as

u2 = 𝜃T
2 𝜔2 + �̇�

T
2𝜙2, (42)

where we see that u2aux in (39) is �̇�T
2𝜙2. The following result holds.

Theorem 2. Consider the unknown vehicle ahead dynamics (1 ) with subscript i= 1, the unknown follower dynamics (2)
with subscript j= 2, adaptive laws (40) and controllers(42). Then, all closed-loop signals will be bounded and the error e21 → 0
for t →∞.

Proof. First let us use the state-space representation to write the vehicle 2 dynamics

ẋ2 = A2x2 + B2u2,

y2 = C2x2. (43)

The closed-loop form allows us to write

ẋ2 = A2x2 + B2c∗21u2 + B2(u2 − 𝜃∗T
2 𝜔2),

y2 = C2x2. (44)

where

x2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

xT
2

𝜔u1

𝜔y1

𝜔u21

𝜔y21

⎤⎥⎥⎥⎥⎥⎥⎥⎦
,u2 =

[
u1

y1

]
,A2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

A2 + B2g∗2CT
2 B2l∗21 B2f ∗21 B2l∗2 B2f ∗2

0 −𝜆0 0 0 0
CT

2 0 −𝜆0 0 0
g∗2CT

2 l∗21 f ∗21 −𝜆0 + l∗2 f ∗2
CT

2 0 0 0 −𝜆0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
,B2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

B2
B2(g∗21−g∗2)

c∗21
1

c∗21
0

0 2
c∗21(

1 − 1
c∗21

)
(g∗21−g∗2)

c∗21

0 1
c∗21

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,C2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

CT
2

0
0
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎦

T

.
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Note that y2 = y2. From (14), we already know that vehicle 2 can match vehicle 1, which results in C2(sI − A2)−1B2c∗21 =
C1(sI − A1)−1B1c∗1. Therefore, vehicle 2 can match the reference model, giving C2(sI − A2)−1B2c∗21 = C0(sI − A0)−1B0. We
can take a nonminimal state-space representation of vehicle 2:

ẋ2 = A0x2 + B0r + B0𝜌
∗
2(u2 − 𝜃∗T

2 𝜔2),
y2 = C0x2. (46)

where 𝜌∗2 = 1
c∗21

. Then, define the state tracking error x̃21 = x2 − x1, and the output error e21 = y2 − y1. Using the iden-
tity (s + p0)(s + p0)−1 = 1 for some p0 > 0, The estimation error can be transformed into the desired form by using the
transformation

e2 = x21 − B0𝜌
∗
2𝜃

T
2𝜙2,

ė2 = A0e2 + Bk2𝜌
∗
2𝜃

T
𝜙,

e21 = C0e2. (47)

where Bk2 = A0B0 + B0p0, and we have u2 = 𝜃T
2 𝜔2 + �̇�

T
2𝜙2, where 𝜃

∗
2 = 𝜃2 − 𝜃∗2 . To show the asymptotic converge of the

synchronization error analytically, the Lyapunov-based approach will be used, construct the following Lyapunov function

V2(𝜃2, e2) =
eT

2 Pe2

2
+

𝜃
T
2Γ−1

2 𝜃2

2
|𝜌∗2|, (48)

where Γ2 = ΓT
2 > 0 and the P=PT > 0 satisfies

PA0 + AT
0 P = −qqT − vL, PBk = C0. (49)

With L> 0, The time derivative becomes

V̇ 2 = −
eT

2 qqTe2

2
− v

2
eT

2 Le2 + PB0e2𝜌
∗
2𝜃

T
2𝜙2 + 𝜃

T
2Γ−1

2
̇̃𝜃2|𝜌∗2|, (50)

since PB0e2 = C0e2 = e21 and 𝜌∗2 = |𝜌∗2|, we can delete the indefinite term by choosing

̇̃𝜃2 = −Γ2e21𝜙2, (51)

which leads to

V̇ 2 = −
eT

2 qqTe2

2
− v

2
eT

2 Le2 ≤ 0. (52)

From (52), it can be obtained that V 2 has a finite limit, so e2, x̃21, 𝜃2∈ ℒ∞. Because x̃21 = x2 − x1∈ ℒ∞ and x1∈ ℒ∞,

so x2∈ ℒ∞. This implies x2, y2, 𝜔u1, 𝜔y1, 𝜔u21, 𝜔y21∈ ℒ∞. Since y2, y1∈ ℒ∞, we have 𝜙2∈ ℒ∞. From u2 = 𝜃T
2 𝜔2 + �̇�

T
2𝜙2

and 𝜃2, 𝜔2, 𝜙2∈ ℒ∞, we have u2∈ ℒ∞. Therefore, all signals in the closed-loop system are bounded. From (52) we can
establish that V̇ 2 has a bounded integral, so we have x̃21, e21∈ ℒ2. Using 𝜃2, 𝜔2, x̃21∈ ℒ∞, in (40), we can get e21, ̇̃x21∈ ℒ∞.
This implies e21 → 0 for t →∞, which concludes the proof. ▪

4.3 Case 3: Synchronization to one vehicle ahead and leader

In line with Figure 2(C), this case deals with the synchronization problem of vehicle 2 to vehicle 1 and leader. This
case is especially useful in leader-to-all topologies where in addition to intervehicle communication, the leader can send
information to all vehicles in the platoon. It is not a surprise that this case can be solved using a combination of cases 1
and 2. Therefore, only address the main steps.
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By following an approach similar to that taken in the previous case, the synchronization of vehicle 2 to vehicle 1 is
possible via the controller.

u2 = l21
1

s + 𝜆0
u1 + f21

1
s + 𝜆0

y1 + g21y1 + c21u1

+ l2
1

s + 𝜆0
(u2 − u1) + f2

1
s + 𝜆0

(y2 − y1) + g2(y2 − y1) + u21aux, (53)

and the synchronization of vehicle 2 to leader is possible via the controller

u2 = l2
1

s + 𝜆0
u2 + f2

1
s + 𝜆0

y2 + g2y2 + c2r + u20aux, (54)

where u21 = u2 −u1, and the output error e21 = y2 − y1, by combining this, the controller can be obtained

u2 = l21
1

2(s + 𝜆0)
u1 + f21

1
2(s + 𝜆0)

y1 +
g21

2
y1 +

c21

2
u1

+ l2
1

2(s + 𝜆0)
(u21 + u2) + f2

1
2(s + 𝜆0)

(e21 + y2) +
g2

2
(e21 + y2) +

c2

2
r + u2aux

2
, (55)

where the controller parameter vector l21, l2, f 21, f 2, g21, g1, and c21 are the estimates of l∗21, l∗2, f ∗21, f ∗2 , g∗21, g∗1 , and c∗21, respec-
tively, and u2aux = u21aux + u20aux is an extra control action that will be defined later. These estimate parameter are updated
via the following adaptive laws

�̇�u1 = −𝜆0𝜔u1 + u1, �̇�y1 = −𝜆0𝜔y1 + y1,

�̇�u2 = −𝜆0𝜔u2 + u2, �̇�y2 = −𝜆0𝜔y2 + y2,

�̇�u21 = −𝜆0𝜔u21 + u21, �̇�y21 = −𝜆0𝜔y21 + e21,

�̇�2 = −p0𝜙2 + 𝜔2, �̇�2 = −Γ2e210𝜙2, (56)

in which e210 = (y2 − y1)+ (y2 − y0), and

𝜔2 =
[
𝜔u1 𝜔y1 y1 u1 (𝜔u21 + 𝜔u2) (𝜔y21 + 𝜔y2) (e21 + y2) r

]
,

𝜃2 =
[

l21 f21 g21 c21 l2 f2 g2 c2

]T

, Γ2 = diag{Γl,Γf ,Γg,Γc,Γl,Γf ,Γg,Γc},

where Γl,Γf ,Γg,Γc are the positive real numbers to be designed. the control input can be given as

u2 =
𝜃T

2 𝜔2

2
+ �̇�

T
2𝜙2

2
, (57)

where u2aux = �̇�
T
2𝜙2. The following result holds.

Theorem 3. Consider the leader dynamics (3 ), the unknown vehicle ahead dynamics (1 ) with subscript i= 1, the unknown
follower dynamics (2) with subscript j= 2, the controllers (57), and the adaptive laws (56). Then, all closed-loop signals will
be bounded and the error e210 → 0 for t →∞ (i.e., the vehicle 2 can synchronize to vehicle 1 and leader).

Proof. The proof, not shown to avoid repetitions, follows similar steps as the previous cases and makes use of the Lyapunov
function

V2(𝜃2, e210) =
eT

210Pe210

2
+

𝜃
T
2Γ−1

2 𝜃2

2
|𝜌∗2|. (58)

▪
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4.4 Case 4: Synchronization to two vehicles ahead

In this case, we will discuss how vehicle 3 can synchronize to two vehicles ahead, as shown in Figure 2(D). Note that
𝜏1, 𝜏2, and 𝜏3 are possibly different. There exist a directed connection from vehicle 1 to vehicle 3 and a directed connection
from vehicle 2 to vehicle 3. So, vehicle 3 can observe measurement from vehicle 1 to vehicle 2, respectively. By following
an approach similar to that taken in the previous cases, the synchronization of vehicle 3 to vehicle 1 is possible via the
controller.

u3 = l31
1

(s + 1)
u1 + f31

1
(s + 1)

y1 + g31y1 + c31u1

+ l3
1

(s + 1)
u31 + f3

1
(s + 1)

e31 + g3e31 + u31aux, (59)

and the synchronization of vehicle 3 to vehicle 2 is possible via the controller

u3 = l32
1

(s + 1)
u2 + f32

1
(s + 1)

y2 + g32y2 + c32u2

+ l3
1

(s + 1)
u32 + f3

1
(s + 1)

e32 + g3e32 + u32aux, (60)

where u31 =u3 − u1 and u32 =u3 − u2, and the output error e31 = y3 − y1, e32 = y3 − y2. By combining the two controllers,
we obtain

u3 = l31
1

2(s + 1)
u1 + f31

1
2(s + 1)

y1 +
g31y1

2
+ c31u1

2
+ l32

1
2(s + 1)

u2 + f32
1

2(s + 1)
y2 +

g32y2

2

+ c32u2

2
+ l3

1
2(s + 1)

u321 + f T
3

1
2(s + 1)

e321 +
g3e321

2
+ u3aux

2
, (61)

where

u321 = u31 + u32, e321 = e31 + e32,

𝜃3 = 𝜃31 + 𝜃32, 𝜔3 = 𝜔31 + 𝜔32, (62)

and u3aux = u31aux + u32aux is an auxiliary input to be designed.
The controller parameter vector l31, l21, l2, f 31, f 21, f 2, g31, g21, g1, and c21, c31are the estimates for

l∗31, l∗21, l∗2, f ∗31, f ∗21, f ∗2 , g∗31, g∗21, g∗1 , and c∗21, c∗31, respectively. These estimate parameter are updated via the following
adaptive laws

�̇�u1 = −𝜆0𝜔u1 + u1, �̇�y1 = −𝜆0𝜔y1 + y1,

�̇�u2 = −𝜆0𝜔u2 + u2, �̇�y2 = −𝜆0𝜔y2 + y2,

�̇�u321 = −𝜆0𝜔u321 + u321, �̇�e321 = −𝜆0𝜔e321 + e321,

�̇�3 = −Γ3e321𝜙3, �̇�3 = −p0𝜙3 + 𝜔3, (63)

where

𝜔3 =
[
𝜔u1 𝜔y1 y1 u1 𝜔u2 𝜔y2 y2 u2 𝜔u321 𝜔e321 e321

]T
,

𝜃3 =
[

l31 f31 g31 c31 l32 f32 g32 c32 l3 f3 g3

]T
,

Γ3 = diag{Γl,Γf ,Γg,Γc,Γl,Γf ,Γg,Γl,Γl,Γf ,Γg},

and Γl,Γf ,Γg,Γc are the positive real numbers to be designed. the control input can be given as

u3 =
𝜃T

3 𝜔3

2
+ �̇�

T
3𝜙3

2
. (64)
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where u3aux = �̇�
T
3𝜙3. The following result holds.

Theorem 4. Consider the unknown vehicle dynamics (1 ) with subscript i= 1, the unknown vehicle dynamics (2) with sub-
script j= 2, and the unknown vehicle dynamics (2) with subscript j= 3, the controllers (64), and the adaptive laws(63). Then,
all the closed-loop signals will be bounded and the error e321 → 0 for t →∞ (i.e., the vehicle 3 can synchronize to vehicles 1
and 2).

Proof. The proof, not shown to avoid repetitions, follows similar steps as the previous cases and makes use of the Lyapunov
function

V3(𝜃3, e321) =
eT

321Pe321

2
+

𝜃
T
3Γ−1

3 𝜃3

2
|𝜌∗3|. (65)

▪

5 SIMULATIONS

This section shows the simulation results of three topologies in Figure 1, in this simulation, five vehicles (one leader
vehicle and four following vehicles) are simulated. The parameters of leader vehicle and of the other vehicles are given
as a0 = 0.0625, a1 = 0.4, k0 = 0.0625, k1 = 0.5, k2 = 0.6, k3 = 0.7, k4 = 0.8. The control parameters are chosen as Γl = 0.1,Γf =
2 ⋅ 10−6,Γg = 3 ⋅ 10−5, p0 = 1 ⋅ 10−6, and the desired distance rji between each vehicle is 5 m.

5.1 Simulation results of the topology 1

As shown in Figure 1(A), the first simulation considers a classic one-vehicle look-ahead topology, where each vehicle can
observe acceleration information of the preceding vehicle. And Figure 3 shows the acceleration response of each vehicle.
The velocity response and the relative distances of each vehicles with the leader vehicle are given in Figures 4 and 5,
respectively. It is clear that all the vehicles will synchronize to the leader vehicle and keep the desired distances with each
other.

F I G U R E 3 Acceleration
response of topology 1

F I G U R E 4 Velocity
response of topology 1
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F I G U R E 5 Relative
distances with leader vehicle of
topology 1

F I G U R E 6 Acceleration
response of topology 2

F I G U R E 7 Velocity
response of topology 2

5.2 Simulation results of the topology 2

The leader-to-all one-vehicle look-ahead topology is simulated in this part, as described in Figure 1(B), each vehicles can
get acceleration information from both the preceding vehicle and the leader. The acceleration response and the veloc-
ity response of each vehicle is shown in Figures 6 and 7, respectively. Figure 8 shows the required relative distances is
maintained. With respect to topology 1, the response of topology 2 has a bit larger transient, and this might indicate that
information from the leader nonnecessarily might lead to better performance.

5.3 Simulation results of the topology 3

The results of topology 3 is presented in this part, that is a two-vehicle look-ahead situation. In this topology, each
vehicle can communicate with two preceding vehicle. It is clear that the on-board laser cannot be use to get the
relative spacing with two vehicles ahead. Therefore, the preceding vehicle must communicate the relative spacing
with the second preceding vehicle in order to obtain the relative spacing with two vehicles ahead. The accelera-
tion response and the velocity response of each vehicle are is described in Figures 9 and 10, respectively. Again, we
obtain the result that all vehicles can synchronize to the leader vehicle and maintain the relative distances in line
with Figure 11.
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F I G U R E 8 Relative
distances with leader vehicle of
topology 2

F I G U R E 9 Acceleration
response of topology 3

F I G U R E 10 Velocity
response of topology 3

F I G U R E 11 Relative
distances with leader vehicle of
topology 3

6 CONCLUSIONS

Cooperative driving strategies proposed in literature, also known as CACC strategies, assume that both relative spacing
and relative velocity with preceding vehicle are available from on-board sensors (laser or radar). Otherwise, they assume
that both velocity states and acceleration from preceding vehicle inputs are communicated. The same sensing and com-
munication also extends to adaptive cooperative driving strategies, where vehicle parametric uncertainty is taken into
account. However, in practice on-board sensors can only measure relative spacing with preceding vehicle (since getting
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relative velocity requires additional filtering algorithms); also, it is fundamental to reduce the number of variables com-
municated from preceding vehicle in order to save bandwidth. This work has shown that, after framing the cooperative
driving task as a distributed MRAC problem, the platooning task can be achieved in a minimal sensing and communi-
cation scenario, that is, by removing relative velocity measurements with preceding vehicle from on-board sensors and
removing communication from preceding vehicle of velocity states. The proposed framework was illustrated and shown
to be flexible to several standard architectures used in cooperative driving (one-vehicle look-ahead topology, leader-to-all
topology, multivehicle look-ahead topology). The simulation results highlight that the two-vehicle look-ahead topology
has the best performance, in the sense that it provides a smoother response with less oscillations and smaller peaks. This
is consistent with the intuition that better performance can be achieved when more information is available. On the other
hand, it is worth mentioning that more communication can also cause interferences and reliability issues.

In practical applications, due to the unreliable wireless of communication conditions and external interference (loss of
communication links, addition of new communication links, and so forth), the communication topology between vehicles
can be changed.34 So the interesting future research topics are to provide stability on the presence of switching topologies,
that can refer to the switching among the standard architectures used in cooperative driving (one-vehicle look-ahead
topology, leader-to-all topology, multivehicle look-ahead topology), but also to possible communication losses that might
require to use only on-board sensors for implementing the platoon. In addition, is it worth noticing that the proposed
approach uses the position as output feedback, which can be obtained from on-board GPS, but still requires some type of
communication: it is an interesting future work to remove this communication channel as well. Another relevant future
work could be to study input constraints (engine constraints). Some recent advances in this direction are References 22,35.
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