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ABSTRACT: The accurate description of large molecular systems
in complex environments remains an ongoing challenge for the
field of computational chemistry. This problem is even more
pronounced for photoinduced processes, as multiple excited
electronic states and their corresponding nonadiabatic couplings
must be taken into account. Multiscale approaches such as hybrid
quantum mechanics/molecular mechanics (QM/MM) offer a
balanced compromise between accuracy and computational
burden. Here, we introduce an open-source software package
(INAQS) for nonadiabatic QM/MM simulations that bridges the
sampling capabilities of the GROMACS MD package and the
excited-state infrastructure of the Q-CHEM electronic structure
software. The interface is simple and can be adapted easily to other
MD codes. The code supports a variety of different trajectory-based molecular dynamics, ranging from Born−Oppenheimer to
surface hopping dynamics. To illustrate the power of this combination, we simulate electronic absorption spectra, free-energy
surfaces along a reaction coordinate, and the excited-state dynamics of 1,3-cyclohexadiene in solution.

1. INTRODUCTION
The accurate description of large supramolecular and solvated
systems presents a considerable challenge in the field of
computational chemistry. Given the inherent electronic
structure difficulties of modeling bond-breaking and charge
reorganization in vacuum, it follows that modeling such
processes in the presence of a complex environment can be
quite difficult. In the case of extended systems, a complete
quantum description is still not feasible today; even in light of
the algorithmic and computational advances promised by new
computational schemes1−4 and GPU acceleration.5−7 Luckily,
for many chemical processes of interest, quantum effects occur
within a spatially localized region; and for such systems�
provided the dynamics occur along the electronic ground
state�there does exist today an enormous quantum
mechanics/molecular mechanics (QM/MM) computational
infrastructure.

At the frontier of modern QM/MM software is the study of
nonequilibrium processes, especially nonadiabatic excited-state
molecular dynamics (e.g., photoreactions in light-harvesting
complexes8−11) in the presence of a complex environment.12

For excited-state problems, the role of the environment is even
more important than for the ground state. After all,
photochemical processes can release a great deal of energy
that must be dissipated or marshaled by the environment.

Unfortunately, however, when simulating nonadiabatic dy-
namics with a strongly interacting environment, new
theoretical issues do arise. To see this point, consider a typical
system with heavy nuclei and light electrons. For such a
system, one can safely assume the electrons move with nuclei
frozen or quasi-frozen, but the perennial question in non-
adiabatic dynamics is how does one move the nuclei if one does
not know the correct electronic state to move along? Within
the context of QM/MM approaches, this question must then
be superimposed with yet another question: how does one best
move the nuclei of the system in the presence of solvent
nuclei? In short, the presence of QM/MM interactions
introduces more time scales and potentially more questions
to a nonadiabatic dynamics problem.

The answers to these questions are inevitably dependent on
what level of theory one considers and what approximations
one is willing to make. As far as treating the solvent
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environment, there are basically two approaches, implicit and
explicit:

• Implicit models, such as the polarizable continuum
model (PCM),13−15 the conductor-like screening model
(COSMO),16,17 or SMx models,18,19 describe the
environment in terms of a continuous medium. These
approaches are very computationally efficient and best-
suited for situations where the environment is
homogeneous since a detailed molecular structure of
the solvent is not given. To date, however, safely
merging nonadiabatic dynamics with implicit solvation
models remains a theoretical challenge. For instance,
most semiclassical approaches for nonadiabatic dynam-
ics rely on a time scale separation between slow nuclei
and fast electrons; but for PCM models, one assumes the
solvent response is also very fast, which can complicate
the necessary dynamical question.

• Explicit QM/MM solvation approaches directly include
individual solvent molecules in the simulation, often
through classical force fields (FFs) and molecular
mechanics (MM). These approaches are more computa-
tionally expensive than the implicit models, because of
their sampling requirements, but can better treat
heterogeneous environments and situations where the
coupling between the active site and environment is
dependent on the relative orientation or position of the
active site and the immediate environment. Moreover,
because one treats system nuclei and solvent nuclei at
the same level of theory, there are fewer theoretical
challenges, with regard to implementing nonadiabatic
semiclassical dynamics algorithms.

Now, the tradeoff for substituting explicit for implicit QM/
MM models is that one trades in theoretical problems for
practical questions: How can one accurately treat the
interaction between QM and MM subsystems?8,20−27 How
should one treat the boundary, especially when a covalent
bond bridges the interface?28−30 A successful QM/MM
software package must combine complicated electronic
structure and molecular mechanics dynamics calculations,
and problems often arise when there is tight coupling between
the different components; moreover, a useful software package
must be well-structured, adaptable, and highly efficient given
the large spatial scales of the systems of interest and the need
to propagate simulations lasting long times.

With these general concerns in mind, the existing QM/MM
implementations can be roughly divided into three different
broad categories:
(1) QM Driver: A straightforward approach to QM/MM

simulations is to implement all the necessary code within
an existing electronic structure software package (e.g.,
Q-Chem,31 Gaussian7). Here, the main driver is the QM
code, which requires an internal implementation of MM
force fields and any dynamics desired. In these cases, the
focus is typically on the description of the QM
subsystem and optimizations or scans can use specialized
approaches, such as the microiteration scheme.32

Molecular dynamics (MD) is generally not the main
focus and the statistical capabilities are often less
comprehensive than in MD codes.

(2) MD Driver: Another approach is to implement the
necessary code as part of an existing MD code, such as
GROMACS,33 NAMD,34 AMBER,35,36 or CHARMM.37

Here, the QM contributions are typically provided by an
interface to external electronic structure codes. This
approach is built around the MD capabilities of the MD
codes and enables advanced sampling techniques for
various ensembles and QM/MM dynamics. Features for
static calculation, such as optimizations or transition-
state searches, are often limited, although in the
condensed phase, they are of questionable utility.

(3) Standalone: A third approach is a fully independent
implementation that involves constructing a new
program that collates the outputs of existing QM and
MM codes to build up a QM/MM calculation. This is
immensely flexible, because the developer has full
control over the capabilities and can interface with
whatever QM and MM codes she or he chooses.
However, that flexibility comes at a price: the developer
must reimplement any desired features for dynamics,
optimization, or statistics. Examples of such hybrid
software packages include ChemShell,38−40 Co-
braMM,41,42 QMMM,43 SHARC,44,45 and Newton-
X.46,47

To date, for ground-state properties, a large variety of
implementations exist employing all three of the above
approaches. For excited-state properties, especially when
nonadiabatic effects must be taken into account, most
implementations follow either the QM driver (1) or stand-
alone (3) schemes. In particular, for nonadiabatic dynamics,
including solvent effects, the electronic properties (e.g.,
energies, gradients, nonadiabatic couplings) are typically
computed via the standalone approach.45,47−53 To the authors’
knowledge, and with the exception of some in-house
codes,54,55 integrating the nonadiabatic effects into an existing
MD code (2) is rarely employed.56 But, this approach has
several distinct advantages: reduced data transfer and efficient
schemes for storing and analyzing long trajectories; the
widespread availability of established force fields for all types
of solvents; and the use of advanced sampling and
metadynamic schemes.

With all of this background in mind, here we present INAQS
(Non-Adiabatic Quantum mechanics/molecular mechanics in
Solvent), which is a new interface for nonadiabatic QM/MM
dynamics following approach (2). INAQS links the MD code
Gromacs to the electronic structure software Q-Chem and
enables ground- and excited-state ab initio molecular dynamics
(AIMD), nonadiabatic surface hopping and Ehrenfest
dynamics, and enhanced sampling within the mechanical or
electrostatic embedding QM/MM framework. Below, we
present the software implemented, a few applications to
single-state dynamics, and results from multistate fewest
switches surface hopping (FSSH) algorithm-solvated trajecto-
ries. An outline of this paper is as follows. In Section 2, we
discuss the theory of additive QM/MM with electrostatic
embedding, nonadiabatic dynamics, and the implementation
choices made in INAQS. In Section 3, we demonstrate
INAQS’ capacities for AIMD and QM/MM umbrella
sampling. In Section 3.3, we present surface hopping results.
We conclude this work in Section 4.

2. THEORY
2.1. The QM/MM Hamiltonian. In QM/MM schemes,

like other hybrid quantum/classical approaches,8,15,57 the total
energy of the system, , can be written as the sum of the
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energy of the QM inner subsystem , E ( )QM , the MM energy
of the environment (outer subsystem) , E ( )MM , and their
interaction, E ( , )QM MM :58

= + +E E E E( ) ( ) ( ) ( , )QM MM QM MM (1)

The MM region is described by a classical force field generally
composed of harmonic bonded interactions (bonds, angles,
and dihedrals) and Coulomb and Lennard-Jones interactions
for the nonbonded interactions. The QM region is computed
with an appropriately chosen electronic structure method. In
mechanical embedding, all interactions between the QM and
the MM region are treated at the MM level of theory and the
QM contribution to the total energy is obtained by performing
a vacuum calculation on QM region. Thus, no polarization of
the QM system arises due to the environment. The
electrostatic interactions between the QM and MM regions
are treated purely classically, in terms of the Coulomb
interaction of fixed point charges, which can be a problem,
especially if the system undergoes a chemical reaction that
significantly changes its electronic density.

The missing polarization of the QM region in the
mechanical embedding can be addressed by the electrostatic
embedding scheme, where the nonbonded electrostatic
interactions between QM and MM region are treated at the
QM level of theory. Nonbonded, nonelectrostatic interactions
(Lennard-Jones) are still computed classically.

Because of the inclusion of the charges of the MM region
into an effective interaction Hamiltonian, the environment is
able to polarize the electronic density:

| = + | = |H H H E( )
eff 0 QM MM

(2)

Here, H0 is the Hamiltonian of the isolated QM subsystem,
E ( )QM , and HQM−MM is the electrostatic coupling between
the inner and outer subsystems. For the electrostatic
embedding, this interaction operator is given by an additional
nuclear-like one-electron term in the Hamiltonian:

=
| |

H
q

R rk

k

k

QM MM

1 (3)

where qk is the charge of the MM atom k at position Rk. When
computing the resulting forces on the MM atoms, one simply
takes the product of the charge on the MM atom and the
electric field arising from the electronic density and QM
nuclear charges evaluated at Rk:

=F q E R( ; )k k k (4)

This approach can be easily generalized to excited states. As
one should expect, our interface, which implements an
electrostatic embedding, can produce a mechanical one “for
free” simply by turning off the one-electron terms and turning
the classically computed electrostatics back on.

INAQS does not currently support polarizable embeddings,
which is certainly a limitation of the platform, since solvent
electronic response can be important, e.g., for absorption
spectra. That being the case, as far as nonadiabatic dynamics is
concerned, it is also well-known59 that one cannot simply
include the “electronic reorganization energy” (generated by a
polarizable force field) within the adiabatic potential energy
surfaces. After all, as shown convincingly in ref 59, Marcus
theory is predicated on the idea that the solvent response is

slow (which corresponds to the solvent nuclear response). If
one were to consider the electronic response of the solvent,
one could not make the quantum-classical separation that we
do when running surface hopping (or any semiclassical
dynamics); one cannot safely presume that the solvent
electrons would respond more slowly than then quantum
molecular electrons. From a surface hopping point of view, it
follows that if we are to include a polarizable solvent force field,
we will also need to calculate the corresponding changes to the
derivative couplings. This feature (while very important) will
need to be addressed in a future report.
2.2. Excited-State Dynamics. INAQS models the excited-

state nonadiabatic dynamics of medium to large molecular
systems in solvated environment using linear-response
Ehrenfest (as opposed to real-time Ehrenfest) dynamics or
fewest switches trajectory surface hopping60 dynamics. Since
the physics of Ehrenfest61 and surface hopping62 dynamics are
well-described in the literature, here we will only briefly
describe the theory behind these methods, before describing in
detail the practical numerical issues that go along with the
INAQS implementation.

For both linear response Ehrenfest and surface hopping
dynamics, the nuclear and electronic degrees of freedom are
propagated separately. Propagation of the electronic degrees of
freedom is straightforward. The electronic degrees of freedom
are represented by a time-dependent electronic wave function
Ψelec, expanded in a known set of basis functions Φi:

=t c t R t( ) ( ) ( ( ))
i

i i
elec

(5)

Here, R t( ) is the time-dependent vector of nuclear positions.
The set { }R t( ( ))i are typically selected as the wave functions
of the adiabatic states of the system, which are implicitly
dependent on time through R t( ), and the ci(t) denote the
corresponding time-dependent weights of each state i. The
electronic wave function Ψelec is propagated using the time-
dependent Schrödinger equation,

=i
t

t H t( ) ( )elec elec elec
(6)

with Helec
being the electronic Hamiltonian of the system and

ℏ being the reduced Planck constant. In a moving basis (e.g.,
the adiabatic basis), this equation reduces to a standard set of
coupled equations for the expansion coefficients ci(t),

= [ · ]i c c V i R di
j

j ij ij
(7)

where the = | |V Hij i j
elec

are the matrix elements of the

electronic Hamiltonian, and =dij i R j are the non-

adiabatic coupling vectors between adiabatic states Φi and Φj.
Within INAQS, eq 7 is integrated via matrix exponentiation in
order to propagate the expansion coefficients from t to t + dt.

This completes the straightforward electronic propagation.
The propagation of the nuclei is more demanding and requires
a strong semiclassical approximation: one based either on
mean-field Ehrenfest dynamics or on state-specific surface
hopping dynamics. Generally, the nuclei follow Newton’s
equation of motion:
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=R EM (8)

where M is the diagonal matrix of masses of all nuclei and Eλ is
the energy of an electronic state λ. The key question is the
definition of λ.
2.2.1. Ehrenfest Dynamics. Ehrenfest dynamics is a mean-

field theory that is most accurate when (i) the adiabatic
surfaces of interest, are nearly parallel (so that moving along an
average surface makes a lot of sense);63 or (ii) when the
nuclear motion is fast and there is less separation between
nuclear and electronic time scales (an extreme case being
classical photon−quantum electron interactions64). Over the
years, a host of nonadiabatic dynamics based on the Ehrenfest
equations of motion (but improved upon by using different
quasi-classical initialization schemes) have been devel-
oped.65−67 For now, INAQS has implemented only standard
Ehrenfest dynamics based on simple classical sampling of the
initial conditions.

Mathematically, for Ehrenfest dynamics, the effective energy
is the average energy:

= *E c V c
ij

i ij j
(9)

One must be careful when differentiating this expression. For
linear response Ehrenfest dynamics expressed in an adiabatic
basis of electronic states, the correct force is

= | | *
i

k
jjjjjjj

y

{
zzzzzzzR c V c c d V VM ( )

i
i ii

ij
i j ij jj ii

1 2

(10)

where we note that the last term in parentheses is real-valued
and equivalent to [ * ]c c d V V( )ij i j ij jj ii .
2.2.2. Surface Hopping. Surface hopping takes a different

approach from Ehrenfest dynamics and propagates nuclei on
one “active” adiabatic surface (with the possibility of hops to
another adiabatic surface). Because nuclei usually move far
slower than electrons, for molecular systems, trajectory surface
hopping usually has a greater regime of applicability than
Ehrenfest dynamics. The former method also recovers detailed
balance,68,69 unlike the latter (although some advances have
been made recently70).

There are many subtleties associated with the implementa-
tion of surface hopping in practice. The implementation in
INAQS largely follows Jain and co-workers71 with some
modifications. The salient features are as follows:
(1) The wave function is propagated following eq 7 via an

extended Meek and Levine overlap scheme71,72 that
significantly extends the time step from the original finite
difference approach suggested by Hammes-Schiffer and
Tully.73,74 In brief, we take

· =R d
t

U
1
d

(log )ij ij

where (U)ij = ⟨Φi(t)|Φj(t + dt)⟩. According to this
expression, we effectively average the nonadiabatic
coupling term over the duration of the entire classical
time step. Maintaining the orthogonality while comput-
ing the matrix logarithm of a unitary matrix is nontrivial
and, thus, we employ a technique based on the Schur
decomposition.75 With this simplification, nonadiabatic
coupling vectors do not need to be computed at every

time step, but rather only when there is a transition.
Note that in Figure 1 the computationally less
demanding right “no” branch is most often followed
afterward by ‘Need to hop?’. Highly efficient, exact
matrix overlaps for spin-flip CIS and TD-DFT states
have recently been implemented in Q-Chem.76

(2) Since the phases of the wave functions are undefined, the
signs of the columns of U are also formally undefined.
For smooth dynamics, one can always choose the
diagonal elements to be positive (so-called “parallel
transport”); however, in the presence of trivial cross-
ings77,78 (particularly sharp crossings where the diabatic
coupling is nearly zero and a hop guaranteed), such a
scheme is ill-behaved. To that end, INAQS implements
the protocol outlined by Zhou and co-workers77 that
aims to pick adiabatic signs by minimizing a surrogate
for the function Tr[| logU|2] ≈ Tr[3U2 − 16U].

(3) For velocity reversal, we follow Jasper and Truhlar,79

reversing the nuclear velocity along the direction of the
nonadiabatic coupling vector whenever a hop fails and

·V d d RMj j j
T 1 < 0; i.e., when the momentum

projected along the nonadiabatic coupling vector
opposes the force from the surface that the system
failed to reach. This protocol was found to be superior80

to that suggested in ref 71.
(4) Decoherence certainly can play an essential role in

surface hopping. For instance, it is known that, in some
regions, surface hopping recovers incorrect scaling laws
for the Marcus problem.81,82 Nonadiabatic transition-
state theory can also suffer without decoherence.83

INAQS has implemented a module for decoherence, and
we will report the effects and necessity of decoherence
effects in the condensed phase in a later publication.

2.3. Code Infrastructure. Born−Oppenheimer, Ehrenfest,
and surface hopping dynamics all propagate Newton’s
equations and conserve energy. In developing INAQS, we
sought to exploit this conservation law to develop an interface
with minimal intrusion on the MD driver. In practice,
trajectory-based MD simulations can be crudely divided into
two parts: (i) a nuclear propagator that determines the next
position of the nuclei in time by integrating a given force and
(ii) a force provider that computes molecular gradients for the
given nuclear (and possibly electronic) configuration.

Let us first consider the role of the force provider for each
specific dynamics scheme considered above. In the case of
purely classical MD, the gradient is obtained via a
(predetermined) classical force field, typically representing
the ground electronic state. For single-state Born−Oppen-
heimer dynamics, the force provider computes a gradient for a
fixed electronic state. For Ehrenfest dynamics or surface
hopping, however, the forces are dependent on the excited
electronic states and, for each method, there is a different
gradient. For Ehrenfest dynamics, the force provider must pass
a gradient that incorporates knowledge of the corresponding
electronic wave function and (for linear-response dynamics, as
opposed to real-time Ehrenfest dynamics) also the non-
adiabatic couplings between the electronic states (see eq 10).
For surface hopping dynamics, the provider must pass an
electronic state gradient that incorporates all hopping
information.

Second, let us address the nuclear propagator within the MD
code. The nuclear propagator receives the forces and integrate
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Newton’s eqs (eq 8) to determine the new positions and
momenta. Generally, the nuclear propagator does not care how
the forces are obtained�whether from force fields (molecular
mechanics), an electronic structure calculation, or a hybrid
QM/MM setup. One may even apply ab initio exciton or
fragment-based Hamiltonians.52,84−86 Thus, generally, a call to
update the nuclear position should be valid across a variety of
different algorithms from classical MD to ab initio MD to
Ehrenfest dynamics and surface hopping. There is one
difference between surface hopping and the other algorithms

presented above; following Pechukas87 and Herman,88 in the
case of a hop, the velocities of the system must be rescaled to
conserve the total energy. Even so, a carefully designed
interface can be quite simple and very general. The decoupled
nature of the nuclear and electronic propagation schemes
allows a variety of trajectory-based MD approaches to be
implemented by way of the same code paths.

In practice, implementing surface hopping within an existing
MD code is more difficult than Ehrenfest dynamics, because of
the new functionality required to conserve energy when

Figure 1. Fundamental steps of a surface hopping molecular dynamics simulation. INAQS (in tan/orange) acts as an interface between the
electronic structure software (Q-Chem, in blue) and the MD driver (Gromacs, in green) to track and integrate the electronic wave function,
provide relevant electronic properties of the system, and effect velocity rescaling or reversal during a hopping event. INAQS hooks into Gromacs at
exactly 2 points: once to supply QM energies and gradients (as is typical in an MD code) and again to optionally update velocities during a hopping
event. The code is quite general and we support single-state calculations or Ehrenfest dynamics via the same codepaths.
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changing surfaces or reversing the velocities, and so we will
focus on the former here. The basic scheme for surface
hopping is presented in Figure 1. The INAQS software
implements function calls in two places within the GROMACS
MD package.
2.3.1. GROMACS Interface. The current implementation of

INAQS is tied to a modified version of the Gromacs, which
implies that one requires all of the usual inputs as appropriate
for a classical MD simulation. The INAQS and GROMACS
codes are linked together at the source level to allow direct
memory access for communication. Similarly to many MD
codes,89 Gromacs preferentially uses a leapfrog integrator.
Such an integrator is not usable for surface hopping, because
velocities and positions are not obtained for the same time, but
rather interleaved. Velocity-Verlet is available within Gromacs,
but is implemented using the same code-paths as leapfrog.

INAQS requires only two function calls be inserted into
Gromacs (or any other MD program):

(1) The first call computes QM energies and forces.
(2) The second call updates velocities and the gradient in

the event of a hop.
To understand where these two calls are placed exactly,

consider the structure of the existing GROMACS integrator.
At the start, a force is required to propagate the current nuclear
coordinates:

= |F t V( ) R t( ) (11)

A standard Gromacs code computes the MM forces and Q-
Chem computes the QM energies, forces, and any other
requested properties.
First call: INAQS constructs the necessary input for Q-

Chem and returns the results via Gromacs’ additive QM/MM
routines to update the force. During this time, INAQS also
integrates eq 7 for the electronic coefficients and determines if
a hop is necessary.

The next step in the Gromacs’ MD routine is the first
velocity half-step:
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Second call: After eq 12, INAQS determines whether or not
a hop should occur and implements velocity rescaling and/or
reversal. If the code determines that a hop succeeds, we modify
the velocities using the usual energy conservation equations,
and then update Gromacs’ QM potential energy and gradient.

At this point, Gromacs enforces any applicable constraints
via SHAKE, RATTLE, and/or LINCS; note that, having
adjusted the potentials and velocities beforehand, INAQS is
compatible with such constraints.

Finally, Gromacs takes its second velocity half-step:
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and updates the nuclear positions:

+ = + +i
k
jjj y

{
zzzx t t x t v t

t
t( ) ( )

2 (14)

The INAQS repository contains a locally modified version of
Gromacs 4.6.5 implementing these changes. INAQS is
compatible with enhanced sampling protocols like umbrella
sampling via Gromacs’s native algorithms or PLUMED290

(which also connects to Gromacs). INAQS uses atomic units
exclusively internally; conversion to and from the MD code’s
unit system is performed automatically.
2.3.2. Q-CHEM Implementation. While INAQS is relatively

decoupled from Gromacs on the MD side, the interface to Q-
Chem is much more extensive. This extra coupling is a result of
the fact that many more choices must be communicated to the
electronic structure software (basis sets, functionals, con-
vergence algorithms), as opposed to the MD software (which,
by design, mostly handles itself). Communication with Q-
Chem is handled via a system call rather than direct linking,
but INAQS directly reads the binary intermediaries (rather
than parse any ASCII output). The Q-Chem execution
environment is established in the usual way with Q-Chem’s
standard environmental variables, indicating the location of the
executable and scratch directories. INAQS allows the user to
control the number of threads used for parallel execution (see
Section 3 of the Supporting Information for an example input
file). Calls to Q-Chem are heavily optimized to avoid
recalculation of the SCF or excitation amplitudes while

Figure 2. (Left) Schematic of the photo excitation and relaxation process for CHD. (Right) Snapshot from the dynamics trajectory. The central,
blue molecule is CHD and has been treated with ab initio forces; the surrounding molecules are toluene, described via a classical force field; the
nearer ones, in red, are mobile; those molecules farther away, in gray, are constrained to be frozen.
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maintaining flexibility in the types of properties that we
compute. In practice, we find that, per geometry, the INAQS
implementation is 2−3 times faster than naive job submission
would be (see Section 1 of the Supporting Information for
explicit performance data). INAQS is compatible with Q-
Chem versions 5.4 and higher in their unmodified state. Spin-
flip overlaps for spin-flip nonadiabatic dynamics are
implemented starting in Q-Chem version 6.0.
2.3.3. Availability. INAQS is written in the C++11

programming language and provides an easy-to-use C
(specifically C89) interface, allowing compatibility with almost
all programming languages and existing software packages. The
source code is available on GitHub at github.com/INAQS/
inaqs. INAQS is written in a modular way such that the code
can be easily adapted to another MD package that uses the
velocity-Verlet algorithm. In principle, one can also change
electronic structure software as long as the new package can
evaluate the overlap of electronic wave functions.

3. APPLICATIONS
The photochemical interconversion between 1,3-cyclohexa-
diene (CHD) and hexatriene (HT) is a common example of a
(4n+2) photo electrocyclic reaction, following the Wood-
ward−Hoffmann rules (see Figure 2) and has been intensively
studied91 both experimentally92−94 and theoretically.95−97

Generally, there is widespread interest in the structure and
dynamics of CHD and substituted CHD, since this class of
molecules plays a crucial role in many biological processes�
e.g., the photobiological synthesis of vitamin D3�and also is a
target platform for the design of molecular photoswitches.
That being said, photochemistry and photoswitches do not
operate in a vacuum, but rather in complex environments (e.g.,
solvent) and it is essential to account for a solvent if one seeks
an accurate description of such processes. In this section, we
will present the following: (i) the absorption spectrum of CHD
in different solvents (toluene and ethanol), as computed by
Born−Oppenheimer AIMD trajectories; (ii) the free-energy
profile of the ring opening reaction, i.e., CHD to HT
conversion, as computed by umbrella sampling; and (iii)
photochemical dynamics of the excited state ring opening, as
computed by surface hopping calculations. Most of these
applications are not new4,47,98 per se, but are offered as a
means of highlighting the capabilities of INAQS.
3.1. Absorption Spectra. The photoabsorption spectrum

of the CHD is simulated using vertical excitation energy

calculations obtained from three different approaches; (i)
single-point calculation of the ground-state equilibrium with
implicit solvent model (CPCM), (ii) 2000 snapshots taken
from a 2 ns classical NVT MD simulation with explicit
inclusion of the solvents (ethanol or toluene molecules), (iii) 2
× 104 structures obtained from a 20 ps ground-state AIMD
simulation via electrostatic embedding. To investigate the
extent to which the absorption spectra are influenced by the
presence of the implicit and/or explicit solvent models, we also
simulated the absorption spectrum for all three approaches in
vacuum. Absorption spectra were obtained as a normalized
superposition of Gaussians localized at computed excitation
energies (εi),
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with f i being the oscillator strength and σ the spectral
broadening. Spectra are normalized to have a constant
absorption cross section, i.e., I( ) d = 1. The broadening
(σ) is chosen to be 0.1 eV for approaches (ii) and (iii) and 0.3
eV for approach (i); the latter broadening parameter must be
larger than the former in order for the different methods to
match; after all, only the former includes inhomogeneous
broadening.

In all three approaches, the spectrum is dominated by the
first bright excited state with an excitation energy of ∼5.3 eV.
As it is evident from Figure 3, the inclusion of the solvent has
no significant effect on the position of the peak maximum
(∼0.05 eV). This lack of change should not be surprising, as
CHD is a small rigid molecule that oscillates mainly around its
ground-state equilibrium structure. Note that the classical,
quantum mechanically derived force field does capture the
correct ground-state potential energy landscape for the MD
simulation of the isolated CHD. However, the method fails to
capture the polarization of the QM region in the presence of
the explicit solvents. This failure can be seen by comparing the
spectra obtained using ground-state AIMD and MD for
isolated CHD and solvated CHD in Figure 3; the spectrum
obtained via ground-state AIMD results in a significantly
broader spectrum when the explicit solvents are present (with
toluene showing a slightly larger broadening), while both
methods result in approximately the same spectrum for the
isolated CHD.

Figure 3. Absorption spectrum of the CHD simulated from (i) a single point calculation of the ground-state equilibrium with a CPCM implicit
solvent model (single point, blue), (ii) snapshots taken from classical MD simulations with explicit inclusion of the solvent molecules (MD,
orange), and (iii) snapshots from structures obtained from ground-state AIMD (AIMD, green) via electrostatic embedding.
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The observations above lead us to hypothesize that the
presence of solvent mainly modifies the ground-state potential
energy landscape, while the vertical excitation energies are only
marginally affected within electrostatic embedding. To further
confirm this hypothesis, we calculated the RMSD for the
excitation energies computed with and without the explicit
solvent for 2000 structures, which is found to be ∼0.01 eV for
the first 10 excited states. However, the energetic fluctuations
due to structural changes obtained from calculations with
explicit solvent are an order of magnitude larger (∼0.2 eV)
than the excitation energy RMSD. Thus, we conclude that the
spectral broadening in the AIMD of solvated CHD is mainly
attributed to structural fluctuations in the ground state.
3.2. Umbrella Sampling. Using INAQS, we have modeled

the thermally induced ring-opening reaction (CHD to HT) in
the ground state (see Figure 2), using umbrella sampling.99,100

The free-energy landscape is computed along the ring-opening
reaction coordinate within an electrostatic QM/MM embed-
ding (see Section 1 of the Supporting Information for
computational details).

The distance between the center of mass (COM) of the two
CH2 groups of the CHD is chosen as the pulling coordinate.
First, a single pull is performed to sample the initial structures
for the windows of the umbrella sampling; a 10 ps MD run is
performed with a pulling rate of 0.5 Å/ps along the ring-
opening coordinate, ranging from 1.5 Å (closed) to 3.5 Å
(open). For this trajectory, the molecule is driven quickly

enough such that the environment may not have time to fully
relax. Second, and subsequently, a 2 ps MD simulation with
fixed harmonic constraint for the reaction coordinate was
performed in 0.1-Å-wide windows starting from three selected
structures from the initial pulling simulation. The free-energy
profile for different solvents are shown in Figure 4 and
compared to the potential energy curve obtained by a relaxed
surface scan of the isolated CHD using Q-Chem along the C−
C bond distance. In all cases, the maximum of the potential is
found to be located at ∼2.4 ± 0.1 Å of the CH2−CH2 COM
distance, with toluene showing the smallest distance, ethanol
the largest, and isolated CHD being in the middle. It is worth
mentioning that the barrier in ethanol is lowered by 0.5 eV and
the open ring form (HT) is stabilized by 0.5 eV, compared to
the toluene case. The energy profile obtained using umbrella
sampling of the isolated CHD agrees well with the relaxed
surface scan (subfigure on the right in Figure 4). The high
energy barrier observed in the ground state (more than ∼42
kcal/mol = 71kBT) prevents thermal interconversion between
the closed-ring and open-ring forms.
3.3. Surface Hopping. There is extensive experimental94

and theoretical97 literature91 exploring the photoinduced ring
opening dynamics of CHD. The basic physics is that the
ground-state functions as a double well with CHD and HT as
two stable isomers. Upon photoexcitation, there are two
excited states of interest: a singly excited state (often referred
to as 1B) and doubly excited state (often referred to as 2A).

Figure 4. (Left) Potential of mean force along the reaction coordinate of the ring opening of CHD in different environments toluene (blue),
ethanol (green), and the isolated molecule (orange). (Right) Vacuum comparison between the potential of mean force (orange) and the relaxed
surface scan using Q-Chem (black) for CHD.

Figure 5. Evolution of the populations of the electronic states during surface hopping dynamics for the three simulations in vacuum, in toluene, and
in ethanol. The S1 state (green) rapidly decays and transfers population to the ground state S0, where two different products will be formed, namely,
the closed-ringed cyclohexadiene (CHD) (orange) and open hexatriene (HT) (blue). Initial excited-state structures were drawn from ground-state
AIMD simulations, as described in Section 1 of the Supporting Information.
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Conical intersections can be identified between the 1B and 2A
excited states, as well as between the 2A and S0 ground state.
For a schematic, see Figure 2.

As described in Section 1 of the Supporting Information, we
have now run surface hopping calculations at the level of spin-
flip TD-DFT for CHD. While our calculations do not resolve a
1B−2A conical intersection (and the calculations do suffer
from spin contamination101), we do resolve a strong transition
(likely a conical intersection) when we monitor the transition
from the first excited putative singlet state, S1, to the ground
state. In principle, one goal of QM/MM dynamics is to identify
the molecular characteristics that guide a reaction to form
either HT (S0-HT) or relax back to CHD (S0-CHD) in
solution.

In Figure 5, we plot the population transfer for CHD
simulations in three different environments: the isolated
molecule (vacuum), in toluene, and in ethanol. The overall
population transfer is quite similar in all cases, where an
ultrafast (within the first 200 fs) population transfer from the
S1 state to the electronic ground state S0 can be observed. For
the first ∼30 fs, no transition occurs; apparently, this is the
length of time needed to reach the coupling region. For the
two solvent modules (toluene, ethanol) the populations of S0-
HT and S0-CHD are nearly the same, with a slightly higher
population of the S0-HT state after the population transfer is
finished. In both cases, a smooth transfer from S1 to S0 can be
observed. In a solution of pentane, it is generally thought91,102

that there is 41% conversion of CHD to HT. In vacuum,
experimental results indicate are that the yield of hexatriene is
almost unity;91 recent surface hopping studies in vacuum at the
XMS-CASPT2 level of theory recover a yield of 47%.103 The
calculations in Figure 5 cannot recover these observations
quantitatively�the yield of HT in vacuum being 59% and the
solvated yields being less: 51% in both toluene and ethanol. In
other words, we do recover the correct trends, but we are off
quantitatively. The fact that our vacuum calculations do not
match experiment indicates that the problem must involve
more than the QM/MM solvent environment; for example,
spin-flip TDDFT is known to suffer several problems, with
regard to reproducing excited-state crossings and barriers
quantitatively.104 Alternatively, there is always the question of
whether or not we should be sampling a Wigner (rather than
Boltzmann) distribution with our initial conditions. In any
event, qualitatively (although clearly not quantitatively), we do
see the expected trend with solvent: the presence of toluene
and/or ethanol reduces the yield of HT.

At this point, one would like to understand how the
presence of solvent affects the dynamics. As discussed above,
the solvent alters the potential energy landscape for the ground
state but does not greatly affect the relative excitation energies.
Beyond these structural changes, however, the solvent also
functions as an energy source and sink, driving and relaxing
nonadiabatic transitions�a dynamical feature that is not often
fully explored in excited-state nonadiabatic simulations. Of
course, solvation and solvent dynamics are very complicated,
and one can ask many different questions about such effects:
how many molecules drive the downward hop? How many
molecules trap the energy? Are some solvent atoms more
active than others in driving relaxation? How long does it take
for electronic energy to be thermalized? In a future publication,
we will analyze the role of solvent in promoting relaxation in a
more detailed fashion.

For the moment, within the surface hopping protocol, we
note that according to FSSH, an electronic transition between
states i and j is promoted by the ·d Rij term in eq 7. Thus, of the
many questions listed above, the simplest question one can ask
is how delocalized are the ·d Rij matrix elements? How many
molecules actually drive the electronic transition downward for
CHD?

This question can be partially answered in the framework of
a participation number. For a normalized distribution w =
w w w( , , ..., )N1 2 =w( 1)k

N
k , the participation number is

defined as follows:
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and gives an indication of how many components of the
distribution contribute to the whole. Consider the case of N
equal weights, wi = 1/N, then pn = N; and contrast with the
case where w1 = 1 and all other wi = 0, then pn = 1. The
participation number, pn, may be familiar by way of its relation
to the inverse participation ratio, i.p.r. = pn/N, a measure to
quantify localization of a wave function on a disordered
lattice.105 In that context, the weights, =w ck k

2, correspond to
the expansion coefficients of the wave function, |Ψ⟩ = ∑kck|k⟩.

With this metric in mind, let us consider the quantity ·d R
for each atom in the system during a hopping event.
Specifically, we compute
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where γ ∈ {x, y, z} indexes the Cartesian coordinates and k
indexes all the atoms in the system (CHD, as well as solvent).
As defined, pn gives a qualitative indication of the number of
atoms whose motions are driving the electronic transition at
each attempted hop. In Figure 6, we plot both the distributions
of the energy gap and the participation number of ·d Rij at the
time of a successful hop. Given the lack of a solvatochromatic

Figure 6. Distribution of successful (downward) hops as quantified by
(a) the energy gap and (b) the participation numbers for the
nonadiabatic coupling vectors between the S1 and S0 state for the
three simulations in vacuum, in toluene and in ethanol. As expected a
hop is more likely if the energy gap is relatively small. For these
successful hops, the distribution of participation number is modestly
broader in solvent than in vacuum.
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shift in Figure 3 above, one is perhaps not surprised that the
energy gap distribution is largely similar for successful hops in
Figure 6a: in all cases, the great majority of hops occur for
small energy gaps (<1 eV). More interestingly, however, in
Figure 6b, we find that the distribution of the participation
ratio is broader and shifted to larger values in a solvent. In
other words, the solvent is clearly driving the transition
downward. Nevertheless, it appears that the solvent is not
playing a crucial role; after all, the standard deviation of the
participation numbers for successful hops are 1.3 (vacuum),
1.4 (toluene), and 2.8 (ethanol).

Therefore, for now (and within the limitations of a spin-flip
electronic structure calculation), we tentatively conclude that
the solvent is not driving the photochemical transition of
CHD. Instead, our current hypothesis is that the 10%
difference in HT yield between the vacuum and solvated
environments (highlighted in Figure 5) is the result of
differences in vibrational energy dissipation after the hop
downward. Such a hypothesis has been motivated by
investigating the nature of f rustrated hops in our simulations.
Recall that frustrated hops are the essential ingredient that
allows surface hopping to reach thermal equilibrium.

In Figure 7, we compare and contrast the participation
number distribution for successful downward hops versus
those for frustrated hops. Now, we see a dramatic broadening
and shift to larger values in the distribution for frustrated hops
when in solvent. In other words, even though the solvent is not
driving the electronic transition downward, the solvent is
attempting to drive an electronic transition upward; however,
the delocalization of vibrational energy within the solvent
forbid such a transition (in accordance with the second law of
thermodynamics). In a future publication, we will explore, in
greater detail, the nature of how the electronic energy is
converted to vibrational energy and then delocalized across the
solvent.

4. CONCLUSION
We have presented INAQS, an Interface for Non-Adiabatic
Quantum mechanics/molecular mechanics in Solvent. Among
its demonstrated capabilities are single surface dynamics for
the calculation of spectra, ground-state umbrella sampling in a
QM/MM framework, and nonadiabatic surface hopping
dynamics for studying electronic relaxation processes, when
coupled to a large environment. Here, we have studied the
CHD molecule, but the most important applications in the

future will no doubt investigate processes with large dipole
moments and/or strong system−solvent interactions, espe-
cially charge-transfer processes.
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Figure 7. Distribution of successful (black) and failed (red) hops by the participation number of the nonadiabatic coupling vector between the S1
and S0 state for the three simulations in vacuum, in toluene and in ethanol. Distributions for successful hops are largely similar to means ± standard
deviation: 7.9 ± 1.3 (vacuum), 8.6 ± 1.4 (toluene), and 9.1 ± 2.2 (ethanol). Distributions for frustrated hops are substantially different for the
solvated systems: 7.1 ± 2.0 (vacuum), 11.1 ± 4.0 (toluene), and 12.1 ± 5.0 (ethanol).
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