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A B S T R A C T 

Elongation of the point spread function (PSF) due to atmospheric dispersion becomes a severe problem for high-resolution 

imaging instruments, if an atmospheric dispersion corrector is not present. In this work, we report on a no v el technique to 

measure this elongation, corrected or uncorrected, from imaging data. By employing a simple diffraction mask, it is possible 
to magnify the chromatic elongation caused by the atmosphere and thus make it easier to measure. We discuss the theory and 

design of such a mask and report on two proof of concept observations using the 40-cm Gratama telescope at the University 

of Groningen. We e v aluate the acquired images using a geometric approach, a forward modelling approach and from a direct 
measurement of the length of the PSF. For the first two methods, we report measurements consistent with atmospheric dispersion 

models to within 0.5 arcsec. Direct measurements of the elongation do not pro v e suitable for the characterization of atmospheric 
dispersion. We conclude that the addition of this type of diffraction mask can be valuable for measurements of PSF elongation. 
This can enable high-precision correction of atmospheric dispersion on future instruments. 

K ey words: atmospheric ef fects – methods: observational – techniques: miscellaneous. 

1

A  

m  

m

�

w  

o  

a  

z
 

c  

p  

W  

t  

t  

a  

i  

P  

2
 

b  

u  

�

2  

f  

o  

t  

m  

I  

o
 

l  

A  

o  

a  

u  

t  

c  

s  

t  

c  

s  

a  

i
 

c  

v  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/512/4/5812/6554552 by U
niversity Library user on 21 April 2022
 I N T RO D U C T I O N  

tmospheric dispersion is the differential refraction of polychro-
atic light as it travels through the atmosphere. To a first approxi-
ation, it can be expressed in arcseconds as 

R = 206 265 × [ n ( λ1 ) − n ( λ2 ) ] tan z, (1) 

here z is the observed zenith angle and n ( λ) is the refractive index
f air at a wavelength λ. Atmospheric dispersion presents itself as
n increasing elongation of the point spread function (PSF) as the
enith distance of the observed source increases. 

Atmospheric dispersion correctors (ADCs) can be employed to
ounteract this form of image degradation (see e.g. Avila, Rup-
recht & Beckers 1997 ; Egner et al. 2010 ; ter Horst et al. 2016 ).
hile many telescopes in use today already incorporate ADCs,

he increase in resolution promised by upcoming extremely large
elescopes (ELTs) will make the use of an ADC an absolute necessity,
ssuming that diffraction-limited performance is desired. The near-
nfrared imaging instruments for the ELTs will have to reduce the
SF elongation to less than a few milli arcseconds (Phillips et al.
016 ; van den Born & Jellema 2020 ). 
A direct analysis of the elongation of the PSF can sometimes

e used to detect the presence of dispersion. This might then be
sed to verify and update the ADC configuration (Cabral & Wehbe
 E-mail: born@astro.rug.nl 

u  

t  

d  

Published by Oxford University Press on behalf of Royal Astronomical Socie
Commons Attribution License ( http://cr eativecommons.or g/licenses/by/4.0/), whi
021 ). Ho we ver, it is difficult to disentangle chromatic dispersion
rom other systematic effects that change the PSF shape, such as
ptical aberrations, telescope guiding errors, instrument flexure, and
elescope vibrations. The successful application of such a direct

ethod thus requires a complete understanding of the telescope.
n practice, this will not be feasible at milli arcsecond levels, but
nly when the instrument requirements are relatively relaxed. 
Using a different method, dispersion correction at milli arcsecond

evel has already been demonstrated with the ADC on Subaru’s
O188 instrument in Pathak et al. ( 2018 ). They used the projection
f a waffle pattern on a deformable mirror to modify the PSF in such
 way that highly accurate dispersion correction could be performed
nder closed-loop control. Ho we v er, the e xtended shape of the PSF
hat results from this approach is not acceptable in many scientific
ases, such as observations of crowded stellar regions or extended
ources. A feed-forward control approach that does not modify
he PSF will generally be preferred, even though the dispersion
orrection might be worse compared to closed-loop control. But, any
uch feed-forward approach to the positioning of an ADC requires
ccurate knowledge of both the atmospheric dispersion and the
nstrument optics to reach optimum performance. 

Detailed direct measurements of atmospheric dispersion have been
arried out in the infrared by Skemer et al. ( 2009 ) and more recently at
isible wavelengths by Wehbe, Cabral & Ávila ( 2020 ). Both studies
sed slit-spectroscopy to characterize the dispersion. For this method,
he trace map of an observed target is monitored as function of zenith
istance. By orienting the direction of dispersion along the slit, the
© The Author(s) 2022. 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 
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Table 1. Summary of the Gratama telescope characteristics. 

Parameter Value 

Telescope design Ritchey–Chr ́etien 
Primary mirror diameter 400 mm 

Focal distance 3200 mm ( f /8) 
Obscuration ratio 0.37 
Plate scale 0.566 arcsec pixel −1 

CCD detector model SBIG STL6303E 

Available filters B , V , R , I , H α, H β, [O III ], [S II ] 

Figure 1. Drawing of the manufactured mask, that was placed on the 
telescope. Due to the small primary mirror and considerable seeing, 105 
lines are necessary to create sufficient distance between the PSF core and the 
first-order diffraction speckles. 
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ffect of atmospheric dispersion can be resolved from the changing 
ocation of the trace on the image plane relative to an observation
ithout dispersion. The major advantage of this approach is that 
etailed spectral information is obtained in this manner. Ho we ver, 
ost of the spatial information is remo v ed and thus only a fraction

f the telescope field of view can be studied. The removal of spatial
nformation can be circumvented with integral field spectroscopy 
Arribas et al. 1999 ), but no detailed studies characterizing dispersion
ave been done in this manner. 
Existing measurements have not yet tested current models of 

tmospheric dispersion down to the milli arcsecond level necessary 
o operate ADCs in the optical and near-infrared on an ELT. This
uggests that an e xtensiv e validation of these corrective optics will
e necessary during the commissioning phase. 
In this work we propose a new approach suitable for the mea-

urement of chromatic PSF elongation in imaging instruments. 
he proposed method may also be used for the calibration and 
odification of ADC feed forward control models. Following the 

oncept from Pathak et al. ( 2016 ), we use a spatial filtering technique
o introduce broad-band artificial speckles to the PSF. Distortion of 
he speckle shape with increasing differential refraction has been 
oted in several places (Wang et al. 2014 ), including in the amateur
ommunity, 1 but it has not been derived mathematically. We will do 
o in Section 3 . Various spatial filtering techniques are already in
se for the projection of artificial speckles next to an observed point
ource. These speckles act as a photometric and astrometric reference 
hen the central star is obscured in high-contrast imaging systems 

Jo vano vic et al. 2015 ; Bos 2020 ) or encode information about the
bserved light, such as wavefront information (Wilby et al. 2017 ). In
hese examples either phase modulation by means of a deformable 

irror or polarization modulation by means of a liquid crystal optic 
as used. In this report, we have opted for amplitude modulation in

he form of a specialized Bahtinov mask, primarily because of its
echanical simplicity, design flexibility, and low cost. 
We discuss the design of the mask and derive the relevant 

quations underlying this concept in Section 3 . Section 2 provides an
 v erview of the observations we have done. We analyse the obtained
ata using three different and mostly independent approaches. The 
peckle-based approach, discussed in Section 3 , uses the diffraction 
attern introduced by the mask to geometrically determine the 
tmospheric dispersion. Section 4 describes a second approach that 
ses forward modelling to mimic the observations. By exploring the 
ispersion parameter space, we can minimize the difference between 
bservation and simulation. In Section 5 , we illustrate that a direct
easurement from the measurement is not a suitable approach to 
easure atmospheric dispersion. The implications of our results are 

urther discussed in Section 6 and we finally present our conclusions 
n Section 7 . 

 OBSERVATIONS  

ur observations were done at the Blaauw observatory of the 
niversity of Groningen, The Netherlands. The Gratama telescope 

ocated at this observatory is a 40-cm Ritchey–Chr ́etien design placed 
n an equatorial mount, with an SBIG STL6303E CCD detector 
ocated at the Cassegrain focus. A summary of several characteristics 
f the telescope is given in Table 1 . 
 F or e xample, user KpS recognized the effect in an online forum thread 
n 2015 at ht tps://www.cloudynights.com/t opic/490893-at mospheric-disper 
ion-cor rector -adc-test-images/ (accessed 2022 March 23). 

4  

t
C  

i

Fig. 1 shows the mask design. It was laser cut from medium-
ensity fibreboard and painted black. A total of 105 lines o v er the
iameter was chosen, with each line being 2 mm wide, so that the
rst-order diffraction would be well outside the seeing limited disc 
ut not so far as to make source confusion a regular occurrence.
he mask was then placed in front of the telescope, attached to the
econdary mirror support structure. 

An initial observation was done on the night of 2021 June 13.
he average outside temperature was 17 ◦C and the relative humidity
as 79 per cent. The observatory does not support active seeing
onitoring, but we estimated the seeing from the full width at

alf-maximum (FWHM) to be around 3 arcsec. Nine stars from 

he Hipparchos catalogue (Perryman et al. 1997 ) were observed at
 range of zenith distances, with a particular focus on the lowest
ltitudes where the atmospheric dispersion is largest. The brightness 
f the stars was not yet considered as a selection criterion. Also, feed
orward autoguiding of the telescope was used during exposures. 

A second observation was done on 2021 October 24. During 
his night, the average outside temperature was 6 ◦C with a relative
umidity of 85 per cent. This second observation was a done in
esponse to early analyses performed on the data from the first
ight. We wanted to reduce potential sources of systematic errors 
nd bias in our experiment. We obtained data on 11 stars from the
ipparchos catalogue with similar magnitude (7.5 < V < 8) and

pectral classification (B9). Also, guide stars were used for the sky
racking of the telescope. 

F or each observ ed target three images were taken in the B (373–
84 nm) and V bands (492–581 nm). All images were reduced using
ypical flat-field, bias frame, and dark current corrections (Craig & 

hambers 2021 ). A detailed o v erview of the individual observations
s given in Appendix A . 
MNRAS 512, 5812–5822 (2022) 

https://www.cloudynights.com/topic/490893-atmospheric-dispersion-corrector-adc-test-images/
art/stac845_f1.eps
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Figure 2. The geometry of a point source experiencing some amount of 
dispersion � R , as it is observed with a diffraction mask. The angular distance 
between the PSF and the diffraction speckle is given by θm 

( λ). Due to the 
dispersion, the polychromatic diffraction speckle pattern will point towards 
the radiation centre (RC). The distance from the PSF centre at λ2 to the RC 

is defined as d RC . 

Figure 3. The RC (blue dot) is found from a least-squares intersection of the 
lines through the major axes of the best-fitting ellipses of the contour plot. 
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 MEASURING  ATMO SPH ER IC  DISPERSION  

ITH  T H E  SPECKLE  M E T H O D  

.1 Method description 

ahtinov masks are a simple type of diffraction mask and are used
egularly on smaller telescopes to aid in focus verification. An
ptimal focus is reached when the diffraction spikes introduced by
he mask intersect on top of an observed star, see Zandvliet ( 2017 )
or a case study. 

The primary design parameters of the diffraction mask are the
ine density and the line orientation. The first determines the
istance between the first-order diffraction speckles and the central
tar. The second determines the direction in which the diffraction
peckles appear. By combining multiple line orientations in the mask,
ultiple sets of diffraction speckles are created at angular positions

orresponding to the line directions. For this work, we have chosen
o adhere to the classical Bahtinov design with three separate pupil
ones, because of its design simplicity and ease of production. Two
f the six diffraction speckles created by the mask would be brighter,
s these corresponded to the larger pupil zone on the mask. More
ptimal mask designs may exist, such as a superposition of lines with
ifferent orientations or a pattern of repeating sub-apertures. These
re not yet investigated in detail. 

Now, we argue that a mask of this type, designed with sufficient
ines o v er the mask diameter, can be used to measure the presence of
hromatic elongation of the PSF. 

Because the diffraction mask resembles an amplitude grating, we
egin the deri v ation from the grating equation 

 ( sin θi − sin θm 

) = mλ, (2) 

here d is the grating period, λ is the wavelength of the light, and
i and θm 

are the angles of the incoming and outgoing ray relative
o the grating normal. Finally, m is the integer denoting the order of
iffraction. 
For a mask placed at the entrance pupil of a telescope, we may

pply the small angle approximation, sin θm 

≈ θm 

, and say that θ i 

0. Furthermore, we can rewrite the grating period d in terms of
he entrance pupil diameter D and the number of lines N o v er this
iameter. Then, 

m 

≈ N 

mλ

D 

. (3) 

When a point source experiences differential refraction at wave-
engths λ1 and λ2 , we may e v aluate equation ( 3 ) at each wavelength
ndependently. From the resulting geometry, illustrated in Fig. 2 , we
nd that 

 RC = 

(
λ2 

λ2 − λ1 

)
�R. (4) 

The angular position of the speckles relative to the zeroth diffrac-
ion order, the PSF core, depends on the orientation of the grating. If

ultiple grating directions are included in the mask design, three in
ase of a classical Bahtinov mask, then speckles appear at six angular
ositions relative to the central PSF. Indeed, all diffraction speckles
ill point towards the same intersection point if the telescope is in

ocus. F ollowing P athak et al. ( 2016 ), we will call this intersection
oint the RC. The distance from the RC to the location where a ray
ith wavelength λ2 would hit the focal plane is given by d RC . This
istance is a direct magnification of the differential refraction, � R ,
xperienced by the observed target. 

To infer the atmospheric dispersion from the speckles and the PSF
ore, we must find the intersection point to which all speckles point.
NRAS 512, 5812–5822 (2022) 
or this, we perform the following steps on the image. First, we create
 contour plot of the image at ten intensity levels with a signal-to-
oise ratio larger than 2, equally spaced in log-space. We select only
he contours that are closed and have more than eight nodes. This
nsures that only the speckles and the central star are included and
ost noise sources are remo v ed. Ne xt, we perform a non-iterative

east-squares fit of an ellipse to each contour (Halır & Flusser 1998 )
nd use the information of these ellipses to draw lines through the
ajor axes of all of them. Then a least-squares intersection of the lines

s determined to find the RC (Traa 2013 ). This process is explained
n Appendix B . Fig. 3 illustrates this process as applied to our B -band
mage of HIP 23783. 

As our next step, we fit a rotated elliptical Moffat distribution to
he PSF core and determine its centroid. The intensity profile of a
on-rotated Moffat profile is described by 

( x , y ) = I bg + I 0 

( 

1 + 

x 2 

α2 
x 

+ 

y 2 

α2 
y 

) −β

, (5) 

art/stac845_f2.eps
art/stac845_f3.eps
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Figure 4. The measured atmospheric dispersion in arcseconds using the 
artificial speckles introduced by the diffraction mask. Data points from the 
first observing run are denoted by a cross, while data points from the second 
observation are given by a filled dot. We see good agreement with the expected 
atmospheric dispersion of equation ( 1 ) (solid lines). The bottom panel shows 
the difference between the measured and expected value. 
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Figure 5. The half-maximum transmission level of the separate filters differs 
if the quantum efficiency of the CCD and the atmospheric transmission is 
included. This creates a non-negligible uncertainty in the wavelengths for 
which the atmospheric dispersion is measured. 
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here I bg is the background intensity, I 0 the signal amplitude, and β
he shape parameter (Moffat 1969 ). The scaling parameters αx and 
y contain information about the FWHM, 

i = 

FWHM i 

2 
√ 

2 1 /β − 1 
, (6) 

Now, the profile is positioned at any angle through a rotation and
ranslation of the coordinate frame: 

x 

y 

)
= 

(
cos θ sin θ

− sin θ cos θ

)(
x ′ − x 0 
y ′ − y 0 

)
. (7) 

his coordinate transformation is only used to find the best location 
nd orientation of the PSF core and is therefore independent of the
ocations of the speckles. 

We have to know the location of the PSF centroid for a wavelength
2 to apply equation ( 4 ). This is not straight forward for seeing

imited observations. Therefore, we modify the expression slightly. 
e can assume that the centre of the Moffat profile (equation 5 ) will

e very close to where the central wavelength would hit the focal
lane. If we then assume that the atmospheric dispersion behaves 
inearly o v er the passband, we can write the central wav elength as
c = ( λ1 + λ2 )/2 and measure d RC = d c + �R/ 2, with d c being the
istance from the RC to the Moffat PSF centroid. This then leads to
he modified expression 

R = 2 

(
λ2 − λ1 

λ2 + λ1 

)
d c . (8) 

Now, we can apply these steps to all our observations. The 
easured atmospheric dispersion as a function of zenith distance is 

resented in Fig. 4 . We find that our measurements clearly reveal
he expected trend and are in good quantitative agreement with 
quation ( 1 ) to within 0.5 arcsec. Furthermore, we do not observe
 significant difference in the residuals between the two different 
bserving nights. 

.2 Uncertainties 

he uncertainties presented in Fig. 4 generally increase with the 
agnitude of the atmospheric dispersion. These consist of static 

ontributions from the telescope spectral response and the plate scale, 
s well as variable contributions from the location of the PSF core
entroid and the location of the RC. In this subsection, we provide
n o v erview of the assumed or determined error contributions. 

All contributing parameters were derived from equation ( 8 ), 
ncluding a conversion of d c to pixel coordinates : 

 c = p 

√ 

( x RC − x c ) 2 + ( y RC − y c ) 2 . (9) 

ere ( x c , y c ) is the location of the PSF core centroid and ( x RC , y RC )
re the coordinates of the RC. The plate scale in arcseconds per pixel
s denoted by p . 

Because atmospheric dispersion is strictly defined as the dif- 
erential refraction between two different wavelengths, we must 
hoose these wavelengths based on the spectral content of the 
bservation. Ideally, the combined response of the telescope, filters 
nd atmosphere form a top-hat distribution where the differential 
efraction between the cut-on wavelength and the cut-off wavelength 
ould directly determine the elongation due to dispersion. This is not
 realistic assumption in most cases. Therefore, we have used the half-
aximum transmission points of the ef fecti ve telescope transmission 

urve as the cut-on and cut-off wav elength. Note, howev er, that the
alf-maximum transmission points are different depending on the 
umber of effects included, as illustrated in Fig. 5 . If we include the
lter transmission curves, the normalized atmospheric transmission 
nd the quantum efficiency of the CCD, then we find that the cut-on
nd cut-off wavelengths of the filters must be shifted by + 22 and
 4 nm for the B band and + 3 and + 9 nm for the V band, relative

o the original filter definitions. The results presented in Fig. 4 thus
how the elongation of the PSF due to atmospheric dispersion in an
f fecti ve passband between 395 and 488 nm in B and between 495
nd 590 nm in V . 

Because the transmission curves included in this estimate were not 
 xperimentally v erified, we include these numbers as a systematic
ncertainty in the measurement. The stellar classification of the ob- 
erved target and the reflectivity curves of the telescope mirrors were
onsidered lower order contributions, and therefore not included 
n this analysis. This is also reflected in the negligible difference
etween the measured dispersion of the two nights. 

The second systematic error term is the plate scale. The plate scale
f the Gratama telescope was obtained from archived observations 
f standard field SA32SF4 (Landolt 2013 ). We supplied a list of
he image coordinates of the 30 brightest objects in the field to the
eb version of Astrometry.net (Lang et al. 2010 ). Both B and V

mages resulted in the same plate scale value of 0.566 arcsec pixel −1 .
MNRAS 512, 5812–5822 (2022) 
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M

Figure 6. Comparison of our B -band observation of HIP 23783 (left-hand panel), the simulated image (middle panel), and the difference image (right panel). 
All three images use the same logarithmic intensity scale. Here, η = 0.942. 
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 characterization of the telescope done in 2009 found a standard
eviation around this value of 0.001 arcsec (Janssen 2009 ). We have
dopted this value for this work. 

Next, the uncertainty in the RC location is determined empirically
or each image. We define the 1 σ uncertainty to be equi v alent to
he radius of a circle in which 68 per cent of the lines through the
peckles, multiplied by their confidence level, intersects or hits this
ircle. We find that this term increases significantly as d c increases
nd can be as large as 0.7 arcsec at the largest zenith distances. 

The final parameter uncertainty is found from the location of the
SF core. This term is determined from the covariance matrix of

he least squares fit of the elliptical Moffat profile, described by
quations ( 5 )–( 7 ), and is generally small. 

We apply classical error propagation on equation ( 8 ) to find the
nal combined uncertainty in � R : 

2 
�R = 

N ∑ 

i= 0 

(
∂ ( �R) 

∂ i 
σi 

)2 

. (10) 

Overall, the uncertainties range from about 0.05 arcsec near zenith
o at most 0.7 arcsec in the B band at the largest observed zenith
istances. 

 F O RWA R D  MODEL-BA SED  APPROACH  

he Gratama telescope is a simple two mirror telescope with the
etector placed directly in the Cassegrain focus. Therefore, it is
elatively easy to model the observations using Fourier optics. This
ids in our analysis and provides an independent check of our
hysical understanding of the observed images. 
The diffraction-limited image response of the telescope is given by

he Fraunhofer diffraction integral of the complex field distribution
t the telescope entrance pupil (Goodman 2005 ). The intensity
istribution at the telescope focal plane can be written as 

 ( x , y , λ) = | F { E in ( ξ, η, λ) } | 2 , (11) 

here the Fourier transform operation, here denoted by F , must be
 v aluated at frequencies x /( λz) and y /( λz). The focal length of the
elescope is in this case equi v alent to the propagation distance z. The
ahtinov mask we used defines the entrance aperture of the telescope
nd forms the amplitude of the complex input field E in , while the
tmospheric refraction at λi is represented as a wavelength-dependent
ilt of the complex phase. 

To model the long exposure PSF, we simulate the atmospheric
eeing by multiplication of the optical transfer function of the
elescope and that of the atmosphere, assuming a Von–K ́arm ́an power
NRAS 512, 5812–5822 (2022) 
pectrum for the atmospheric turbulence. See F ́etick et al. ( 2019 ) for
 more explicit treatment. 

The polychromatic image is treated as the sum of the images at N
eparate wavelengths, weighted by the ef fecti ve transmission at that
avelength and scaled to the desired amplitude I 0 : 

 ( x , y ) = I 0 

N ∑ 

i= 1 

w i I ( x , y , λi ) . (12) 

Then, the output intensity distribution is binned into the spatial
esolution elements of the CCD detector to create the final image. 

To compare the spatial o v erlap between the simulated and observed
mages, we use the peak value of a normalized two-dimensional
ross-correlation. We denote this value by η. Considering the
ntensity only, it is defined by 

= 

∫ 
I obs I sim 

d A, where 0 ≤ η ≤ 1 . (13) 

We apply our knowledge of the telescope, the mask, the filter and
CD transmission curves and CCD properties to an image calculated
sing the image formation theory described abo v e. The maximum
ntensity and the background intensity are extracted from the data
o obtain a closer match with the real images. As the observatory
oes not have a dedicated seeing monitor, we use equations ( 5 )–
 7 ) to estimate the seeing in the image from the FWHM of the 
SF core. 
The computations are done on a 3001 × 3001 grid and repeated

or 15 wavelength slices over the passband. The resulting images
t the separate wavelengths are summed and scaled to the desired
ntensity. The resulting image is then binned into the 9- μm size of
he STL6303E CCD pix els. The dispersion v ector, containing the

agnitude and the direction of the dispersion, is the free parameter
or which a maximization routine is used with equation ( 13 ) being
he function of merit. 

One comparison of the original observation and the best fit
imulated image is shown in Fig. 6 . Application of the abo v e to
ll our observations gives the results shown in Fig. 7 . 

We find that this method is usually able to retrieve the atmospheric
ispersion to within 0.5 arcsec. At larger zenith distances, we can
learly discern the two passbands. We do, ho we ver, see more scatter
f the data points compared to the speckle method. Also, at zenith
istances lower than 30 ◦, this method fails to find the correct
agnitudes. Instead, it tends to o v erestimate the PSF elongation,
here little is expected. Inspection of the cross-correlation term η,

he observed seeing and the zenith distance, reveals that the fit quality
eteriorates when both the observed seeing and zenith distance are
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Figure 7. We have estimated the atmospheric dispersion by maximizing the 
match between simulated images and the real images. Data points from the 
first night of observations are denoted by a cross, while data point from the 
second night are given by a filled dot. The bottom panel shows the residuals 
between the estimated dispersion and the expected dispersion at the respective 
zenith angle. 

Figure 8. A comparison of the cross-correlation term η and the observed 
seeing, the FWHM of the PSF in the direction perpendicular to elongation, 
suggests that η decreases when both the zenith distance and observed seeing 
are small. To illustrate the different observing conditions for the first and 
second observing night, we have split the figure. Note that the y -axis starts at 
η = 0.6. 
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Figure 9. Simulated images were used to verify the retrie v al of the at- 
mospheric dispersion from the PSF core. When the atmospheric dispersion 
becomes less than the pixel scale, the fit is no longer reliable. For dispersion 
levels between 1 and 4 arcsec, the fit yields the correct value to within a 
few tenths of an arcsecond. There is a small dependence on the atmospheric 
seeing. 
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mall, as shown in Fig. 8 . If we assume that this effect is neither a
unction of seeing nor zenith distance, then the decrease in η can 
e explained as a relative dominance of this non-modelled error 
erm. Telescope tracking errors, vibrations and other effects that 
re excluded from the model, may be the culprit. This hypothesis 
s strengthened by a visual inspection of the three B -band images
aken of HIP 73005, at 6 . ◦9 from zenith. These show clear variations
n the shape of the PSF. The integration times were sufficiently 
ong that this variation can not easily be explained by atmospheric 
urbulence. Thus a mo v ement of the telescope, relativ e to the star, is 

ore likely. 

 D I R E C T  MEASUREMENT  O F  T H E  PSF  C O R E  

.1 Method description 

o illustrate the advantages of the methods proposed in the previous 
ections o v er a direct analysis of the PSF core, we succinctly discuss
uch an analysis on our data. 
To fit the elongation of PSF core, we use a Gaussian distribution
hat gets dispersed symmetrically by a length i along the axis of
longation, 

G s ( x, i) = 

∫ i/ 2 

−i/ 2 
exp 

[
−1 

2 

(
x − a 

σ

)]
d a 

= A x 

[
erf 

(
i/ 2 − x 

σ
√ 

2 

)
+ erf 

(
i/ 2 + x 

σ
√ 

2 

)]
. 

(14) 

ere erf( x ) denotes the error function, σ is the standard deviation
f the original Gaussian distribution, and A x is an undefined scaling
actor to scale the dispersed Gaussian to the desired amplitude. 

An analytical deri v ation of the two-dimensional version of G s 

as not done. Ho we ver, we determined that equation ( 14 ) can be
 v aluated in both x and y , separately, by assuming a square separable
rofile function. Then, a multiplication of the two, followed by 
nother rescaling of the amplitude factor, gives the expected two- 
imensional shape. 
Before we turned to the acquired images, we verified the method

ith the simulation framework described in the previous section. 
ig. 9 illustrates that we can reco v er a given PSF elongation to
ithin a few tenths of an arcsecond. We observe some variation
etween the given and recovered elongation when the PSF is nearly
ndersampled, here when the seeing is 0.5 arcsec. At worse seeing
ev els the reco v ery of the dispersion works as expected, although a
light divergence can be observed as the elongation grows larger. 

After this numerical verification of the method, we now perform 

he analysis on the real data. 
As expected, the results shown in Fig. 10 are not as convincing

s in our other analyses. Most notable is the high systematic offset
f roughly 1.5 arcsec in the measured elongation, that dominates the
longation up to zenith distances of approximately 45 ◦. Even after
his point it is difficult to discern any clear trends, except for an
ncrease in the variation of the measured elong ation. This ag ain hints
t a temporal instability of the telescope or atmosphere that results
n a smearing of the PSF, as previously discussed in Section 4 . 
MNRAS 512, 5812–5822 (2022) 
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Figure 10. The atmospheric dispersion as measured directly from the star. 
Using the dispersed Gaussian function, we find the PSF elongation as 
a function of zenith distance. Again, crosses mark data points from the 
first observing run and filled dots denote data from the later observation. 
The bottom panel shows the residuals between the measured and expected 
atmospheric dispersion. 
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.2 Uncertainties 

e estimated the uncertainty, shown by the error bars in Fig. 10 , as
ollo ws. The cov ariance matrix of the least squares minimization rou-
ine determines the uncertainty in the Gaussian shift i . Together with
he plate scale uncertainty of 0.001 arcsec pixel −1 , this determines the
rror in the dispersion detected on the CCD. Ho we ver, the dominant
ource of error is originating from the wavelength dependence. As
escribed in Section 3.2 , the passband limits change when taking
he full spectral response into account. Next, the FWHM of the
longated PSF is a function of the FWHM of the PSF at the observed
avelength, the diffraction limit and the atmospheric dispersion

Martinez et al. 2010 ; van den Born & Jellema 2020 ). Finally, it
hould be noted that we did not include an additional error term for
he telescope pointing accuracy. From our results, we would expect
his to be of the order of 1–2 arcsec for this particular telescope.
ssuming independence, we estimate the total uncertainty as a root

um square of the errors as derived from their analytic expressions. 

 DISCUSSION  

e discern no clear difference in the obtained dispersion between
he observations of 2021 June 13, where no guide stars were used
or the telescope tracking, and 2021 October 24, where guide stars
ere used. Our hypothesis is that the large measured elongation

t low to moderate zenith angles is a result of a limited tracking
ccuracy of the telescope mount. To investigate this hypothesis a bit
urther, we have looked at several VIMOS observations (Le F ̀evre
t al. 2003 ) from the ESO Scientific Archive. VIMOS was chosen as
t did not incorporate an ADC during operations, while many more
ecent instruments do, and it should offer better telescope stability
ompared to the Gratama telescope. In each of the images, we
elected approximately one hundred appropriate point sources and
easured the PSF elongation using the direct PSF method described

n the previous section. Consistently, the mean and median measured
longation in the images exceeded the value that would be expected
rom atmospheric dispersion alone. 

In principle, the fixed contribution to the elongation that result
rom optical aberrations can be remo v ed with sufficient data or a
ood understanding of the instrument design. But other causes, such
s guiding errors, wind shake or instrumental vibrations may be more
ifficult to disentangle from imaging data only (Spyromilio, pri v ate
NRAS 512, 5812–5822 (2022) 
ommunication). At large zenith distances, the atmospheric disper-
ion becomes the dominant effect and there the relative measurement
ccurac y impro v es. When the ELTs will come online, it may be
nteresting to reconsider this method. Ho we ver, when accuracies
elo w the dif fraction limit are required, the speckle method provides
 more robust approach. 

There are several advantages of the speckle method. First of all,
t has shown to be less sensitive to systematic errors of a non-
hromatic origin, compared to a direct measurement of the PSF
ore. Assuming that the diffraction mask can be placed at the optical
upil of an instrument, and that it can be used concurrently with a
pectral bandpass filter, then the speckle method can be used to verify
he performance of the atmospheric dispersion corrector before and
fter the scientific observation. For the observation of interest, the
ask would then be remo v ed from the light path. The performance

haracterization can be done for any position in the field, because
f the masks location in the pupil. Note, ho we ver, that the impact
f field dependent effects, such as wavefront aberrations, geometric
istortions, and anisoplanatism, were not investigated thoroughly
or this report. One example we can mention is that the edges of
he image plane may not be in focus in a system with considerable
eld curvature. Then the lines drawn from the artificial speckles
ill not intersect in a single point. Instead, they intersect at multiple
istinct points along the direction of dispersion. The distance between
hese intersection points is a function of both the dispersion and the
efocus. While this specific problem can be resolved by using a
otation symmetric mask design, other issues might arise for other
ypes of aberrations. 

The forward modelling approach can be a decent method for the
stimation of dispersion present in the system. The post-observation
econstruction of the image is not easy, but significant effort is
eing put into developing the necessary tools for current and future
nstruments (e.g. Gilles, Wang & Boyer 2018 ; Jolissaint et al. 2018 ;

assari et al. 2020 ; Simioni et al. 2020 ). The addition of (residual)
tmospheric dispersion as a parameter in these tools could offer a
ood way to measure or monitor the dispersion at large observatories.
o we ver, it requires significant effort and computation time before

esults can be obtained. Furthermore, our results indicate that this
ethod can o v erestimate the dispersion when little is present, if

ne or more lower order effects are not included in the model.
hese effects then only become apparent when the dispersion and
tmospheric seeing are small. 

While no major deviations from standard descriptions of atmo-
pheric dispersion were expected for this work, we do not yet know if
xisting models are sufficiently accurate to satisfy the requirements
f the upcoming extremely large telescopes. The speckle method
eveloped in Section 3 offers opportunities to test the atmospheric
ispersion models on larger telescopes and enables the development
f high precision models for feed forward correction, when no
losed loop control is possible. For seeing limited observations, the
resented results can be impro v ed upon by using a larger telescope
ocated at a better observing site. The presence of adaptive optics
acilities, frequent plate scale calibrations and much more stringent
equirements on the end-to-end ef fecti ve transmission at many major
bservatories will further impro v e the accurac y of the measurements.

 C O N C L U S I O N S  

n this work we have presented and compared three different methods
o measure atmospheric dispersion from imaging data. We have
hown that the addition of a diffraction mask spatially filters the
mage, thereby magnifying the dispersion by a factor λ2 /( λ2 − λ1 ).
his makes it easier to detect its presence. We tested the concept on

art/stac845_f10.eps
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he 40-cm Gratama telescope and found that our results agreed with 
he expected dispersion to within 0.5 arcsec, even with > 2 arcsec
tmospheric seeing. 

A forward modelling approach, which incorporated our knowledge 
bout the telescope and the observing conditions, provided an 
ndependent check for the geometric approach of the speckle method. 

e fitted the atmospheric dispersion magnitude and direction as the 
nly free parameters of the simulated images. The results agreed with 
he e xpected lev els of atmospheric dispersion to within 0.5 arcsec,
ut had larger variation in the obtained magnitudes compared to 
he speckle method. At small zenith distances, where the dispersion 
hould be minimal, this method o v erestimated the dispersion. This
an be explained by temporal instabilities of a non-chromatic origin, 
uch as telescope vibrations or sky tracking issues. 

A third method was discussed to illustrate that a characterization 
f atmospheric dispersion from imaging data is not feasible without 
 diffraction mask. Using a description of a dispersed Gaussian 
istribution, the PSF elongation was determined from the star image 
irectly. Numerical simulations suggested that accuracies of ≤1 pixel 
hould be obtainable in an ideal system. Ho we ver, analysis on the
cquired images showed very few dispersion magnitudes below 1–
 arcsec and a general deviation from the expected trend at lower
enith distances. We conclude that it is easy to create PSF elongation,
ut difficult to reco v er its origin, without an e xtensiv e understanding
f the complete system and observing conditions. 
The type of diffraction mask proposed in this work can thus be

 valuable tool for the measurement of chromatic dispersion from 

maging data. Consequently, it may be used for the validation and 
alibration of atmospheric dispersion correctors on large telescopes. 
ith higher resolution, diffraction-limited image quality, strictly 

efined passbands, and rigorous plate scale calibrations, the uncer- 
ainties in the measurement of atmospheric dispersion with speckle 

ethod will decrease substantially. This then opens the door to verify 
r impro v e upon the existing descriptions of atmospheric dispersion.
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PPENDI X  A :  OBSERVATI ON  DETA I LS  

able A1 provides an overview of all the targets that were observed
uring the two nights at the Blaauw observatory. Fig. A1 shows
he nine stars observed during the first night in the B band. These
mages illustrate how the location of the radiation centre changes as
he zenith distance increases, but also that multiple diffraction orders 
an easily be distinguished. 
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Table A1. Detailed observation log. 

Date and time (UTC) Object Type B V RA (ICRS) Dec. (ICRS) 
Zenith distance 

( ◦) 
t exp ( B) 

(s) 
t exp ( V ) 

(s) 

2021 June 13 – 21:47 HIP 73005 K1V 8.59 7.80 14 h 55 m 11 . s .044 53 ◦40 
′ 
49 . ′′ 247 6.9 3 × 40 3 × 30 

2021 June 13 – 22:18 HIP 97398 K0 7.79 6.72 19 h 47 m 46 . s 149 5 ◦46 
′ 
55 . ′′ 185 64.3 3 × 20 3 × 12 

2021 June 13 – 22:35 HIP 101936 K0III 6.20 5.15 20 h 39 m 24 . s 893 0 ◦29 
′ 
11 . ′′ 133 73.4 3 × 20 3 × 5 

2021 June 13 – 22:51 HIP 55266 A2V 4.90 4.80 11 h 19 m 7 . s 890 38 ◦11 
′ 
08 . ′′ 046 55.8 3 × 4 3 × 3 

2021 June 13 – 23:05 HIP 60305 K1III 7.45 6.33 12 h 21 m 56 . s 250 47 ◦10 
′ 
55 . ′′ 931 43.2 3 × 20 3 × 10 

2021 June 13 – 23:15 HIP 68637 A2V 6.16 6.15 4 h 02 m 59 . s 758 50 ◦58 
′ 
18 . ′′ 510 28.4 3 × 13 3 × 10 

2021 June 13 – 23:40 HIP 109439 G1V 6.87 6.18 22 h 10 m 19 . s 022 19 ◦36 
′ 
58 . ′′ 821 61.7 3 × 15 3 × 9 

2021 June 14 – 00:04 HIP 23783 F2V 5 h 06 m 40 . s 631 51 ◦35 
′ 
51 . ′′ 805 74.7 3 × 20 3 × 7 

2021 June 14 – 00:08 HIP 24479 K2III-IV 7.33 6.14 5 h 15 m 11 . s 402 59 ◦24 
′ 
20 . ′′ 477 66.9 3 × 20 3 × 12 

2021 October 24 – 18:27 HIP 105867 B9 7.58 7.60 21 h 26 m 29 . s 089 52 ◦44 
′ 
52 . ′′ 641 3.1 3 × 40 3 × 30 

2021 October 24 – 18:47 HIP 110924 B9 7.73 7.73 22 h 28 m 25 . s 537 51 ◦18 
′ 
22 . ′′ 447 9.6 3 × 70 3 × 60 

2021 October 24 – 19:11 HIP 99506 B9 7.74 7.71 20 h 11 m 39 . s 357 63 ◦31 
′ 
38 . ′′ 692 16.4 3 × 70 3 × 40 

2021 October 24 – 19:31 HIP 1925 B9 7.73 7.58 00 h 24 m 17 . s 453 60 ◦27 
′ 
11 . ′′ 021 19.4 3 × 60 3 × 45 

2021 October 24 – 19:52 HIP 114178 B9 7.85 7.90 23 h 07 m 20 . s 411 80 ◦38 
′ 
15 . ′′ 231 27.7 3 × 60 3 × 45 

2021 October 24 – 20:11 HIP 19377 B9 7.64 7.61 04 h 09 m 03 . s 109 71 ◦20 
′ 
37 . ′′ 259 37.6 3 × 60 3 × 45 

2021 October 24 – 20:26 HIP 25328 B9 8.03 7.96 05 h 25 m 01 . s 257 61 ◦49 
′ 
32 . ′′ 284 47.1 3 × 60 3 × 45 

2021 October 24 – 20:41 HIP 34825 B9 7.57 7.58 07 h 12 m 27 . s 977 62 ◦15 
′ 
44 . ′′ 842 54.7 3 × 60 3 × 45 

2021 October 24 – 21:12 HIP 29332 B9 7.76 7.65 06 h 11 m 03 . s 660 41 ◦13 
′ 
56 . ′′ 987 60.7 3 × 60 3 × 45 

2021 October 24 – 21:29 HIP 32757 B9 7.68 7.75 06 h 49 m 49 . s 993 39 ◦28 
′ 
44 . ′′ 768 64.8 3 × 60 3 × 45 

2021 October 24 – 21:49 HIP 36066 B9 7.65 7.54 07 h 25 m 55 . s 702 32 ◦51 
′ 
39 . ′′ 999 72.0 3 × 60 3 × 45 

Notes . The major difference in the integration times between the B and V bands can be explained by the decreased response of the telescope and CCD to the 
shorter wavelengths in the B band. The B and V magnitudes are given as presented by the SIMBAD data base (Wenger et al. 2000 ), except for HIP 23783, which 
is a variable star with V ≈ 4.9–5. The zenith distance is given for the start of the observation of each object. 
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Figure A1. B -band images of the nine stars observed on the night of 2021 June 13, sorted by the zenith distance. Note that the mask was reoriented during the 
night. This explains the different orientation of the speckles in two of the nine images. 
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PPENDIX  B:  D E R I VAT I O N  O F  T H E  LEAST  

QUARES  INTERSECTION  O F  MULTIPLE  

INES  

n this Appendix, we describe the deri v ation of the least squares dis-
ance of many lines to a common intersection point. This deri v ation
s described by Traa ( 2013 ), but was not yet available in published
iterature known to the authors. 

Traa starts with the definition of a two-dimensional line. In vector 
otation. a point a on the line, 

 = [ a 1 , a 2 ] 
T , (B1) 

nd a direction vector n , 

 = [ n 1 , n 2 ] 
T , with || n || 2 = n 

T n = 1 , (B2) 

efine the line 

p = a + t n , where − ∞ < t < ∞ . (B3) 
The squared perpendicular distance of a point p to a line defined
y a and n is found from 

( p ; a , n ) = || ( a − p ) − (( a − p ) T n ) n || 2 2 

= || ( a − p ) − n n 

T ( a − p ) || 2 2 

= || ( I − n n 

T )( a − p ) || 2 2 

= ( a − p ) T ( I − n n 

T )( a − p ) . (B4) 

he matrix I − n n 

T projects the vectors a and p into a space 
rthogonal to n . Traa then equates minimizing the distance to the
ine in the projected space to a maximization of the pdf of a Gaussian
istribution. In that case, a least squares solution must be possible. 
To find the best intersection point for K lines, Traa minimizes the

um of the squared distances including a confidence level c j for each
MNRAS 512, 5812–5822 (2022) 
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( p ; A , N , c ) = 

K ∑ 

j= 1 

D( p ; a j , n j , c j ) 

= 

K ∑ 

j= 1 

c j ( a j − p ) T ( I − n j n 

T 
j )( a j − p ) . (B5) 

o w, the objecti ve is to find a point where this sum of squared
istances is minimized. Thus , 

ˆ p = argmin 
p 

D( p ; A , N , c ) . (B6) 

This problem is quadratic in p and can therefore be solved by
nding the point at which the deri v ati ve becomes zero: 

∂ D 

∂ p 
= 

K ∑ 

j= 1 

−2 c j ( I − n j n 

T 
j )( a j − p ) = 0 (B7) 
NRAS 512, 5812–5822 (2022) 
earranging this expression leads to a linear set of equations of the
orm 

R p = q , (B8) 

here 

R = 

K ∑ 

j= 1 

c j ( I − n j n 

T 
j ) , q = 

K ∑ 

j= 1 

c j ( I − n j n 

T 
j ) a j . (B9) 

e may solve this system directly or with the help of a Moore–
enrose pseudo-inverse of R . This finally provides us the location of

he (weighted) best intersection point, 

ˆ p = R 

† q . (B10) 
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