
Aberystwyth University

Single frame image super resolution using ANFIS interpolation
Ismail, Muhammad; Yang, Jing; Shang, Changjing; Shen, Qiang

Published in:
Advances in Computational Intelligence Systems

DOI:
10.1007/978-3-030-29933-0_3

Publication date:
2019

Citation for published version (APA):
Ismail, M., Yang, J., Shang, C., & Shen, Q. (2019). Single frame image super resolution using ANFIS
interpolation: An initial experiment-based approach. In Z. Ju, D. Zhou, A. Gegov, L. Yang, & C. Yang (Eds.),
Advances in Computational Intelligence Systems: Contributions Presented at the 19th UK Workshop on
Computational Intelligence, 2019 (Vol. 1043, pp. 27-40). (Advances in Intelligent Systems and Computing; Vol.
1043). Springer Nature. https://doi.org/10.1007/978-3-030-29933-0_3

General rights
Copyright and moral rights for the publications made accessible in the Aberystwyth Research Portal (the Institutional Repository) are
retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the
legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the Aberystwyth Research Portal for the purpose of private study or
research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the Aberystwyth Research Portal

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

tel: +44 1970 62 2400
email: is@aber.ac.uk

Download date: 18. Nov. 2022

https://doi.org/10.1007/978-3-030-29933-0_3
https://pure.aber.ac.uk/portal/en/persons/muhammad-ismail(3f9bac84-322d-40cb-8b63-d8afc3569e3a).html
https://pure.aber.ac.uk/portal/en/persons/changjing-shang(b892bfaa-ae7f-45c2-9082-7bfbf2b70a5e).html
https://pure.aber.ac.uk/portal/en/persons/qiang-shen(695ae0bf-c764-425b-9496-cca71f02cb57).html
https://pure.aber.ac.uk/portal/en/publications/single-frame-image-super-resolution-using-anfis-interpolation(56858ce9-5f21-4ceb-bc04-5fe7dbad4898).html
https://pure.aber.ac.uk/portal/en/publications/single-frame-image-super-resolution-using-anfis-interpolation(56858ce9-5f21-4ceb-bc04-5fe7dbad4898).html
https://doi.org/10.1007/978-3-030-29933-0_3


Single Frame Image Super Resolution using
ANFIS Interpolation: An Initial
Experiment-Based Approach

Muhammad Ismail1,2, Jing Yang1,3, Changjing Shang1, and Qiang Shen1

1 Department of Computer Science, Faculty of Business and Physical Sciences,
Aberystwyth University,Aberystwyth, Ceredigion, Wales, UK

2 Department of Computer Science,
Sukkur IBA University, Sukkur, Sindh, Pakistan

3 School of Computer Science,
Nortwestern Polytechnical University, Xi’an 710072, China

{isi, jiy6, cns, qqs}@aber.ac.uk, ismail@iba-suk.edu.pk

Abstract. Image super resolution is a classical problem in image pro-
cessing. Different from most of the existing super resolution algorithms
that work on sufficient training data, in this work, a new super resolution
method is proposed to handle the situation where the training data is
insufficient by the use of ANFIS (Adaptive Network-based Fuzzy Infer-
ence System) interpolation. ANFIS interpolation aims to interpolate an
effective ANFIS given only sparse data in the problem area of interest,
with the assistance of two well trained ANFISs in the neighbourhood
areas. The interpolated ANFIS constructs mappings from low resolution
images to high resolution ones, which provides an effective mechanism
for further inference of high resolution images from given low resolution
ones. Experimental results indicate that the proposed approach entails
improved super resolution performance for situations where there is a
shortage of training data.

Keywords: Image Super Resolution, Insufficient Training Data, ANFIS
Interpolation

1 Introduction

Fuzzy Inference Systems (FISs) are popular tools for reasoning with imprecise
knowledge. A FIS mainly consists of a knowledge base (aka., rule base) and
an inference engine. There are several types of inference engines available to
implement FISs, but Mamdani [1] and TSK [2] are the two most commonly
used for solving real world problems. The Mamdani inference method is more
frequently used as compared to the TSK method. As far as the output of an FIS
is concerned, Mamdani inference produces fuzzy outputs while TSK produces
crisp ones. Thus, if the desired output is crisp whilst the Mamdani method is
employed then an additional mechanism has to be applied in order to convert
the output from fuzzy to crisp. However, such conversion is not required for
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the outcomes produced by a TSK system, saving an additional computation
procedure.

Independent of wether Mamdani or TSK inference method is used, for a
problem involving sparse knowledge, no rule would be fired if a given observation
does not overlap with any rule antecedent in the rule base. From knowledge
acquisition perspective, this is equivalent to say that not sufficient information is
available for data-driven learning of the rules to fully cover the problem domain.
In order to handle such situations where sparse data is present, Fuzzy Rule
Interpolation (FRI) and transfer learning techniques can be exploited.

FRI was originally proposed in [3] which could achieve appropriate conclu-
sions using a sparse rule base, and which could also be utilised to reduce the
complexity of FIS models, through manipulating neighbouring rules that do
not directly match an observation. Since then, a lot of research has been done
on sparse rule bases using Mamdani inference. Particularly, in [6], the scale and
move based transformation technique was introduced for fuzzy interpolative rea-
soning. Inference was derived from two (or more) given rules that are closest to
the observation to obtain the final conclusion. This method is very popular be-
cause it can achieve Normal and Convex fuzzy sets (NCF sets) in the output,
provided that the relevant variables of the chosen rules are NCF sets also. A
useful technique for reduction in rules was also introduced, which approximates
and removes certain similar rules using the interpolated results, thereby helping
to reduce computational complexity [5].

The aforementioned and almost all of the many subsequent developments
(e.g., [21–28]) were however, focussed on the use of the Mamdani method until
very recently. The latest approach as reported in [4] works on TSK models, by
the use of a new similarity measure (that is defined on a distance factor) and
also, of a tuning parameter named sensitivity factor (whose value needs to be
specified with respect to different application problems given). As such, this
seminal algorithm is not pure data-driven.

Inspired by this observation, a novel ANFIS [16] interpolation method has
been proposed in [14], with initial evaluations using synthetic data and stan-
dard (but small scale) benchmark real-world data. The method constructs an
ANFIS without requiring a large number of training data, which is very useful
for situations where only sparse training data is available. It works by inter-
polating a group of fuzzy rules, with the assistance of two ANFISs trained in
the neighbourhood of the problem area at hand. This paper further develops
such work, through applying it to a much more challenging real problem, that
of image super resolution where the training image pixels are insufficient. The
work demonstrates the efficacy of this approach for improving the otherwise poor
performance of the original ANFISs that are constructed with limited training
data.

The rest of the paper is organised as follows. For academic completeness,
Section 2 presents an overview of the problem of image super resolution. Sec-
tion 3 details the proposed ANFIS Interpolation approach, in both descriptive
and pictorial form, along with its training and testing phases. Experimental in-
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vestigation is reported and discussed in Section 4, including the experimental
setup, performance criteria and experimental results. Section 5 concludes the
paper.

2 Single Frame Image Super Resolution

Image resolution reflects how much detail is contained in an image; an image with
higher resolution means that more details are captured. High resolution (HR)
images are desired in various applications, but images may only be obtained with
Low Resolution (LR) due to poor image sensors, budget limitations or other prac-
tical reasons. Image Super Resolution (SR) techniques are therefore, developed
to improve the resolution of LR images using computational algorithms. Typi-
cally, image SR algorithms can be divided into two classes: multi-frame image
SR and single-frame image SR. Multi-frame image SR approaches [7, 8] require
multiple low resolution images of the same scene, which are aligned on the sub-
pixel level. Obviously, they are restricted to the situations where multiple LR
images of the same scene are available. Besides, their performance greatly relies
on the accuracy of the alignment algorithms. Single frame image SR methods
[9, 10] are proposed to overcome the disadvantages of the multi-frame image SR
approaches, generating the HR image using only one given LR image.

In single frame SR problems, the observed LR image X is assumed to be the
down sampled version of the HR image Z:

X = HZ (1)

Here, H represents the down sampling operator. Single frame SR is therefore,
the inverse problem of the above image degradation equation. For a given LR
input X, infinitely many LR images Z satisfy Eqn. (1), thus super-resolution is
an extremely ill-posed inverse problem. In order to handle such a problem, other
information is needed. In learning based methods [11–13], for instance, an extra
database is used, consisting of a large amount of image pairs with both high and
low resolutions. BAsed on such an additional database the learning algorithms
learns the inverse relationships between the LR and HR images. This leads to
the state of the art results in addressing single frame SR problems.

As the the machine learning techniques are developing, various learning based
SR methods have been proposed, including a range of techniques capable of
producing learned mappings that simulate the underlying relationship between
the LR and HR images. In particular, linear mappings [11] were proposed to
describe such mapping relationship. Whilst it is very simple to implement, such
a method suffers from inaccurate mapping results. This raises the requirement
of developing more accurate, non-linear mappings. In the literature, non-linear
mappings learned by fuzzy rules [12] or deep convolutional neural networks [13]
are the most commonly applied. Amongst the existing techniques, the image SR
method as reported in [15] is of direct relevance to this work, which learns the
non-linear mappings using an adaptive network based fuzzy inference system
(ANFIS).
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3 Proposed Approach

In this section a novel approach for image SR is proposed using ANFIS interpola-
tion. The description is divided into two parts: training phase and testing phase.
In the first phase, although a large number of LR-HR pixel pairs are fed into the
learning system in general, for certain mapping properties there is a lack of suf-
ficient training data (and hence, the need for interpolation). In the second part,
LR images are fed to a learned ANFIS to compute the corresponding mapped
HR image. Thus, it is the first phase that is scientifically more challenging.

3.1 Training Phase using ANFIS Interpolation

The proposed training process is summarised in Algorithm 3.1, while its flowchart
is shown in Fig. 1. Suppose that to train an ANFIS model, 75 Bitmap images are
used as the training set. LR-HR patch pairs of a size of 9 by 9 are extracted from
the training data set. Then they are converted into LR-HR pixel vector pairs
P . Based on their respective pixel values, P is partitioned into three subsequent
categories ‘small’ pixels, ‘medium’ pixels and ‘large’ pixels, as depicted in the
upper half of Fig. 1.

Fig. 1. Flowchart of proposed training phase.

Suppose that the ‘large’ and ‘small’ pixels in the training set are of sufficient
amounts, while the ‘medium’ pixels are insufficient. From this, for the ‘small’
and ‘large’ pixels, two ANFISs (denoted as As and Al) can be trained using the
standard ANFIS training procedure. However, the shortage of ‘medium’ pixels
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will lead to very poor performance if the same ANFIS training process is directly
applied. In order to improve the accuracy of the learned ANFIS under sparse
training data situations, this work proposes an ANFIS interpolation mechanism
to construct the required ANFIS Am for the sparse ‘medium’ pixels. That is, the
proposed ANFIS interpolation approach utilises the two well trained ANFISs As

and Al as source ANFISs to support the generation of a target ANFIS Am. This
training process is detailed in the following subsections.

1) Generating a rule dictionary. A rule dictionary is constructed firstly
to store the extracted fuzzy rules from the learned source ANFISs As and Al,
which is to be subsequently used for generating an intermediate ANFIS. From a
given ANFIS, a set of fuzzy production rules can be extracted. For the present
application of image SR, it may be assumed that the ith rule can be expressed
in the following format:

Ri : if x is Ai, then zi = pix+ ri (2)

where x denotes the input LR pixel, Ai is the corresponding fuzzy set value of
the pixel, zi represents the output of the ith rule (which contributes to the final
outcome of the HR image being constructed), and ri is a constant coefficient
within the linear combination of the rule consequent.

The rule dictionary D = {Da, Dc} is generated by reorganising the above
extracted fuzzy rules, with the antecedent part Da and the consequent part
Dc each collecting all the antecedents and consequents of those rules. Suppose
that two source ANFISs consist of n1 and n2 rules, respectively, then there will
be totally N = n1 + n2 rules in the rule dictionary. Thus, Da consists of the
antecedent parts of all the rules:

Da = {A1 A2 · · · AN} (3)

and the consequent part Dc consists of the consequents of the rules:

Dc =

[
p1 p2 · · · pN
r1 r2 · · · rN

]
(4)

where each column denotes the linear coefficients in the consequent part of a
certain rule.

2) Interpolating an intermediate ANFIS. Having obtained the above rule
dictionary, the small number of ’medium’ pixel pairs {(x, z)} are divided into C
clusters using the K-means algorithm (although if preferred, any other numeric
value-based clustering method may be used as the alternative to perform clus-
tering). For the centre of each cluster, a new fuzzy rule is interpolated. Then, by
aggregating all interpolated rules, an intermediate ANFIS results [15].

For each cluster Ck, compute its centre, resulting in c(k). Given the previously
obtained antecedent part rule dictionary Da, the first step then, is to select
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K closest rule antecedent Ai ∈ Da, i = 1, . . . ,K with respect to c(k). This is
done on the basis of a distance metric, say for simplicity, di = d(Ai, c(k)) =
|Rep(Ai)− c(k)|, where Rep(Ai) stands for the representative value of the fuzzy
set Ai [6]. The K rule antecedents {Ai} with the smallest distances di are chosen,
whose index set is denoted by K.

From this, the next step is set to find the best reconstruction weights for
the chosen closest rules. This is achieved by solving the following optimisation
problem under the constraint that the sum of all the weights equals to 1:

w(k) = min
w(k)
||c(k) −

∑
i∈K

Rep(Ai)w
(k)
i ||

2, s.t.
∑
i∈K

w
(k)
i = 1 (5)

where w
(k)
i denotes the relative weighting of Ai. The solution of this constrained

least square problem is as follows:

w(k) =
G−11

1TG−11
(6)

where G = (c(k)1T − Y )T (c(k)1T − Y ) is a defined Gram matrix, 1 is a column
vector of ones, and the columns of Y are the selected rule antecedents.

Following the standard fuzzy rule interpolation technique as per [6], the
weights w(k) are applied onto both the antecedent part and the consequent part
in interpolating a new rule to summarise the kth cluster:

Rk : if x is Ak, then zk = pkx+ rk (7)

where the parameters are generated by:

Ak =
∑
i∈K

w
(k)
i Ai, pk =

∑
i∈K

w
(k)
i pi, rk =

∑
i∈K

w
(k)
i ri k = 1, 2, · · · , C. (8)

3.2 Testing Phase

The phase run to test the implemented approach is illustrated in Fig. 2. From
left to right in this figure, bicubic interpolation is applied on the input LR image
by the scale factor s to make an image of a larger size.

As the proposed ANFIS model works on raw pixel values LR pixels are ex-
tracted from the enlarged image and partitioned into 3 categories based on their
pixel values: ‘small’, ‘medium’ and ‘large’. The testing process runs through the
three corresponding trained ANFISs: ANFIS As, ANFIS Al and the interpo-
lated ANFIS Am. Those ‘small’ and ‘large’ pixel values are fed into As and Al

respectively while Am gets those in the ‘medium’ range of pixel values. Thus,
the trained ANFIS-based Inference takes LR pixel values as input and converts
them into HR pixel values, which are subsequently converted into the required
HR image. This testing phase is presented in Algorithm 3.2.

With regard to different types of image pixels, three domains are defined:
Source Domain 1, Source Domain 2 and Target Domain. As indicated previously,



Title Suppressed Due to Excessive Length 7

Algorithm 1: Training Phase using ANFIS Interpolation
Input:

1. HR natural image data set {Zh}
2. Scale factor s

Step 1: Generating Database
1. Generate LR images {Xl} from {Zh} by rate of s;
2. Extract pixels from LR-HR image pairs {(Xl,Zh)} to form
pixel vector pairs P = (x, z);
3. Divide pixel pairs P into ‘small’ pixels, ‘medium’ pixels and
‘large’ pixels using K-Means algorithm;

Step 2: Training ANFIS for ‘small’ and ‘large’ pixels
with standard ANFIS training procedure

1. Train first ANFIS As using ‘small’ pixels;
2. Train second ANFIS Al using ‘large’ pixels;

Step 3: Interpolating ANFIS for ‘medium’ pixels
1. Construct rule dictionary by extracting rules from As and Al;
2. Construct intermediate ANFIS Am for ‘medium’ pixels by
interpolating rules using As and Al;
3. Fine tune intermediate ANFIS Am

Output:
Three learned ANFISs As, Am and Al

Algorithm 2: Testing Phase
Input:

1. Low resolution image X
2. Scale factor s
1. Pre-processing: Upscale LR image X by scale factor s
using bicubic interpolation;
2. for each pixel of upscaled LR image:

1) Determine type of current pixel (‘small’, ‘medium’ or ‘large’);
2) Inference using corresponding ANFIS (As, Am and Al);
end for

3. Integrate HR pixels to form HR image Z0;
4. Post-processing: Apply iterative back projection:

Zt+1 = Zt + λ ∗ I(X−D(Zt))
Output:

Estimated high resolution image Ẑ

the source domains contain ‘small’ and ‘large’ vectors respectively, whilst Target
Domain comprises sparse ‘medium’ pixel vectors.

For comparative analysis purpose, three models are employed, namely: Model
1, Model 2 and Model 3, as illustrated in Table 1. These models run over the
same source domain 1 and source domain 2 but a different target domain, which
is to be identified. Model 1, which is an ideal (reference) model, performs ANFIS
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Fig. 2. Flowchart of testing phase.

Table 1. Model specification

Models
Target

Domain
Interpolation

Source

Domain 1

Source

Domain 2

Model 1

(Reference Model)
Whole Data No Small Pixels Large Pixels

Model 2 Sparse Data No Small Pixels Large Pixels

Model 3

(Proposed Model)
Sparse Data Yes Small Pixels Large Pixels

using whole data in the target domain with no need to apply any interpolation
technique. Model 2 performs ANFIS without interpolation with the sparse data
in the target domain. However, Model 3 which implements the proposed ap-
proach, runs ANFIS with interpolation over the target domain involving sparse
data only. For clarity, the three models can be conceptually organised with re-
spect to the given target data as shown in Fig. 3.

4 Experimental Results

This section presents and discusses the results of experimental comparison.

4.1 Experimental Setup

The number of images used for training and testing are 75 and 5 respectively.
During the training phase, HR images are down sampled using the scale factor
s to generate their respective LR images using the same factor s. Note that this
scale factor s is an important input parameter as per Algorithm 3.1. In this
initial experimental investigation, its value is empirically set to 2 or 3, dividing
the experiments into two cases as shown in Table 2 and Table 3 respectively.

Note that the present work is developed for situations with sparse image
training data, especially for the cases where in the target domain a large number
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Fig. 3. Target data for learning source and target models.

of training data is missing whilst sufficient training data in neighbourhood source
domains are available. Such cases can be common in different data sets. However,
in this experimental investigation, in order to have ground truth to compare the
performances of different approaches, for the target domain a large portion of
‘medium’ pixels are randomly removed to artificially create a sparse data.

4.2 Performance Criteria

The PSNR and SSIM indices are employed to quantitatively evaluate the per-
formance of the three models.

The PSNR (Peak Signal-to-Noise Ratio) index assesses the model results
by computing the difference between the ground truth HR image Z and the
estimated HR image Ẑ, which is calculated as follows:

MSE =
‖ Z− Ẑ ‖2F

MN
(9)

PSNR = 10 log10(
2552

MSE
) (10)

where M,N are the image length and image width respectively, and ‖ · ‖F stands
for the Frobenius norm of matrix.

The SSIM (Structure SIMilarity) index reflects the degree of structural sim-
ilarity between the ground truth HR image and the estimated HR image. SSIM
is defined by the following:

SSIM =
4µZµẐσZ,Ẑ

(µ2
Z + µ2

Ẑ
)(σ2

Z + σ2
Ẑ

)
(11)

with µZ and µẐ denote the mean value of the ground truth and that of the esti-
mated HR image, respectively; σZ and σẐ denote their corresponding standard

deviations; and σZ,Ẑ is the covariance of Z and Ẑ. The range of the SSIM index

is [0, 1]. Generally, a lager PSNR or SSIM means a better result.
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4.3 Results and Discussion

Again, experimental results for cases where the scale factor is 2 and 3 are shown
in Table 2 and Table 3 respectively.

Table 2. Results of three models with scale factor being 2

Image Index
Models

Model 1 Model 2 Model 3

Child
PSNR (dB) 35.185954 34.549028 34.859207

SSIM 0.948380 0.940307 0.944521

Butterfly
PSNR (dB) 28.543521 28.329785 28.417484

SSIM 0.927894 0.919854 0.924624

Hat
PSNR (dB) 32.483129 32.144308 32.288645

SSIM 0.910367 0.888009 0.901671

House
PSNR (dB) 32.652422 32.438947 32.599810

SSIM 0.914100 0.896402 0.908422

Airplane
PSNR (dB) 30.798012 30.630707 30.706750

SSIM 0.940617 0.936547 0.938622

Average
PSNR (dB) 32.20482 31.85075 32.02619

SSIM 0.927403 0.914022 0.921915

To support analysing and comparing the performances of the three trained
ANFIS models, five popular LR images (Child, Butterfly, Hat, House, and Air-
plane) are used. Generally speaking, the results of using scale factor of 2 are
much better than those of 3. In particular, the average values of PSNR with the
scale factor being 2 are 3.5 dB up to 4.2 dB higher than those with the scale
factor being 3, and the average SSIM values with scale factor 2 are 0.086 up to
0.11 higher than those with scale factor 3.

Importantly, the differences in the average values of PSNR and SSIM between
Model 1 (the reference) and Model 3 (the proposed approach) are approximately
0.11 dB and -0.002, respectively. This implies that the values of Model 3 are very
similar to those of the reference model. Particularly, the results given in Table 2
(with scale factor being 2) indicate that the difference of average PSNR values
between Model 1 and Model 3 is 0.179 dB, and that the difference of average
SSIM values between these two models is only 0.0055 dB. Both differences are
very minor. However, the difference between Model 2 and Model 1 is 0.354 dB
which is much higher than 0.179 (of the difference between Models 1 and 3).
Examining the results more closely, it can be seen that the SSIM values of Model
2 in relation to Model 1 are particularly lower for the Hat and House images as
compared to the respective values of Model 3.
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Table 3. Results of three models with scale factor being 3

Image Index
Models

Model 1 Model 2 Model 3

Child
PSNR (dB) 30.148883 28.215039 30.052112

SSIM 0.848713 0.803725 0.845844

Butterfly
PSNR (dB) 24.523254 23.792907 24.448903

SSIM 0.819721 0.785855 0.815197

Hat
PSNR (dB) 29.483312 28.934074 29.403986

SSIM 0.827285 0.798796 0.817777

House
PSNR (dB) 29.919447 29.246447 29.852731

SSIM 0.857977 0.831277 0.845281

Airplane
PSNR (dB) 27.503117 27.093622 27.440101

SSIM 0.864328 0.851714 0.861372

Average
PSNR (dB) 28.6136 27.65687 28.52663

SSIM 0.841701 0.80776 0.834235

The trend of results as shown in Table 3 with the scale factor being 3 is
similar. The difference of average PSNR values between Model 1 (the reference
model) and Model 3 (the proposed model) is merely 0.087 dB, and the difference
of average SSIM values between them is 0.0075 which is again quite similar, as
with the case when the scale factor is 2. Nevertheless, the difference of average
PSNR values between Model 2 and Model 1 is 0.957 dB, which is much higher
than 0.087. This is also reflected by the comparatively much higher difference
of 0.87 dB, regarding the same performance index between Model 3 and Model
2. As a matter of fact, the individual SSIM values of different images such as
Child, Butterfly and Hat of Model 2 are quite lower than their respective values
between Models 1 and 3.

As an example for qualitative illustration, Fig. 4 and Fig. 5 show the LR
images of Hat and Child and their respective HR output images through running
all three models, when the scare factors are 2 and 3 respectively. For comparison
purpose, one patch is taken from the Hat images as given in Fig. 6 and two
different patches are extracted from the Child image as shown in Fig. 7. It can
be observed from these figures that in the estimated HR images using Model 2,
there are obvious noise and bad edges, whilst the results of the proposed model
(Model 3) are much closer the reference model (Model 1). This demonstrates
that the proposed interpolated ANFIS model significantly improves over the
poor performance of Model 2 that is directly trained with insufficient data.
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Fig. 4. LR to HR output images of Hat when scale factor is 2.

Fig. 5. LR to HR output images of Child when scale factor is 3.

Fig. 6. Detailed HR images of Hat – From left to right: original HR image used as
ground truth; estimated HR image using Model 1; estimated HR image using Model
2; estimated HR image using Model 3.
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Fig. 7. Detailed HR images of Child – From left to right: original HR image used as
ground truth; estimated HR image using Model 1; estimated HR image using Model
2; estimated HR image using Model 3.

5 Conclusion

This paper has offered a novel approach for single frame image super resolution,
via generating ANFISs through rule interpolation. It is developed for situations
with sparse image training data. The approach works at the pixel level, by di-
viding given low resolution image pixels into categories which are referred to as
source domains, where sufficient training data are available, or target domains,
where a large number of training data is missing. Then, the ANFIS in a target
domain is learned through interpolating the ANFISs trained with data from its
closest neighbourhood source domains. This study extends the prior work of [14]
which considered sparse numerical function approximation only, and that of [15]
where multiple ANFISs were mapped with the patches of an LR image to ob-
tain the final HR image. The performance of the proposed approach has been
compared to the reference model which is fed with original data, showing that it
provides similar results as those attainable by the reference model while signif-
icantly improves upon the outcomes achievable by the ANFISs directly trained
with sparse data without interpolation.

As an initial attempt on the development of an ANFIS-based image super
resolution mechanism, and also for simplicity, the proposed approach directly
works on raw image pixels. However, much research has shown that image fea-
tures are usually more representative than raw image pixels. Therefore, it would
be potentially beneficial to replace images’ pixels with extracted features instead
as input variables of the ANFISs, in an effort to strengthen the effectiveness of
this work. Furthermore, as widely recognised in the literature, the use of less but
more informative features may do better than utilising all extracted features [18],
integrating feature selection techniques (e.g., [19, 20]) into such further develop-
ments may boost their efficiency.
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