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Abstract

Myoelectric interfaces are sensing devices based on electromyography (EMG) able to
read the electrical activity of motoneurons and muscles. These interfaces can be used
to infer movement volition and to control assistive devices. Currently, these inter-
faces are widely used to control robotic prostheses for amputees, but their use could
be beneficial even for people suffering from motor disabilities where the peripheral
nervous system is intact and the impairment is only due to the muscles, e.g. mus-
cular dystrophy, myopathies, or ageing. In combination with recent robotic orthoses
and exoskeletons, myoelectric interfaces could dramatically improve these patients’
quality of life. Unfortunately, despite a wide plethora of methodologies has been
proposed so far, a natural, intuitive, and reliable interface able to follow impaired
subjects’ volition is still missing. The first contribution of this work is to provide a re-
view of existing approaches. In this work we found that existing EMG-based control
interfaces can be viewed as specific cases of a generic myoelectric control architecture
composed by three distinct functional modules: a decoder to extract the movement
intention from EMG signals, a controller to accomplish the desired motion through
an actual command given to the actuators, and an adapter to connect them. The lat-
ter is responsible for translating the signal from decoder’s output to controller’s input
domain and for modulating the level of provided assistance. We used this concept to
analyse the case of study of linear regression decoders and an elbow exoskeleton. This
thesis has the scientific objective to determine how these modules affect performance
of EMG-driven exoskeletons and wearer’s fatigue. To experimentally test and com-
pare myoelectric interfaces this work proposes: (1) a procedure to automatically tune
the decoder module in order to equally compare or to normalize the decoder output
among different sessions and subjects; (2) a procedure to automatically tune gravity
compensation even for subjects suffering from severe disabilities, allowing them to
perform the experimental tests; (3) a methodology to guide the impaired patients
through the experimental session; (4) an evaluation procedure and metrics allowing
statistically significant and unbiased comparison of different myoelectric interfaces. A
further contribution of this work is the design of an experimental test bed composed
by an elbow exoskeleton and by a software framework able to collect EMG signals and
make them available to the exoskeleton’s actuators with minimal latency. Using this
test bed, we were able to test different myoelectric interfaces based on our architec-
ture, with different modules choices and tunings. We used linear regression decoders
calibrated to predict the muscular torque, low-level controllers having torque or ve-
locity as reference, and adapters consisting of a properly dimensioned gain or simple
dynamic systems, such as an integrator or a mass-damping system. The results we
obtained allow to conclude that EMG-based control is a viable technology to assist
muscular weakness patients. Moreover, all the components of the myoelectric control
architecture – decoder, adapter, controller, and their tuning – significantly affect the
task-based performance measures we collect. Further investigations should be de-
voted to a methodology to automatically tune all the components, not the decoders
only, and to the quantitative study of the effect the adapter has on the regulation of
the assistance level and of the tradeoff between speed and accuracy.
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Sommario

Le interfacce mioelettriche sono sensori basati sull’elettromiografia (EMG) che leg-
gono l’attività elettrica di motoneuroni e muscoli; possono essere usate per inferire
la volontà di movimento e per controllare un dispositivo di assistenza. Attualmen-
te, sono ampiamente utilizzate per controllare protesi robotiche per amputati, ma
del loro uso potrebbero beneficiare anche persone il cui sistema nervoso periferico
rimane intatto e la disabilità è dovuta soltanto all’apparato muscolare, ad esempio
per distofia muscolare, miopatie o invecchiamento. In combinazione con le recen-
ti ortesi robotiche ed esoscheletri, le interfacce mioelettriche potrebbero migliorare
notevolmente la qualità di vita di questi pazienti. Sfortunatamente, a dispetto del
gran numero di metodologie proposte finora, manca ancora un’interfaccia natura-
le, intuitiva ed affidabile capace di seguire la volontà dei soggetti disabili. Il primo
contributo di questo lavoro è fornire una revisione degli approcci esistenti. Nel fare
questo, abbiamo scoperto che le interfacce basate su EMG esistenti possono esse-
re viste come casi specifici di una generica architettura per il controllo mioelettrico
(myoelectric control architecture) composta da tre moduli: un decoder per estrarre
l’intenzione di movimento dai segnali EMG, un controllore (controller) per eseguire
il movimento desiderato attraverso un effettivo comando dato agli attuatori ed un
adattatore (adapter) per collegarli. Quest’ultimo è responsabile di tradurre il segnale
da uscita del decoder a ingresso del controllore, modulando il livello di assistenza.
Abbiamo utilizzato questo concetto per analizzare il caso di decoder basati su regres-
sione lineare e un esoscheletro per il gomito. Questa tesi ha l’obiettivo scientifico di
determinare come questi moduli influenzano le prestazioni di un esoscheletro guidato
da EMG e l’affaticamento del soggetto. Per testare e confrontare sperimentalmente
le interfacce questo lavoro propone: (1) una procedura per regolare automaticamente
il decoder per garantire un confronto equo e normalizzarne l’output tra sessioni e
soggetti diversi; (2) una procedura per regolare automaticamente la compensazione
di gravità anche in soggetti affetti da severe disabilità, permettendo loro di portare
a termine i test sperimentali; (3) un metodo per guidare i pazienti disabili durante
la sessione sperimentale; (4) una procedura di valutazione e metriche di prestazio-
ne che permettono un confronto statisticamente significativo e senza distorsioni tra
differenti interfacce. Un ulteriore contributo è la progettazione di un sistema speri-
mentale composto da un esoscheletro per il gomito e un ambiente software in grado
di acquisire segnali EMG e renderli disponibili agli attuatori dell’esoscheletro con
latenza minima. Usando questo sistema, siamo riusciti a testare differenti interfacce
basate sulla nostra architettura, con differenti scelte di moduli e regolazioni. Abbia-
mo usato decoder calibrati per predire la coppia muscolare, controllori a basso livello
con riferimenti di coppia o di velocità ed adattatori che consistono in un guadagno
adeguatamente dimensionato oppure semplici sistemi dinamici, come un integrato-
re o un sistema massa-smorzatore. I risultati ottenuti ci permettono di concludere
che il controllo basato su EMG può essere utilizzato per assistere persone affette
da debolezza muscolare. Inoltre, tutti i componenti dell’architettura per il controllo
mioelettrico influenzano significativamente le misure di prestazione basate su task
che raccogliamo. Ulteriori ricerche dovrebbero essere indirizzate ad una metodologia
per regolare automaticamente tutti i componenti, non solo i decoder, e allo studio
quantitativo dell’effetto che l’adattatore ha sulla regolazione del livello di assistenza
e del compromesso tra velocità e accuratezza.
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on scaled target path (Kruskal-Wallis test) . . . . . . . . . . . . . . . . 96
6.76 Significative (p < α) pairwise comparisons between CTRL factor levels

on overshoots (Kruskal-Wallis test) . . . . . . . . . . . . . . . . . . . . 97
6.77 Significative (p < α) pairwise comparisons between CTRL factor levels

on mean IEmg . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97





CHAPTER 1

Introduction

The need for assistance to disabled and elderly people is going to increase in the next
future: main motivations are the growing number of people suffering from long term
or non-recoverable physical impairments (world’s population affected by some form
of disability increased from around 10% in the 1970s to more then a billion people
or about 15% in 2010 [67]), the demographic shift towards an older population that
has a higher risk of disability (at present over 65 are 20% of world’s population and
it is expected to be at least 35% by 2050 [13]), and the shortage of therapists and
caregivers assisting disabled people [42]. As robotic devices may help to face all
these challenges, great efforts have been put in the development of wearable robotic
devices such as exoskeletons and active orthoses [22, 27, 38, 42, 64]. This technology
has applications ranging from rehabilitation to assistance and may help to increase
life independence of disabled people while reducing the burden for caregivers and the
society [13, 27, 54, 70]. In the last decades, research has mainly focused on:

• mechanical design in order to achieve suitable support for assisting forces and
kinematic compatibility;

• low-level control design to provide safe and high performance physical interac-
tion with impaired subjects.

Most popular applications include lower limbs rehabilitation and assistive devices
and upper limbs rehabilitation devices for people with neurologic diseases [52].Fewer
efforts have been spent on assistive devices for people suffering from long-term non-
recoverable neuromuscular diseases affecting the upper limbs. This population needs
assistive devices able to infer motion volition and restore arm’s capabilities. In fact,
subjects who have lost upper limb functionalities hope that the advancement of wear-
able robots could give them the capacity of regaining or acquiring autonomous control
over their own arms [70]. This technology would lead to enhance autonomy on ac-
tivities of daily living (ADLs) and thus to dramatically improve the patient’s quality
of life. In many cases, technology is the only prospective to improve their every day
condition, since a biological cure is still a dream for many pathologies.

1
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One of the key components of such assistive technology is represented by myo-
electric interfaces (MIs).

Most of myoelectric interfaces use surface electromyography (sEMG) to non-
invasively record the signals generated by the myoelectric activity, which is related
to the voluntary activation of motoneurons and muscles.The informative content of
the recorded signals needs to be properly decoded in order to control a robotic de-
vice. The decoding problem is indeed the core issue of working with sEMG. It deals
with converting the collected myoelectric signals into a quantitative representation
of movement volition.

Across years, EMG decoding has exploited single or multi-channel electrodes and
has integrated information from other sensors, e.g. encoders, accelerometers, gyro-
scopes and load cells [40, 46]. Machine learning and neuromusculoskeletal (NMS)
models have been used to produce more clear and physiological signals [24, 32, 58,
60]. Despite these efforts, most of existing solutions are affected by some issues,
making them unreliable or inadequate, at least in some conditions [9]. For instance:

• machine learning techniques usually need long training sessions for re-tuning
each time the exoskeleton is worn.

• existing EMG classifiers [9, 19, 46] are not adequate to achieve continuous
voluntary control, as are they are typically used to distinguish among a discrete
set of desired actions.

• reliable strategies able to online adapt decoding and control strategies depend-
ing on the patient condition or the intended task do not exist.

• few approaches have been evaluated on impaired subjects [9, 19, 24, 40, 46],
although many of them have been proposed to decode EMG signals for ex-
oskeleton control.

In conclusion, we do highlight that most existing results are just experimental, with-
out any attempt to model the detailed underlying working mechanisms of existing
EMG-control architectures [14, 61]. Conversely, existing NMS models could explain
these mechanisms but are quite difficult to be trained on a large set of subjects and,
due to their complexity, they cannot be expressed in treatable analytical forms [58,
60].

These and other issues, as detailed in section 1.1, have impeded the emerging of
a true voluntary control paradigm where the patient can move an impaired arm in a
natural, intuitive and reliable way, allowing simultaneous and proportional control of
multiple Dofs, in everyday use [9, 40, 46]. While all these challenges hold for robotic
exoskeletons, robotic prostheses are mature commercial products. The reason behind
the greater technological readiness of prostheses is that they do not act in parallel
with the human body, so they do not strictly need coherence with physiological
activations [1].

For this reason the main focus of this review is, throughout the vast literature on
myoelectric interfaces, on MIs for exoskeleton control. Three fundamental aspects
can be identified:

Interface architecture describes the way sensors and actuators are interconnected
in order to apply the desired command.

Interface training describes how the sensor data are interpreted and how the re-
lated models are trained.

Interface evaluation defines the metrics for assessing the interface performance.
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Logically, the interface architecture is a myoelectric control architecture com-
posed by a decoder module devoted to the decoding problem, i.e. compute a signal
which value is controlled by wearer’s volition starting from human interface sensors,
a controller module defining how to use this reference signal in a low-level control
algorithm, and an in-between adapter module interpreting the decoded EMG signal
and modulating the assistance level.

The training modality defines which data the models require to calibrate their
parameters and addresses how these data can be collected from the target population.

The evaluation metrics for the interface should be related to the system func-
tional performance and should quantify the interface capabilities in the field. These
should be task-based, measuring, for example, the interface performance in activities
of daily living, or its ability in restoring lost abilities and how these compares to
healthy people. Measures related to decoding performance, such as model fit error
or classification accuracy, are not so important, since they are not measurable online
– so ignore the active interaction with the wearer [47] – and they cannot assess the
interface performance as a whole [66].

Throughout this work we aim to factor in all these aspects having a comprehensive
view of the interface, considering not only to the definition of a decoder but also the
solution of the collateral issues that prevent the realization of a volitional, myoelectric
control interface, usable by muscle weak people. We include practicalities too often
disregarded in the literature, but fundamental when working with disabled people.
Moreover, we should never forget that these systems has the human in-the-loop and
therefore the myoelectric interface is an human-embedded controller [1], where the
human CNS is an active and adapting component.

In the contest of this thesis, we do not consider multimodal interfaces combining
other sensors in addition to sEMG, or that would require a multi-joint robot to be
tested. We limited our investigations to interfaces that solely use on sEMG sensors
and controlling a single joint, to showcase a more rigorous path for the design of my-
oelectric interfaces for people suffering from neuro-muscular disorders with a specific
focus on muscular weakness pathologies, such as muscular dystrophy, myopathies, or
aging.

1.1 Myoelectric interfaces issues

From the user’s point of view, an ideal control interface for an assistive device should
be:

Natural device need to follow the wearer’s volition, with minimal effort;

Intuitive responses of the device in consequence of wearer’s inputs are easily pre-
dictable;

Reliable behaviour of the device should be consistent during and across use session,
it never counteract wearer’s intention and experience can only improve overall
performance.

Unfortunately, existing control interfaces are inadequate to satisfy these needs,
because they are unreliable, cumbersome, counterintuitive and have low information
throughput. Myoelectric interfaces also suffer of these issues: clinical applications
have revealed that sEMG signals are unreliable, badly conditioned, typically affected
by high noise, crosstalk phenomena, sensible to sensor placement, and dependent
on time, fatigue, and sweat [9, 41]. Thus, EMG-based control is often the result of
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several compromises. Notwithstanding the challenges posed by using sEMG, it is
the best non-invasive source of biosignals with clearer and richer information content
with respect to the ones provided, e.g., by brain–computer interfaces based upon
electroencephalography (EEG) [46]. Moreover, no valid alternatives are used in clinics
to access PNS signals.

The consequence of an inadequate interface is the rejection of the device [70]:
considered that there is an implied overhead to use a wearable robot (e.g. donning
and calibration procedures, encumbrance, limitations, etc. . . ), the device should pro-
vide an advantage in term of time and precision over getting help from a caregiver.
Without these requirements of accuracy and velocity, the patient would always prefer
not to use the device.

The research on myoelectric interfaces too often disregarded some aspects that
actually matter for the application in a real case scenario:

• Most of the interfaces have never been tested on target population, but only
on healthy subjects, therefore the adopted training procedures often cannot
work with target population, since they require the execution of movements
these people are not able to do autonomously [11]. Or, we do not know if
the interface can be adapted to disabled people and how, as for example the
interfaces based on muscle models [58] that are known only for healthy muscles
[68] thus excluding muscular weak subjects.

• There is a lacking of metrics able to accurately measure the “quality” of the
interface, i.e. how close it follows movement intention. That is because we
do not have access to the actual intention, especially in target population,
thus the feeling of the interface is very subjective and depends on the task
and the device we use. However, it is fundamental to objectively assess the
control interface. Moreover, these metrics should be measured online, because
only online testing can display the closed loop interaction between device and
human that is where the behavior of the interface arises and concurrent effects
due to the other components of the system can be taken into account. It is
also important to do these online tests at an early development stage to guide
further refinements [9], since high offline performances can possibly not be as
high as online ones and vice versa some offline inaccuracies of the decoding can
be compensated by the closed loop with human [11, 47, 61].

• In our opinion the myoelectric interfaces for orthoses are more difficult to de-
velop w.r.t. the ones for prostheses. While there are studies showing that to
control prosthesis or external robotic arms we can use every fixed mapping of
muscle activations to Dofs and the human can adapt [1, 29], for an exoskele-
ton, that is mechanically linked to the limb, we require more accuracy since
residual and robot movements have to be consistent.

These considerations lead to the following requirements for the interface:

• The train methodology should be usable also within the target population.

• The interface should be assessed with online tests and quantitative metrics that
measure its performances as part of a complete system.

• There should be an exact matching between the residual movement and the
decoded movement.



CHAPTER 2

State of the art – part 1
Wearable robots, control interfaces and EMG

This chapter briefly reviews the literature about wearable robots, with focus on
upper-limb assistive exoskeletons (section 2.1) and proposed control interfaces and
sensor fusion approaches, sEMG-based but alternatives too (section 2.2). Section 2.3
will introduce the biophysiology that lays behind sEMG signal generation.

2.1 Introduction to wearable robots

This section briefly reviews the literature about wearable robots, with focus on upper-
limb devices. From the structural point of view, wearable robots can be divided into
prostheses and orthoses [27] (figure 2.1(a)):

prostheses operate in series with the human limbs, substituting them;

orthoses operate in parallel, encompassing the human limb. Orthoses can be further
divided into exoskeletons and external devices:

• exoskeletons or parallel actuated devices have a structure that follows the
human body linkage;

• external or peripheral actuated devices use external robots having a struc-
ture possibly different from the human limb.

So we have three kind of devices: prostheses, exoskeletons and external devices.
Some of them are also portable, meaning that they can follow the wearers when they
are moving. All the prostheses and some exoskeletons, depending on their purpose,
are portable, while external devices cannot be portable.

Focusing on exoskeletons, we can classify them also by purpose (figure 2.1(b)):

5
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augmentation these devices are meant to be used by healthy people in order to aug-
ment their capacities, beyond human limits: to lift heavy weights, to enhance
strength or endurance of soldiers, or to run faster and longer. Examples of ex-
oskeletons are the BLEEX from Berkeley [33] or the Body Extender developed
at Scuola Superiore Sant’Anna [43].

restoration these devices are designed to help in ADLs people who have lost normal
capabilities due to injuries, degenerative or long term diseases. Their purpose
is not to cure the person, but to restore while being worn the lost abilities to
improve quality of life of, e.g., people suffering from SCI, paraplegia, tetraplegia,
or neuromuscular diseases. Some exoskeletons of this kind are the HAL of
Cyberdyne [26], ReWalk [17] or Ekso [15] to restore walking, MUNDUS project
[49] to restore arm function.

rehabilitation these devices are supposed to permanently restore or improve dam-
aged capacities, also when they are no more worn. They support physicians in
giving physical therapies to people usually suffering from diseases with neuro-
logic origin, like stroke, CP or SCI [23, 52]. Typically, they do not require an
input from the wearer since they perform predefined tasks though they can be
partially actively controlled to increase patient’s involvement. There are few
commercial exoskeletons of this type, both for lower and upper limbs.

Some exoskeletons which main purpose is restoration can be used also for rehabil-
itation, e.g. Ekso [15], if the subject can benefit of some long term improvements
by wearing it. However, the main characteristic of restoration devices is that they
should follow wearer’s volition and be portable to help in everyday life.

Classification
by structure

Prostheses Orthoses

Exoskeletons External structures
(parallel actuation) (peripheral actuation)

Portable

(a) Classification by structure

Classification
by purpose

Augmentation
[33, 43]

Restoration
[15, 17, 26, 49]

Rehabilitation
[23, 52]

(b) Classification by purpose

Figure 2.1: Classifications of wearable robots.

2.2 Sensor fusion for wearable robots control
Here we present sensor fusion methods for controlling wearable robots: we based our
work on the review of sensor fusion techniques reported in [46]. The need of appro-
priate sensor fusion algorithms derives from the observation that existing wearable
robots usually lacks the capability to adequately recognize the actions and intentions
of the wearer.

In general, a way to overcame the limits is to provide them with different sensors
and methods to infer the wearer’s intentions. These may include not only methodolo-
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gies that use myoelectric signals (EMG) or other electrophysiological measurements
such as EEG, but also built-in sensors such as joint angle sensors or mechanical sen-
sors placed on other parts of the body. This sensor-based multimodal information can
give a more complete picture of the user will and multimodal information requires
sensor fusion algorithms.

Digital
signal

acquisition
Filtering Feature

Extraction

Classification

Regression

High-level
controller Low-level

controller

SENSOR FUSION

Desired
action

Desired
motion

Figure 2.2: Sensor fusion architecture: general process of robotic decision making
[46].

The figure 2.2 schematizes the general decision-making process of existing robots,
the part of controller where sensor fusion takes place, as described in [46]. First,
the input signals coming from sensors are acquired and digitalized, then the sensor
fusion/decoding begins and it is generally composed by the following steps:

Filtering – bandpass filtering to remove raw digital signal components outside the
range of frequencies we are interested in (low-frequency mechanical artifacts
and high-frequency aliasing effects). Notch filtering to remove electrical noise
at 50 or 60 Hz. Spatial filtering to remove unwanted signal components in the
same frequency band as the useful signal.

Feature extraction – extraction of useful information (“features”) from the filtered
signals. This can be as simple as rectification, but more complex features, such
as spectral power distribution, are also common. Commonly, features have
a sampling frequency lower than the raw signals. Segmentation: division of
the raw signals into “windows” (see figure 2.3). Features are extracted over
the entire window and are output at the end of the window. A window can
optionally overlap with the previous one to increase the frequency of features
computation.

Classification and regression – are alternative to each other and a wearable robot
generally utilizes one or the other. Multiple features can be used as inputs
simultaneously.

• Classification: assigns a discrete label to extracted features (e.g. “hand
closing”, “leg lifting”). This discrete label generally represents the action
that the user wants to perform, and an high-level robot controller is nec-
essary to decide how to react to this desired action. Common implemen-
tations are based on supervised machine learning:

– learn classification rules from a set of previously recorded and labelled
training data;

– the accuracy is defined as the percentage of correct class assignments.
• Regression: converts features to continuous values (e.g. joint torques).

These values represent either the velocity/torque the user is trying to
apply or directly the velocity/torque the robot should apply. Only a low-
level robot control is required. Regressors are often implemented through
supervised learning, but they can also use manually defined rules. Con-
tinuous output values allow smoother control, so the sampling frequency
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of features for regression is generally higher than for classification and can
be as high as that of the raw signals.

The robot’s controller takes the results of classification or regression and converts
them into the command given to the wearable robot’s actuators, but classification
requires more complex (high-level) robot control algorithms than regression.

High-level controller – given the high level action the robot should perform, out-
puts the velocity/torque the robot have to apply in order to do that action,
while a low-level controller actually applies that velocity/torque.

Low-level controller – given the desired robot velocity/torque profile, feed the
robot with the command (e.g. current, voltage) that ensures the application of
it.

The model we adopted for the myoelectric interface in chapter 3 specifies and
extends the model we just described. It is tailored to regression methods and focuses
on the physical meaning of information exchanged between modules. The decoder
module deals with the sensor fusion of myoelectric signals and, since it computes a
continuos signal that represent the movement volition as muscular torque, belongs
to the category of regressors. However, its output cannot be fed as-is into a low-level
controller because it is not the command for the controller, it needs to be amplified
since it is the force of a subject with weak muscles and/or transformed into the
type of input expected by the controller that can be different, e.g. velocity. That
is the purpose of the adapter module, making the connection between decoder and
controller explicit.

Figure 2.3: Windowing and feature extraction for a continuous signal x(t). The
windows is w and f(T ) is the feature extracted at time T from the corresponding
window. In the first example windows do not overlap, while in the second each
window overlaps the preceding one by half, so doubling the frequency of feature
extraction.

2.2.1 Unimodal sensor fusion
Unimodal sensor fusion is a “traditional” sensor fusion method adopted for wearable
robots, where multiple signals obtained from a single type of sensor are combined
together.
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Classification Regression

Preprocessing Bandpass filter Bandpass filter

Windowing 150-250 ms, overlapping No windowing 150-250 ms, overlapping

Feature Time-domain, root-mean-square, Rectification and Time-domain, root-mean-square,
extraction autoregressive smoothing autoregressive

Sensor
fusion

Single non-
adaptive
classifier

Single
adaptive
classifier

Parallel
classifiers

Simple pro-
portional
control

Muscle
models

Muscle
synergies

Neural
networks

State
space
models

Output User’s desired action Control signal(s) for robot joint(s)

Table 2.1: Resuming table of sensor fusion techniques for EMG signals.

This is usually the case for electromyography (EMG) or electrical brain activity
signals. Recently, also mechanical sensors have been used in this modality, such as in-
ertial measurement units (IMUs) and pressure-sensitive insoles. This kind of sensors
can also be attached to parts of the body not covered by the device (e.g. for a pros-
thetic leg, can be useful placing an IMU on the intact leg). Other less common sensors
are: intraneural electrodes, non-electrical muscle measurements (mechanomyography
- MMG and sonomyography - SMG, forcemyography), eye tracking (electrooculogra-
phy - EOG or camera-based), artificial vision and workload recognition.

Electromyography (EMG) The electromyography is a technique that allows to
record the electric signals produced by muscle cells during muscle activation. This
signal, visible 100 ms before muscle movement occurs, is suitable both for classifica-
tion and regression. Table 2.1 summarizes the characteristics of sensor fusion steps
adopted with this kind of signal, distinguishing when it is used for classification or
regression. Cutoff frequencies for both the approaches are usually between 10-20 Hz
as lower bound and 400-500 Hz as upper bound.

This measure can be done invasively (needle EMG) or not (surface EMG), but
clearly we have higher signal quality with invasive electrodes. Many commercial
prostheses still use on-off control, but it is outdated from a scientific perspective
so it will not be further considered. Usually, classification is adopted to control
prostheses, while regression for exoskeletons.

An important issue we encounter with EMG analysis is that signal characteris-
tics vary significantly over time, so adaptive (supervised or not) or parallel classifiers
should be preferred. Currently, the most effective regression techniques are propor-
tional control and torque estimation via muscle models: such kind of models are very
complex, so methods for online calibration should be further explored, as for example
in [59].

Brain signals The methods described in this paragraph have the aim of recording
the electric activity of the brain, generated in response to external stimuli or due
to planning/intention of movement: table 2.2 briefly reports some information about
these methods. The chosen technique strongly determines the sensor fusion approach
that can be adopted:

• EEG approaches are not invasive, but with poor information content, so un-
suitable for regression.

• Invasive approaches provide an high informational content and are suitable both
for classification and regression, but they are not easily accepted by users so it
is manly studied in animals like monkeys rather then humans.

These approaches have the advantage of allowing paralysed users to control a
robot, even in total absence of motor activity. Classification of discrete classes by
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Electroencephalogram (EEG) Electrocorticogram Intracortical

SSVEP P300 Motor
imagery

electrodes

Invasive? No No No Yes Yes

Requires external stimulus? Yes Yes No No No

Bandpass filtering 5–30 Hz 0.5–30 Hz 1-100 Hz Not critical Not critical

Sensor fusion approach Classification Classification Classification Classification or
regression

Regression

Table 2.2: Resuming table of sensor fusion techniques for brain signals.

means of EEG is the most studied approach, since the high invasiveness of other
media.

• Steady State Visual Evoked Potential (SSVEP) and P300 signals require exter-
nal stimuli, causing several drawbacks since a screen must be used to present
the stimulus. Moreover, they have not yet showed great advantages with re-
spect to an eye-tracking system: both these signals and eye-tracking require
eye movement, but the latter has an higher information transfer rate and it
suffers less of false positive recognition. SSVEP is the activation of visual cor-
tex occurring when focusing attention on a flickering stimulus and its intensity
is proportional to frequency of the stimulus. P300 is a characteristic signal
of the visual cortex generated about 300 ms after perceiving an unexpected
visual stimulus. The wearer can control the generation of these signal by lock-
ing or not locking towards the visual stimuli the system present, so giving the
command to the device.

• Motor imagery EEG is a promising technology, since it is based on the change
induced on brain waves by imagined motion (seen as power increase and/or
decrease in some frequency bands) and it is independent from external stimuli:
however, it requires user training and only a small number of images can be
identified.

• Electrocorticogram (ECoG) requires electrodes implanted on the brain surface,
the cortex, while intracortical electrodes are needles implanted through the
brain surface: this last is the most invasive technique (and also the most pre-
cise). Although we can find very few studies on these invasive techniques for
humans, it is well studied in animals like monkeys and some methods derived
from them could teach something for other ones: use of adaptive methods
(because electrodes once implanted cannot be moved), demonstrations of the
adaptability of users, so robustness of the system, with respect to certain error
types and different optimal parameters in offline and online use.

Other sensors Apart form EMG or EEG other sensors are also common. For ex-
ample mechanical sensors, those that directly measure forces and kinematics, are
widely adopted. Commonly these sensors are used as direct input to the con-
troller. These can be multi-DOF force sensors or distributed pressure sensors used for
impedance or zero-torque control. They can be useful to switch the device between
operating modes, to detect potentially unstable situations that require intervention
or to exploit the principle of complementary limb motion estimation (CLME).

Other important interfaces are eye trackers: these systems have the advantage
that can be also used by severely impaired people, since few diseases completely block
eye movement. Electrooculography (EOG), based on low frequency signals readable
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from the skin surface near eyes that change depending on the eye orientation, and
camera-based tracking are the most common methods to identify eye orientation,
but the latter is usually much more expensive and requires more advanced image
processing methods.

We can see two examples of commercial sensors belonging to these two classes in
figure 2.4.

(a) Myo™ armband – Thalmic Labs
Inc.

(b) TobiiPro Glasses 2 – Tobii AB

Figure 2.4: Examples of commercial sensors: Myo™ armband and TobiiPro Glasses
2. (a) Myo™ armband is a wearable 9-axis IMU (gyroscope, accelerometer and mag-
netometer) with 8 medical grade stainless steel sEMG sensors, used as an innovative
computer interface. (b) TobiiPro Glasses 2 is an head-mounted eye-tracking system,
featuring binocular tracking and a front camera, mainly used in marketing studies or
medical applications.

2.2.2 Multimodal sensor fusion

Multimodal sensor fusion is a method that combines information from different sensor
types, in order to overcome the limitations of each sensor taken individually. Figure
2.5 illustrates the different strategies that have been adopted:

Single fusion algorithm – Each modality generates features separately, then all
features are given as inputs into a single sensor fusion algorithm (figure 2.5(a)).

Unimodal switching – One modality is used to trigger the switching between op-
erating modes with different sensor fusion algorithms. Each operating mode
has a specific algorithm that uses only a second modality as input, so each one
is unimodal (figure 2.5(b)).

Multimodal switching – As for unimodal switching, one modality triggers the
switching between operating modes with different sensor fusion algorithms.
Each sensor algorithm uses multiple modalities as inputs, so each one is multi-
modal (figure 2.5(c)).

Mixing – it is a generalization of switching methods, where multiple sensor fusion
algorithms run in parallel, each using one or more modalities. The results of
these algorithms are then “mixed” together, each weighted accordingly to values
determined by one modality (figure 2.5(d)).
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Second and third approaches are used when it is easy to distinguish between
operating modes (e.g. discrete gait phases), while the last approach is used when
operating modes are difficult to distinguish due to, e.g., sensor uncertainty or partial
overlap. In wearable robotics, fusing EMG and mechanical sensors is the best ex-
plored multimodal sensor fusion, where we can find examples of all four approaches.
It is also frequent the combination of eye tracking with either EEG or EMG, mainly
for upper extremity applications, with either switching or mixing. There are also
examples of EEG combined with either EMG or intraneural muscle signals. Finally,
although rare, fusion of more than two modalities does exist (EEG, EMG and IMUs
to detect and suppress hand tremor through a neuroprosthesis in [20]).

Possible additional signal sources that could be potentially combined with other
modalities are interaction force sensors [28] and accelerometers [6].

Modality 1

Modality 2

Classifier y

(a) Single classifier

Modality 1 Classifier B

Classifier A

Classifier C

yA

yB

yC

Modality 2

y

(b) Unimodal switching

Modality 1

Modality 2
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Classifier A

Classifier C
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(c) Multimodal switching

Modality 1
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wA ∗ yA
+wB ∗ yB
+wC ∗ yC

Calculate w

Modality 2

y

(d) Mixing

Figure 2.5: Approaches for two modalities sensor fusion. Reported for classification,
but analogous for regression.

2.3 Biological origin of myoelectric signal

The myoelectric signal originates from the electrical activity of the neuromuscu-
loskeletal system. Upon movement volition, the central nervous system (CNS) excites
the nerves, transmitting an electrochemical signal to the motoneurons and the mus-
cles that subsequently develop forces transmitted by tendons to the skeleton in order
to generate movement. Each muscle contains muscle fibers (figure 2.6) that are re-
sponsible for the force generation. They are composed of myofibrillae, which in turn
consist of aggregates of actin, a thin filament negatively charged, and myosin, a
thick filament, also negatively charged, having a globular head containing one ATP
molecule [12, 21].

The nerve action potential from the lower motoneuron causes a release of acetyl-
choline (Ach) at its neuromuscular junctions, each connected to a fiber. This sends a
charge through transverse tubules1 as muscle fiber action potential to the sarcoplas-
mic reticulum2 and allows the latter to release positive calcium ions (Ca2+) into the
space between actin and myosin. Calcium ions bond with the actin filament mak-
ing the myosin filament attracted to the now positively charged actin filament: the

1extension of the cell membrane creating a tridimensional system which penetrate the cell’s centre
and is responsible for the spreading of the action potential alongside the muscular fiber

2membrane-bound structure with a main function to store calcium ions
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bonding of the myosin head to the actin causes the sliding of the filaments and, thus,
the contraction.

Furthermore, the group of muscle fibers innervated by the same nerve axon and its
branches are called together motor unit (MU) and they have homogeneous properties.
The muscles can contain from few hundreds to thousands of motor units and the
innervation ratio (number of muscle fibers per motor unit) varies largely among
muscles [21]. The action potential on the nerve activates the corresponding motor
unit, causing a motor unit action potential (MUAP) and consequently the fibers
contraction. The action potential propagating through the muscle fibers of a motor
unit generates extracellular currents that extend from the membrane to the skin
surface, where one or more electrodes can pick them up. The extracellular currents
recording provides the source for the electromyography (EMG) [12, 21], that use
(surface) electrodes to convert the electric potential generated by the muscles into an
electric signal, the myoelectric signal.

Figure 2.6: Structure of a muscle fiber.

The myoelectric signal results from the summation of MUAPs and its amplitude
increases as the number of motor units recruited and the firing rate (i.e. the frequency
at which motor units are activated) increase. The physiology of the muscle fiber
determines the amplitude, shape and time course of each muscle fiber action potential,
which together determine the characteristics of the MUAP and the EMG signal.
In addition to recruitment (which motor units are activated) and firing rate, other
features affecting the EMG signal include variations in muscle fiber length, fiber type
composition, contraction velocity, muscle partitioning, variation in the distribution
of sensory receptors, tissue filtering, and muscle temperature [21].

The complex interaction between the neuromuscular and the musculoskeletal sys-
tems that leads to the motor function and the myoelectric signal can be modelled as
in figure 2.7, where the transformation of the neural excitation into force comprises
two dynamic systems. The neuromuscular part is represented by the activation dy-
namics block that given the neural excitation input u(t) of the motoneuron generates
an internal muscle tissue state a(t) related to the Ca2+ concentration. On the other
hand, the musculoskeletal part is represented by the muscle contraction dynamics
block that leads to the generation of the muscular force Fm(t) [71].

Activation
Dynamics

Muscle Contraction
Dynamics

Neural excitation

u(t)

Muscle activation

a(t)

Muscle force

Fm(t)

Figure 2.7: Muscle tissue dynamics.





CHAPTER 3

State of the art – part 2
A review of existing myoelectric interfaces

This chapter focuses on sEMG decoding problem and to the proposal of a logical
decomposition of the myoelectric interface (section 3.1). In section 3.2 we will describe
the interfaces considered to validate the calibration and evaluation methodologies
described in chapter 4 during the experiments presented in chapter 5.

3.1 Myoelectric control architecture

The model we propose to describe a generic myoelectric interface is composed by
three cascading modules with a specific role: decoder, adapter, and controller as
represented in figure 3.1. Here we consider an unimodal sEMG decoder that map
m emgcj s raw sEMG signal coming from m cjs channels to a signal d encoding the
desired command for a specific wearable robot Dof. Internally, the decoder can be
divided into two sub-modules, the first module extracts features fcj from the raw
sEMG signals, the second maps these features into a decoded signal.In the case of
regression-based decoding fcj and d are continuos valued signals, whereas in the case
of classification-based decoding fcj and d are discrete values. In order to allow a
continuos, proportional voluntary control paradigm, this thesis focuses on the former
case.

The second module is the adapter that converts the decoded signal into a reference
cref for the low-level controller. Its role is fundamental, since it allows to divide the
problem of decoding the volition from sEMG signals and the control problem: using
the same decoder, trained e.g. to decode isometric muscular torque τmus , we can
control a desired physical quantity (e.g. torque, velocity, or other) using appropriate
controllers. The adaptor adapts the decoded signal to the desired control reference,
providing different levels of assistance.It can be implemented in the form of a linear
gain, or more complex functions can be used, such as linear or non-linear admittance
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models[39].
The third module is responsible to control the robot’s actuators and can be any

of the controllers proposed in literature to move active exoskeletons. Its role is to
generate a command τm for the motors such that the difference between the reference
cref and the controlled quantity is minimized, while ensuring a safe interaction with
the human wearer.

Decoder Adapter Controller
sEMG signals

emgcj
(t)

Decoded signal

d(t)

Controller ref.

cref (t)

Motor current

τm(t)

Figure 3.1: Myoelectric interface model.

3.1.1 Interface control paradigm

The terminology used below is drawn from literature on robotic prostheses [19], where
the problem of volitional controlhas been more extensively explored. Therefore, there
exists is a standard widely accepted terminology. There are four important attributes
that can be given to a decoder, defining the control paradigm adopted by the interface.
In order to be more precise while referring these terms in the following we report our
intended meaning in the context of orthoses:

sequential the decoder can control one joint or discrete action at time and there
exists a specific procedure, e.g. co-contraction, to switch sequentially between
the various modalities, joints, or actions.

simultaneous the decoder can control many, if not every, joint at the same time,
without any specific distinction or order between them. A decoder can be
considered simultaneous even if the output is a discrete action: in this case,
either the action itself involves more joints, or multiple actions can be performed
at the same time or mixed. For example, actions involving different groups of
joints such as reaching and grasping. What defines a decoder as simultaneous
is that there are not explicit commands to change modality: the transitions are
seamless.

pattern-based the decoder attempts to detect specific activation patterns from mul-
tiple channels in order to trigger a specific action or activate a specific group of
joints, that is associated to the detected pattern. They are classification-based
decoders.

proportional the decoder allows the user to modulate the intensity of the command;
the information extracted from sEMG signal takes values in a continuous range,
or numerous discrete levels, rather than a simple on/off signal. They are re-
gression-based decoders.

A decoder obviously cannot be both sequential and simultaneous; systems where
the command output is a discrete action are commonly pattern-based, sequential
or more commonly simultaneous, while system controlled at joint level are more
suitable for simultaneous proportional control. Here we are interested in simultaneous
decoders that control directly device joints, but not in pattern-based ones.
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3.1.2 Regression-based decoders for sEMG

Regression-based decoders extract form the raw sEMG a continuous valued signal,
usually a torque profile or a position trajectory. They are mainly used as control
interfaces for exoskeletons. They can be divided into two groups, depending on the
way they model the muscular system and whether they consider the sEMG as an
input or an output of the muscular system.

Forward methods – these methods consider the sEMG as the control signal of the
muscular system. They model, explicitly or implicitly, the natural muscle’s
sEMG-to-force relationship or use a non-biological approximation, as linear
proportional, then the torque output of the model is the command for the
device: this is the way existing myoelectric interfaces for exoskeletons work [22,
38, 42].

• Explicit modelling [58] usually requires a complete musculoskeletal model
to compute the actual musculotendon and torque-arm length. Then a mus-
cular model computes the generated torque (common are Hill type models
and Hammerstein-Wiener). The muscle fibre has three components: an
active component, an elastic one, and a viscous dumper. The tendon
model can be stiff or compliant. Unfortunately, not all the parameters
involved have physical meaning.

• Implicit modelling can be done through various classic regression meth-
ods: linear regression, non-linear kernel methods, neural networks [24].
Recently also convolutional neural networks have been proposed [5].

• Non-biological modelling use simple mathematical relationships, known
to be much more simpler then the actual model, to map the sEMG value
direct proportionally to the torque command. Linear proportional mod-
els are the most used, as in [36]. Differently from explicit and implicit
modelling, these approaches renounce to an accurate prediction of the bi-
ological torque for rough estimate. In return, they require less data and
less time to be trained.

Backward methods – these methodologies consider the sEMG signal as visible
output of the underlying process of voluntary movement, not as a command to
give to the device. The objective is to estimate the state of this process:

• State-space models use a model for the dynamic evolution of the state
(usually position and velocity) and an observation model to relate the
observed sEMG to the estimated state. Usually the state estimation uses
a Kalman filter.

• Muscle synergies rely on the principle that the human motor system can
only control groups of muscle. Non-negative matrix factorization (NMF)
is usually employed to identify these groups.

Some major drawbacks of forward methods:

• sEMG-to-force relationship is non-linear, dependent from joint configuration,
electrode placement, and fatigue [30].

• The physiology that lays behind muscle force generation has not been com-
pletely clarified yet [63].
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• Explicit modelling, i.e. model-based approaches, requires the estimation of
many parameters [56, 58].

• Implicit modelling, i.e. model-free approaches, requires a great amount of di-
versified data and, since the inner workings of these methods are hidden, they
are not easily generalizable [58].

• Non-biological models, as linear proportional models [36], are promising since
they require a simple calibration, but they are not widely studied.

Issues of backward methods:

• State-space models usually require a model of the motion, specific for the task
(e.g., trajectories, targets, etc.), to estimate the evolution of the state.

• As the forward methods, they require model training, so an effective method
to perform it on target population must be developed.

3.2 Linear decoders
We selected a subset of the decoders proposed in literature and made a case of study,
testing the closed-loop behaviour in combination the control paradigm described
in section 3.1. We focused on proportional decoders that can be described as a
functional map between m emgcj s raw sEMG signal coming from m cjs channels and
a continuous signal encoding the volition d, e.g. muscular torque τmus . Logically, it
can be divided into two phases:

(1) Transformation of raw sEMG signals emgcj (t) into feature signals fcj (t), that
should capture the underlying muscles activation level, i.e. the control infor-
mation carried by the sEMG signal.

(2) Transformation of the features fcj (t) coming from all the channels into the
volition signal d(t), using a time-invariant linear mapping.

It has been shown for prostheses control that a time-invariant map between features
and output command along with a closed-loop feedback to the wearers, enable the
brain’s ability to create an inverse model of the assistive device [29], allowing an
human-embedded controller where the user directly controls the device into its task
space [1]. Interface-specific synergies can also be developed for a myoelectric control
robust against sEMG signals intrinsic variability [30].

In our case of study we decided to follow the literature [36, 58], for which the
volition d(t) is encoded as muscular torque τmus(t). We think this as a natural and
effective choice for two reasons:

• muscles themselves “output” torques;

• residual muscular torques can be measured also in target population, i.e. it is
possible to build a mapping with sEMG.

It is responsibility of the subsequent modules to amplify and adapt this signal to
control the device.

On the other hand, there are many approaches where the quantity controlled is
the velocity [46], or where the decoder’s torque is converted into a velocity reference
through an admittance model [39]. The decoders models we present (subsection 3.2.2)
can be used – in theory – to generate velocity estimations instead of torques: they are
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generic linear regression models, their output depends on the data they are trained
with. However, such a dataset linking sEMG signals to desired velocity, cannot easily
collected from target population.

In any case, the description of the myoelectric control architecture is not affected
by the actual meaning of the d(t). It suffices to be a voluntary controlled signal
expressed in an arbitrary unit. The problem of decoding the volition from the sEMG
signal is divided from the interpretation of it as device command, that is the control
paradigm: selection of the assistance level and conversion to the required measure
unit, adapter, and device low-level control, controller.

3.2.1 Feature extraction

Feature extraction is required for sEMG signals elaboration since using the raw myo-
electric signals is impractical: they are intrinsically noisy and have an high frequency
dynamics [4]. Roughly speaking, the information on muscle activation level is encoded
as amplitude and frequency content of the measured sEMG signal [18]. Each mo-
toneuron discharge causes an action potential (AP), an electric signal with a stereo-
typed time course; the summation of the APs coming from all the active motor unit
propagates from the muscles through the tissues reaching the skin, where the electric
signal is read by the electrodes. The firing rate ranges between 5 ∼ 10 (minimum
activation) and 60 ∼ 100Hz (fully activated), while the amplitude is in the order of
hundreds of µV and depends on the size and the number of active muscle fibres [16].
The raw sEMG signal elaboration starts bandpass filtering it in order to remove low
frequency mechanical artefacts and high frequency aliasing effects, between 10-20Hz
and 400-500Hz [46]. Notch filters or spatial filters can also be applied, the firsts
to remove line interference (50Hz in Europe, 60Hz in North America), the latter
to remove unwanted signals in the frequency of interest (e.g. hearth electric pulses
– ECG). Many features have been proposed both for classification and regression,
ranging from simple rectification, linear envelope [36], moving-average filters [34], to
more complex features, such as spectral power distribution (see [46, 51] for details).
Windowed signal features usually adopted for classification [51, 69]. In detail, some
of the most common features used in literature:

Linear Envelope – the filtered sEMG is fully rectified rectcj (t) = |emgcj (t)|, and
then passed through a second order critically damped low-pass Butterworth
filter, usually with a cutoff frequency of 2 ∼ 3Hz, to obtain a smooth signal
[36].

Activation dynamics – a second order dynamic system is used to filter the signal,
in order to resemble the muscle twitch response or other muscles’ dynamic
characteristics [34, 58]

Windowed features – the raw signal can be segmented, i.e. divided into “windows”,
then features are extracted over the entire window and are output at its end.
A window can overlap with the previous one to increase features sampling rate,
which is particularly useful in regression. The functions applied to the windows
can be time-domain, e.g. RMS, standard deviation or mean absolute value, or
frequency domain based Fourier or wavelet transform [44, 50, 51]. Window
lengths are usually comprised between 100ms and 500ms.

Although windowed features are more common in classification-based approaches
[51], there are also some examples where these have been used for regression [46].
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The last passage, before using the features, usually requires normalization with
respect to maximum voluntary contraction (MVC) values, to minimize variability
due to electrodes placement [4], and thresholded to remove unwanted baseline noise.

3.2.2 Linear model decoders for sEMG
After feature extraction, the signals coming from different sEMG channels should
be combined to obtain the signal d(t), the decoded movement volition. We consider
decoders that use linear models to map the feature to the decoded signal. The
parameters of these models cannot be manually selected, but should be selected by
fitting the model to predict a target quantity, in our implementation the muscular
torque. It is worth notice that these are generic non-biologic models that make no
assumptions on the nature of the signals involved.

Linear decoders are here described by building blocks that can be composed in
different way to obtain various of them. Table 3.1 summarize the blocks considered.
Regressors are the main blocks as they compute the output using a linear model
of the sEMG features. Transformers modify the input features, e.g., by reducing
their dimensionality or delaying them. Classifiers can identify the intended motion
direction and select between different regressors depending on the class of motion
identified.

The advantage of linear models over more complex but more precise non-linear
models, is that parameters values can be obtained by rapid gradient-based optimiza-
tion procedures or ordinary least-square (OLS) regression [53] in a matter of seconds,
reducing the cost of re-training only to training dataset acquisition.

Regressors The plain proportional decoder uses two sEMG channels and was pro-
posed by Lenzi [36]. The multi-channel proportional decoder uses m > 2 sEMG
channels, multiplying the features by a linear coefficients vector and adding an offset.
To the best of our knowledge, decoders based on Autoregressive with Exogenous inputs
(ARX(p, b)) models have been applied for sEMG decoding by Bobet and Norman [7],
but never used for exoskeleton control. They are composed by an autoregressive and
an exogenous input part of order p and b, respectively. The model can also include
an input delay of d samples.

Transformers Common dimensionality reduction methodologies applied to sEMG
signals are Principal Components Analysis (PCA) [2] and Non-Negative Matrix Fac-
torization (NNMF) [57]. These techniques are useful to lower the decoder’s sensitivity
to sEMG signals variability, considering only the most significant n < m features.
We know that the sEMG signal anticipates the actual torque generated by muscles
up to 100ms [10, 45] and this can be exploited by building models that fit sEMG
to a delayed version of the torque: only decoders based on muscle models explicitly
consider this delay [37].

Classifiers They are mostly based on Linear Discriminant Analysis (LDA). They
have successfully been used by Hahne [25, 65] and Scheme and Englehart for simul-
taneous proportional of control hand prostheses [61]. In these works, the velocity of
the selected motor function is proportional to an dimensionless value, such as the
sum of the feature values. Nevertheless, the classifier could be used in a multimodal
system to choose between different regressors trained for the specific direction.



3.2.
LIN

E
A

R
D

E
C

O
D

E
R

S
21

Table 3.1: Summary ta-
ble of linear myoelectric de-
coder modules. A simple
linear decoder uses one of
the regressors in combina-
tion with one or more of
the optional transformers.
The classifier module can be
used to choose between dif-
ferent parameter sets of the
selected decoder. Different
decoders arise from differ-
ent compositions of these
modules. The number of
parameters that are user-
specific are computed con-
sidering a single DOF sys-
tem: normalization factors
of the features are not ac-
counted for.

Decoder module Formula* Input Output #parameters
channels min channels mout (1 DOF)

R
eg

re
ss

or
s

Plain
proportional DPP (t) = gef̄ce (t)− gf f̄cf (t) 2 1 3

Multi-channel
proportional

DMC (t) = wT f̄(t) + w0 with w containing
the min regression coefficients ≥ 2 1 min + 2

ARX(p, b)
proportional

y(k) = a0 +
∑p

i=1 aiy(k − i)+∑b−1
i=0 bif̄(k− d− i) + εk with ais for AR(p)

and bis min -dimensional vectors for EX(b)

≥ 2 1 p+ bmin + 3

T
ra

ns
fo

rm
er

s PCA(n)
fred (t) = W T (f̄(t)− x) with W the
min × n matrix of the first n principal
components and x the sample mean

> n n (n+ 1)min

NNMF(n) fred (t) = (W TW )−1W T f̄(t) with W the
min ×n matrix of the n non-negative factors > n n nmin

d-samples delay fout (k) = f̄(k − d) ≥ 1 min 1

C
la

ss
ifi

er
s

LDA(2)

[ce|cf ]T = W T f̄(k) with W the min × 2
matrix of the discriminant 2 directions

class =

⎧⎪⎨⎪⎩
ext , if ce > th and ce > cf
flex , if cf > th and cf > ce

no move, otherwise.

≥ 2 3† 2min + 1

* f̄ is the features vector normalized and thresholded.
† these are the output classes: flexion, extension, and no move.
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3.3 Control paradigms
1-Dof controllers and adapters

−

τref + τm

qm
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τref = τm q̇m τe

F (s)

1
Js Exoskeleton

+
+

System

qe

eτ

Figure 3.2: Block schema of basic force
control (explicit). The feed-forward path im-
proves the accuracy.

The controller module defines the in-
teraction with the environment. When
combined with the adapter, the two
modules define also the interaction with
the user. We call this compound the
control paradigm.

The decoder’s output d(t), related to
the volitional muscles activation, is sub-
ject to different interpretations depend-
ing on which modules define the control
paradigm. In general, we can identify
two general approaches to the control
paradigm: when the controlled physical quantity is a velocity (or position); or when
it is a force.

In the following, the decoder’s output d(t) is regarded as a torque prediction, but
similar modules can work also when the decoder works differently.

3.3.1 Force control and gravity compensation

Some of the controllers we present rely on a low-level force controller F (s), some
others on velocity (or position) controllers. Depending on the actuation mechanics,
the force controller F (s) can work in open loop (implicit force control) or in closed
loop (explicit force control), where a force sensor is used to mask the inherent actuator
dynamics [8, 72] (see figure 3.2).

Force control enables gravity compensation of the exoskeleton and the arm in it.
This basic control paradigm allows the movement even without a decoder since grav-
ity is the major force muscles have to overcome. We argue that gravity compensation
is the best control paradigm in term of velocity and accuracy, as it allows a natural,
direct, control taking full advantage of residual forces, if they are enough. When
in free motion and without external loads, the residual forces have just to overcome
frictions and inertia. Also position controllers can benefit of improved accuracy from
gravity compensation, since it removes a known force offset. We consider only the
compensation of known weights, i.e. exoskeleton and subject’s arm, and not of exter-
nal loads which are, generally, unknown. In case of not compensated external loads,
an active decoder is required.

Unfortunately, accurate identification of gravity compensation parameters is ex-
tremely challenging because of human/robot joint misalignments.Gravity compensa-
tion is not robust to kinematic misalignment between the wearer and the exoskeleton
and in the case of severe pathologies even a slight overestimation or underestima-
tion of the gravitational load may result in an uncomfortable system for the user.
However, preliminary tests showed that slight errors in the gravity compensation
are acceptable when they result in under-compensation, while over-compensation
or, worse, mixed under and over compensation intervals in the workspace are ob-
structive. Indeed, over-compensation is very unnatural and fatiguing, requiring the
wearer to constantly contrast the device, even in pro-gravity movements. To describe
under-compensation in this work we use the formula αg(q), with α ∈ [0, 1] as near as
possible to 1 and g(q) represents the gravitational forces acting on the joint.
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3.3.2 Adapter modules

We identified tree kind of adapters: gain adapter, integral adapter, and admittance
adapter. They are linear dynamical system of increasing complexity interleaved be-
tween the decoder and the controller, that is a low-level controller.

A gain adapter is a gain – possibly dimensioned – that multiply the decoder’s
output: A(s) = βD(s). It can be viewed also as a 0-order system (no dynamics). We
can use it, for example, to connect the decoder to a force-based controller, then it is a
dimensionless gain that adjust the assistance level, or to a velocity-based controller,
where in addition to the regulation of the assistance it also changes the measure unit.

An integral adapter, within the scope of this work, is a system composed by a gain
followed by an integrator: A(s) = β

sD(s). In general, it is a 1-order system. This
approach results for the user in the control of the entity of the variation of adapter
output. The β parameter is both a conversion coefficient and the regulation of the
level of assistance.

An admittance adapter is a virtual mass-damp system controlled by the decoder’s
output; the velocity (or the position) of this virtual system is used as reference for the
controller. When controlling the velocity is a 1-order system, as an integral adapter:
A(s) = 1

Js+bD(s). When controlling the position, it introduces a second integrator
becoming a 2-order system (double integral): A(s) = 1

Js2+bsD(s). This approach
results for the user in the control of the force that moves a damped mass and it has
two parameters: J and b. Here, the conversion function of the module is evident, from
forces to velocities (or positions), but the assistance level regulation is also present.
In fact, it is substantially hidden in the mass value J : as it decrease the assistance
level increases and vice versa. To maintain the same damping effect, independently
from the assistance level, the b parameter should be decreased/increased at the same
ratio of the J parameter reduction/augmentation.

3.3.3 Velocity-based control paradigms

These control paradigms maps the decoder’s output into a velocity command: their
block schemas are reported in figure 3.3. The stiff velocity controller uses a classical
PI velocity controller combined with a gain adapter, to make the decoder’s output a
properly dimensioned velocity reference. Similarly, the stiff position controller uses a
classical PD position controller combined with an integral adapter, to make again the
decoder’s output a properly dimensioned velocity reference. The control paradigm
emerging from the two controllers is exactly the same, but there are some minor
implementation differences in the control properties.

The impedance controller has as reference the (velocity of the) equilibrium point of
a virtual spring, with fixed stiffness and damping. It uses a low-level force controller to
provide the force required by the virtual spring model. The adapter to the decoder
can be either an integral adapter if the controller wants a position reference, or a
gain adapter if it requires a velocity reference Compared to the stiff velocity/position
controllers, the impedance approach leads to a softer control action since the internal
loop is closed on the force and not on the velocity, allowing the user to deviate
form the reference velocity and provides a safer interaction with the surrounding
environment.

3.3.4 Force-based control paradigms

These control paradigms maps the decoder’s output into a force command: their
block schemas are reported in figure 3.4. The direct force controller uses a gain



24 CHAPTER 3. A REVIEW OF EXISTING MYOELECTRIC INTERFACES

KP

KI
1
s

D(s) E(s)
β

K
D(s) 1

s
K

+
+

β

Ds

−

αG(·)

Tref (s)

Qe(s)

−

+

−

+ +
+ +

Tref (s)

Qe(s)
αG(·)

τm

qm

τe
System

qe

s

KK
+
+

Ds

−

αG(·)

Tref (s)

Qe(s)

τref

System

qe

Force-controlled
−

+

+Qeq(s)

KP

KD

E(s)

−

+ +
+ +

Tref (s)

Qe(s)
αG(·)

τm

qm

τe
System

qes

D(s) 1
s

β
A(s)

A(s)

Gain

Gain

Integral

Integral

KP

KI
1
s

+
+ +

Tref (s)

Qe(s)
αG(·)

τm

qm

τe
System

qe

s

E(s)

−

+D(s) 1
s

1
J

A(s)

Admittance – 1-order

−

+

b

D(s) 1
s

1
J

Admittance – 2-order

−

+

b

KP

KD

E(s)

−

+ +
+ +

Tref (s)

Qe(s)
αG(·)

τm

qm

τe
System

qes

1
s

A(s)

D(s) 1
s

1
J

Admittance – 1-order

−

+

b

1
s

2-order

τref

System

qe

Force-controlled

Qeq(s)

(a) Stiff velocity controller.
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Figure 3.3: Block schemas of velocity controllers.
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adapter which output is added to the gravity compensation force reference. The
integral force controller interprets d(t) as the derivative of the force reference. The
adapter is an integral adapter with scale factor βf . The advantage of this controller
over the plain version is that in this control paradigm no contraction generate a
constant force command since we control the variation of the force.

The virtual admittance controllers allow to translate the decoder’s force output
into a velocity reference, so that a velocity-based controller can be employed. The
decoded signal drives an admittance adapter with a virtual mass-damping system
and the resulting velocity/position is used by a velocity/position controller. In the
first case, it is a first order system, in the latter a second order.
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(b) Integral force controller.
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(c) Virtual admittance with stiff velocity controller.
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Figure 3.4: Block schemas of force controllers.

3.3.5 Mixed controller: force and velocity input
Some preliminary test revealed that direct force controller can be imprecise, while
velocity-based control can be “slow” reacting (maybe because of the integration hid-
den in the passage to position). Is it possible to mix them in order to obtain a
better trade off between precision and reactivity? This lead to the idea of “mixed”
controllers. These accept two inputs: a velocity (or position) and a force. The two in-
puts can in general have different sources, but since we have only one output from the
decoder, we can split the signal, connect it to two different adapters, each connected
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to an input. So the single decoder’s output d(t), can be viewed as a force when con-
nected to the force-adapter, or as a velocity when connected to the velocity-adapter.
This architecture is illustrated in figure 3.5.

The base of mixed controllers is the impedance controller: beyond the equilibrium
point input, a force reference can be added to the virtual spring model output. The
torque reference for this mixed controller is:

τref (t) = K(qeq(t)− qe(t))−Dq̇e(t) + af (t) (3.1)

where qeq(t) and af (t) are, respectively, the equilibrium point and the force reference,
qe(t) and q̇e(t) position and velocity on the environment side, K and D the virtual
spring model coefficient and dumping.

The combination of impedance and direct force controller – figure 3.6 – gives
rise to a controller that is equivalent to the impedance controller when d(t) = 0,
while there is an additional force βfd(t) in the direction of the variation of qeq when
d(t) ̸= 0. On the other hand, it is easy to show that the combination of impedance
and integral force controller is equivalent to the impedance controller, with its β′

v

parameter set to βv +
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Figure 3.5: Architecture of a mixed controller.
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CHAPTER 4

Contributions

The review of sEMG signal processing, decoding, and control paradigms in the previ-
ous state of the art chapters 2 and 3 was fundamental to define a generic myoelectric
control architecture, a guideline within the wide and inhomogeneous topic of myo-
electric interfaces. We focused on a specific case of study, linear regression decoders
and 1-Dof controllers, as baseline models to show the emerging behavior of the
closed-loop system, analysing also “contour properties” too often neglected, such as
parameters tuning.

Although the research on this topic is extensive, to the best of our knowledge
every existing research work neglects one or more fundamental aspects. As a matter
of facts, none of the proposed solutions is complete, i.e. covers the full path from
the sEMG signal acquisition to device control and is suitable for motor impaired
people. Moreover, existing solutions are never – a part from few [39] – tested on
impaired subjects. Furthermore, a comparison between the different myoelectric
interfaces is still missing in the literature. Such a comparison is prevented by the
differences between the interfaces and their dependence on specific hardware. To fill
this gap in our work we defined a comprehensive myoelectric control architecture,
with interchangeable components, and a test bed complete in all its parts, from
sEMG signal acquisition to actuation, but also we developed a training procedure for
physically impaired subjects and performance evaluation methods.

We will look for the best combination of myoelectric control architecture com-
ponents, built with the decoders, adapters and controllers we reviewed in chapter
3. In section 4.1, we describe the procedure we adopted to acquire training data,
while section 4.2 explains the methodology adopted for interface performance eval-
uation. We know the training dataset collection procedure has some limitations on
its applicability to people with too low residual forces. Therefore, in section 4.3 we
propose an alternative computer-guided data collection procedure to overcome this
limitations; it is only proposed since it has never been tested within our experimental
framework.

27
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4.1 Isometric torque dataset collection

The objective of this procedure is to collect a dataset relating sEMG and isometric
torque at the elbow, recording their values at the same time. The procedure requires
a position-controlled elbow orthosis equipped with a torque sensor, as the device
described in chapter 5, and an sEMG sensor. The device is placed with an active
controller to a fixed comfortable position, usually an intermediate point between full
extension and full flexion. Then, the wearer has to repeatedly try to extend and flex
the elbow, in contrast with the device, following an on-screen torque reference. The
sEMG is measured with the sensor, while the muscular isometric torque is obtained,
reversed in sign, removing the weight from the torque measured by the sensor. This
is isometric because no movement happens.

We highlight the importance of collecting a good dataset to capture the actual
underlying relationship. We found out that to guarantee consistent high quality
datasets it is fundamental to provide a feedback of the measured torque measured as
well as a guide. Otherwise, the quality of the regression can vary a lot, depending on
the dataset. So we provided a program that gives a visual torque reference together
with sensor feedback: details on the implementation are described in subsection 5.2.3.

Although this procedure is easy to implement and use, it has some limitations
that, hopefully, the alternative computer-guided procedure could solve (section 4.3):

• can only be used by people with a certain amount of residual force;

• the relation recorded between sEMG and torque can change in online execution
because of non-isometric conditions and closed-loop interaction.

4.2 Performance evaluation tasks

Task-based performance evaluation allows us to give a significative – from the user’s
prospective – score to the specific myoelectric we are testing. To do this we defined
three generic tasks, each described by an human-level objective, a set of performance
metrics and a reference trajectory, representing the golden standard for that specific
task. The first two are target-oriented tasks, an adaptation of the one proposed in
[11] to include the Fitts’ law tasks of [61], while the third is a periodic task.

First two tasks have been implemented by the performance evaluation interface
(PEI) used during the experiments. For details see subsection 5.3.1.

4.2.1 Fixed Target (FT)

Fixed Target (FT) task tests the ability to repetitively reach and stop on a target
that do not change its position and size. The task consists in reaching a target, stay
there until it is acquired i.e. the end effector stay in its area (a box around the target
position of width W ) at least for the dwell time Tdwell , then the repetition ends and
the next target is the starting position and also the return path is evaluated: this
procedure is repeated Nrep times. If a repetition fails, the task can continue after
that the subject has reached the failed target since it is the starting point of the
next repetition. Target distance and ta size are the same for all the repetitions, both
forward and backward, so “index of difficulty” ID is constant and computed as [61]:

ID = ln

(
1 +

D

W

)
(4.1)
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where D is the distance between starting and target position and W the target
width.

We formally defined the following performance measures (i refers to the repetition
number):

Throughput TP i = ID
MT i

where MT i is the time spent to acquire the target of
difficulty ID (fixed).

Efficiency Ei = 100 · SP
APi

% where SP is the shortest path length between starting
and target positions (fixed), computed as target distance minus target width
D − W and AP i is the length of the path actually travelled excluding the
stopping distance SD i.

Overshoot Oi counts the target reaches, i.e. the end effector enters the area within
the target width, for which the target was lost before acquiring it.

Stopping Distance or Target Path SD i is the path travelled within the target
width during the dwell time, the last target reach that lead to target acquisition.
To allow comparison between tasks with different target width, we introduced a
scaled version of this measure, that is SDi

W , the plain value scaled by the target
width.

Completion Rate C = 100 · #completed
Nrep

% is the percentage of test completed before
the task end.

In addition to these task performance measures, we considered also an effort
measure linked to the EMG signal. It is widely accepted [21] that the integral of
EMG envelope is a measure of the muscular effort and fatigue, so we adopted this
measure computing for each repetition the sum of the integrals on each EMG channel
for the duration of the task and called it IEmg. However, this measure is penalizing
of tasks longer in duration, since low effort long task can have an higher IEmg than
intensive high effort short task, so we introduced an alternative measure that is the
mean integral of EMG envelope and called it mean IEmg, that is IEmg divided by
repetition duration.

The reference trajectory is the state vector of a discrete LTI system convergent
to the target position. For details please refer to [11].

4.2.2 Moving Target (MT)
Moving Target (MT) task tests the ability to reach and stop on random not moving
targets, each its position and width. The task consists in reaching Nrep targets: there
is a time limit of Tmax for each target and once a target is reached and acquired, the
next is presented. Position and width of targets are randomly chosen within fixed in-
tervals in such a way that two consecutive targets there is a minimum distance Dmin .
As for FixedTarget, failing to reach and acquire a target means failing the task and
the performance measures are the same. The reference trajectory for MovingTarget
is computed as for FixedTarget except that the target position changes over time.

4.2.3 Tracking (Tk)
Tracking (Tk) task tests the ability to follow a trajectory, with variable amplitude
and/or pace. The trajectory to follow xr (tk) is composed by Nslots sinusoids lasting
Tslot seconds, each having its own amplitude Ai ∈ [Amin , Amax ] and frequency Fi ∈
[Fmin , Fmax ]. At the end of each time slot, a binary random variable decides whether
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the amplitude or frequency must be changed on discrete steps within admissible
ranges with a smooth slot transition. A variant of this task can fix the value of the
amplitude or the frequency.

The performance measures defined for this task measure how the actual and the
reference trajectories are close and include:

• RMS error on positions – RMSpos =
√∑N

k=0
(x(tk)−xr(tk))

N ;

• on velocities – RMS vel =
√∑N

k=0
(ẋ(tk)−ẋr(tk))

N ;

• maximum cross correlation coefficient – MCC = maxd rx,xr
(d);

• time delay – kd = argmaxd rx,xr
(d).

These values are computed both on the overall trajectory and per time slots, grouping
them by amplitude and frequency and the reference trajectory for Tracking task is
the sinusoid itself.

4.3 Proposed computer-guided dataset collection
Automatically tune the decoder models require training data that explicit the asso-
ciation between myoelectric signals and intended motion. If the subject is able to
autonomously move, we can record at the same time sEMG and either the forces or
the velocities of a movement set (e.g. [3]), otherwise we need another methodology.
In section 4.1, we described a procedure that allows to collect isometric torques, but
it has some limitations, first of all it requires a minimum amount of residual forces.
If theses are too low, alternatives must be found.

Corbett et al. [11] proposed a methodology to acquire data for a myoelectric and
gaze controlled arm exoskeleton to be used by SCI subjects: some muscles are still
under voluntary control and viable sources of sEMG signals, but autonomous arm
movements are impossible. To map the myoelectric signals to the desired motion, the
user volition was fixed by imposing the exoskeleton to follow a predefined trajectory
for a reaching task and the wearer, knowing beforehand the device movement, was
instructed to “follow” it. In this way we associate the trajectory of the robot to the
muscles activation pattern. This methodology could also be used to acquire training
data from people suffering from muscular diseases. In addition, in our computer-
guided procedure we propose some improvements:

• periodic tasks are added to record the mapping in a wider range of situations;

• iterative refinement of the decoder, new data are acquired progressively de-
creasing the predefined trajectory control and increasing the decoder control,
trained with the previous iteration data;

• the tasks used to evaluate the system performances are the same used for data
collection, since “optimal” trajectories and functional scores are defined.

The motivation behind these extension are: the reaching tasks alone could not
cover the totality of ADLs movements, but in combination with periodic tasks the
coverage should increase. The iterative training account for differences between the
myoelectric signals generated when the subject is “passive” and when the movement
is actively controlled by the generated signals (biofeedback). The definition of per-
formance metrics upon the same task used for data collection gives a standard way
to evaluate the quality of the movements allowed by the system and a mean for
comparison with healthy people movements, that we consider the golden standard.



CHAPTER 5

Experiments

This chapter describes the experimental sessions performed on myoelectric control.
Section 5.1 describes the preliminary experiments to assess the characteristics of the
sEMG signals and our mechatronic setup, with a focus on control loop delays. Then,
section 5.2 describes the tuning procedures for gravity compensation and how we
collected torque data to train the myoelectric decoders. At last, section 5.3 describes
the set of experiments we devoted to compare myoelectric interfaces.

In figures 5.1 we can see the setup from various points of view. In particular,
figure 5.1(d) shows how it is worn by a user. On the upper arm we can see the Myo™
armband by Thalmic Labs Inc.1, used as sEMG sensor: the raw data are sampled at
200Hz and then streamed via Bluetooth® at 100Hz. The mechatronic components
– starting from the furthest part – are: the DC brushless motor, the encoder on
the motor, the torque sensor, the elastic link (a metal spring, optionally replaceable
with a rigid link, as in 5.1(c)), the encoder on the environment and the support for
the right forearm of the wearer. The control software is developed within the ROS
framework and the control loop runs realtime at 5 kHz, using the Open EtherCAT
Society’s Simple Open Source EtherCAT Master (SOEM) C library2 and the Series
Elastic Library (SELib) C++ library3.

5.1 Analysis of delays

A set of preliminary tests have been performed with the main focus of analysing the
delays induced by the various components acting on the control loop, starting from

1Thalmic Labs Inc., Myo™ armband https://www.myo.com/, link consulted on October 15th,
2018

2Open EtherCAT Society, Simple Open Source EtherCAT Master (SOEM) v1.3.1, GitHub repos-
itory https://github.com/OpenEtherCATsociety/SOEM

3ALTAIR Laboratory, Series Elastic Library – development version, SELibDev, GitLab repository
https://gitlab.com/altairLab/elasticteam/SELibDev, based on Andrea Calanca’s Series Elastic
Library (SELib) v1.1, GitLab repository https://gitlab.com/calanca/SeriesElasticLibrary
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(a) The device, up view. (b) The device with rigid link, up view.

(c) The device with the sample bottle. (d) The device worn by a user.

Figure 5.1: The device used for the experiments.
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the myoelectric signal generation down to the physical interaction with the user. A
general schema of an exoskeleton driven by myoelectric signals is reported in figure
5.2. Two control loops act on the system: the natural sensory-motor biological loop,
commanded by the user’s brain, and an artificial nested loop, commanded by the
decoder, the adapter (not shown), the low level controller, and the orthosis.This
loop aims at supporting the user intended motion, as ultimately it is commanded by
the user’s brain via EMG interface. Each closed loop system is affected by delays
and, as a conservative guideline, we argue that an artificial control loop should not
introduce delays that differ too much form ones on the biological loop, i.e. the
electromechanical delay (EMD), that is the inherent delay between the myoelectric
signal and the torque due to the muscle-tendon-articulation dynamics. The EMD in
literature is reported up to 100ms [10, 45] in healthy subjects, but it can be higher in
motor impaired people. Analysis of the sEMG-torque data sets we collected, revealed
a value between 180-200ms.

EMG 
Sensors

Decoder Exoskeleton

Raw EMG
Signal

Transmission

Controller

Commands

Feedback Loop

pHMI

Sensor
Nerves

Sensory Feedback

Brain Muscles ArmMuscle
Dynamics

Motor
Nerves
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Dynamics

Neural Drive Forces

Positions

Proprioceptors

Figure 5.2: Schema of the control loops acting on a myoelectric-controlled arm orthesis:
two nested loops are actually responsible for the arm-device system behaviour, an outer
loop closed by the wearer’s brain and an inner one closed by the low-level control algorithm.
The green blocks are the components responsible for the loop delays.

Although the CNS is able to quickly adapt its behaviour in response to external
perturbations [36] and constant delays, it has been shown that delays above 500ms
cause the lose of ownership perception about the limb or the device [55], as well as
randomly variable delays. Therefore to be conservative, the maximum acceptable
control delay for an artificial loop should be around 200ms. As every component
acts on the control and can introduce delays and phase lags, they cannot be designed
separately but as part of a larger system. In our case, major delays are induced by
(1) data transmission and (2) low level controller dynamics, while decoding phase (a
part from delays introduced on purpose) has minimal impact.

5.1.1 Analysis of delays: Data transmission

The Myo™ armband specifications given by the manufacturer do not include details
on AD-conversion and transmission delays, so they must be retrieved covered by
experiments. Because of the Bluetooth Low Energy (BLE) transmission limitations,
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the sEMG signals are sampled consistently at 200Hz but they are sent two by two
at an effective frequency of 100Hz [48].

A first experiment was performed to measure the latency that we found to be
between one or two samples. It is not possible to know this delay in normal use since
the samples are sent without timestamp.

A second experiment analysed the transmission jitter, computing the distribution
of the time interval between two consecutive arrival on a trial lasting 124.02 s. We
found it has a distinctive three peaks shape (figure 5.3(a)). The mean value of the
delay between two consecutive samples is 10.025ms, near to the expected 10ms, but
the variability is very high, with a standard deviation of 4.773ms, as it is typical
in transmission bursts. After some tests, we decided to regularize the stream by
storing the last packet received and picking it up at a constant rate – a 1-sample
buffer. Figure 5.3(b) shows the bar plot of the sEMG samples received and stored
in the buffer between two consecutive data request. In conclusion the latency due to
data transmission can be considered to be 10ms due to the buffering, plus a variable
amount of time between 10ms to 20ms due to AD-conversion and BLE transmission.

5.2 Preparatory experimental procedure

This section describes the preparatory experimental procedure we followed to set the
myoelectric interfaces during experiments. It is the initial phase common to each
experimental session since it is needed to tune subject specific parameters for con-
trollers and decoders. We decided to perform the tuning procedures at each donning
of the device, to guarantee fair and equally optimal conditions in each session. In
particular, we noticed that even subtle changes in the wearer/device relative posi-
tion can negatively affect the gravity compensation and little differences in electrodes
placement can alter the EMG signals/torque relation: re-tuning minimize these ef-
fects. However, little misalignments can also happen within the same experimental
session, plus fatigue and sweat change electrodes efficacy and decoder’s performance,
so experimental sessions were limited in time, no more than 3 hours, and always in
the morning.

We divided the parameters into two sets: fixed parameters to be manually tuned
once and session depending parameters, such as gravity compensation parameters for
the controllers and regression coefficient for the decoders. The preparatory procedure
allow to tune the session dependent parameters.

We divided the preparatory procedure into four phases: device donning (5.2.1),
tuning of gravity compensation for controllers (5.2.2), tuning of regression coefficient
for decoders (5.2.3), and selection of the gain between decoder and controller (5.2.4),
that is the adapter. The gain is the only session dependent parameter which does
not have an automatic procedure for tuning, but we will give an heuristic to find
appropriate values.

5.2.1 Phase 1: Device donning

As one can see in figure 5.4(a), the device used for the experiments has two supports,
the first for the forearm to be fasten with a strap and the second for the elbow, held
in place by its own weight. The subjects should seat having the device on their right
side to wear it on their right arm (figure 5.4(b)): it is also possible to reverse the
setup to use the subject’s left arm. It is important to adjust the seat and the bench
so that the elbow flexion axis is aligned with the device revolute joint and the elbow
and the shoulder do not change position across the entire wearer’s range-of-motion
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Figure 5.3: BLE communication analysis of the Myo™ (a) BLE transmission jitter of
sEMG samples. (b) Distribution of sEMG samples buffer lengths.
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(ROM). The ROM can be different from subject to subject, so we should take note
of its extremes as measured by the relative encoder.

The Myo™ armband is worn before donning the device, placed halfway the upper
arm right above the biceps belly and properly tightened to allow the electrodes pick
up a good signal. For repeatability, we always placed the sensor with the charge
plug-in externally and pointing towards the elbow.

(a) The device empty, front view. (b) The device donned.

Figure 5.4: Device donning: (a) the device before donning; (b) the device worn by a
subject, on the upper arm there is the Myo™ armband sensor.

5.2.2 Phase 2: Gravity calibration

We devised an automatic procedure to tune gravity compensation parameters. First,
some data are collected to relate gravitational forces and positions. To this aim,
a position controller moves the elbow along a predefined trajectory spanning the
ROM a few times, while torques and positions are measured. The arm moves at
slow constant velocity from down to up, inverts motion direction, then moves up
to down at the same constant velocity, inverts motion again and so on (figure 5.5).
The measures are stored only during the constant velocity parts, when there is no
acceleration. We designed the trajectory to guarantee that the motion is inverted with
a smooth transition from and to the constant velocity parts, with a continuous and
derivable acceleration in each instant. This avoids abrupt movements that could lead
to oscillations, while never exceeding ROM extremes and a maximum acceleration.
Moreover, this fluid movement helps the wearer staying relaxed to minimize even
small voluntary forces that cannot be modelled.

We also explored an alternative data collection procedure which measures static
torques at specific positions, but we had some issues. We found out that the “stop-
and-go” trajectory requires a settle time once reached the measure point, both to
allow the wearer relax and to collect multiple torque data to filter out the noise.
However, to have a good dataset there should be many measure point and this is
time consuming: the constant velocity method is faster. Moreover, it makes easier
to keep the arm relaxed.
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Figure 5.5: A rqt_plot showing the trajectory for gravity calibration: environment and
motor encoder positions, environment velocity and torque measurement.

O

Figure 5.6: Device’s reference system and gravity compensation: front view of the device
with the sample bottle.
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Assuming that the arm is completely relaxed and behaves like a pure mass (imag-
ine it is the bottle in figure 5.6), that the elbow moves at constant velocity, and the
motor is the only external force, when the velocity is constant there is no accelera-
tion.Under this condition, the following sum of torques should be zero:

τs + g(θe)− d sign(θ̇e) = 0 (5.1)

where τs is the torque read by the sensor and due to the motor, g(θe) is the torque
due to the weight of the system as a force acting on the center-of-mass of the arm and
device compound, and d is the dynamic friction that is always a torque opposite to
the motion and we assume of equal intensity in both directions. With the measures
of τs and θe, we can build a model to get the explicit formula of g(θe):

τ̃s(θe) = −g(θe) + d sign(θ̇e) = −mgb cos(θe − off ) + d sign(θ̇e) (5.2)

We can then estimate the value of model’s parameters via a non-linear (because
of the offset term off ) regression algorithm, like Levenberg-Marquardt. We found
that including the friction term in the torque reference for gravity compensation was
useless, since the controller already compensate for it. Then, one can implement
gravity compensation by computing the following torque reference for the low level
controller:

τref (θe) = −g(θe) = −mgb cos(θe − off ). (5.3)

5.2.3 Phase 3: Decoders calibration

All the decoders are trained by fitting EMG signals to isometric torques. It is im-
portant to collect a good dataset to capture the actual underlying relationship. To
measure the isometric torque, the device is fixed to a comfortable position, usually an
intermediate point between full extension and full flexion, with a position controller
and then the wearer is asked to contrast the controller trying to move up and down.
By removing the weight from the torque measured by the sensor, what we obtain is
the isometric force, opposite direction. After some trials, we found out that doing
this movement with neither a visual feedback of the actual torque measured nor a
guide, can result to a poor dataset and the quality of the regression can vary a lot.
So we introduced a visual interface (figure 5.7) that helps collecting a good dataset
by guiding the wearer to pursue a force profile with tunable sine waves, steps, and
relax periods.

After recording the dataset, a series of MatLab™ scripts helps elaborating it to
obtain the parameters of the decoders that are stored on a configuration file that is
used when running the decoders.

5.2.4 Phase 4: Adapter’s gain selection

At present, the only session dependent parameter that cannot be automatically tuned
is the gain between decoder and controller. It is not a simple gain that has an
unknown correct value and it is only a matter of finding it, that is the adapter, able
to regulate not only the control performance, but also the level of assistance. Here
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Figure 5.7: Isometric torque dataset collection visual interface.

we propose a subjective heuristic to get one of the suitable gain values, tuning the
interfaces at the same (subjective) performance level.

As a matter of fact, such gain acts as loop gain. Intuitively, as its value increases
so the level of assistance: with an higher gain, lower myoelectric activity is needed.
Unfortunately, a too high gain can cause system instability or make it uncontrollable,
which can be intuitively motivated by the presence of a relatively high delay. So the
objective is to increase the gain as much as possible while maintaining an acceptable
level of controllability. Here we intend a naive concept of controllability, i.e. the
ability for the subject to make the system moving as desired, without too much
undesired oscillations.

Once decoders and controllers are tuned, we perform a first trial with gravity
compensation without myoelectric control. Then we select a decoder/controller pair.
We try the system with a low value for the adapter gain, typically 1.0, then we
progressively increase its value until the effort required to maintain a fixed position
is no more acceptable then we slightly reduce its value to make this task comfortable.
The behavior we expect should be similar to the gravity compensation, but with
much lower effort.

The selection of this adapter gain value is an unexplored research topic that
is linked to the definition and the selection of the appropriate level of assistance.
However, this gain affects also other factors, such as domain conversion (e.g. decoder
tuned on torque to velocity controller reference) and device controllability. So we
decided to study the overall impact of the gain value for different interfaces, see
subsection 5.3.4.

5.3 Experiments description
This section explains how we collected the reaching task data and how the experi-
ments have been conducted. After the preparatory phases described in section 5.2,
depending on the specific question we want to answer with the experiment, the com-
bination of task settings and myoelectric interface type will vary. A performance
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evaluation interface is used to guide the subject in a reaching task while collecting
performance measures, see 5.3.1. Quantitative metrics are considered to compare
different combination of myoelectric control architecture components on their ability
to follow the subject motion intention.

Each experiment is described by:

• A scientific objective, which defines the question the experiment is going to
answer to.

• The set of myoelectric control architecture components combinations to be com-
pared.

• Specific task parameters: the reaching distance, the target width, and the num-
ber of repetitions.

In this work the experiments are limited to one subject and we do not know if
the answer we found are generalizable. The analysis of first experiments’ results gave
us important hints on how to conduct the following ones, so there are improvements
and differences during the experiments’ progression.

5.3.1 Performance evaluation interface
The performance evaluation interface (PEI) provides the subjects with a visual feed-
back on the reaching task to be completed. At the same time, the PEI collects data
and performance measures according to the Fitts’ law [61]. The PEI is implemented
as a ROS node – called myo_interface – which interacts with the device. The PEI is
represented in figure 5.8. The control panel on the left allows to set task’s parameters
and to run the task. Current performance measures and status are also displayed. On
the right there is a square plot with fixed aspect ratio showing the current position
of the subject’s arm represented as a rotating stick, where the center correspond to
the elbow and the longer tip to the hand. The target position is represented as a
square box on hand’s trajectory. Since the device has only 1 DOF, the only relevant
information is the stick angle and the angle at which it encounters the target. Note
that this interface is the only mean by which we define the task, the subjects do not
have any physical target to reach.

Task parameters The interface allows to set some parameters that affects both
the task definition and visualization:

Offset parameter (degrees) compensates the elbow encoder offset. It has no meaning
for the task but it is useful to align the virtual arm representation with the
physical arm.

Target Angle (degrees) is the position of the first target as elbow angle. The point
corresponding to the target angle on the virtual arm tip’s trajectory is shown
as a cross in the target box center.

Target Box Size (or width – plot axes unit) is the size of the target box. The size
of the box edge is two times this value. The target is considered reached if the
distance between the target center and the arm’s tip is less then this value. The
boundary is actually checked on the arc of the virtual arm tip’s trajectory that
has the target point at its center. So this parameter sets half the length of that
arc, simplifying the check if the target area is reached to a simple interval test
on current elbow angle.
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Repetitions are the number of consecutive reaching tasks that will be proposed.
They must be an even number since each forward reaching involves a backward
reaching (that is evaluated) to return to the starting point.

Figure 5.8: Performance evaluation interface. This is the appearance before starting the
task: the subject is instructed to reach the target highlighted by a square then return to
the starting point a certain number of times with the actual flexion of the elbow visualized
as the blue stick orientation (considering the elbow and the hand represented respectively
by the center and the tip of it).

Performance measures as described in 4.2. These include throughput – higher is
better – considered as the velocity of task completion, efficiency – higher is better,
overshoot and target path (or scaled target path) – lower is better for the last two –
quantities related to the precision, but at different scales, and IEmg (or mean IEmg)
– lower is better – that measure the (mean) muscular effort.



42 CHAPTER 5. EXPERIMENTS

Figure 5.9: Performance measures detail.
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Figure 5.10: Evolution
of the performance eval-
uation interface as the
reaching task advances.
(a) Reaching target with
subject moving forward
(up, flexion). (b) Tar-
get reached, waiting the
dwell time: to high-
light that subject’s arm
in within the target area,
the stick changes from red
to green. (c) Reaching
target with subject mov-
ing backward (down, ex-
tension). (d) Failed in
reaching the target within
the maximum time: the
stick becomes yellow and
the target a circle to be
reached without time lim-
its.

(a) (b)

(c) (d)



44 CHAPTER 5. EXPERIMENTS

5.3.2 Experimental session 0
On 2019/02/07

The first experiment was primary designed to test the system and the evaluation
interface. The related scientific questions are:

1. is the reaching task with the parameters as in table 5.1, able to show differences
between the various combinations of myoelectric control architecture compo-
nents?

2. if the answer is yes, is there a myoelectric interface showing – in this experiment
– a significantly better behaviour w.r.t. the others or gravity compensation?

3. is there a component that affects more the performance w.r.t. the other between
controller and decoder?

The set of myoelectric control architecture components combinations tested is
given by the combination of the following decoders (1) PLAIN_P – plain proportional,
(2) MULTICH2 – multichannel with 2, and (3) MULTICH8 – 8 EMG channels and con-
trollers (1) COMP – gravity compensation, (2) FORCE – force, (3) FORCE_INT – force
integral, (4) IMP – impedance, and (5) VEL – velocity. The sequential plan of the ex-
perimental session is summarized in table 5.2. For this experiment the PEI evaluates
only the forward path, so for each repetition there is a forward path evaluated and a
backward not evaluated.

Start Angle Target Angle Target Box Size Repetitions
−70° −90° 0.06 20

Table 5.1: Task parameters for experimental session 0.

5.3.3 Experimental session 1
On 2019/09/06

Given the lesson learnt from the previous experiment and the questions left unan-
swered, we were able to define an experimental plan with objectives higher than a
proof-of-concept. The scientific questions are almost the same:

1. is the reaching task with the parameters as in table 5.3, able to show differences
between the various combinations of myoelectric control architecture compo-
nents?

2. is the behaviour of the interface based on gravity compensation alone consistent
in time w.r.t. the considered performance measures? In other words, can we
consider it as a baseline interface?

3. if the answer to 2 is yes, is there a combination of myoelectric control architec-
ture components showing – in this experiment – a significantly better behaviour
w.r.t. the others or gravity compensation?

4. considering that each architecture differs from the others because composed
by a different controller and a different decoder module, is there a component
affecting more the performance?
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Controller Decoder Adapter’s gain
COMP NONE –

FORCE PLAIN_P 2.5
FORCE MULTICH2 3.0
FORCE MULTICH8 3.0

FORCE_INT PLAIN_P 2.5
FORCE_INT MULTICH2 4.0
FORCE_INT MULTICH8 4.0

IMP PLAIN_P 3.5
IMP MULTICH2 4.0
IMP MULTICH8 4.0

VEL PLAIN_P 3.5
VEL MULTICH2 4.0
VEL MULTICH8 4.0

Table 5.2: Summary table of experimental session 0. We tested the combinations of 5
controllers, including gravity compensation (COMP), with 3 decoders grouped in 5 sequential
blocks. The box size and the target angle were fixed, respectively, to 0.06 and 20° above
starting angle (see table 5.1). Each row involved 20 repetition divided into 2 tasks of 10
forward reaching each.

5. are time and fatigue affecting the performance? Repeated gravity compensation
tasks at different stages of the experiment allow to check the evolution over time
of the performance.

The set of myoelectric control architecture components combinations tested is
given by the combination of the following decoders (1) PLAIN_P – plain proportional,
and (2) MULTICH8 – multichannel with 8 EMG channels and controllers (1) COMP –
gravity compensation, (2) FORCE – force, (3) FORCE_INT – force integral, (4) IMP –
impedance, (5) VEL – velocity, and (6) ADM – admittance. The sequential plan of the
experimental session is summarized in table 5.4.

What we changed with respect to experimental session 0, is that we introduce
the admittance controller which was not tested before and removed the multichannel
decoder with 2 EMG channels since it was too similar to the plain proportional,
allowing to perform more tests within the same experimental session. We point
out that the admittance controller can be viewed as a velocity controller with the
admittance model used as an adapter, instead of a gain.

Also, we decided to evaluate both the forward and the backward path, allowing
to collect twice the data points in the same amount of time. Finally, as indicated in
table 5.3, we left the box size unchanged w.r.t. experimental session 0, but tried two
different target positions one about twice the distance of the other, so with different
index of difficulty.

Configuration Start Angle Target Angle Target Box Size Repetitions
POS1 −30° −65° 0.06 20
POS2 −30° −95° 0.06 20

Table 5.3: Task parameters for experimental session 1.
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Tag Controller Decoder Adapter’s Task’s
parameter set configuration

COMP0

COMP NONE – POS1
COMP NONE – POS2
COMP NONE – POS1
COMP NONE – POS2

gain

FORCE

COMP NONE – POS1
COMP NONE – POS2
FORCE PLAIN_P 3.0 POS1
FORCE PLAIN_P 3.0 POS2
FORCE MULTICH8 3.0 POS1
FORCE MULTICH8 3.0 POS2

gain

FORCE_INT

COMP NONE – POS1
COMP NONE – POS2
FORCE_INT PLAIN_P 4.0 POS1
FORCE_INT PLAIN_P 4.0 POS2
FORCE_INT MULTICH8 4.0 POS1
FORCE_INT MULTICH8 4.0 POS2

gain

IMP

COMP NONE – POS1
COMP NONE – POS2
IMP PLAIN_P 4.0 POS1
IMP PLAIN_P 4.0 POS2
IMP MULTICH8 4.0 POS1
IMP MULTICH8 4.0 POS2

gain

VEL

COMP NONE – POS1
COMP NONE – POS2
VEL PLAIN_P 4.0 POS1
VEL PLAIN_P 4.0 POS2
VEL MULTICH8 4.0 POS1
VEL MULTICH8 4.0 POS2

mass damp

ADM

COMP NONE – – POS1
COMP NONE – – POS2
ADM PLAIN_P 0.3 0.2 POS1
ADM PLAIN_P 0.3 0.2 POS2
ADM MULTICH8 0.3 0.2 POS1
ADM MULTICH8 0.3 0.2 POS2

Table 5.4: Summary table of experimental session 1. We tested the combinations of 6
controllers, including gravity compensation (COMP), with 2 decoders grouped in 6 sequential
blocks. The box size was fixed to 0.06, but there were two kind of task with two different
target angles (POS1 and POS2, see table 5.3). The reaching tasks start at the same angle,
but the distance of the second target angle is twice that of the first. Each row involved 20
repetition, 10 forward and 10 backward.
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5.3.4 Experimental sessions 2 to 6
On 2019/10/09-10-18 and 2020/06/26-30

The experimental session 2 and the subsequent ones are a more extensive campaign
with multiple objectives. We wanted to answer to more detailed scientific questions,
that were:

1. is there a combination of myoelectric control architecture components, or pa-
rameter sets, showing a significantly better behaviour w.r.t. the others or grav-
ity compensation?

2. considering that each architecture differs from the others because composed
by a different controller, a different decoder module, and different adapter’s
parameters, is there a component affecting more significantly the performance?

3. is the tuning procedure we proposed able to find a value for the decoders’
parameters leading to performance not worse than a manual tuning?

4. how much the assistance level affects the performance? Does this effect depends
on the type of controller or decoder?

The set of myoelectric control architecture components combinations tested is
given by the following decoders types with different parameter sets: PLAIN_P with
3 different parameter sets (1) PLAIN_P_FIT – parameters fitted to predict isometric
force, (2) PLAIN_P_HALF_E – as 1 but halved extension gain, (3) PLAIN_P_HALF_F –
as 1 but halved flexion gain, and (4) MULTICH8 – multichannel with 8 EMG channels.
They were combined with controllers (1) COMP – gravity compensation, (2) FORCE
– force, (3) VEL – velocity, (4) IMP – impedance, (5) ADM – admittance, and (6)
FORCE_INT – force integral. In this experiment we also played with the adapter ’s
parameter, defining 3 different increasing assistance levels (LEV1, LEV2, and LEV3).
The actual values of the parameters, different for each controller, are reported in
table 5.7. This quantity is called assistance level because as it increases the decoder’s
signal amplification increases. The values are different between controllers because
they have different meanings depending on the controller adopted. In order to allow
a comparison between levels, they are tuned to have similar effect: the middle level
– LEV2 – is selected to be the subjective best for the user, while LEV1 is about a half
below it and LE3 about a half above. We also changed also the task configurations,
trying two task with different index of difficulty by setting the target box size to 0.04
and 0.02 (table 5.5), but same target position – about 30° above start angle (table
5.6).

The complete experimental session including all the combinations of decoders,
controllers and assistance levels would have last too much, so we decided to break
down the experiment into 5 sessions, each limited to test a single type of controller.
We repeated the test on gravity compensation in each session, to verify that the
subject conditions are similar across the different days. The sequential plan of one
experimental session, chosen the controller type COMP, is summarized in table 5.8.

Configuration Target Box Size Repetitions
BOX1 0.04 20
BOX2 0.02 20

Table 5.5: Task parameters for experimental sessions 2 to 6 – configurations.
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Controller Start Angle Target Angle
FORCE −70° −100°
VEL −75° −105°
IMP −90° −119°
ADM −75° −120°
FORCE_INT −75° −120°

Table 5.6: Task parameters for experimental sessions 2 to 6 – controllers.

Assistance Level
Controller

FORCE VEL IMP ADM FORCE_INT
gain gain gain mass dump gain

LEV1 1.5 3.0 2.0 0.25 1.25 2.0
LEV2 3.0 6.0 4.0 0.10 0.50 4.0
LEV3 4.0 8.0 5.0 0.05 0.25 6.0

Table 5.7: Task parameters for experimental session 1.

After the 5 experimental sessions, the collected data are rearranged to perform
different “virtual experimental sessions” in order to answer to specific scientific ques-
tions.

To answer question 1, we considered only the intermediate gain value LEV2, in
order to compare architectures in a fair scenario, since this value correspond to the
subjective best configuration.

To answer question 3, we introduced the decoders PLAIN_P_HALF_E and PLAIN_P_HALF_F
as possible results of manual tuning procedures, that to be truly different from
PLAIN_P, not only a scaling, have respectively extension (E) and flexion (F) chan-
nel gains (about) half the value of automatically tuned decoder.

5.3.5 Statistical methodology
The scientific questions posed in the experiments were answered performing signif-
icance statistical tests based on ANOVA. Unfortunately, due to the pandemic out-
break, we had to limit our experiments to one disabled male subject, 29 years old,
suffering from muscular dystrophy who in full possession of all his faculties accepted
to go through the experimental procedures. Because of the limited amount of data
at our disposal, some results could be partial or poorly significative.

The data selected for the statistical test were chosen to guarantee the same num-
ber of repetitions among groups. It is firstly tested for normality with Kolmogorov-
Smirnov, Anderson-Darling and Shapiro-Wilk tests with significance threshold α =
0.05: if all tests passed, we used parametric ANOVA, while if at least one normality
test failed and we were not able to adequately transform the data to meet require-
ments, we employed also non-parametric Kruskal-Wallis test that operates on the
rank of samples about the measure instead of plain data. The rank is computed
globally giving higher rank to bigger values, so when groups’ distributions are simi-
lar, a group with higher mean rank has bigger median. For discrete measures, only
non-parametric analysis can be adopted. For both analyses, we used a significance
threshold of p < α = 0.05.
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Tag Controller Decoder Assistance Task’s
Level configuration

COMP* COMP NONE NONE
BOX1
BOX2

PLAIN_P_FIT

CTRL PLAIN_P LEV2
BOX1
BOX2

CTRL PLAIN_P LEV1
BOX1
BOX2

CTRL PLAIN_P LEV3
BOX1
BOX2

PLAIN_P_HALF_E

CTRL PLAIN_P LEV2
BOX1
BOX2

CTRL PLAIN_P LEV1
BOX1
BOX2

CTRL PLAIN_P LEV3
BOX1
BOX2

PLAIN_P_HALF_F

CTRL PLAIN_P LEV2
BOX1
BOX2

CTRL PLAIN_P LEV1
BOX1
BOX2

CTRL PLAIN_P LEV3
BOX1
BOX2

MULTICH8

CTRL MULTICH8 LEV2
BOX1
BOX2

CTRL MULTICH8 LEV1
BOX1
BOX2

CTRL MULTICH8 LEV3
BOX1
BOX2

Table 5.8: Summary table of experimental sessions 2 to 6. In each session we tested a
different controller (CTRL): FORCE in 2, VEL in 3, IMP in 4, ADM in 5, and FORCE_INT in 6.
Gravity compensation (COMP) was tested in every session, with tag from COMP0 to COMP4.
The 5 controllers were tested in combination with 4 decoders and 3 assistance levels. Each
session was grouped in 5 blocks. As reported in tables 5.5 and 5.6, we tested tasks with two
target box sizes, of 0.04 (BOX1) and 0.02 (BOX2), but with one target angle (POS1), fixed for
the duration of each session. Each row involved 20 repetition, 10 forward and 10 backward.





CHAPTER 6

Results and discussion

This chapter presents the results and statistical analysis of the experiments described
in section 5.3. We fixed the significance level for the statistical tests we performed to
95%, leading to an upper bound for the p-value of p < α = 0.05.

6.1 On data visualization
Box-plots, such those in figure 6.5, report much information about data depicted.
For each group there is a box such that:

• the horizontal line within each represents the group median;

• the top and bottom edges are traced in correspondence to the upper and lower
quartiles, respectively. The distance between them is the inter-quartile range
(IQR). Half of the values fall within this range from the median.

• the single points, displayed using an ‘o’ symbol, are outliers. These are values
that are more than 1.5 · IQR away from the top or bottom of the box,

• the dashed lines that extend above and below each box are called whiskers.
They connect, respectively, the upper quartile to the non-outlier maximum (the
maximum value that is not an outlier), and the lower quartile to the non-outlier
minimum (the minimum value that is not an outlier).

• the tapered, shaded region around the median is called notch. Notches help to
compare sample medians across multiple groups. Groups whose notches do not
overlap have different medians at the 5% significance level, if the underlying
distribution is normal. For other distributions, still the median comparison is
reasonably robust.

When reporting statistical test results – e.g. figure 6.9 – the red points connected
by continuous lines, superimposed to the boxes, are the groups’ means with the
corresponding 95% confidence interval (based on normal distribution assumption).
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52 CHAPTER 6. RESULTS AND DISCUSSION

6.2 Experiment number 0
The first experiment was fundamental to refine some aspects of the experimental
procedure, so its results are partial. The measures we considered are throughput,
efficiency, scaled target path, overshoots, IEmg and mean IEmg.

6.2.1 Pre-analysis
One and two-way parametric ANOVA require strong hypotheses on the data, as
described in the following. If these cannot verified, non-parametric analyses are
considered, at the price of less statistical power. One of these is Kruskal-Wallis one-
way ANOVA that operates on ranks instead of plain data. The first hypothesis is that
data are continuous and normally distributed. This leads us to exclude overshoots
measure, which is discrete. Normality has been tested using three methodologies:
Kolmogorov-Smirnov, Anderson-Darling and Shapiro-Wilk tests. In all the cases,
the null hypothesis is that data come from a normal distribution. If rejected there
is a significative evidence that data come from a distribution that is not normal. A
further check was done visually with quantile-quantile, CDF, and histogram plots.

The measures’ summary statistics are reported in table 6.1, while table 6.2 shows
normality tests’ results and figures 6.1, 6.2, 6.3, and 6.4 the plots for visual inspection.
We report test results and plots, both for the original data and the transformed ones,
which we used to “normalize” certain measures.

A second hypothesis that should hold is homogeneity of variance among samples
(or groups), also called homoscedasticity. ANOVA is generally considered robust to
violations of this hypothesis, but it is a good practice to check it. We used Levene’s
test combined with visual inspection of a box plot of the data grouped by:

1. the combinations of controllers and decoders (see table 5.2), for a total of 13
categories or levels (mix or CTRL+DEC);

2. the controller (CTRL), 5 levels;

3. the decoder (DEC), 4 levels.

The null hypothesis is that the variance of data among groups are equal, so if rejected
there is a significative evidence that at least one group has a variance different from
the others. The test results are reported in table 6.3 and box-plots are showed in
figures 6.5, 6.6, 6.7, and 6.8. Visual inspection is done by comparing the box heights
– proportional to group variance – and H0 is rejected when there is great difference
between groups’ box heights. One can notice that, for all grouping strategies, when
H0 is rejected – ANOVA assumptions are violated – gravity compensation (controller
COMP and decoder NONE) has the shorter box. So we performed Levene’s test again,
this time excluding gravity compensation to see if some test decision changes (table
6.4).
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Measure mean mean 95% CI std
lower upper

throughput 1.005 0.975 1.034 0.243
throughput_t 2.810 2.730 2.889 0.652
efficiency 56.284 54.143 58.425 17.532
scaled_target_path 1.314 1.213 1.415 0.826
scaled_target_path_t 0.355 0.294 0.417 0.503
iemg 61.459 59.040 63.879 19.815
iemg_t 4.071 4.033 4.108 0.308
mean_iemg 27.637 26.912 28.362 5.938

Table 6.1: Pre-analysis of data from experiment number 0, summary statistics.

Measure Kolmogorov-Smirnov Anderson-Darling Shapiro-Wilk

H0 rejected? p H0 rejected? p H0 rejected? p

throughput false 0.082 true 0.001 true 0.001
throughput_t false 0.746 false 0.177 false 0.083
efficiency false 0.472 false 0.071 false 0.146
scaled_target_path true 0.003 true 0.001 true <0.001
scaled_target_path_t false 0.956 false 0.767 false 0.763
iemg true 0.037 true 0.001 true <0.001
iemg_t false 0.809 false 0.165 false 0.177
mean_iemg false 0.994 false 0.933 false 0.897

Table 6.2: Pre-analysis of data from experiment number 0, normality tests.

Measure Levene’s test (mix) Levene’s test (controller) Levene’s test (decoder)

H0 rejected? p H0 rejected? p H0 rejected? p

throughput true 0.003 true <0.001 false 0.403
throughput_t true <0.001 true <0.001 false 0.251
efficiency true 0.009 true <0.001 true <0.001
scaled_target_path true 0.001 true 0.001 true <0.001
scaled_target_path_t true 0.001 true 0.002 true <0.001
iemg true 0.027 false 0.070 false 0.142
iemg_t true 0.031 true 0.002 false 0.675
mean_iemg false 0.291 false 0.478 false 0.770

Table 6.3: Pre-analysis of data from experiment number 0, Levene’s test (with COMP).

Measure Levene’s test (mix) Levene’s test (controller) Levene’s test (decoder)

H0 rejected? p H0 rejected? p H0 rejected? p

throughput true 0.003 true <0.001 false 0.668
throughput_t true <0.001 true <0.001 false 0.168
efficiency false 0.199 true 0.035 false 0.122
scaled_target_path true 0.038 false 0.080 true 0.009
scaled_target_path_t true 0.017 true 0.049 true 0.006
iemg true 0.025 false 0.052 false 0.113
iemg_t true 0.023 true 0.001 false 0.635
mean_iemg false 0.410 false 0.742 false 0.789

Table 6.4: Pre-analysis of data from experiment number 0, Levene’s test (without COMP).
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Figure 6.1: Pre-analysis of throughput vs transformed. Original data above and transformed data below: (a) and (d) QQ plots comparison; (b) and
(e) CDF comparison; (c) and (f) histogram and PDF comparison.
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Figure 6.2: Pre-analysis of scaled target path vs transformed. Original data above and transformed data below: (a) and (d) QQ plots comparison; (b)
and (e) CDF comparison; (c) and (f) histogram and PDF comparison.
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Figure 6.3: Pre-analysis of IEmg vs transformed. Original data above and transformed data below: (a) and (d) QQ plots comparison; (b) and (e)
CDF comparison; (c) and (f) histogram and PDF comparison.
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Figure 6.4: Pre-analysis of efficiency (above) and mean IEmg (below): (a) and (d) QQ plots; (b) and (e) CDF; (c) and (f) histogram and PDF.
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Figure 6.5: Pre-analysis of throughput vs transformed group variance. Original data above and transformed data below: (a) and (d) box grouped by
CTRL+DEC; (b) and (e) box grouped by CTRL; (c) and (f) box grouped by DEC.
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Figure 6.6: Pre-analysis of scaled target path vs transformed group variance. Original data above and transformed data below: (a) and (d) box grouped
by CTRL+DEC; (b) and (e) box grouped by CTRL; (c) and (f) box grouped by DEC.
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Figure 6.7: Pre-analysis of IEmg vs transformed group variance. Original data above and transformed data below: (a) and (d) box grouped by
CTRL+DEC; (b) and (e) box grouped by CTRL; (c) and (f) box grouped by DEC.
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Figure 6.8: Pre-analysis of efficiency (above) and mean IEmg (below) group variance: (a) and (d) box grouped by CTRL+DEC; (b) and (e) box grouped
by CTRL; (c) and (f) box grouped by DEC.
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6.2.2 Pre-analysis results

Our pre-analysis let us to determine when the hypotheses for using powerful para-
metric ANOVA tools hold or, alternatively, if we are forced to use less powerful but
more robust non-parametric ANOVA analysis.

Firstly, we checked for the normality hypothesis. We found out that there is
no evidence that measures efficiency and mean IEmg are not normally distributed.
The other measures analysed, instead, show significative difference from a normal
distribution. So we decided to perform data transformation on these measures to
obtain normally distributed values.

The throughput distribution showed negative skewness, so we used an exponential
transform. The distribution of scaled target path and IEmg measures have posi-
tive skewness, so we employed logarithmic transformations. The direct and inverse
transformations are reported in table 6.5. Parameters are found by linear search to
maximize normality tests’ p-value. The transformed measures resulted in distribu-
tions that passed the three tests we performed.

The homogeneity of variance among groups was respected for all the grouping
strategies only by mean IEmg. The throughput and IEmg showed no evidence of
inhomogeneous variance only when grouped by decoder, both the transformed and
original version. The null hypothesis was not rejected also by the original IEmg
when grouped by controller. In all the other cases H0 was rejected. The option of
excluding gravity compensation from the groups did not improved the situation so
much. There is a change in efficiency test results, for which H0 is only rejected with
when grouped by controller, and in the original scaled target path, which now also do
not reject H0 when grouped by controller.

In conclusion, we looked for correlation between measures. Sample correlation
coefficients normalized rx,y along with corresponding p-values for null hypothesis
rx,y = 0 are reported in tables 6.6 and 6.7. We found out a significant inversely
proportional relation (r < −0.6) between throughput and IEmg, probably due to the
common dependency from test duration: the longer the test lasts, the lower is the
throughput, and the higher is the total effort. As a consequence, we are substantially
measuring the same characteristics of the task. On the other hand, the mediated
version of IEmg has little correlation with throughput (|r| < 0.3), because the mean
makes the effort measure independent from test duration. Therefore, we exclude
IEmg from further analysis and consider only mean IEmg. This last gives a more
significative measure of the effort, as an intrinsic characteristics of the task and not
as a direct consequence of task duration.

There is also evidence of a significant inversely proportional relation (r < −0.6)
between overshoots and throughput and between overshoots and efficiency, but there
is a weak directly proportional relation between throughput and efficiency (0.4 <
r < 0.5). These relations are not quite surprising, since all these measures are in
some way related to the concept of “precision”. The lower is the precision, the more
are the overshoots, so the lower the efficiency and the higher the completion time
and, as a consequence, the lower is the throughput. Efficiency and throughput are
not so strongly related, since efficiency accounts only for a part of completion time,
given that it is a measure of travelled distance: also other factors affect completion
time, e.g. mean velocity. However, even if overshoots are highly related to both
throughput and efficiency, they measure different aspects of precision and cannot be
“decorrelated” retaining a physical meaning for the measure, so it is important to
maintain all of them in our analysis.
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Measure Measure → Transformed Transformed → Measure

throughput ex ln y
scaled_target_path ln(x+ 0.3) ey − 0.3
iemg lnx ey

Table 6.5: Data transformations for experiment number 0.

Measure

th
ro
ug
hp
ut

ef
fi
ci
en
cy

sc
al
ed
_t
ar
ge
t_
pa
th

ov
er
sh
oo
ts

me
an
_i
em
g

ie
mg

throughput 1 0.447 0.095 −0.635 0.290 −0.689
efficiency 0.447 1 −0.319 −0.680 −0.067 −0.505
scaled_target_path 0.095 −0.319 1 −0.002 0.144 0.023
overshoots −0.635 −0.680 −0.002 1 −0.098 0.635
mean_iemg 0.290 −0.067 0.144 −0.098 1 0.405
iemg −0.689 −0.505 0.023 0.635 0.405 1

Table 6.6: Correlation between measures for experiment number 0.

Measure

th
ro
ug
hp
ut

ef
fi
ci
en
cy

sc
al
ed
_t
ar
ge
t_
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th
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er
sh
oo
ts

me
an
_i
em
g

ie
mg

throughput 1 <0.001 0.126 <0.001 <0.001 <0.001
efficiency <0.001 1 <0.001 <0.001 0.282 <0.001
scaled_target_path 0.126 <0.001 1 0.980 0.020 0.714
overshoots <0.001 <0.001 0.980 1 0.115 <0.001
mean_iemg <0.001 0.282 0.020 0.115 1 <0.001
iemg <0.001 <0.001 0.714 <0.001 <0.001 1

Table 6.7: Correlation between measures for experiment number 0 – p-values.
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6.2.3 Statistical tests and results
The objective of this first experiment was to answer the questions enumerated in
subsection 5.3.2. We wanted to answer them with the support of statistical tests, to
show differences among groups (determined by the type of controller, decoder, and
the pair of them – mix) for the selected measures.

The first question involves the measures recorded and the system interface as
the result of the combination between controller and decoder. So, we had to group
the data by the factor CTRL+DEC, that enumerates all the tested configurations, and
model how it affects the measure’s value. This can be done by checking if there are
differences in groups’ means with one-way fixed effects parametric ANOVA analy-
sis, or, when the assumptions of parametric ANOVA are not met, in groups’ mean
ranks with Kruskal-Wallis test. Higher rank is given to bigger values, so comparison
between mean ranks is equivalent to comparison between medians when groups’ dis-
tributions are similar. Unfortunately Kruskal-Wallis test has less statistical power of
parametric ANOVA.

The second question follows from the first. Only when the previous tests show
evidence of differences between groups, we can perform post-hoc multiple tests for all
possible pairwise comparisons (with Tukey correction) to find out which factors are
different.

The third question can be answered only by a two-way analysis in which we
consider the controller and the decoder as two different factors. This allows us to
check the interaction between them and the amount of variability each factor is able
to intercept in the model we build. This analysis can be conducted using parametric
two-way ANOVA.

In the pre-analysis we checked parametric ANOVA assumptions on data, which are
normal distribution and homogeneity of variance among groups. The results allowed
us to perform parametric ANOVA on mean IEmg without restrictions, since it is
normally distributed and has homogeneous variance for all the grouping strategies.
We decided to perform parametric ANOVA on efficiency, transformed throughput and
scaled target path even if variance among groups is not homogeneous. Parametric
ANOVA is usually considered robust to violations of this assumption. However,
for these measures we performed also Kruskal-Wallis test as second check to see if
conclusions are different. Measure overshoots being discrete cannot be tested with
parametric ANOVA, so Kruskal-Wallis was used instead.

Interfaces comparison: one-way fixed effect CTRL+DEC In the following, we
tested the results of an impaired subject performing computer-guided reaching tasks
with an assistive elbow device. The orthosis can be controlled by mean of 13 different
interfaces – levels – as pairs of controller and decoder, each tuned accordingly to the
procedure described in chapter 5. The purpose was to examine the effect of control
interface on some performance measures. Each task was repeated 20 times for each
interface pair.

Results of parametric ANOVA F-tests showed that the type of interface used lead
to statistically significant differences on the mean value of all the measures tested:

• throughput – after transformation – F = 3.3616 > Fcrit = F12,247;1−α = 1.7915,
p = 1.4741× 10−4 < α = 0.05;

• efficiency – F = 7.2004 > Fcrit, p = 2.8938× 10−11 < α;

• scaled target path – after transformation – F = 2.2570 > Fcrit, p = 1.0014× 10−2 <
α;
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• mean IEmg – F = 6.5279 > Fcrit, p = 4.1844× 10−10 < α.

Results of non-parametric Kruskal-Wallis tests showed that the type of inter-
face used lead to statistically significant differences on the mean rank about all the
measure tested:

• throughput – χ2 = 33.0572 > χ2
crit = χ2

12;1−α = 21.0261, p = 9.4833× 10−4 <
α = 0.05;

• efficiency – χ2 = 72.1376 > χ2
crit, p = 1.2727× 10−10 < α;

• scaled target path – χ2 = 31.3162 > χ2
crit, p = 1.7626× 10−3 < α;

• overshoots – χ2 = 72.1376 > χ2
crit, p = 1.2727× 10−10 < α.

For variables on which we performed both tests, these results are aligned with para-
metric ANOVA tests.

Details on the tests performed are reported in tables 6.8, 6.10, 6.12, and 6.15 for
parametric ANOVA F-tests, in tables 6.9, 6.11, 6.13, and 6.14 for non-parametric
Kruskal-Wallis tests.

Since all the quantities we measured showed significative differences between the
interfaces, we performed pairwise comparison post-hoc tests to find out which inter-
faces were different from the common mean. Based on which pairs resulted signif-
icantly different, we assigned the same letter to the levels (i.e. interface types) for
which we had no evidence of statistical difference between them: in other term, the
interfaces for which we did not found evidence they had a distinguishable behaviour
about that performance measure. Each level can have one or more consecutive letter
assigned, resulting in a label. If this labelling is done minimizing the total number
of different letters used, it allows to define a partial order on the interfaces, based on
what we can actually claim given the tests’ results. These labels are reported in the
following box-plots, capital letters for parametric ANOVA pairwise tests, lower case
letters for Kruskal-Wallis ones.

Box-plots in figures 6.9, 6.10, 6.11, 6.12 and 6.13, show data grouped by CTRL+DEC.
A detailed description of this kind of plots can be found in section 6.1.

Labels resulting from the pairwise tests are sorted in lexicographical order, always
ascending because letters are renamed in such a way that the first letter is assigned
to the best level. Levels with the same label are further sorted by mean – parametric
tests – or by median value – non-parametric – in descending order if greater values
are better (throughput and efficiency), ascending if lower values are better (scaled
target path, overshoots, and mean IEmg).

Levels, values, confidence intervals, and labels are reported – sorted this way – in
tables 6.16, 6.17, 6.18, 6.19, 6.20, 6.21, 6.23, and 6.24. We report also levels, values
and confidence intervals for measures not tested for significative differences in tables
6.22 and 6.25.

Significative pairwise comparisons that lead to labels assigment are reported in
tables 6.26, 6.27, 6.28, 6.29, 6.30, 6.31, 6.32, and 6.33. Each row of the tables contain
the name of the two levels compared, namely level 1 and 2, the estimated difference
µd = µ1 − µ2, 95% confidence interval for µd, and the test’s p-value. The quantity
tested can either be mean variable value or mean group rank. From all the different
pairs compared, only statistically significative ones – i.e. those for which the test
gives a (corrected) p < α – are reported.
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Figure 6.9: Results of pairwise comparisons between CTRL+DEC factor levels on throughput. Levels with the same letter are not significantly different.
Upper-case letters are used for the results of parametric ANOVA post-hoc, while lower-case ones for Kruskal-Wallis post-hoc.
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Figure 6.10: Results of pairwise comparisons between CTRL+DEC factor levels on efficiency. Levels with the same letter are not significantly different.
Upper-case letters are used for the results of parametric ANOVA post-hoc, while lower-case ones for Kruskal-Wallis post-hoc.
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Figure 6.11: Results of pairwise comparisons between CTRL+DEC factor levels on scaled target path. Levels with the same letter are not significantly
different. Upper-case letters are used for the results of parametric ANOVA post-hoc, while lower-case ones for Kruskal-Wallis post-hoc.
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Figure 6.12: Results of pairwise comparisons between CTRL+DEC factor levels on overshoots. Levels with the same letter are not significantly different.
Upper-case letters are used for the results of parametric ANOVA post-hoc, while lower-case ones for Kruskal-Wallis post-hoc.
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Figure 6.13: Results of pairwise comparisons between CTRL+DEC factor levels on mean IEmg. Levels with the same letter are not significantly different.
Upper-case letters are used for the results of parametric ANOVA post-hoc, while lower-case ones for Kruskal-Wallis post-hoc.
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Source SS Dof MS F -value p-value

CTRL+DEC 15.467 12 1.289 3.362 <0.001
Error 94.705 247 0.383
Total 110.172 259

Table 6.8: One-way ANOVA of throughput (transformed) with CTRL+DEC as factor.

Source SS Dof MS χ2-value p-value

Groups 1.869 · 105 12 1.558 · 104 33.057 0.001
Error 1.278 · 106 247 5.173 · 103
Total 1.465 · 106 259

Table 6.9: Kruskal-Wallis test of throughput grouped by CTRL+DEC.

Source SS Dof MS F -value p-value

CTRL+DEC 20 630.758 12 1 719.230 7.200 <0.001
Error 58 975.452 247 238.767
Total 79 606.210 259

Table 6.10: One-way ANOVA of efficiency with CTRL+DEC as factor.

Source SS Dof MS χ2-value p-value

Groups 4.079 · 105 12 3.399 · 104 72.138 <0.001
Error 1.057 · 106 247 4.278 · 103
Total 1.465 · 106 259

Table 6.11: Kruskal-Wallis test of efficiency grouped by CTRL+DEC.

Source SS Dof MS F -value p-value

CTRL+DEC 6.468 12 0.539 2.257 0.010
Error 58.987 247 0.239
Total 65.455 259

Table 6.12: One-way ANOVA of scaled target path (transformed) with CTRL+DEC as factor.

Source SS Dof MS χ2-value p-value

Groups 1.771 · 105 12 1.476 · 104 31.316 0.002
Error 1.288 · 106 247 5.213 · 103
Total 1.465 · 106 259

Table 6.13: Kruskal-Wallis test of scaled target path grouped by CTRL+DEC.
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Source SS Dof MS χ2-value p-value

Groups 1.712 · 105 12 1.427 · 104 44.860 <0.001
Error 8.174 · 105 247 3.309 · 103
Total 9.887 · 105 259

Table 6.14: Kruskal-Wallis test of overshoots grouped by CTRL+DEC.

Source SS Dof MS F -value p-value

CTRL+DEC 2 198.711 12 183.226 6.528 <0.001
Error 6 932.874 247 28.068
Total 9 131.584 259

Table 6.15: One-way ANOVA of mean IEmg with CTRL+DEC as factor.

Factor level Mean throughput
Mean 95% CI Labels
lower upper

COMP+NONE 1.198 1.100 1.296 A
FORCE+MULTICH8 1.137 0.992 1.282 A B
FORCE_INT+MULTICH8 1.076 0.998 1.155 A B C
FORCE_INT+MULTICH2 1.044 0.970 1.119 A B C
IMP+MULTICH8 1.006 0.901 1.111 A B C
FORCE+PLAIN_P 0.971 0.826 1.117 A B C
VEL+MULTICH8 0.966 0.852 1.080 B C
FORCE+MULTICH2 0.964 0.846 1.081 B C
IMP+MULTICH2 0.956 0.843 1.068 B C
VEL+PLAIN_P 0.956 0.842 1.070 B C
FORCE_INT+PLAIN_P 0.951 0.872 1.031 B C
VEL+MULTICH2 0.931 0.817 1.045 B C
IMP+PLAIN_P 0.905 0.810 1.001 C

Table 6.16: Mean throughput by CTRL+DEC factor levels. Levels are sorted by not signifi-
cantly different labels and decreasing mean throughput.

Factor level Median throughput
Median 95% CI Labels
lower upper

COMP+NONE 1.279 1.177 1.323 a
FORCE+MULTICH8 1.197 0.881 1.424 a b
FORCE_INT+MULTICH8 1.126 1.007 1.196 a b
IMP+MULTICH8 1.111 0.769 1.176 a b
FORCE_INT+MULTICH2 1.083 0.988 1.183 a b
VEL+MULTICH8 0.959 0.799 1.176 a b
FORCE+PLAIN_P 0.937 0.805 1.237 a b
VEL+PLAIN_P 1.058 0.832 1.145 b
VEL+MULTICH2 1.032 0.694 1.121 b
IMP+MULTICH2 1.024 0.787 1.121 b
FORCE_INT+PLAIN_P 0.969 0.898 1.045 b
FORCE+MULTICH2 0.941 0.805 1.154 b
IMP+PLAIN_P 0.906 0.770 1.100 b

Table 6.17: Median throughput by CTRL+DEC factor levels. Levels are sorted by not
significantly different labels (Kruskal-Wallis post-hoc pairwise comparison) and decreasing
median throughput.
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Factor level Mean efficiency
Mean 95% CI Labels
lower upper

COMP+NONE 69.965 66.735 73.195 A
FORCE_INT+PLAIN_P 69.205 63.269 75.141 A B
FORCE_INT+MULTICH8 68.474 63.427 73.521 A B
FORCE_INT+MULTICH2 66.549 59.758 73.340 A B C
VEL+PLAIN_P 55.179 47.874 62.485 A B C D
VEL+MULTICH2 55.126 46.300 63.951 A B C D
IMP+MULTICH2 55.080 47.298 62.862 A B C D
VEL+MULTICH8 53.431 46.777 60.086 B C D
IMP+MULTICH8 50.797 43.985 57.608 C D
FORCE+MULTICH8 50.712 43.659 57.765 C D
IMP+PLAIN_P 48.322 40.864 55.781 D
FORCE+PLAIN_P 46.101 35.295 56.906 D
FORCE+MULTICH2 42.755 35.141 50.370 D

Table 6.18: Mean efficiency by CTRL+DEC factor levels. Levels are sorted by not signifi-
cantly different labels and decreasing mean efficiency.

Factor level Median efficiency
Median 95% CI Labels
lower upper

COMP+NONE 69.900 67.470 74.399 a
FORCE_INT+MULTICH8 71.569 61.728 77.397 a b
FORCE_INT+PLAIN_P 70.915 64.510 77.529 a b
FORCE_INT+MULTICH2 65.643 58.523 70.966 a b c
VEL+PLAIN_P 58.348 42.928 64.028 a b c d
VEL+MULTICH2 53.691 41.354 67.175 a b c d
IMP+MULTICH2 52.909 47.628 59.699 a b c d
VEL+MULTICH8 52.278 42.495 59.754 b c d
IMP+PLAIN_P 51.418 35.930 63.034 c d
IMP+MULTICH8 50.510 41.871 58.345 c d
FORCE+MULTICH8 47.856 40.437 62.543 c d
FORCE+PLAIN_P 45.796 31.567 55.152 d
FORCE+MULTICH2 39.733 32.166 50.741 d

Table 6.19: Median efficiency by CTRL+DEC factor levels. Levels are sorted by not signifi-
cantly different labels (Kruskal-Wallis post-hoc pairwise comparison) and decreasing median
efficiency.
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Factor level Mean scaled_target_path
Mean 95% CI Labels
lower upper

FORCE_INT+PLAIN_P 0.874 0.705 1.043 A
COMP+NONE 0.930 0.802 1.057 A
FORCE+MULTICH2 1.060 0.640 1.479 A
FORCE_INT+MULTICH8 1.210 0.871 1.548 A B
FORCE+PLAIN_P 1.227 0.773 1.681 A B
VEL+PLAIN_P 1.234 0.860 1.607 A B
IMP+PLAIN_P 1.311 1.014 1.608 A B
VEL+MULTICH2 1.343 0.968 1.718 A B
IMP+MULTICH2 1.382 0.989 1.775 A B
FORCE_INT+MULTICH2 1.469 1.033 1.906 A B
VEL+MULTICH8 1.503 1.158 1.847 A B
FORCE+MULTICH8 1.588 1.134 2.041 A B
IMP+MULTICH8 1.948 1.465 2.431 B

Table 6.20: Mean scaled target path by CTRL+DEC factor levels. Levels are sorted by not
significantly different labels and increasing mean scaled target path.

Factor level Median scaled_target_path
Median 95% CI Labels
lower upper

FORCE+MULTICH2 0.738 0.582 1.171 a
FORCE_INT+PLAIN_P 0.796 0.632 1.067 a
COMP+NONE 0.956 0.684 1.120 a
FORCE+PLAIN_P 0.833 0.610 1.605 a b
FORCE_INT+MULTICH8 0.995 0.718 1.824 a b
VEL+PLAIN_P 1.155 0.877 1.452 a b
IMP+MULTICH2 1.204 0.814 2.166 a b
IMP+PLAIN_P 1.265 0.923 1.553 a b
VEL+MULTICH8 1.283 1.133 1.671 a b
VEL+MULTICH2 1.312 0.697 1.845 a b
FORCE+MULTICH8 1.534 0.712 2.500 a b
FORCE_INT+MULTICH2 1.542 0.786 2.209 a b
IMP+MULTICH8 1.728 1.291 2.391 b

Table 6.21: Median scaled target path by CTRL+DEC factor levels. Levels are sorted by not
significantly different labels (Kruskal-Wallis post-hoc pairwise comparison) and increasing
median scaled target path.
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Level Mean overshoots
Mean 95% CI

lower upper

COMP+NONE 0.050 −0.055 0.155
FORCE_INT+MULTICH8 0.050 −0.055 0.155
FORCE_INT+PLAIN_P 0.100 −0.044 0.244
FORCE_INT+MULTICH2 0.250 −0.007 0.507
VEL+PLAIN_P 0.350 −0.060 0.760
VEL+MULTICH2 0.400 0.081 0.719
VEL+MULTICH8 0.400 0.120 0.680
FORCE+MULTICH8 0.450 0.167 0.733
IMP+MULTICH2 0.600 0.110 1.090
IMP+PLAIN_P 0.700 0.357 1.043
IMP+MULTICH8 0.700 0.295 1.105
FORCE+MULTICH2 1 0.544 1.456
FORCE+PLAIN_P 1.250 0.353 2.147

Table 6.22: Mean overshoots by CTRL+DEC factor levels. Levels are sorted by increasing
mean overshoots. Differences in levels’ means have not been tested.

Factor level Median overshoots
Median 95% CI Labels
lower upper

COMP+NONE 0 0 0 a
FORCE_INT+MULTICH8 0 0 0 a
FORCE_INT+PLAIN_P 0 0 0 a
FORCE+MULTICH8 0 0 1 a b
FORCE_INT+MULTICH2 0 0 0 a b
VEL+MULTICH8 0 0 1 a b
VEL+MULTICH2 0 0 1 a b
IMP+MULTICH2 0 0 1 a b
VEL+PLAIN_P 0 0 0 a b
IMP+MULTICH8 0.500 0 1 a b
IMP+PLAIN_P 1 0 1 a b
FORCE+PLAIN_P 1 0 2 b
FORCE+MULTICH2 1 0 1.237 b

Table 6.23: Median overshoots by CTRL+DEC factor levels. Levels are sorted by not
significantly different labels (Kruskal-Wallis post-hoc pairwise comparison) and increasing
median overshoots.
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Factor level Mean mean_iemg
Mean 95% CI Labels
lower upper

FORCE+MULTICH8 22.694 20.560 24.829 A
VEL+MULTICH8 22.892 20.878 24.907 A B
FORCE+MULTICH2 24.288 22.530 26.046 A B C
FORCE+PLAIN_P 25.270 22.685 27.855 A B C D
VEL+MULTICH2 26.700 24.544 28.857 A B C D E
VEL+PLAIN_P 27.542 24.835 30.250 A B C D E
IMP+MULTICH8 28.439 26.601 30.277 B C D E
IMP+PLAIN_P 28.995 26.391 31.600 C D E
COMP+NONE 29.783 26.726 32.839 C D E
FORCE_INT+PLAIN_P 30.189 27.941 32.438 D E
IMP+MULTICH2 30.349 27.121 33.577 D E
FORCE_INT+MULTICH2 30.464 27.899 33.028 D E
FORCE_INT+MULTICH8 31.679 28.851 34.508 E

Table 6.24: Mean mean IEmg by CTRL+DEC factor levels. Levels are sorted by not
significantly different labels and increasing mean mean IEmg.

Level Median mean_iemg
Median 95% CI

lower upper

FORCE+MULTICH8 21.910 18.977 26.712
VEL+MULTICH8 23.134 20.403 24.821
FORCE+MULTICH2 23.315 21.224 26.793
FORCE+PLAIN_P 25.610 22.764 28.209
VEL+MULTICH2 27.069 24.172 29.391
IMP+MULTICH8 27.919 26.471 30.522
VEL+PLAIN_P 28.424 25.222 30.106
COMP+NONE 29.750 25.865 33.717
IMP+PLAIN_P 29.853 27.199 32.753
FORCE_INT+MULTICH2 29.871 26.804 35.031
FORCE_INT+MULTICH8 30.556 28.155 34.968
FORCE_INT+PLAIN_P 30.783 27.333 34.291
IMP+MULTICH2 32.090 25.536 34.656

Table 6.25: Median mean IEmg by CTRL+DEC factor levels. Levels are sorted by increasing
median mean IEmg. Differences in levels’ medians have not been tested.
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Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

COMP+NONE FORCE+MULTICH2 0.224 0.010 0.399 0.031
COMP+NONE FORCE_INT+PLAIN_P 0.252 0.039 0.428 0.008
COMP+NONE IMP+PLAIN_P 0.292 0.079 0.468 0.001
COMP+NONE IMP+MULTICH2 0.235 0.022 0.411 0.019
COMP+NONE VEL+PLAIN_P 0.235 0.022 0.411 0.019
COMP+NONE VEL+MULTICH2 0.258 0.045 0.434 0.006
COMP+NONE VEL+MULTICH8 0.223 0.010 0.399 0.032
FORCE+MULTICH8 IMP+PLAIN_P 0.255 0.033 0.437 0.012

Table 6.26: Significative (p < α) pairwise comparisons between CTRL+DEC factor levels on
throughput (de-transformed). Each comparison tests the null hypothesis that H0 : µ1−µ2 =
0 and reports the estimated difference in levels’ means. These are the result of parametric
ANOVA post-hoc tests.

Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

COMP+NONE FORCE+MULTICH2 80.200 1.422 158.978 0.041
COMP+NONE FORCE_INT+PLAIN_P 91.050 12.272 169.828 0.008
COMP+NONE IMP+PLAIN_P 101.450 22.672 180.228 0.001
COMP+NONE IMP+MULTICH2 81.900 3.122 160.678 0.033
COMP+NONE VEL+PLAIN_P 79.800 1.022 158.578 0.044
COMP+NONE VEL+MULTICH2 89.550 10.772 168.328 0.011

Table 6.27: Significative (p < α) pairwise comparisons between CTRL+DEC factor levels on
throughput. Each comparison tests the null hypothesis that H0 : µ1−µ2 = 0 and reports the
estimated difference in levels’ mean ranks. These are the result of Kruskal-Wallis post-hoc
tests.
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Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

COMP+NONE FORCE+PLAIN_P 23.865 7.677 40.052 <0.001
COMP+NONE FORCE+MULTICH2 27.210 11.023 43.397 <0.001
COMP+NONE FORCE+MULTICH8 19.254 3.066 35.441 0.005
COMP+NONE IMP+PLAIN_P 21.643 5.456 37.830 0.001
COMP+NONE IMP+MULTICH8 19.169 2.981 35.356 0.006
COMP+NONE VEL+MULTICH8 16.534 0.347 32.721 0.040
FORCE+PLAIN_P FORCE_INT+PLAIN_P −23.105 −39.292 −6.918 <0.001
FORCE+PLAIN_P FORCE_INT+MULTICH2 −20.448 −36.636 −4.261 0.002
FORCE+PLAIN_P FORCE_INT+MULTICH8 −22.374 −38.561 −6.186 <0.001
FORCE+MULTICH2 FORCE_INT+PLAIN_P −26.450 −42.637 −10.263 <0.001
FORCE+MULTICH2 FORCE_INT+MULTICH2 −23.794 −39.981 −7.606 <0.001
FORCE+MULTICH2 FORCE_INT+MULTICH8 −25.719 −41.906 −9.532 <0.001
FORCE+MULTICH8 FORCE_INT+PLAIN_P −18.494 −34.681 −2.306 0.010
FORCE+MULTICH8 FORCE_INT+MULTICH8 −17.762 −33.950 −1.575 0.017
FORCE_INT+PLAIN_P IMP+PLAIN_P 20.883 4.696 37.070 0.001
FORCE_INT+PLAIN_P IMP+MULTICH8 18.409 2.222 34.596 0.011
FORCE_INT+MULTICH2 IMP+PLAIN_P 18.227 2.039 34.414 0.012
FORCE_INT+MULTICH8 IMP+PLAIN_P 20.152 3.965 36.339 0.003
FORCE_INT+MULTICH8 IMP+MULTICH8 17.678 1.490 33.865 0.018

Table 6.28: Significative (p < α) pairwise comparisons between CTRL+DEC factor levels on
efficiency. Each comparison tests the null hypothesis that H0 : µ1 −µ2 = 0 and reports the
estimated difference in levels’ means. These are the result of parametric ANOVA post-hoc
tests.

Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

COMP+NONE FORCE+PLAIN_P 103 24.222 181.778 0.001
COMP+NONE FORCE+MULTICH2 120.700 41.922 199.478 <0.001
COMP+NONE FORCE+MULTICH8 90.400 11.622 169.178 0.009
COMP+NONE IMP+PLAIN_P 98.500 19.722 177.278 0.002
COMP+NONE IMP+MULTICH8 89.950 11.172 168.728 0.010
COMP+NONE VEL+MULTICH8 80.200 1.422 158.978 0.041
FORCE+PLAIN_P FORCE_INT+PLAIN_P −100.550 −179.328 −21.772 0.002
FORCE+PLAIN_P FORCE_INT+MULTICH2 −79.250 −158.028 −0.472 0.047
FORCE+PLAIN_P FORCE_INT+MULTICH8 −94.950 −173.728 −16.172 0.004
FORCE+MULTICH2 FORCE_INT+PLAIN_P −118.250 −197.028 −39.472 <0.001
FORCE+MULTICH2 FORCE_INT+MULTICH2 −96.950 −175.728 −18.172 0.003
FORCE+MULTICH2 FORCE_INT+MULTICH8 −112.650 −191.428 −33.872 <0.001
FORCE+MULTICH8 FORCE_INT+PLAIN_P −87.950 −166.728 −9.172 0.014
FORCE+MULTICH8 FORCE_INT+MULTICH8 −82.350 −161.128 −3.572 0.031
FORCE_INT+PLAIN_P IMP+PLAIN_P 96.050 17.272 174.828 0.004
FORCE_INT+PLAIN_P IMP+MULTICH8 87.500 8.722 166.278 0.015
FORCE_INT+MULTICH8 IMP+PLAIN_P 90.450 11.672 169.228 0.009
FORCE_INT+MULTICH8 IMP+MULTICH8 81.900 3.122 160.678 0.033

Table 6.29: Significative (p < α) pairwise comparisons between CTRL+DEC factor levels on
efficiency. Each comparison tests the null hypothesis that H0 : µ1 −µ2 = 0 and reports the
estimated difference in levels’ mean ranks. These are the result of Kruskal-Wallis post-hoc
tests.



6.2. EXPERIMENT NUMBER 0 79

Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

COMP+NONE IMP+MULTICH8 −0.860 −1.341 −0.057 0.028
FORCE+MULTICH2 IMP+MULTICH8 −0.895 −1.362 −0.117 0.014
FORCE_INT+PLAIN_P IMP+MULTICH8 −0.936 −1.387 −0.185 0.006

Table 6.30: Significative (p < α) pairwise comparisons between CTRL+DEC factor levels
on scaled target path (de-transformed). Each comparison tests the null hypothesis that
H0 : µ1 − µ2 = 0 and reports the estimated difference in levels’ means. These are the result
of parametric ANOVA post-hoc tests.

Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

COMP+NONE IMP+MULTICH8 −87.250 −166.028 −8.472 0.015
FORCE+MULTICH2 IMP+MULTICH8 −89.750 −168.528 −10.972 0.010
FORCE_INT+PLAIN_P IMP+MULTICH8 −95.800 −174.578 −17.022 0.004

Table 6.31: Significative (p < α) pairwise comparisons between CTRL+DEC factor levels
on scaled target path. Each comparison tests the null hypothesis that H0 : µ1 − µ2 = 0 and
reports the estimated difference in levels’ mean ranks. These are the result of Kruskal-Wallis
post-hoc tests.

Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

COMP+NONE FORCE+PLAIN_P −70.750 −135.473 −6.027 0.018
COMP+NONE FORCE+MULTICH2 −80.025 −144.748 −15.302 0.003
FORCE+PLAIN_P FORCE_INT+PLAIN_P 64.975 0.252 129.698 0.048
FORCE+PLAIN_P FORCE_INT+MULTICH8 70.750 6.027 135.473 0.018
FORCE+MULTICH2 FORCE_INT+PLAIN_P 74.250 9.527 138.973 0.009
FORCE+MULTICH2 FORCE_INT+MULTICH8 80.025 15.302 144.748 0.003

Table 6.32: Significative (p < α) pairwise comparisons between CTRL+DEC factor levels on
overshoots. Each comparison tests the null hypothesis that H0 : µ1−µ2 = 0 and reports the
estimated difference in levels’ mean ranks. These are the result of Kruskal-Wallis post-hoc
tests.
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Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

COMP+NONE FORCE+MULTICH8 7.088 1.538 12.638 0.002
COMP+NONE VEL+MULTICH8 6.890 1.340 12.440 0.003
FORCE+PLAIN_P FORCE_INT+MULTICH8 −6.409 −11.959 −0.859 0.008
FORCE+MULTICH2 FORCE_INT+PLAIN_P −5.901 −11.451 −0.351 0.025
FORCE+MULTICH2 FORCE_INT+MULTICH2 −6.176 −11.726 −0.625 0.014
FORCE+MULTICH2 FORCE_INT+MULTICH8 −7.391 −12.941 −1.841 0.001
FORCE+MULTICH2 IMP+MULTICH2 −6.061 −11.611 −0.511 0.018
FORCE+MULTICH8 FORCE_INT+PLAIN_P −7.495 −13.045 −1.945 0.001
FORCE+MULTICH8 FORCE_INT+MULTICH2 −7.769 −13.319 −2.219 <0.001
FORCE+MULTICH8 FORCE_INT+MULTICH8 −8.985 −14.535 −3.435 <0.001
FORCE+MULTICH8 IMP+PLAIN_P −6.301 −11.851 −0.751 0.011
FORCE+MULTICH8 IMP+MULTICH2 −7.655 −13.205 −2.105 <0.001
FORCE+MULTICH8 IMP+MULTICH8 −5.745 −11.295 −0.195 0.035
FORCE_INT+PLAIN_P VEL+MULTICH8 7.297 1.747 12.847 0.001
FORCE_INT+MULTICH2 VEL+MULTICH8 7.571 2.021 13.121 <0.001
FORCE_INT+MULTICH8 VEL+MULTICH8 8.787 3.237 14.337 <0.001
IMP+PLAIN_P VEL+MULTICH8 6.103 0.553 11.653 0.017
IMP+MULTICH2 VEL+MULTICH8 7.457 1.907 13.007 0.001

Table 6.33: Significative (p < α) pairwise comparisons between CTRL+DEC factor levels on
mean IEmg. Each comparison tests the null hypothesis that H0 : µ1−µ2 = 0 and reports the
estimated difference in levels’ means. These are the result of parametric ANOVA post-hoc
tests.
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Components comparison: two-way fixed effects CTRL and DEC In the follow-
ing, we tested the same tasks of the previous paragraph but according to a two-way
model. There are two factors that determine the myoelectric interface: the controller
– CTRL – with 4 levels and the decoder – DEC – with 3 levels. We excluded the grav-
ity compensation controller since it has no decoder: it would lead to an unbalanced
design, difficult to threat statistically, and it has already been included in previous
analysis. The purpose was to examine the effect of myoelectric interface components
on some performance measures. Each task was repeated 20 times for each controller
and decoder pair, a complete experiment design.

Results of parametric ANOVA F-tests are reported by measure.

• throughput – after transformation:
– saturated model allowed to reject H0 on interaction term, so factors can

be analysed independently:

∗ CTRL × DEC interaction factor has not significative effect on through-
put: FCTRL×DEC = 0.969 47 < FCTRL×DEC,crit = F6,228;1−α = 2.1385,
p = 4.4666× 10−1 > α = 0.05;

∗ CTRL factor has not significative effect on throughput: FCTRL = 2.3126 <
FCTRL,crit = F3,228;1−α = 2.6442, p = 7.6865× 10−2 > α = 0.05;

∗ DEC factor has significative effect on throughput: FDEC = 4.6688 >
FDEC,crit = F2,228;1−α = 3.0354, p = 1.0298× 10−2 < α = 0.05.

– reduced one-factor model shows that DEC factor has significative effect
on throughput: F ′′

DEC = 4.5960 > F ′′
DEC,crit = F2,237;1−α = 3.0339, p =

1.1008× 10−2 < α = 0.05.

• efficiency :
– saturated model allowed to reject H0 on interaction term, so factors can

be analysed independently:

∗ CTRL× DEC interaction factor has not significative effect on efficiency:
FCTRL×DEC = 0.758 57 < FCTRL×DEC,crit, p = 6.0322× 10−1 > α = 0.05;

∗ CTRL factor has significative effect on efficiency: FCTRL = 20.096 >
FCTRL,crit, p = 1.3619× 10−11 < α = 0.05;

∗ DEC factor has not significative effect on efficiency: FDEC = 0.120 91 <
FDEC,crit, p = 8.8617× 10−1 > α = 0.05.

– reduced one-factor model shows that CTRL factor has significative effect
on efficiency: F ′′

CTRL = 20.372 > F ′′
CTRL,crit = F3,236;1−α = 2.6429, p =

8.9429× 10−12 < α = 0.05.

• scaled target path – after transformation:
– saturated model allowed to reject H0 on interaction term, so factors can

be analysed independently:

∗ CTRL×DEC interaction factor has not significative effect on scaled tar-
get path: FCTRL×DEC = 0.990 66 < FCTRL×DEC,crit, p = 4.3233× 10−1 >
α = 0.05;

∗ CTRL factor has significative effect on scaled target path: FCTRL =
2.7090 > FCTRL,crit, p = 4.5953× 10−2 < α = 0.05;

∗ DEC factor has significative effect on scaled target path: FDEC = 4.4098 >
FDEC,crit, p = 1.3212× 10−2 < α = 0.05.

– independence model showed that both CTRL and DEC factors has significa-
tive effect on scaled target path:
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∗ F ′
CTRL = 2.7096 > F ′

CTRL,crit = F3,234;1−α = 2.6432, p = 4.5850× 10−2 <
α = 0.05;

∗ F ′
DEC = 4.4108 > F ′

DEC,crit = F2,234;1−α = 3.0344, p = 1.3171× 10−2 <
α = 0.05.

• mean IEmg :
– saturated model allowed to reject H0 on interaction term, so factors can

be analysed independently:

∗ CTRL× DEC interaction factor has not significative effect on efficiency:
FCTRL×DEC = 1.5450 < FCTRL×DEC,crit, p = 1.6446× 10−1 > α = 0.05;

∗ CTRL factor has significative effect on efficiency: FCTRL = 21.377 >
FCTRL,crit, p = 3.0777× 10−12 < α = 0.05;

∗ DEC factor has not significative effect on efficiency: FDEC = 2.3832 <
FDEC,crit, p = 9.4546× 10−2 > α = 0.05.

– reduced one-factor model shows that CTRL factor has significative effect on
efficiency: F ′′

CTRL = 20.8441 > F ′′
CTRL,crit, p = 5.1487× 10−12 < α = 0.05.

Results of non-parametric Kruskal-Wallis tests grouping on reduced models are
reported by measure.

• throughput :
– grouping by CTRL factor do not lead to significative differences on the mean

rank about throughput: χ2
CTRL = 3.7317 < χ2

CTRL,crit = χ2
3;1−α = 7.8147,

p = 2.9193× 10−1 > α = 0.05;

– grouping by DEC factor lead to significative differences on the mean rank
about throughput: χ2

DEC = 7.8250 > χ2
DEC,crit = χ2

2;1−α = 5.9915, p =

1.9991× 10−2 < α = 0.05.

• efficiency :
– grouping by CTRL factor lead to significative differences on the mean rank

about efficiency: χ2
CTRL = 52.451 > χ2

CTRL,crit, p = 2.4001× 10−11 < α =
0.05;

– grouping by DEC factor do not lead to significative differences on the mean
rank about efficiency: χ2

DEC = 0.285 28 < χ2
DEC,crit, p = 8.6706× 10−1 >

α = 0.05.

• scaled target path:
– grouping by CTRL factor lead to significative differences on the mean rank

about scaled target path: χ2
CTRL = 8.0694 > χ2

CTRL,crit, p = 4.4599× 10−2 <
α = 0.05;

– grouping by DEC factor lead to significative differences on the mean rank
about scaled target path: χ2

DEC = 9.6982 > χ2
DEC,crit, p = 7.8354× 10−3 <

α = 0.05.

• overshoots:
– grouping by CTRL factor lead to significative differences on the mean rank

about overshoots: χ2
CTRL = 28.449 > χ2

CTRL,crit, p = 2.9231× 10−6 < α =
0.05;

– grouping by DEC factor do not lead to significative differences on the mean
rank about overshoots: χ2

DEC = 0.720 26 < χ2
DEC,crit, p = 6.9759× 10−1 >

α = 0.05.
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For measures on which we performed both tests, these results report as significative
factors the same of parametric ANOVA tests. However, this kind of test allows to
claim nothing on factors interaction or relative effect size.

Details on the tests performed are reported in tables 6.34, 6.35, 6.38, 6.39, 6.42,
6.43, 6.48, and 6.49 for parametric ANOVA F-tests, in tables 6.36, 6.37, 6.40, 6.41,
6.44, 6.45, 6.46, and 6.47 for non-parametric Kruskal-Wallis tests.

None of the parametric ANOVA results report a significative effect of the interac-
tion factor on the measures of interest, but at least one between CTRL or DEC factors
resulted as significative. Non-parametric tests do not allow to test interaction factor,
but gave the same results about the two factors tested alone. In case a factor re-
sulted as significative for a performance measure, we performed pairwise comparison
post-hoc tests to find out which levels were different from the common mean. As
in the previous analysis, we assigned the same letter to the levels (i.e. controllers
or decoders) for which we had no evidence of statistical difference between them, so
giving to each level a label formed by one or more letters. This allows to define a
partial order on the levels. These labels are reported in the following box-plots, capi-
tal letters for parametric ANOVA pairwise tests, lower case letters for Kruskal-Wallis
ones.

Box-plots in figures 6.14, 6.15, 6.16, 6.17 and 6.18, show data grouped by CTRL
(above) and DEC (below). We report the box-plots also when the factor for which
data are grouped was not significative: in this case no labels are shown.

Levels, values, confidence intervals, and labels – sorted from the best to the worst
– are reported in tables 6.52, 6.53, 6.54, 6.55, 6.58, 6.59, 6.60, 6.61, 6.63, and 6.66.
We report also levels, values and confidence intervals for measures that do not show
significative differences in tables 6.50, 6.51, 6.56, 6.57, 6.65, and 6.68, or that are not
tested for significative differences in tables 6.62, 6.64, 6.67, and 6.69.

We remember that for throughput and efficiency greater values are better, while
for scaled target path, overshoots, and mean IEmg lower values are better.

Significative pairwise comparisons that lead to labels assigment are reported in
tables 6.70, 6.71, 6.72, 6.73, 6.74, 6.75, 6.76, and 6.77. Each row of the tables contain
the name of the two levels compared, namely level 1 and 2, the estimated difference
µd = µ1 − µ2, 95% confidence interval for µd, and the test’s p-value. The quantity
tested can either be mean variable value or mean group rank. Only pairs for which
the null hypothesis is rejected are reported.

Source SS Dof MS F -value p-value

CTRL 2.674 3 0.891 2.313 0.077
DEC 3.598 2 1.799 4.669 0.010
CTRL*DEC 2.242 6 0.374 0.969 0.447
Error 87.863 228 0.385
Total 96.377 239

Table 6.34: Two-way ANOVA saturated model of throughput (transformed) with CTRL,
DEC and their interaction as factors.
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(a) Box plots of throughput grouped by CTRL factor levels – no significative differences.
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(b) Box plots of throughput grouped by DEC factor levels and results of pairwise com-
parisons. Levels with the same letter are not significantly different.

Figure 6.14: Box plots of throughput grouped by CTRL (a) and by DEC factor levels
(b). Letters – when present – represent pairwise comparisons results. Levels with the same
letter are not significantly different. Upper-case letters are used for the results of parametric
ANOVA post-hoc, while lower-case ones for Kruskal-Wallis post-hoc.
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(a) Box plots of efficiency grouped by CTRL factor levels and results of pairwise com-
parisons. Levels with the same letter are not significantly different.
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(b) Box plots of efficiency grouped by DEC factor levels – no significative differences.

Figure 6.15: Box plots of efficiency grouped by CTRL (a) and by DEC factor levels (b).
Letters – when present – represent pairwise comparisons results. Levels with the same letter
are not significantly different. Upper-case letters are used for the results of parametric
ANOVA post-hoc, while lower-case ones for Kruskal-Wallis post-hoc.
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(a) Box plots of scaled target path grouped by CTRL factor levels and results of pairwise
comparisons. Levels with the same letter are not significantly different.

Sc
al

ed
T
ar

ge
t

pa
th

(r
at

io
)

Performance by Decoder

NONE PLAIN_P MULTICH2 MULTICH8
(b) Box plots of scaled target path grouped by DEC factor levels and results of pairwise
comparisons. Levels with the same letter are not significantly different.

Figure 6.16: Box plots of scaled target path grouped by CTRL (a) and by DEC factor levels
(b). Letters – when present – represent pairwise comparisons results. Levels with the same
letter are not significantly different. Upper-case letters are used for the results of parametric
ANOVA post-hoc, while lower-case ones for Kruskal-Wallis post-hoc.
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(a) Box plots of overshoots grouped by CTRL factor levels and results of pairwise com-
parisons. Levels with the same letter are not significantly different.
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(b) Box plots of overshoots grouped by DEC factor levels – no significative differences.

Figure 6.17: Box plots of overshoots grouped by CTRL (a) and by DEC factor levels
(b). Letters – when present – represent pairwise comparisons results. Levels with the same
letter are not significantly different. Upper-case letters are used for the results of parametric
ANOVA post-hoc, while lower-case ones for Kruskal-Wallis post-hoc.
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(a) Box plots of mean IEmg grouped by CTRL factor levels and results of pairwise
comparisons. Levels with the same letter are not significantly different.
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(b) Box plots of mean IEmg grouped by DEC factor levels – no significative differences.

Figure 6.18: Box plots of mean IEmg grouped by CTRL (a) and by DEC factor levels
(b). Letters – when present – represent pairwise comparisons results. Levels with the same
letter are not significantly different. Upper-case letters are used for the results of parametric
ANOVA post-hoc, while lower-case ones for Kruskal-Wallis post-hoc.
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Source SS Dof MS F -value p-value

DEC 3.598 2 1.799 4.596 0.011
Error 92.778 237 0.391
Total 96.377 239

Table 6.35: One-way ANOVA reduced model of throughput (transformed) with DEC as
factor.

Source SS Dof MS χ2-value p-value

Groups 1.799 · 104 3 5.996 · 103 3.732 0.292
Error 1.134 · 106 236 4.805 · 103
Total 1.152 · 106 239

Table 6.36: Kruskal-Wallis test of throughput grouped by CTRL – reduced model.

Source SS Dof MS χ2-value p-value

Groups 3.772 · 104 2 1.886 · 104 7.825 0.020
Error 1.114 · 106 237 4.702 · 103
Total 1.152 · 106 239

Table 6.37: Kruskal-Wallis test of throughput grouped by DEC – reduced model.

Source SS Dof MS F -value p-value

CTRL 15 354.624 3 5 118.208 20.095 <0.001
DEC 61.589 2 30.794 0.121 0.886
CTRL*DEC 1 159.221 6 193.204 0.759 0.603
Error 58 070.426 228 254.695
Total 74 645.859 239

Table 6.38: Two-way ANOVA saturated model of efficiency with CTRL, DEC and their
interaction as factors.

Source SS Dof MS F -value p-value

CTRL 15 354.624 3 5 118.208 20.372 <0.001
Error 59 291.236 236 251.234
Total 74 645.859 239

Table 6.39: One-way ANOVA reduced model of efficiency with CTRL as factor.

Source SS Dof MS χ2-value p-value

Groups 2.528 · 105 3 8.427 · 104 52.451 <0.001
Error 8.992 · 105 236 3.810 · 103
Total 1.152 · 106 239

Table 6.40: Kruskal-Wallis test of efficiency grouped by CTRL – reduced model.
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Source SS Dof MS χ2-value p-value

Groups 1.375 · 103 2 6.875 · 102 0.285 0.867
Error 1.151 · 106 237 4.855 · 103
Total 1.152 · 106 239

Table 6.41: Kruskal-Wallis test of efficiency grouped by DEC – reduced model.

Source SS Dof MS F -value p-value

CTRL 2.067 3 0.689 2.709 0.046
DEC 2.244 2 1.122 4.410 0.013
CTRL*DEC 1.512 6 0.252 0.991 0.432
Error 57.999 228 0.254
Total 63.822 239

Table 6.42: Two-way ANOVA saturated model of scaled target path (transformed) with
CTRL, DEC and their interaction as factors.

Source SS Dof MS F -value p-value

CTRL 2.067 3 0.689 2.710 0.046
DEC 2.244 2 1.122 4.411 0.013
Error 59.511 234 0.254
Total 63.822 239

Table 6.43: Two-way ANOVA independence model of scaled target path (transformed)
with CTRL and DEC – no interaction – as factors.

Source SS Dof MS χ2-value p-value

Groups 3.889 · 104 3 1.296 · 104 8.069 0.045
Error 1.113 · 106 236 4.716 · 103
Total 1.152 · 106 239

Table 6.44: Kruskal-Wallis test of scaled target path grouped by CTRL – reduced model.

Source SS Dof MS χ2-value p-value

Groups 4.675 · 104 2 2.337 · 104 9.698 0.008
Error 1.105 · 106 237 4.663 · 103
Total 1.152 · 106 239

Table 6.45: Kruskal-Wallis test of scaled target path grouped by DEC – reduced model.

Source SS Dof MS χ2-value p-value

Groups 9.643 · 104 3 3.214 · 104 28.449 <0.001
Error 7.137 · 105 236 3.024 · 103
Total 8.101 · 105 239

Table 6.46: Kruskal-Wallis test of overshoots grouped by CTRL – reduced model.
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Source SS Dof MS χ2-value p-value

Groups 2.441 · 103 2 1.221 · 103 0.720 0.698
Error 8.077 · 105 237 3.408 · 103
Total 8.101 · 105 239

Table 6.47: Kruskal-Wallis test of overshoots grouped by DEC – reduced model.

Source SS Dof MS F -value p-value

CTRL 1 722.085 3 574.028 21.377 <0.001
DEC 127.991 2 63.995 2.383 0.095
CTRL*DEC 248.926 6 41.488 1.545 0.164
Error 6 122.315 228 26.852
Total 8 221.317 239

Table 6.48: Two-way ANOVA saturated model of mean IEmg with CTRL, DEC and their
interaction as factors.

Source SS Dof MS F -value p-value

CTRL 1 722.085 3 574.028 20.844 <0.001
Error 6 499.232 236 27.539
Total 8 221.317 239

Table 6.49: One-way ANOVA reduced model of mean IEmg with CTRL as factor.

Level Mean throughput
Mean 95% CI

lower upper

FORCE_INT 1.024 0.980 1.068
FORCE 1.024 0.947 1.101
IMP 0.956 0.898 1.014
VEL 0.951 0.889 1.013

Table 6.50: Mean throughput by CTRL factor levels. Levels are sorted by decreasing mean
throughput. There are no significative differences between levels.

Level Median throughput
Median 95% CI

lower upper

FORCE_INT 1.046 1.009 1.094
VEL 1.038 0.913 1.101
FORCE 0.995 0.904 1.142
IMP 0.992 0.899 1.103

Table 6.51: Median throughput by CTRL factor levels. Levels are sorted by decreasing
median throughput. There are no significative differences between levels.
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Factor level Mean throughput
Mean 95% CI Labels
lower upper

MULTICH8 1.046 0.992 1.101 A
MULTICH2 0.974 0.923 1.024 A B
PLAIN_P 0.946 0.894 0.998 B

Table 6.52: Mean throughput by DEC factor levels. Levels are sorted by not significantly
different labels and decreasing mean throughput.

Factor level Median throughput
Median 95% CI Labels
lower upper

MULTICH8 1.109 1.006 1.160 a
MULTICH2 1.025 0.927 1.096 a b
PLAIN_P 0.975 0.911 1.035 b

Table 6.53: Median throughput by DEC factor levels. Levels are sorted by not signifi-
cantly different labels (Kruskal-Wallis post-hoc pairwise comparison) and decreasing median
throughput.

Factor level Mean efficiency
Mean 95% CI Labels
lower upper

FORCE_INT 68.076 64.826 71.327 A
VEL 54.579 50.423 58.734 B
IMP 51.400 47.340 55.459 B C
FORCE 46.523 41.753 51.292 C

Table 6.54: Mean efficiency by CTRL factor levels. Levels are sorted by not significantly
different labels and decreasing mean efficiency.

Factor level Median efficiency
Median 95% CI Labels
lower upper

FORCE_INT 69.672 63.619 71.958 a
VEL 55.823 46.417 58.362 b
IMP 51.815 46.781 54.377 b
FORCE 42.525 39.607 48.994 b

Table 6.55: Median efficiency by CTRL factor levels. Levels are sorted by not significantly
different labels (Kruskal-Wallis post-hoc pairwise comparison) and decreasing median effi-
ciency.

Level Mean efficiency
Mean 95% CI

lower upper

MULTICH8 55.853 52.426 59.280
MULTICH2 54.877 50.786 58.969
PLAIN_P 54.702 50.427 58.976

Table 6.56: Mean efficiency by DEC factor levels. Levels are sorted by decreasing mean
efficiency. There are no significative differences between levels.
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Level Median efficiency
Median 95% CI

lower upper

PLAIN_P 57.763 49.710 62.930
MULTICH8 55.450 51.266 60.404
MULTICH2 53.886 48.462 58.618

Table 6.57: Median efficiency by DEC factor levels. Levels are sorted by decreasing
median efficiency. There are no significative differences between levels.

Factor level Mean scaled_target_path
Mean 95% CI Labels
lower upper

FORCE_INT 1.184 0.993 1.376 A
FORCE 1.292 1.045 1.538 A
VEL 1.360 1.160 1.560 A
IMP 1.547 1.319 1.775 A

Table 6.58: Mean scaled target path by CTRL factor levels. Levels are sorted by not
significantly different labels and increasing mean scaled target path.

Factor level Median scaled_target_path
Median 95% CI Labels
lower upper

FORCE 0.911 0.709 1.373 a
FORCE_INT 0.992 0.796 1.280 a
VEL 1.259 1.096 1.372 a
IMP 1.359 1.195 1.630 a

Table 6.59: Median scaled target path by CTRL factor levels. Levels are sorted by not
significantly different labels (Kruskal-Wallis post-hoc pairwise comparison) and increasing
median scaled target path.

Factor level Mean scaled_target_path
Mean 95% CI Labels
lower upper

PLAIN_P 1.161 0.998 1.324 A
MULTICH2 1.314 1.121 1.506 A B
MULTICH8 1.562 1.362 1.762 B

Table 6.60: Mean scaled target path by DEC factor levels. Levels are sorted by not
significantly different labels and increasing mean scaled target path.

Factor level Median scaled_target_path
Median 95% CI Labels
lower upper

PLAIN_P 1.011 0.853 1.210 a
MULTICH2 1.139 0.858 1.477 a b
MULTICH8 1.369 1.232 1.608 b

Table 6.61: Median scaled target path by DEC factor levels. Levels are sorted by not
significantly different labels (Kruskal-Wallis post-hoc pairwise comparison) and increasing
median scaled target path.
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Level Mean overshoots
Mean 95% CI

lower upper

FORCE_INT 0.133 0.033 0.234
VEL 0.383 0.199 0.568
IMP 0.667 0.440 0.893
FORCE 0.900 0.561 1.239

Table 6.62: Mean overshoots by CTRL factor levels. Levels are sorted by increasing mean
overshoots. Differences in levels’ means have not been tested.

Factor level Median overshoots
Median 95% CI Labels
lower upper

FORCE_INT 0 0 0 a
VEL 0 0 0 a b
IMP 0 0 1 b c
FORCE 1 0 1 c

Table 6.63: Median overshoots by CTRL factor levels. Levels are sorted by not signifi-
cantly different labels (Kruskal-Wallis post-hoc pairwise comparison) and increasing median
overshoots.

Level Mean overshoots
Mean 95% CI

lower upper

MULTICH8 0.400 0.256 0.544
MULTICH2 0.563 0.369 0.756
PLAIN_P 0.600 0.336 0.864

Table 6.64: Mean overshoots by DEC factor levels. Levels are sorted by increasing mean
overshoots. Differences in levels’ means have not been tested.

Level Median overshoots
Median 95% CI

lower upper

PLAIN_P 0 0 0
MULTICH2 0 0 0
MULTICH8 0 0 0

Table 6.65: Median overshoots by DEC factor levels. Levels are sorted by increasing
median overshoots. There are no significative differences between levels.

Factor level Mean mean_iemg
Mean 95% CI Labels
lower upper

FORCE 24.084 22.867 25.302 A
VEL 25.712 24.351 27.072 A
IMP 29.261 27.825 30.697 B
FORCE_INT 30.777 29.379 32.175 B

Table 6.66: Mean mean IEmg by CTRL factor levels. Levels are sorted by not significantly
different labels and increasing mean mean IEmg.
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Level Median mean_iemg
Median 95% CI

lower upper

FORCE 23.703 22.498 25.909
VEL 25.695 24.040 27.336
IMP 29.502 27.948 31.963
FORCE_INT 30.556 28.834 31.706

Table 6.67: Median mean IEmg by CTRL factor levels. Levels are sorted by increasing
median mean IEmg. Differences in levels’ medians have not been tested.

Level Mean mean_iemg
Mean 95% CI

lower upper

MULTICH8 26.426 25.079 27.773
MULTICH2 27.950 26.652 29.248
PLAIN_P 27.999 26.744 29.254

Table 6.68: Mean mean IEmg by DEC factor levels. Levels are sorted by increasing mean
mean IEmg. There are no significative differences between levels.

Level Median mean_iemg
Median 95% CI

lower upper

MULTICH8 26.447 24.434 27.847
MULTICH2 27.363 26.251 29.351
PLAIN_P 28.733 27.334 29.769

Table 6.69: Median mean IEmg by DEC factor levels. Levels are sorted by increasing
median mean IEmg. Differences in levels’ medians have not been tested.

Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

PLAIN_P MULTICH8 −0.103 −0.195 −0.019 0.010

Table 6.70: Significative (p < α) pairwise comparisons between DEC factor levels on
throughput (de-transformed). Each comparison tests the null hypothesis that H0 : µ1−µ2 =
0 and reports the estimated difference in levels’ means. These are the result of parametric
ANOVA post-hoc tests.

Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

PLAIN_P MULTICH8 −29.925 −55.652 −4.198 0.018

Table 6.71: Significative (p < α) pairwise comparisons between DEC factor levels on
throughput. Each comparison tests the null hypothesis that H0 : µ1 − µ2 = 0 and reports
the estimated difference in levels’ mean ranks. These are the result of Kruskal-Wallis post-
hoc tests.
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Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

FORCE FORCE_INT −21.554 −28.988 −14.119 <0.001
FORCE VEL −8.056 −15.491 −0.622 0.028
FORCE_INT IMP 16.677 9.242 24.111 <0.001
FORCE_INT VEL 13.497 6.063 20.932 <0.001

Table 6.72: Significative (p < α) pairwise comparisons between CTRL factor levels on
efficiency. Each comparison tests the null hypothesis that H0 : µ1 −µ2 = 0 and reports the
estimated difference in levels’ means. These are the result of parametric ANOVA post-hoc
tests.

Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

FORCE FORCE_INT −86.350 −118.914 −53.786 <0.001
FORCE_INT IMP 69.683 37.120 102.247 <0.001
FORCE_INT VEL 56.767 24.203 89.330 <0.001

Table 6.73: Significative (p < α) pairwise comparisons between CTRL factor levels on
efficiency. Each comparison tests the null hypothesis that H0 : µ1 −µ2 = 0 and reports the
estimated difference in levels’ mean ranks. These are the result of Kruskal-Wallis post-hoc
tests.

Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

PLAIN_P MULTICH8 −0.331 −0.557 −0.059 0.014

Table 6.74: Significative (p < α) pairwise comparisons between DEC factor levels on scaled
target path (de-transformed). Each comparison tests the null hypothesis that H0 : µ1−µ2 =
0 and reports the estimated difference in levels’ means. These are the result of parametric
ANOVA post-hoc tests.

Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

PLAIN_P MULTICH8 −33.563 −59.290 −7.835 0.006

Table 6.75: Significative (p < α) pairwise comparisons between DEC factor levels on scaled
target path. Each comparison tests the null hypothesis that H0 : µ1−µ2 = 0 and reports the
estimated difference in levels’ mean ranks. These are the result of Kruskal-Wallis post-hoc
tests.
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Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

FORCE FORCE_INT 51.775 24.467 79.083 <0.001
FORCE VEL 32.642 5.334 59.949 0.011
FORCE_INT IMP −41.392 −68.699 −14.084 0.001

Table 6.76: Significative (p < α) pairwise comparisons between CTRL factor levels on
overshoots. Each comparison tests the null hypothesis that H0 : µ1 − µ2 = 0 and reports
the estimated difference in levels’ mean ranks. These are the result of Kruskal-Wallis post-
hoc tests.

Level 1 Level 2 Est. difference Difference 95% CI
p-value

lower upper

FORCE FORCE_INT −6.693 −9.155 −4.232 <0.001
FORCE IMP −5.177 −7.638 −2.715 <0.001
FORCE_INT VEL 5.066 2.604 7.527 <0.001
IMP VEL 3.549 1.088 6.011 0.001

Table 6.77: Significative (p < α) pairwise comparisons between CTRL factor levels on mean
IEmg. Each comparison tests the null hypothesis that H0 : µ1 − µ2 = 0 and reports the
estimated difference in levels’ means. These are the result of parametric ANOVA post-hoc
tests.
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6.2.4 Results discussion
To find the answers to the scientific questions posed in subsection 5.3.2, we performed
some statistical tests on the performance measures we collected. The results allow
to conclude:

1. the task performed is able to show differences between the different myoelectric
interfaces w.r.t. all the measures collected, since both parametric and non-
parametric ANOVA tests found evidence of an effect of the selection of controller
and decoder pair on measures outcome (tables 6.8, 6.9, 6.10, 6.11, 6.12, 6.13,
6.14, and 6.15).

2. post-hoc tests on the model with the CTRL+DEC factor as fixed effect, revealed
that the interface based gravity compensation is always between the best score
levels for throughput (tables 6.16 and 6.17), efficiency (tables 6.18 and 6.19),
scaled target path (tables 6.20 and 6.21), and overshoots (table 6.23), but one of
the worse levels w.r.t. mean IEmg (table 6.24): it is the best interface at which
other myoelectric interfaces aim from the point of view of the task performance,
but at the price of high effort, so the need of less-effort myoelectric interfaces.

3. the two-way ANOVA analysis gave an insight on how the components of the
myoelectric control architecture work and how they affect the overall perfor-
mance. None of the measure tested with parametric two-way ANOVA showed
a significative interaction between controller and decoder, allowing to threat
them separately. Only the decoder has a significative effect on throughput (ta-
bles 6.34, 6.35, and 6.37), while only the controller has a significative effect on
efficiency (tables 6.38, 6.39, and 6.40), overshoots (table 6.46), and mean IEmg
(tables 6.48 and 6.49). The case of scaled target path is different: both con-
troller and decoder have a significative effect (tables 6.42, 6.43, 6.44 and 6.45),
but the effect size is such small that post-hoc pairwise test on the controller
levels was not able to show any difference between them (tables 6.58 and 6.59).

Analysing in detail the results of post-hoc tests on the model with the controller
and decoder pair (CTRL+DEC) factor as fixed effect, we made some observations looking
for the best pairs, aiming at those not significantly different from gravity compensa-
tion.

• Throughput, from figure 6.9, tables 6.16 and 6.17 sorted by significative labels
and, respectively, mean or median group value, tables 6.26 and 6.27 for significa-
tive pairwise comparisons. There are no big differences between the controllers,
a part from VEL that independently from the decoder performs always signifi-
cantly worse than gravity compensation. On the other hand, MULTICH8 decoder
3 times out of 4 is not significantly different from gravity compensation, while
both MULTICH2 and PLAIN_P 3 times out of 4 we found evidence of a worst
behaviour w.r.t. gravity compensation. This is an indication that throughput
is deeply affected by the quality of the decoder’s prediction.

• Efficiency, from figure 6.10, tables 6.18 and 6.19 sorted by significative labels
and, respectively, mean or median group value, tables 6.28 and 6.29 for signi-
ficative pairwise comparisons. Looking at the box-plots, it appears evident a
clear dependency on the controller component: in pair with 3 decoders out of
3 FORCE_INT controller is not significantly different from gravity compensation,
VEL controller in pair with 2 decoders, IMP controller only in pair with MULTICH2
decoder, while all of the pairs having FORCE as controller are significantly worse
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than gravity compensation. On the other hand, the choice of the decoder ap-
pears not to have the same influence on the efficiency outcome. This is an
indication that efficiency is more dependent on the interpretation of decoder’s
output made by the controller rather than on the decoder’s precision.

• Scaled target path, from figure 6.11, tables 6.20 and 6.21 sorted by significative
labels and, respectively, mean or median group value, tables 6.30 and 6.31 for
significative pairwise comparisons. About this measure, there are no evident
differences or trends between the interfaces, a part from the pair controller
and decoder IMP+MULTICH8 having a significative higher value w.r.t. COMP,
FORCE+MULTICH2, and FORCE_INT+PLAIN_P. Although this measure shows some
minimal differences between levels, in these experiments seems not to be par-
ticularly discriminative among levels.

• Overshoots, from figure 6.12, table 6.23 sorted by significative labels and median
group value, table 6.32 for significative pairwise comparisons. Also in this case
the measure does not seem particularly discriminative, but two groups can be
identified: those interfaces with almost no overshoots (controllers COMP and
FORCE_INT, and pair VEL+PLAIN_P), and the others.

• Mean IEmg, from figure 6.13, table 6.24 sorted by significative labels and mean
group value, table 6.33 for significative pairwise comparisons. This measure
appears very discriminative – we are able to assign 5 letters, representing value
levels – and differences among controllers are evident. Looking at the pairs
having the same controller component, we can see a trend of improvement as
we increase the precision of the decoder, evident for FORCE and VEL controllers.
It’s worth noticing this is the only measure for which at least an interface
shows a significantly better behaviour than gravity compensation: these are
the FORCE+MULTICH8 and the VEL+MULTICH8 interface pairs.

Here we report the detailed analysis of post-hoc test results on the two-way model
with the controller and the decoder (CTRL and DEC) factors as different fixed effects.
These observations are coherent with the ones about the one-way model, but allow to
distinguish between the contributions of the two components. However, the compari-
son with gravity compensation cannot directly done, because the inclusion of gravity
compensation tests would have made the experiment design unbalanced.

• Throughput, from figure 6.14 and table 6.34, we can see that only the decoder
factor has a significant effect on the measure. Therefore, tables 6.52 and 6.53
show the DEC levels sorted by significative labels and, respectively, mean or
median group value, while tables 6.70 and 6.71 report the significative pairwise
comparisons between decoder’s levels. The best decoder is MULTICH8, with an
estimated increase of mean throughput respect to PLAIN_P of 0.103 bit s−1 with
95% CI = [0.019, 0.195] bit s−1. This is another indication that throughput is
more affected by the quality of the decoder’s prediction rather than the type
of controller.

• Efficiency, from figure 6.15 and table 6.38, we can see that only the controller
factor has a significant effect on the measure. Therefore, tables 6.54 and 6.55
show the CTRL levels sorted by significative labels and, respectively, mean or
median group value, tables 6.72 and 6.73 report the significative pairwise com-
parisons between controller’s levels. The best controller is FORCE_INT, with
an estimated increase of mean efficiency respect to FORCE of 21.6 with 95%
CI = [14.1, 29.0], to IMP of 16.7 with 95% CI = [9.24, 24.1], and to VEL of 13.5
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with 95% CI = [6.06, 20.9]. Again, this is an indication that efficiency depends
more on the controller rather than the decoder.

• Scaled target path, from figure 6.16 and tables 6.42 and 6.43, we can see that
both the controller and the decoder factors have a significant effect on the
measure. Therefore, tables 6.58, 6.59, 6.60 and 6.61 show, respectively, the
CTRL and the DEC levels sorted by significative labels and mean or median group
value, tables 6.74 and 6.75 report the significative pairwise comparisons between
decoder’s levels. The CTRL factor, though having a significative effect on this
measure, this effect is too small to identify significative differences between
levels at the pairwise post-hoc tests. Regarding instead the DEC factor, the
best decoder appears to be PLAIN_P, with an estimated decrease of mean scaled
target path respect to MULTICH8 of 0.331 with 95% CI = [0.059, 0.557]. These
results further support the hypothesis that this measure is not particularly
discriminative of interface quality.

• Overshoots, from figure 6.17 and tables 6.46 and 6.47, we can see that only
the controller factor has a significant effect on the measure. We cannot, how-
ever, exclude the presence of interaction between factors, since non-parametric
analysis we performed cannot test for this hypothesis. Table 6.63 shows the
CTRL levels sorted by significative labels and median group value, then table
6.76 report the significative pairwise comparisons between controller’s levels.
The best controller is FORCE_INT, with an estimated decrease of mean rank
about overshoots respect to FORCE of 51.8 with 95% CI = [24.5, 79.1] and to
IMP of 41.4 with 95% CI = [14.1, 68.7] and estimated overshoots mean value
for FORCE_INT of 0.133 with 95% CI = [0.033, 0.234], for VEL of 0.383 with
95% CI = [0.199, 0.568], for IMP of 0.667 with 95% CI = [0.440, 0.893], and
for FORCE of 0.900 with 95% CI = [0.561, 1.24]. As we can see from the mean
group values, the difference about overshoots between controllers is very little
and the differences between decoders are not significant. This confirms again
the scarce ability of the measure to discriminate between interfaces.

• Mean IEmg, from figure 6.18 and table 6.48, we can see that only the controller
factor has a significant effect on the measure. Table 6.66 shows the CTRL levels
sorted by significative labels and mean group value, while table 6.77 reports the
significative pairwise comparisons between controller’s levels. This measure is
able to discriminate between two separated groups, statistically different from
each other. The first group is composed by FORCE and VEL controllers, with
mean values lower than gravity compensation, and the second by FORCE_INT
and IMP, with mean values comparable to that of gravity compensation. In the
first group we have:

– controller FORCE, with an estimated mean IEmg mean value of 24.1 a u
with 95% CI = [22.9, 25.3] a u and an estimated decrease of mean value
respect to FORCE_INT of 6.69 a u with 95% CI = [4.23, 9.16] a u and to
IMP of 5.18 a u with 95% CI = [2.72, 7.64] a u ;

– controller VEL, with an estimated mean IEmg mean value of 25.7 a u with
95% CI = [24.4, 27.1] a u and an estimated decrease of mean value respect
to FORCE_INT of 5.07 a u with 95% CI = [2.60, 7.53] a u and to IMP of
3.55 a u with 95% CI = [1.09, 6.01] a u .



CHAPTER 7

Conclusion and future work

Controlling assistive orthoses requires to understand the human volition. Existing
assistive devices suffer from the lack of proper methods of intention recognition, es-
pecially if they are intended for motor impaired people with limited capacities of
exerting forces to physically interact with the device. This work focuses on the case
of people suffering from muscular weakness, with the objective of providing a myo-
electric control architecture onto which natural and intuitive interfaces for assistance
in ADLs can be developed. In particular, people who can adopt such interfaces are
subjects for which the control on peripheral nervous system (PNS) is intact, e.g. mus-
cular dystrophy, myopathies, ageing, etc. In these conditions, the electrical activity
of motoneurons and muscles encodes information on human volition and it can be
measured non-invasively from the skin surface using electrodes, a technique known
as surface electromyography (sEMG). Unfortunately, the signals recorded with the
sEMG are difficult to be used as control commands: clinical applications revealed
that sEMG is unreliable, badly conditioned, and dependent on time, fatigue, and
sweat [9].

Here, the specific myoelectric interface is defined considering a generic architec-
ture composed by a cascading combination of signal processing algorithms, respec-
tively, a decoder, an adapter or post-processing module, and a low-level controller,
together with their tuning.

The decoder is responsible of inferring the movement volition starting from the
sEMG recordings. Many decoders have been proposed and they can be divided in
two classes based on their outputs:

discrete that output only a label representing the intended action in a predefined
set (qualitative control);

proportional – usually to velocity or to torque – that output a continuous velocity
or torque control either in task or joint space.

In this work only proportional decoders are considered, since they give more control
on the device.Even if there exists a huge literature on such decoders, most of them
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are intended for prostheses control, with several products already on the market.
Unlike robotic prostheses, exoskeletons need coherence with physiological activations,
as they act in parallel with the human body. Decoders to control exoskeletons are
still associated to technological barriers and to basic scientific questions and therefore
confined to laboratory prototypes usually trained and tested only on healthy subjects
– except for few cases [11, 39]. Moreover, most of the existing decoders have been
applied to rehabilitation devices or to lower limbs control, where the cognitive and
volitional contribution is usually minor. In fact, assisting a person during well-defined
rehabilitation tasks or in repetitive walking pattern can be considered significantly
easier than understanding the wearer intention and synergically providing assistance
during ADLs, which typically require a more complex cognitive plan.

A wealth of models and methodologies has been used to solve the proportional
decoding problem, ranging from linear proportional to non-linear regressions and
neural networks, from state-space to biomechanical models and muscle synergies,
also using innovative sensing techniques as high-density EMG (HD-EMG). In this
work:

• a myoelectric control architecture is proposed to describe, classify and compare
existing myoelectric interfaces that has been applied to the case of study of
linear regression decoders and 1-Dof elbow controllers.

• methodologies to automatically tune gravity compensation and to collect train-
ing data for subjects suffering from severe disabilities are proposed.

• task-based performance measures are proposed to evaluate and compare differ-
ent myoelectric interfaces and the methodology is applied to the case of study.

We designed an experimental test bed to implement our case of study interfaces,
including an elbow exoskeleton and a software framework able to make the sEMG
signals available to the myoelectric control architecture. The research goal of this
thesis is to investigate how different myoelectric interfaces can affect the final perfor-
mance of EMG-driven exoskeletons, limited to this scenario. The results presented
in this thesis allow to conclude that EMG-based control is a viable technology to as-
sist muscular weakness patients, and that all the modules composing the myoelectric
control architecture, decoder, adapter, controller, and tuning, significantly affect the
final performance, as we measure them.

Future work includes:

• a methodology to automatically tune all the parameters of the interfaces pro-
posed, not the decoders’ ones only, both with the dataset of isometric torques
and with the proposed (but not used) computer-guided methodology.

• the analysis of the adapter’s quantitative effect on the regulation of the assis-
tance level and of the tradeoff between speed and accuracy.

Specifically on this last point, model-driven as well as data-driven approaches can
employed. However, from the data collected on out test bed it appears that in a
reduced complexity situation settings such as elbow control, the system behavior can
be described as a second order linear dynamics.



APPENDIX A

Mathematical Tools

A.1 Ordinary Least-Squares (OLS) regression
OLS [53] is a linear regression technique that given a set of observations (yi,xi) with
i = 1, . . . , N where N is the number of observation, models the scalar response yi as
a linear combination of the m predictors or regressors xij in the column vector xi:

yi =

m∑
j=1

wjxij + εi (A.1)

If the N predictor observations are stored as rows of a N×m matrix X and the scalar
responses in a N -dimensional vector y, OLS can be viewed as the problem of solving
the overdetermined system Xw = y in the least-square sense, e.g. minimizing the
objective function S(w) = ∥y − Xw∥2. If the model also contains an offset w0, it
is sufficient to add to the regessors set the constant scalar value 1, thus solving the
system:

X̃w̃ = y (A.2)

where X̃ = [1N×1X] and w̃T = [w0w
T ]. The solution to this problem is given by:[

ŵ0

ŵ

]
= (X̃TX̃)−1X̃Ty (A.3)

The values ŵ0 and ŵ are called the OLS estimators of w0 and w, i.e the values that
minimize the error function S, that is also the maximum likelihood estimator (MLE)
under the normality assumption for the error terms.

A.2 Principal Component Analysis (PCA)
Principal Component Analysis [31] is a common tool that allows to compress m-
dimensional data vectors along few directions or dimensions that account for most of
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the variability. Firstly, we must compute the sample covariance or scatter matrix S:

S =
1

k − 1

k∑
i=1

(xi − x)(xi − x)T (A.4)

where k is the number of samples, x is the sample mean and xi is the ith sample. The
normalization factor 1

k−1 is usually omitted since it is only a scaling factor. Since the
scatter matrix S is symmetric (i.e. ST = S), it is orthogonally diagonalizable with all
real eigenvalues: so there exist real values λ1, . . . , λm and orthogonal non-zero real
eigenvectors u1, . . . ,um such that for each i = 1, . . . ,m:

Sui = λiui (A.5)

As the scatter matrix can be viewed as the product of a matrix by its transpose
S = BBT with B an m× k matrix having as columns the vectors xi − x, its eigen-
values are all non-negative. If λ1 ≥ λ2 ≥ . . . ≥ λm are the eigenvalues of S, the
corresponding orthonormal eigenvectors u1, . . . ,um are called the principal compo-
nents of the data set. Since the scatter matrix has on its diagonal the variance of
each dimension, the sum of these values, the trace T of S, represents the total vari-
ance of the data set. As the trace of a orthogonally diagonalizable matrix is also the
sum of its eigenvalues T = λ1 + . . . + λm, we can say that a fraction λi

T of the total
variance T lives along the direction spanned by ui. Since it is often the case that
few eigenvalues of S are largely greater than all the others, it is possible that the
eigenvectors corresponding to the first n < m largest eigenvalues could explain most
of the variability of the data set.Under this assumption, projecting the samples onto
the n-dimensional subspace spanned by u1, . . . ,un, only a minor part of the original
information is lost. Considering an m× n matrix W = [u1| . . . |un], it is possible to
compute a reduced feature vector fred(t):

fred(t) = W T (f(t)− x) (A.6)

where the size of fred(t) is n < m and f(t) the full-size m-dimensional feature vector.

A.3 Non-Negative Matrix Factorization (NNMF)
Non-Negative Matrix Factorization [35] is a technique that given a set of multivariate
m-dimensional non-negative data vectors, these are placed in the columns of an m×k
matrix V where k is the number of samples in the data set. The non-negative matrix
V is then approximately factorized into two non-negative matrix factors W m × n
and H n× k such that:

V ≈ WH (A.7)

minimizing a distance cost function. A common choice is to minimize the square of
the Euclidean distance ∥V −WH∥2 between non-negative matrices of same size V
and WH, where the square of the Euclidean distance between non-negative matrices
of same size A and B is defined as:

∥A−B∥2 =
∑
ij

(aij − bij)
2 (A.8)

Usually n is chosen to be smaller than m or k, thus the result is a compressed
version of the original data matrix. If we rewrite the product column by column as
v ≈ Wh, we can see that each data vector v is approximated by a linear combination
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of the columns of W , weighted by the components of h. Thus the resulting columns
of W can be considered as the generators of a feature subspace of dimension n < m
[73]. The reduced feature vector fred(t) of size n than can be computed starting from
the full size m-dimensional feature vector f(t) as:

fred(t) = (W TW )−1W Tf(t) (A.9)

where the Euclidean distance:

S = ∥f(t)−Wfred(t)∥2 (A.10)

is minimized, so a least squares problem is solved. It is not a simple subspace projec-
tion: instead, it is equivalent to solving the NNMF problem f(t) ≈ Wfred(t) with
W fixed and using as cost function the square of the Euclidean distance S.

A.4 Fixed effects ANOVAs

The notions of statistical analysis of experiments are took from the popular handbook
[62].

One-way fixed effects ANOVA can be employed when population can be grouped
by one factor of interest. Let A be the factor with a levels, the model analysed can
be written as:

yi,j = µ+ αi + εi,j (A.11)

where:

• yi,j is the observed value, or response, to the i-th level of factor A in the j-th
replicate, for a total of n observations per group, if all groups are of equal size,
ni otherwise.

• µ is the overall population mean.

• αi is the deviation of the mean of group i (considered fixed, from this the model
name) from the global mean µ. It is usually called the fixed effect of factor A
at level i. The null hypothesis states that all αi equal zero; the alternate
hypothesis is that some or all αi are non-zero, and their value is fixed.

• εi,j represents random deviation of j-th replicate of i-th level from µ+αi, also
called random error effect. Usually parametric ANOVA model assumes all εi,js
to be random normal variables with zero mean and same variance.

Two-way (N -way) fixed effects ANOVA can be employed when population can be
grouped by two (or more) factor of interest. Let A and B be factors with respectively
a and b levels, the model analysed can be written as:

yi,j,k = µ+ αi + βj + (αβ)i,j + εi,j,k (A.12)

where:

• yi,j,k is the response to the i-th level of factor A and the j-th level of factor B
in the k-th replicate, for a total of n observations per each combination (i, j),
if all groups are of equal size, ni,j otherwise.

• µ is the overall population mean.
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• αi is called the fixed effect of factor A at level i. The null hypothesis on factor
A states that all αi equal zero.

• βj is called the fixed effect of factor B at level j. The null hypothesis on factor
B states that all βj equal zero.

• (αβ)i,j is called the fixed effect of the interaction of the combination (i, j). The
null hypothesis on interaction states that all αi equal zero.

• εi,j,k represents random deviation of k-th individual of the combination (i, j)
from the mean µ+αi+βj+(αβ)i,j , the random error effect. Parametric ANOVA
model assumes all εi,j,ks to be random normal variables with zero mean and
same variance.

The model A.4 with interactions is called a saturated model. Usually, the hy-
pothesis H0 : ∀(i, j)(αβ)i,j = 0 is tested first. If rejected, interaction effects are
significant. There is a school of thought that in this case considers main effects of
no importance, even if tested significant. When, however, H0 is not rejected, we can
consider a submodel without interaction:

yi,j,k = µ+ αi + βj + εi,j,k (A.13)

called independence model.
In this case, testing for H0 : ∀iαi = 0 and H0 : ∀jβj = 0 is of importance to

interpret reduced model A.4. If the effect of only one factor is significant (factor A,
for example), then the model can be further reduced to one-way model with a factor
levels and bn replicates each:

yi,j,k = µ+ αi + εi,j,k. (A.14)
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