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Hüseyin Özkan Sertlek

Hindcasting Soundscapes before and during the COVID-19 Pandemic in Selected Areas of the
North Sea and the Adriatic Sea
Reprinted from: J. Mar. Sci. Eng. 2021, 9, 702, doi:10.3390/jmse9070702 . . . . . . . . . . . . . . . 19

Christine Erbe, Renee P. Schoeman, David Peel and Joshua N. Smith

It Often Howls More than It Chugs: Wind versus Ship Noise Under Water in Australia’s
Maritime Regions
Reprinted from: J. Mar. Sci. Eng. 2021, 9, 472, doi:10.3390/jmse9050472 . . . . . . . . . . . . . . . 39

Miles J. G. Parsons, Christine Erbe, Mark G. Meekan and Sylvia K. Parsons

A Review and Meta-Analysis of Underwater Noise Radiated by Small (<25 m Length) Vessels
Reprinted from: J. Mar. Sci. Eng. 2021, 9, 827, doi:10.3390/jmse9080827 . . . . . . . . . . . . . . . 67

Miles Parsons and Mark Meekan

Acoustic Characteristics of Small Research Vessels
Reprinted from: J. Mar. Sci. Eng. 2020, 8, 970, doi:10.3390/jmse8120970 . . . . . . . . . . . . . . . 97

Alexander MacGillivray and Christ de Jong

A Reference Spectrum Model for Estimating Source Levels of Marine Shipping Based on
Automated Identification System Data
Reprinted from: J. Mar. Sci. Eng. 2021, 9, 369, doi:10.3390/jmse9040369 . . . . . . . . . . . . . . . 115

Robert D. McCauley, Mark G. Meekan and Miles J. G. Parsons

Acoustic Pressure, Particle Motion, and Induced Ground Motion Signals from a Commercial
Seismic Survey Array and Potential Implications for Environmental Monitoring
Reprinted from: J. Mar. Sci. Eng. 2021, 9, 571, doi:10.3390/jmse9060571 . . . . . . . . . . . . . . . 131

Lauren M. Kuehne, Christine Erbe, Erin Ashe, Laura T. Bogaard, Marena Salerno Collins and

Rob Williams

Above and below: Military Aircraft Noise in Air and under Water at Whidbey
Island, Washington
Reprinted from: J. Mar. Sci. Eng. 2020, 8, 923, doi:10.3390/jmse8110923 . . . . . . . . . . . . . . . 153

Andreia Pereira, Miriam Romagosa, Carlos Corela, Mónica A. Silva and Luis Matias

Source Levels of 20 Hz Fin Whale Notes Measured as Sound Pressure and Particle Velocity from
Ocean-Bottom Seismometers in the North Atlantic
Reprinted from: J. Mar. Sci. Eng. 2021, 9, 646, doi:10.3390/jmse9060646 . . . . . . . . . . . . . . . 173
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Preface to ”Ocean Noise: From Science to

Management”

This book is a collection of articles relevant to ocean noise and its management. Scientific and

societal concern about the effects of underwater sound on marine ecosystems is growing. While

iconic megafauna was of initial concern, more and more taxa are being included. Some countries

have joined in multi-national initiatives to measure, monitor, and mitigate environmental impacts of

ocean noise at large, trans-boundary spatial scales. Approaches to regulating ocean noise change as

new scientific evidence becomes available, but may also differ by country.

Articles in this collection cover topics such as ocean soundscapes, sources of underwater sound,

anthropogenic sound, sounds made by marine fauna, animal sensitivity to sound, the potential effects

of sound on marine fauna, sound propagation under water, sound modelling, noise management, and

noise impact mitigation.

The idea for this book was born when we had to cancel the OCEANOISE conference two years

in a row, due to Covid. The OCEANOISE conference series has provided a platform for the exchange

of scientific results, management approaches, research needs, stakeholder concerns, etc. Attendees

have represented various sectors, including academia, offshore industry, defence, NGOs, consultants

and government regulators.

Michel André and Christine Erbe

Editors

xi





Journal of

Marine Science 
and Engineering

Article

The Underwater Soundscape at Gulf of Riga
Marine-Protected Areas

Muhammad Saladin Prawirasasra *, Mirko Mustonen and Aleksander Klauson

Citation: Prawirasasra, M.S.;

Mustonen, M.; Klauson, A. The

Underwater Soundscape at Gulf of

Riga Marine-Protected Areas. J. Mar.

Sci. Eng. 2021, 9, 915. https://

doi.org/10.3390/jmse9080915

Academic Editors: Michel André and

Christine Erbe

Received: 26 July 2021

Accepted: 11 August 2021

Published: 23 August 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Department of Civil Engineering and Architecture, Tallinn University of Technology (TalTech),
19086 Tallinn, Estonia; mirko.mustonen@taltech.ee (M.M.); aleksander.klauson@taltech.ee (A.K.)
* Correspondence: muhammad.prawirasasra@taltech.ee

Abstract: Passive acoustic monitoring (PAM) is widely used as an initial step towards an assessment
of environmental status. In the present study, underwater ambient sound recordings from two
monitoring locations in marine-protected areas (MPAs) of the Gulf of Riga were analysed. Both
locations belong to the natural habitat of pinnipeds whose vocalisations were detected and analysed.
An increase of vocal activity during the mating period in the late winter was revealed, including
percussive signallings of grey seals. The ambient sound spectra showed that in the current shallow
sea conditions ship traffic noise contributed more in the higher frequency bands. Thus, a 500 Hz
one-third octave band was chosen as an indicator frequency band for anthropogenic noise in the
monitoring area. It was shown that changes in the soundscape occurring during the freezing period
create favourable conditions for ship noise propagation at larger distances. Based on the monitoring
data, the environmental risks related to the anthropogenic sound around the monitoring sites were
considered as low. However, further analysis showed that for a small percentage of time the ship
traffic can cause auditory masking for the ringed seals.

Keywords: passive acoustic monitoring; shallow water; pinnipeds; anthropogenic sound; auditory
masking

1. Introduction

The pressure on marine ecosystems from anthropogenic underwater noise has been
recognised as a challenging problem during the last decades. This cross-border issue can
be solved only with an international joint effort. The EU Marine Strategy Framework
Directive (MSFD) adopted in June 2008 is aiming to achieve the Good Environmental
Status (GES) of the European seas [1]. The directive sets qualitative descriptors for GES
that list Descriptor 11 as relevant to the energy introduced to the marine environment,
including underwater sound. The initial step towards assessing the environmental pressure
posed by anthropogenic sound is passive acoustic monitoring (PAM). One-third of octave
bands (TOBs) with nominal frequencies of 63 Hz and 125 Hz have been suggested as most
relevant to monitor the anthropogenic continuous low-frequency sound in water [2].

Underwater soundscapes are known to manifest spatial and temporal variability [3,4].
According to the types of contributing sources, underwater soundscapes can consist of
geophony, biophony, and anthropophony [5]. Geophony includes naturally occurring
non-biological sounds such as wind-generated breaking waves [6] and precipitation [7].
Anthropophony includes underwater noise induced by human activities, such as commer-
cial ship traffic [8]. Anthropogenic underwater noise is considered a pollutant that can
have long-term adverse effects on marine ecosystems. Potential impacts of continuous
underwater noise are the reduction of communication space and auditory masking [9–11]
as well as increased stress levels [12]. In the passive acoustic monitoring data, geophony
and anthropophony are mixed, but by estimating the wind-dependent natural sound levels,
these two components can be separated [13].

J. Mar. Sci. Eng. 2021, 9, 915. https://doi.org/10.3390/jmse9080915 https://www.mdpi.com/journal/jmse1
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Biophony in the Gulf of Riga is typically dominated by pinniped calls [14] but can
potentially also include fish vocalisations [15,16]. Underwater vocalisations of pinnipeds
are known to play a significant social role in their intraspecies communication [17,18]. Vo-
calisations can express, for example, aggressive or submissive behaviour. Vocal interaction
during the breeding period is very intensive with a high variation of call types and an
increased number of calls [17,19]. It has been reported that both grey (Halichoerus grypus)
and ringed seals (Phoca hispida) can use vocalisations as an aid for under-ice orientation
during the winter [18,19].

The objective of this study is to provide baseline information on underwater sound-
scapes at two monitoring locations within the marine-protected areas (MPAs) of the Gulf of
Riga. Special focus is made on the detection and identification of pinniped sounds, bearing
in mind that elevated detection rates show both the abundance of animals and the impor-
tance of the respective marine areas for the pinnipeds. The environmental pressure from
anthropogenic underwater noise and its potential risks are also addressed. Quantification
of the proportion of the anthropogenic sound makes it possible to draw some conclusions
about the current environmental status of the monitoring sites.

2. Materials and Methods

2.1. Underwater Sound Monitoring Locations

Underwater sound monitoring was conducted in two monitoring locations situated in
the Natura 2000 MPAs of the Gulf of Riga. These locations are further referenced as Kihnu
and Moonsund and their respective positions are shown in Figure 1. The monitoring took
place from 2018 to 2019, lasting 9 months in Kihnu and 6 months in Moonsund.

GULF OF RIGA
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Figure 1. Sound monitoring locations in Kihnu (58.149° N, 23.873° E) and Moonsund (58.651° N,
23.393° E), marked by asterisks.
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The Kihnu monitoring location is relatively far from shipping lanes, while the Moon-
sund monitoring location is close to the local shipping lane which is known to be moder-
ately active in summer and closed for navigation during the winter period. About 8 km
to the south, a busy regular ferry line is operating year round between the mainland and
Muhu Island.

Moonsund is also known as an important migration route for ringed seals from their
haul-outs at the islets in the Väinameri to the feeding grounds in the south of the Gulf of
Riga [20,21]. During the winter, the monitored areas are often covered by ice, making it an
attractive breeding ground for seals.

2.2. Underwater Acoustic Monitoring Equipment

Autonomous recorders by two different manufacturers were used for the ambient
sound measurements. One was the SM2M [22] by Wildlife Acoustics, Inc. with a sampling
frequency of 32 kHz and standard HTI hydrophone. The other recorder was the SoundTrap
ST500 [23] by Ocean Instruments with a sampling frequency of 36 kHz and equipped with
a standard hydrophone.

SM2M recorders were used in the Moonsund location during the whole monitoring
period. In Kihnu, the sound was recorded with SM2M in summer and with ST500 during
the second monitoring period, extending from autumn to early spring.

Figure 2 shows the rig designs for the two autonomous recorders. The output of both
recorders was 16 bit WAV format sound files that were processed using 20 s time-averaging
and a rectangular window function without overlap in order to follow the Life+ BIAS
project signal processing standard [24]. The sound processing in the study was performed
using PAMGuide software [25].

HYDROPHONE

DATA
LOGGER

FLOAT

ACOUSTIC 
RELEASE

ANCHOR

3 
m

VIBRATION
ISOLATORS

(a) (b)

FLOAT

Figure 2. Mooring setups for (a) SM2M and (b) ST500 data loggers.
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2.3. Detection of Pinniped Calls

At the monitoring sites, the bulk of the biological sounds were produced by grey and
ringed seals, whose vocalisations were detected and identified in the wake of the results of
numerous bioacoustics studies [17,18,26–30]. The identified calls were analysed and their
patterns, including frequency ranges and call durations, were entered into the band limited
energy detector (BLED) [31] for a subsequent search for similar patterns in the recorded
data. Instead of detecting patterns, BLED detects events based on energy exceeding a
threshold value in a selected frequency band for a specified time.

2.4. Ship Traffic Data

For characterisation of the ship traffic, the automatic identification system (AIS) data
around the monitoring locations were analysed. Figure 3 depicts the AIS-based average
daily number of ships by their types, passing within a 10 km radius from the sound
monitoring locations. It can be seen that the overall ship traffic density in Kihnu is very low.
In Moonsund, most of the distant ship traffic is caused by the ferry line. Pleasure boats
appear mostly in the summer season, and their number is likely to be underestimated since
not all of them are equipped with AIS transceivers. In some cases, the noise emissions from
pleasure boats can dominate the soundscape in the coastal waters [32], and therefore, their
contribution should be properly addressed.
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Figure 3. Monthly averaged numbers of ships per day based on automatic identification system
(AIS) position reports within 10 km radius from the sound monitoring locations: (a) Kihnu and
(b) Moonsund.

To assess the factual contribution of shipborne noise, acoustic detection was used.
As the ship approaches, the ambient sound level increases, and its excess over the back-
ground noise level can be calculated by assuming that the running minimum of broadband
(10 Hz–1 kHz) received level (RL) is a reasonably good proxy for the background noise [33].
In this study, the window for the running minimum was set to 3 h. The detection threshold
was 3 dB for low sea states (under the ice in the wintertime) and 6 dB for other seasons.

3. Results

3.1. Biological Sound Detection

Out of the two monitoring locations, recordings from Kihnu were very rich in biologi-
cal sounds. During the monitoring period, around 37,000 seal calls were detected in Kihnu.
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In contrast, Moonsund recordings contained fewer biological sounds, having only around
1400 detected seal calls. Although the seal’s vocal repertoire is quite rich, we have focused
only on the most frequent call types. Thus, the moan, guttural rup (rup) and guttural rupe
(rupe) were taken into account for the grey seal and bark and yelp for the ringed seal.

3.1.1. Grey Seal Vocalisations

The most frequently detected grey seal call was the rup, making up 41% of all the
grey seal call detections. This was followed by the moan at 32%, the rupe at 25%, and the
percussive signalling (clap) at 2%. Almost all of the grey seal calls (98%) were detected in
the recordings from Kihnu.

Figure 4 shows the spectrograms of the recorded grey seal calls. The moan (Figure 4a)
is a low-frequency call that can last up to a few seconds. The rup (Figure 4b) is characterised
by a sharp upsweep that lasts for less than 0.5 s. Most of the detected rups appeared in
pairs. The rupe (Figure 4c) has a sharp upsweep similar to the rup that is followed by a
longer-lasting downsweep. The rupe call sounded similar to the bark and yelp type calls of
the ringed seal. Additionally, a recent article [34] described the behaviour of the grey seals
where they used percussive signalling by repeatedly clapping their forelimbs. These clap
sounds were also detected in our recordings and are shown in Figure 4d.
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Figure 4. Underwater sounds produced by grey seals: (a) moan, (b) rups, (c) series of rupes, and
(d) forelimb clapping.

3.1.2. Ringed Seal Vocalisations

Ringed seals are known to vocalise less frequently than their grey counterparts [18,19].
Around 600 ringed seal calls were detected, mostly in the Moonsund site. Ringed seal yelps
and barks were detected in almost equal proportions.

Spectrograms of the yelps and barks are shown in Figure 5. The yelp (Figure 5a) is
a sweeping tonal sound at 500–600 Hz that lacks harmonics. By contrast, the bark sound
(Figure 5b,c) has a lower frequency range and contains several harmonics. In addition,
scratching sounds that were attributed to the digging of breathing holes into the ice are
presented in Figure 5d.
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Figure 5. Underwater sounds produced by ringed seals: (a) yelp, (b) bark, (c) alternating series of
yelps and barks, and (d) digging of a hole in the ice.

The BLED code used in this study has shown a good detection efficiency in the case of
the grey seals calls but had less success with the ringed seal calls, probably because of their
lower signal-to-noise ratio. The performance evaluation of the automatic detections was
made by collecting 100 sample recordings of each call type. The performance characteristics
of the detector by call type are shown in Table 1. It can be seen that the sensitivity of the
detector is higher for calls with a shorter duration such as the rupe and rup. On the other
hand, longer-lasting calls such as moans are often undetected presumably because of their
highly variable durations and frequency content. As a result [35], the total number of moans
is likely to be underestimated in the case of automatic detection. In contrast, the detected
number of rup calls is better predicted as their sensitivity for detections reached 70%.

Table 1. Band limited energy detector (BLED) performance for finding specific types of grey seals’ calls.

Types of Calls TP FP FN TN Accuracy Sensitivity

Moan 11 0 89 300 77.75% 11%
Rupe 26 5 74 295 80.20% 26%
Clap 19 4 81 296 78.77% 19%
Rup 70 67 30 233 75.75% 70%

TP = true positive, FP = false positive, FN = false negative and TN = true negative.

3.2. Ship Traffic Noise

Both monitoring sites are located in a very shallow sea area with a maximum depth
of 16 m. The low-frequency cutoff [36], corresponding to the average depth (11 m) in the
region, is around 60 Hz. Nevertheless, pleasure boats usually radiate underwater noise at
higher frequencies. Therefore, the MSFD indicator frequency bands are not well suited for
the assessment of the environmental pressure by anthropogenic sound in these shallow
watered monitoring sites. A typical spectrogram of recorded sound from two detected
vessels is shown in Figure 6.

6



J. Mar. Sci. Eng. 2021, 9, 915

TIME [MM:SS]

FR
EQ

U
EN

C
Y 

(k
H

z)

0.75

10:00  20:00  30:00 40:00

Sailing boat Ship without AIS

0.5

0.25

1

fc

Figure 6. Spectrograms of two vessels recorded in Moonsund during the summer period. The dashed
line shows the estimated cutoff frequency fc = 60 Hz below which ship-radiated sound does not
propagate. The first vessel is an AIS-equipped sailing boat and the second is an unknown boat
without AIS transmissions.

To select an indicator frequency for the ship traffic noise in the region, the TOB ambient
noise spectra for all time intervals containing ship noise were computed and analysed
(Figure 7). It can be seen that the MSFD indicator frequency bands are demonstrating
quite low levels. Based on the average spectrum, 500 Hz TOB was selected as a more
relevant indicator for the environmental pressure posed by shipborne underwater noise.
Although the higher TOBs also show higher levels, they were not chosen as they potentially
contain an increasingly significant portion of natural ambient noise.
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Figure 7. Boxplot of one-third of octave band (TOB) received level (RL) ship noise for the period July
2018 with outliers removed. The lower and upper hinges show the exceedance levels L75 and L25,
while medians are shown by the middle lines. The upper and lower whiskers indicate the 1.5 times
difference of exceedance levels L25 and L75.
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3.3. Underwater Sound Propagation under the Ice

The alteration from an agitated sea surface to a frozen one changes considerably
the underwater soundscape. Under ice cover, the natural ambient sound level lowers
considerably. The water temperature and salinity near the sea surface change also, thus
creating a positive gradient in the sound speed profile, which in turn causes upward
refraction of the sound [37]. As a result, the sound rays from distant shipping interact less
with the sea bottom and propagate further due to the smaller propagation loss.

Such favourable sound propagation conditions were observed in the winter period
when the detection range of ship noise increased considerably. Obviously, the lower
ambient sound levels also improved the signal-to-noise ratio, yet distant shipping was
never detected outside the freezing period, even at low sea states.

Figure 8 shows the time series of the ambient sound level (500 Hz TOB), the wind
speed, the ice concentration, and the number of acoustic ship detections. The sound
pressure level (SPL) shows a clear correlation with wind speed. It can be seen that a longer
range for detection appeared with the formation of the ice cover. The longest detection
range attained was 10 km when the ice concentration was 82%, and wind speed was 2.7 m/s.
Furthermore, a gap in long-range detections can be seen during periods of strong winds.
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detections of AIS-equipped ships grouped in two categories according to their detection ranges. SPL
correlates with the wind speed, and long-range detections start with the appearance of ice cover.

3.4. Ambient Sound Analysis

An overview of the ambient sound levels in both monitoring locations is presented
in Figure 9 as monthly estimated probability density functions (PDF) in the 500 Hz TOB.
For each violin plot, the surface area equals unity, and the abscissa of the plot shows the
relative likelihood of the occurrence of every SPL value displayed on the vertical axis.
The key statistical measures of the arithmetic mean and the exceedance levels L95 and L05
are also shown in the violin plots.

Figure 9a presents the monthly estimated PDF of the SPLs recorded in the Kihnu
location. The monthly arithmetic means vary from 75 dB in April to 84 dB in August. Most
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of the monthly PDFs were negatively skewed, which was an indication of natural sound
domination [4].

The monthly PDFs of the SPLs from the Moonsund location (Figure 9b) have lower
mean values but higher exceedance levels of L05 corresponding to louder and less fre-
quently occurring events that can be caused, for example, by close passing ships. According
to the PDFs, the anthropogenic sound was not dominant in the Moonsund location. How-
ever, it was more prevalent than in Kihnu (Figure 9a). In January, PDF was particularly
skewed so that the mode of the levels was only slightly above the self-noise level of the
recorder. Such low levels were due to the presence of ice, which is known to drastically
decrease the agitation of the sea surface.
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Figure 9. The monthly estimated probability density functions (PDFs) in 500 Hz TOB SPLs: at (a) Kihnu
and (b) Moonsund monitoring location. Red points mark the arithmetic mean values. Blue and green
horizontal lines inside the violin plots mark the exceedance levels L95 and L05, respectively.

3.5. Analysis of Co-Occurrence of Ship Traffic Noise and Pinniped Calls

Next, the focus was on the time intervals with overlapping anthropogenic noise and
pinniped calls, in order to evaluate the risk of masking the pinnipeds’ communication.
For the ship traffic, the AIS data, along with the acoustic detection, were used. Comparisons
of the hourly detection rates of pinniped calls and the estimated number of ships in a week
are depicted in Figures 10 and 11.

3.5.1. Kihnu Monitoring Location

As shown in Figure 10a, in the Kihnu monitoring location, two periods of major
biological activity can be observed. During the summer months, the most frequent call type
was the moan of the grey seal (Section 3.1). Starting from February, there were numerous
detections of the rupe, rup, and forelimb claps. The peak grey seal call detection rate
reached 106 calls per hour in March. This drastic increase of detection rates happened
during their main mating period, which starts in February and lasts until March [38]. Based
on the rates, it can be concluded that the Kihnu monitoring location is an important site
for both non-breeding and breeding periods of grey seals. In contrast, almost none of the
ringed seal calls were detected in this location.
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The Kihnu location has very sparse ship traffic, with only some pleasure and fishing
boats each day that appear mainly during the summer months (Figure 10b). Thus, the co-
occurrence of biological and anthropogenic sound in this location was extremely rare and,
with regard to continuous anthropogenic sound, it can be stated that the Kihnu MPA has a
good environmental status.
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Figure 10. Biophony of (a) detected grey seal calls throughout the year. The number of detections
increases significantly during the breeding period. The coloured bar charts in (b) show the number of
ships and their respective ranges based on AIS position reports. The total numbers of the acoustically
detected ships are shown by the lollipop chart. Numerical values of the detections written over
the number of detected ships without AIS can be seen above the bars. All data are presented on a
weekly basis.

3.5.2. Moonsund Monitoring Location

In Moonsund, both ringed and grey seal calls were detected but at much lower rates.
Similar to the Kihnu location, the moan of grey seals was the most frequent of the call
types in the summer period (Figure 11a). The detection of ringed seals’ vocalisation was
rare and was mainly found in recordings from the winter period (Figure 11b). It should
be noted that the monitoring did not cover the mating periods of the ringed (February or
March) [39] and grey seals.

The bar chart in Figure 11c presents the AIS-based number of ships, and the lollipop
chart shows the number of acoustic detections. Over 700 ship passages were revealed
by the acoustic detection during the whole monitoring period. As expected, the summer
months were the busiest, with more than 400 detections. Around one-third of them were
ships without AIS. The number of ships drastically decreased during the autumn, resulting
in 44 recorded events only. The number of detections started to increase in the winter and
specifically during the freezing periods, with weekly detections being constantly above
40 ships in the last three weeks of monitoring. According to the high rates of ringed seal
calls and ship traffic (Figure 11b,c), co-occurrences between them were likely to happen.
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Figure 11. Biophony of (a) grey seals and (b) ringed seals calls that are detected in the Moonsund
monitoring location. The high detection rates of the two pinniped species occurred during two
separate seasons. Shown in (c) are the coloured bar charts of the number of ships along with their
respective distances based on AIS data. The total numbers of detections are shown with a lollipop
chart along with the labels. The lollipop chart reveals that the ship noise was detected throughout
the year and most frequently during the summer. The rates also start to increase in winter due to
the extension of sound propagation ranges. Furthermore, the number of detection relates to no-AIS
ships present in the labels. All data is presented on a weekly basis.

3.6. Assessment of the Auditory Masking Potential of the Ringed Seal Calls

According to the monthly PDFs of the SPLs recorded in Moonsund (Figure 9b),
the ranges of RLs were within the suggested criteria for not causing the pinnipeds strong
disturbance [40]. As a result, injuries to pinniped hearing from continuous anthropogenic
noise were very improbable. Thus, as a sudden impact of continuous noise in the monitor-
ing areas, auditory masking was considered.

Auditory masking is defined as “the process by which the threshold of hearing for one
sound is raised by the presence of another (masking) sound; and the amount by which the
threshold of hearing for one sound is raised by the presence of another (masking) sound,
expressed in decibel” [41]. The masking potential is estimated following the steps of the
power spectrum model with a critical ratio (CR), as proposed in [11]. The CR is defined as
the minimum span of the SPL of an audible tone against a white noise background. Both
the hearing capacity (audiogram) and the CR were taken from documented ringed seals
hearing tests [42]. In this study, the CR for single intermediate tones was approximated by
linear regression.

As it was shown in Section 3.5.2, biological and anthropogenic sounds can occur
simultaneously in the Moonsund monitoring location. During the freezing period, the noise
from the ferry line propagates over larger distances and can mask the communication
signals of the ringed seals. To estimate the masking potential, two case studies were
performed, with results shown in Figure 12. It can be seen that the frequency ranges
of the ringed seal calls (yelp and bark) and ship noise overlap. For simplicity, only the
frequencies with the highest RL were chosen. Figure 12a,b depict the spectrogram and
spectrum level plots in the case of the ambient sound level being less than one CR below
the audiogram. In this case, the detection of a signal is audiogram limited, and bark with
14 dB excess over the ambient sound was likely to be detected by other seals in the vicinity
of the hydrophone.
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Figure 12c,d shows the second case study where the yelp signal has 17 dB excess over
the ambient sound. By contrast with the previous example, the gap between the ambient
sound and audiogram level is less than one CR. Thus, the detection of a signal is limited by
ambient sound (ship noise) level. As the yelp is less than one CR above the ambient sound
level, it would probably be undetected by the seals close to the hydrophone position.
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Figure 12. Masking potential estimation of the co-occurrence cases of ringed seal calls with anthro-
pogenic sound from distant shipping. Vocalisations are marked on the spectrograms by red ovals
(a) bark and (c) yelp. On the right side, the spectral overlaps of two masking events are shown.
In (b), hearing is audiogram limited, and masking does not occur. In (d), hearing is shipping-noise
limited, and masking is likely. Blue lines show the mean-square sound pressure spectral density level
of the ambient sound averaged in TOBs.

The estimated potential masking occurrences due to ship noise are summarised in
Table 2. Although the number of co-occurrences of ringed seal vocalisations was quite
small, compared to the total numbers of seal detections, a considerable number of them
(13 out of 17) have the potential of being masked by the ship traffic noise.

From the above examples, one can deduce that a suitable measure for assessing
masking potential is the excess of anthropogenic sound over the natural ambient sound.
Even though the source levels and distances to the receivers are unknown, the averaged
values of the detected biological signals and natural ambient sound can be compared to
evaluate an average excess leading to a potential for auditory masking. To assess the
masking potential, we focused on the frequency band that is important for anthropogenic
sound (500 Hz TOB) in the area and the CR interpolated value for the pure tone of 500 Hz.
The exceedance level L90 was used for representing the natural sound level.
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Table 2. Summary of the auditory masking analysis.

Dates/Sea-Ice Concentrations (%) Call Types

Number of Signals

Ships/CPA (km)
Co-

Occurrences
with Ship

Noise

Masked (Incl.
Ambient

Sound
Limited)

Not Masked
(Incl. Ambient
Sound Limited)

2018-12-29/18 Yelp(s) 1 1(1) 0 Ferry/8.5
2018-12-30/7 Bark(s) 4 0 4(0) Ferry/8.9

2019-01-10/20 Yelp(s) 1 1(1) 0 Ferry/8.3Bark(s) 1 1(1) 0
2019-01-19/35 Yelp(s) 10 10(10) 0 Ferry/8.5

The result of this analysis is shown in Figure 13. The TOB averaged mean-square sound
pressure spectral density level of around 400 RLs of ringed seal calls was compared with
the natural ambient sound spectrum for the time period when the calls occurred, as well
as with the audiogram. It can be seen that, in the case of an average situation, the signal
reception was audiogram limited in the absence of anthropogenic sound. However, 12 dB
of an excess over the ambient sound level at 500 Hz would lead to a situation where
masking could happen. At such a critical excess level, the anthropogenic sound would
raise the ambient sound to the level where it would be just one CR below the RL of the
signal, by which its reception could start to be hindered.
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initiate ringed seal call masking. Averaged TOB mean-square sound pressure spectral density level
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3.7. Proportion Estimates for the Anthropogenic Sound

Previous studies [10,43] have proposed key metrics for assessing the proportion of
anthropogenic underwater sound using their relative sound levels. For instance, the signal
excess is defined as the difference between the RL and the detection threshold. In this
study, the signal excess was specified as the difference between the RL and the estimated
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natural ambient sound level. The natural ambient sound was estimated by calculating the
exceedance level L90 [44] for time periods without anthropogenic sound.

Figure 14 shows sound excess level PDFs for 500 Hz TOB recorded in Moonsund
for two selected weeks in summer (23–29 July 2018) and winter (24–30 December 2018).
In summer (Figure 14a), the range of sound excess varied between −3 and 48 dB, with the
major portion of sound excess being slightly above 0 dB for 50% of the time. A higher
excess level of 7 dB over the natural sound level occurred for only 10% of the time.

In winter (Figure 14b), the sound excess distribution was practically the same as in
summer but with slightly higher levels. Considering the proposed critical excess level of
12 dB, it can be stated that ringed seals were at risk of communication masking by the
elevated ambient sound for 8% of the time or approximately for 13 h in a week.
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Figure 14. Weekly PDFs of 500 Hz TOB sound excess levels recorded in Moonsund for two periods
in (a) summer and (b) winter. The risk of masking occurs less than 8% of the time when it exceeds
the estimated natural ambient sound by 12 dB. The excess level of 0 dB means that the RL coincided
with the estimated natural ambient sound level.

4. Conclusions

The underwater ambient sounds from two sound monitoring locations in the MPAs
of the Gulf of Riga were analysed. The analysis of the PAM data revealed the presence of
both anthropophony and biophony in the soundscape. That offered a possibility to assess
the temporal and spectral overlaps of these components and, in particular, to assess the
potential for auditory masking of the pinniped calls by anthropogenic noise.

The detection and identification of biological sounds in the PAM data revealed the
presence of grey and ringed seals in the vicinity of the monitoring sites. Various types
of seal vocalisations were detected. For the grey seals, mainly the guttural rupe, rup,
together with forelimb claps in the breeding period and moan in other time periods, were
recorded. Even though ringed seals vocalise less than grey seals, their acoustical presence
was revealed in Moonsund. The bark and yelp of ringed seals were recorded throughout
the monitoring periods. The highest detection rates were found with the formation of the
ice cover.

Acoustic detection of shipping noise confirmed the very low shipping activity in the
Kihnu location, where the soundscape is largely dominated by natural sounds. Slightly
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higher shipping activity in Moonsund contributed also to the anthropophony of the sound-
scape. In summer, the main sources of the anthropogenic noise were pleasure boats, and in
winter, distant ferry boats. Long-range detection of the ferries was made possible by the
presence of ice cover. The under-ice upward sound refraction and low ambient noise level
significantly reduced the propagation loss, thus making the detection of ship noise possible
at distances of up to 10 km. Therefore, the effects of ice cover should be considered when
assessing the impact of anthropogenic sound on the shallow sea marine environment.

Analysis of the recorded ship spectra in Moonsund showed that they contribute more
noise in frequencies higher than 63 Hz or 125 Hz TOBs. Consequently, the 500 Hz TOB was
chosen as an indicator frequency band for the anthropogenic noise in the monitoring area.
The excess level higher than 12 dB within this frequency band can lead to communication
masking for the ringed seal. However, even during the “noisiest” weeks, this risk of
masking occurred for a quite small fraction of the time (8%). Based on this assessment,
the environmental risks related to the anthropogenic sound around the monitoring sites
can be considered as low.
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Abstract: The national measures in several European countries during the COVID-19 pandemic
also affected offshore human activities, including shipping. In this work, the temporal and spatial
variations of shipping sound are calculated for the years before and during the pandemic in selected
shallow water test areas from the Southern North Sea and the Adriatic Sea. First, the monthly
sound pressure level maps of ships and wind between 2017 and 2020 are calculated for frequencies
between 100 Hz to 10 kHz. Next, the monthly changes in these maps are compared. The asymptotic
approximation of the hybrid flux-mode propagation model reduces the computational requirements
for sound mapping simulations and facilitates the production of a large number of sound maps for
different months, depths, frequencies, and ship categories. After the strictest COVID-19 measures
were applied in April 2020, the largest decline was observed for the fishing, passenger and recreational
ships. Although the changes in the number of fishing vessels are large, their contribution to the
soundscape is minor due to their low source level. In both test areas, the spatial exceedance levels
and acoustic energies were decreased in 2020 compared to the average of the previous three years.

Keywords: ship noise; sound mapping; acoustic propagation

1. Introduction

Anthropogenic underwater sound creates potential risk for marine life with its possi-
ble effects on communication, prey–predator relations, behavioral changes, and temporary
and permanent effects on hearing [1–3]. Underwater noise international regulations [4–6]
aim to avoid the potential impact of the underwater sound caused by anthropogenic activi-
ties. Sound maps are a cost-effective tool to evaluate and monitor the underwater sound
characteristics over large areas, as they do not require large-scale measurements [7–9].
The North Sea and Adriatic Sea involve busy traffic lanes of various ship types [10]. Thus,
it is crucial to monitor [11,12] and predict underwater sound, which is sensitive to temporal
and spatial variations of the sound sources [13].

The offshore human activities’ temporal and spatial patterns were affected by the
precautions against the spread of the COVID-19 due to the radical changes in transportation,
tourism, fisheries, cargo, and constructions. According to March et al. [14], the number
of ships and shipping densities at sea based on AIS data of the global ocean decreased
after the WHO Pandemic Declaration on 11 March 2020 [15]. Based on statistics of port
calls in the EU, the average decline over the first 49 weeks of 2020 compared to 2019 is
12.3 %, with the highest decline in chemical tankers, cruise, and passenger ships, especially
around Croatia, Iceland, Slovenia, and Spain [16]. Another study also confirmed that the
passenger ships were the most affected category during the pandemic in 2020, followed by
the container ships [17]. The changes in the shipping traffic naturally led to changes in the
shipping sound. The sound pressure levels around the Port of Vancouver decreased 1.5 dB
due to the reduction in shipping traffic [18]. On the Oregon coast, the measurement showed
the sound pressure level at 63 Hz third-octave band reduced in the spring of 2020 by about
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1.6 dB compared to the prior five years [19]. In addition to the COVID-19 pandemic, other
factors such as the oil crisis and Brexit in 2020 could influence the cargo and tanker shipping
densities in the North Sea [14]. Because the ships are the most significant contributor to
the North Sea underwater soundscape [13], a detailed investigation of shipping sound is
essential for the pandemic-related changes in the shipping density.

In this work, the shipping sound is investigated before and during the pandemic
for the selected shallow water test areas from the North Sea and the Adriatic Sea. First,
the monthly averaged shipping densities [10] are investigated for the chosen years from
January 2017 to December 2020. The shipping densities are used as an input to calculate
the average source level depending on the number of ships per unit area. Next, the sound
propagation is modeled with the asymptotic approach of hybrid mode-flux theory, which
has comparable accuracy to adiabatic mode theory (within 1–1.5 dB) without requiring
long computational time [20]. The adiabatic mode theory is usually used for the slowly
varying bathymetry and environmental parameters. The computational efficiency of the
proposed method allows the generation of a large number of sound maps with detailed
spatial and spectral resolution without long computational times. Finally, the selected test
areas’ monthly shipping and wind sound maps are calculated for 21 center decidecade
frequencies from 100 Hz to 10 kHz. The comparison between these maps provides an
insight into the temporal changes in the shipping sound before and during the pandemic.
In Section 2, the model inputs such as the shipping density, bathymetry and source level
are introduced. Next, the proposed underwater propagation model and its advantages for
sound mapping are described in Section 3. Based on the model inputs and propagation
model, sound maps for the selected test areas are calculated and compared before and
during the pandemic in Section 4. Finally, the conclusions are discussed in Section 5.

2. Model Inputs: Shipping Densities and Bathymetry in the Test Areas

For the investigation of changes in sound pressure levels during the pandemic, two
test areas were chosen. The first test area involves the entire Dutch, Belgian and German
Exclusive Economic Zones in the Southern North Sea, and part of the Danish, British and
French Exclusive Economic Zones. The second area is around the Gulf of Venice in the
Adriatic Sea. These areas were chosen because of their high shipping density and shallow
water depth. These two test areas and their bathymetries are shown in Figure 1 [21]. The
ETRS89-Extended/LAEA Europe coordinate system (EPSG:3035) was used to calculate the
compatibility with the EAA datasets [22].

Figure 1. The selected test areas and their bathymetries. Test area 1 (the Dutch, Belgian and German
Exclusive Economic Zones in the Southern North Sea) and test area 2 (The Gulf of Venice). Test area 1
partly involves the Danish, French and English Exclusive Zones.
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Shipping density maps based on AIS data provide the temporal and spatial distribu-
tion for various ship categories. The number of ships in the world fleet has increased in
previous years [23,24] and is expected to increase in the future [25]. However, the number
of ships is affected due to the various measures in EU countries during the pandemic. First,
we analyzed the total number of ships three years earlier than the pandemic (in 2017, 2018
and 2019) and during the pandemic in 2020. Figure 2 shows the monthly variation of the
total number of ships from the different categories in test areas 1 and 2.

Figure 2. The total number of ships in test area 1 (upper) and test area 2 (lower). The left bar of each month is for the 3-year
average (from 2017 to 2019). The right bar of each month is for 2020. The different colors in the bars correspond to different
ship categories.

The composition of ship densities differs between the test areas (Figure 2). Cargo
ships and fishing vessels form the largest proportion in test areas 1 and 2, respectively.
The smallest number of ships in test area 1 is observed in February 2020, with a noticeable
decline in the tanker, cargo and fishing ships. This seems related to high wind speed due
to the storms Ciara [26] and Dennis [27], which affected shipping traffic in the North Sea.
In area 2, the smallest number of ships is observed in March 2020. Furthermore, fishing is
prohibited in some areas during August, which leads to a smaller number of fishing vessels
in that month [28]. As it can be noticed from the comparisons between test areas, monthly
variations of the number of ships are different during the pandemic. This difference could
be related to the composition of shipping densities, size of the areas and local measures
against the pandemic in 2020. In test area 2, Italy was one the most affected countries and
applied the first strict measures against the pandemic. In test area 2, a noticeable decline
in the fishing vessels (which have the largest proportion of the number of ships in test
area 2) compared to the prior years was observed in March 2020. Test area 1 is relatively
larger than test area 2. Furthermore, test area 1 involves busy traffic lanes in the exclusive
economic zones of different countries such as the Netherlands, Germany, Belgium, France,
Denmark and the United Kingdom. Furthermore, the cargo and tanker ships with the
largest proportion of ships in test area 1 have a lower proportional decline than the fishing
vessels due to the pandemic. Thus, the impact of the national measures was not easily
visible, as observed in test area 2.

The wind speed corresponding to the same months is shown in Figure 3. The wind
speed dataset is based on the measurements that are freely accessible from the data portal
of the Royal Netherlands Meteorological Institute (KNMI) [29] and were extrapolated over
the sea by the analysis tools in the same data portal.
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Figure 3. Monthly variation of average wind speed in test areas 1 and 2 for 2017, 2018, 2019 and 2020.

The average wind speed in test area 1 was very high (11.8 m/s) during February
2020. These extreme weather conditions affected the shipping traffic for the corresponding
month. The wind speed’s seasonal change can be seen in Figure 3, as low wind speed in
the summer and high wind speed in the winter months.

When the strictest measures were taken in April 2020 by the European countries, the
number of ships and their spatial distribution were changed. Figure 4 shows the shipping
density maps of April (3-year average) and April 2020 [10]. The 3-year average is the
average of the shipping densities’ in April 2017, April 2018 and April 2019.

When we compared the April average of shipping density, the monthly averaged den-
sity of all ships decreased by approximately 8% and 13% in test areas 1 and 2, respectively.
The differences between the selected ship types are visualized in Figure 5.

Figure 4. The shipping densities (number of ships per km2) of the test area 1 (upper) and test area 2
(below) for April Average (over April 2017, 2018 and 2019) and April 2020.
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Figure 5. The shipping densities (number of ships per km2 ) of the test area 1 (upper) and test area 2 (below) for April
Average (over April 2017, 2018 and 2019) and April 2020.

Comparing the shipping densities of April Average and April 2020, each category
has a different change during the pandemic. The fishing, passenger and recreational ships
decreased most during April 2020 in both test areas. The total number of tankers slightly
increased, related to increasing crude oil exports during the record falls in oil prices [14].
Shipping density-based sound maps can provide practical information related to the ship
sound in the test areas. For more accurate sound maps, AIS-based sound maps can be
calculated, including ship speed and length information. The AIS-based sound maps
should be repeated for each time-snapshot to have an insight into the monthly and annual
variation of the ship noise by requiring large computational time, disk space and memory.
Alternatively, sound maps based on shipping density input require less computation. The
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balance between accuracy and computational load should be decided depending on the
problem type. In this work, the long-term changes (from 2017 to 2020) are analyzed. Thus,
the shipping density-based maps are calculated for practical reasons. In the shipping
density dataset of EMODNET used here, all ships with AIS signals are included. However,
some stationary ships with an active AIS such as passenger ships or service vessels may
stand still for several hours close to the platforms and ports. In the calculations, these
ships are first identified by comparing the available AIS data from the previous years.
The locations of the stationary ships around the ports and platforms are estimated from
these comparisons. For instance, some of the passenger ships waiting around the ports
instead of their regular routes are assumed to be stationary based on these comparisons.
The locations where the stationary ships are expected are excluded from the shipping
densities. There may be more stationary ships far from the ports, platforms, and seashores
that cannot be easily identified without the speed information; thus, the AIS-based sound
maps that consider the speed and length of the vessels could provide more detailed results.
However, AIS-based sound maps require more computation than shipping density-based
sound maps and when a long-term trend is investigated, as in this study, over a large area.

The average source level of the ships was modified according to the number of ships
in the ship source location; that information is obtained from the shipping density maps.
A source-level that takes into account ship speeds, type and lengths [30] was used based
on the measurements during the Joint North Sea Monitoring Program (JOMOPANS) [11].
In Figure 6, the source level for the different ship categories is shown. The average speed
and length values were used for the different categories since the used shipping density
dataset does not have these details.

Figure 6. Source level of different ship categories based on the formulas from MacGillivray and de
Jong [30] and Wales and Heitmeyer [31].

Due to the use of different source levels in each category, the contribution of the
different ship categories to the underwater sound pressure levels are different. Some of the
previous works of sound maps [13] often uses the Wales and Heitmeyer source level [31],
which is based on the measurements of 272 merchant vessels in the Mediterranean Sea
and Eastern Atlantic Ocean over 7 years (from 1985 to 1992). However, the Wales and
Heitmeyer formula neglects the vessel speed and length, which can be critical for the sound
mapping simulation. For instance, there is a large difference between the Wales–Heitmeyer
source level and that of fishing ships, which may lead to misleading results if we would
use the Wales and Heitmeyer formula for all ship categories, as described in Appendix B,
especially for test area 2.

3. Sound Propagation Modeling

The method for modeling the underwater sound propagation can be chosen depend-
ing on the frequency range, water depth and environmental conditions (such as sediment
type, sound speed profiles, etc.). For large-scale problems, the number of sources and
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receivers also plays a critical role in choosing a convenient model to find a balance between
significant computational expenses and the accuracy. To overcome computational resource
problems, a hybrid method based on normal mode and flux theories [20], called SOPRANO
(Sound Propagation Algorithm for Noise Mapping), brings together the accuracy of the
adiabatic range dependent normal mode and the speed of Weston’s flux theories for shal-
low water propagation problems [32]. SOPRANO considers bathymetric variations and
range-dependent sediment properties. The accuracy of SOPRANO was verified against a
detailed multi-model comparison based on the propagation loss calculations of various
methods (adiabatic mode theory, coupled modes, ray tracing, parabolic equation, and flux
theory) [20] and compared with the measurements for shipping [33] and explosions [34].
These benchmark studies showed that the propagation loss (PL) for a variable sediment
type and bathymetry is similar in accuracy to the adiabatic mode theory. SOPRANO is
freely available for research purposes from the underwater acoustic simulation tools web-
page of TU Delft [35]. Despite the computational benefits of SOPRANO, sound mapping
simulations can sometimes require a more practical model than SOPRANO. For these
simulations, alternatively, an asymptotic approximation of SOPRANO’s is preferred for
fast calculations in the mode-stripping region, especially at high frequencies when the
mode-contribution is relatively small. M-SOPRANO is another implementation of hybrid
mode-flux formulation, where the solution of flux integral is replaced with its asymptotic
approximation (as described in Equation (13) in Sertlek et al. [20]). The formulation is
described in detail in Appendix A. In Figure 7, propagation loss (PL) calculations of differ-
ent methods are compared for a realistic North Sea water depth profile. Results obtained
by SOPRANO, M-SOPRANO and KRAKENC with the adiabatic approximation were
considered. Comparisons were made for 250 Hz, 1 kHz and 2.5 kHz, to a maximum range
of 100 km. The depth and range resolutions were chosen as 0.1 and 5 m, respectively, while
the source depth is 6 m.

Figure 7. Comparisons for the propagation loss (dB re 1 m2) at 250 Hz, 1 kHz and 2.5 kHz with KRAKENC (upper),
SOPRANO (middle) and M-SOPRANO (lower).

The differences between KRAKENC and SOPRANO are less than 0.9 dB, except for
the receiver close to the seabed for the selected bathymetry. KRAKENC uses a stair-step
approximation, which differs from the piecewise linear approximation of SOPRANO. Thus,
the differences between KRAKENC and SOPRANO results increase ( 1.8 dB for 0.5 m above
the sediment ) when the receiver points are close to the seabed. The differences between
SOPRANO and M-SOPRANO were investigated with systematic tests, including various
frequencies, receiver depths and bathymetry slices. Figure 8 shows propagation loss vs.
frequency comparisons for specified ranges between 500 m and 100 km. Mean-square
sound pressure is averaged over the water depth (dz = 0.01 m).
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Figure 8. PL vs. frequency comparisons for the different distances over a range-dependent bathymetry. The dashed
blue curve is M-Soprano. The red curve is Soprano. The lower figure shows the differences between SOPRANO
and M-SOPRANO at different distances, i.e., 500 m, 1 km, 5 km, 10 km, 50 km and 100 km. PL Difference is
PLM−SOPRANO − PLSOPRANO.

SOPRANO and M-SOPRANO both use the same mode sum up to 400 Hz, which
makes the difference zero in this frequency range. The asymptotic approach over-predicts
the propagation loss up to 3.2 dB for frequencies below 1 kHz. For increasing range
and frequency, the differences are less than 1 dB after a few kilometers. Based on the
convergence tests, the total number of the discrete modes in the mode sum was chosen
as M = 10. When more discrete modes propagate, the asymptotic solution of mode-flux
integral is used. Figure 9 shows calculation times at the same bathymetry slice (Figure 7).

Figure 9. Comparisons for the calculation time of KRAKENC, SOPRANO and M-SOPRANO for an
arbitrary bathymetry.

Figure 9 shows that SOPRANO and M-SOPRANO’s calculation times do not depend
on frequency, while KRAKENC does. M-SOPRANO is approximately 720 times faster than
SOPRANO for all frequencies. Although the flux-integral of SOPRANO is equal to zero
up to 400 Hz, this integral is still numerically evaluated. Thus, the calculation times are
different up to 400 Hz. For 10 kHz, M-SOPRANO is approximately 70,000 times faster than
KRAKENC for the selected case. The use of M-SOPRANO decreases the computational
times further with an accuracy within 1 dB above 1 kHz for the shallow water bathymetry
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(20–25 m). For low frequencies (<1 kHz) and short ranges (<5 km), an exact solution of
mode-flux integral or mode-theory can be used.

4. Sound Maps of Ship and Wind

In this section, sound pressure level (SPL) maps are calculated based on monthly ship-
ping densities between January 2017 and December 2020. The calculations are performed
for the center frequencies of decidecade bands (100 Hz to 10 kHz) [36]. Although the source
level formula of ships is described at lower frequencies than 100 Hz, some part of the
frequency range is usually below the cut-off frequency in the test areas. The mode sum part
of the hybrid solution uses only discrete modes above the cut-off frequency. The calculation
of propagation loss in a range-dependent waveguide below the cut-off frequency requires
more detailed propagation modeling, considering the effect of the evanescent field, which
is not included in this paper. The asymptotic solution of mode-flux theory (M-SOPRANO)
makes it possible to create a large number of different sound maps based on various source
distributions, which is implemented for the large-scale problem with a high spatial and
spectral resolution. A total of 3780 different monthly sound maps were calculated for the
selected 5 ship categories (fishing, passenger, tanker, cargo, all ships), 4 years, 12 months
and 21 frequencies. Each sound map contains 268832 point sources for test area 1 and
35,074 point sources for test area 2, located at the center of receiver cells. The receiver grid
cell has a 1 × 1 km resolution, corresponding to a spatial observation window of 1 km2.
Propagation loss was calculated at 10 different receiver depths for the selected radial slices
over the test area’s bathymetry with 100 m range steps to include the bathymetric changes
accurately. For each source, 120 radial slices were used. This selected resolution requires
32.3 million and 4.2 million radial slices for test areas 1 and 2, respectively. Mean-square
sound pressure was spatially averaged over receiver cell and receiver depths, as described
by Equations (1) and (2) of Sertlek et al. [13]. Figures 10 and 11 show the monthly averaged
shipping sound maps of test areas 1 and 2. The month average maps are averaged from
2017 to 2019 as a pre-pandemic reference map. Adding wind-generated sound pressure
levels facilitates realistic results at high frequency. First, monthly wind sound maps were
calculated based on the wind speed data [29] and added to the ship sound maps. Next,
monthly shipping and wind sound maps were compared for the different years. Wind
generated sound was modeled using the analytical approach of Ainslie et al. [37], which
assumes a constant water depth for each source cells. This constant water depth was
calculated as an average water depth of each source cell. Based on the wind speed data [29],
wind source is described as a sheet dipole source [38–40].
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Figure 10. The monthly averaged sound maps before (as a month-average of 2017 to 2019 sound maps) and during the
pandemic (2020) in test area 1. The frequency band is from 100 Hz to 10 kHz.
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Figure 11. The monthly averaged sound maps before (as a month-average of 2017 to 2019 sound maps) and during the
pandemic (2020) in test area 2. The frequency band is from 100 Hz to 10 kHz.

The smallest and largest variations are observed in the Belgian and German parts of
the North Sea, respectively. The UK, Danish and French parts of the North Sea are not
completely included in this study. The changes are related to the number of ships in the
different categories and included ship lanes in the selected areas. The Belgian North Sea,
which is smaller than the Dutch and German parts of the North Sea, involves the busy main
ship lanes (Figure 2). When the strictest COVID-19 measures were applied during April
2020, the sound maps were investigated in detail for the selected ship categories of the fish-
ing, passenger, tanker, cargo, recreational and sum of all ship categories. Figures 12 and 13
show the April average’s shipping and wind sound maps (from 2017 to 2019) and 2020.
The most significant decline was observed for the passenger, recreational and fishing ships
when the strictest measures of COVID-19 were announced during April 2020. The sound
from the tankers increased at the north of test areas 1 and 2.
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Figure 12. Comparisons for the sound maps of April Average and April 2020 for 100 Hz to 10 kHz in test area 1. The
histograms show the amount of the difference in SPL per km2 for test area 1.

Figure 13. Comparisons for the sound maps of April Average and April 2020 for 100 Hz to 10 kHz in test area 2. The
histograms show the amount of the difference in SPL per km2 for test area 2.
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Figures 12 and 13 show that the contribution of each ship category is different based
on their numbers and source levels. The contribution from fishing vessels is low despite
the large number of shipping vessels (Figure 2). This is because the source level of fishing
ships is the lowest between the selected categories in this work (Figure 6).

4.1. Comparison of the Exceedance Levels Based on the Spatial Distribution

Sound maps are calculated for each month for all ship categories. To quantify SPL
changes before and during the pandemic, the spatial exceedance levels with the selected
percentiles were compared. The ADEON terminology standard defines the N percent
spatial exceedance level as “mean-square sound pressure level that is exceeded for N % of
the space in a specified spatial analysis window” [41]. A 50% exceedance level corresponds
to the median value of SPL. The 10% and 90% exceedance levels help to identify the
contribution of very low and high SPL in the sound map, respectively. (The same method
as Sertlek et al. [13] but with 25× higher spatial resolution in this work). The monthly
variation of the 10%, 50% and 90% exceedance levels before and during the pandemic is
shown in Figure 14. The spatial analysis window size is 1 km2, equal to the receiver grid
size of the sound maps.

Figure 14. Comparisons for the spatial exceedance levels for 100 Hz to 10 kHz decidecade frequency bands in the test areas.
The blue curve is the 2017–2019 average for each month. The red curve is the spatial exceedance levels of 2020.

These comparisons show that the 2020 spatial exceedance levels are lower than the
3-year monthly average for most of the areas. The 3-year monthly average is smoother
because it is calculated as an average of three years’ curves (2017, 2018 and 2019). The
difference is more significant during the winter months, when the pandemic started.
Furthermore, in the same period, the oil crisis affected the number of tankers around
Europe. With the strictest measures in April 2020, the shipping sound stays lower than in
previous years, as seen from the 50% spatial exceedance levels.

4.2. Comparison of Total Acoustic Energies

The monthly total acoustic energy can help quantify the spectral and temporal differ-
ences. The energy density can help to compare the shipping sound in the different areas.
Figure 15 shows the energy densities (left y axis) and energy (right y axis) for both areas for
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100 Hz to 10 kHz. The observed maximum and minimum total energies are also marked
for the month average bars.

Figure 15. Comparisons for the difference in monthly averaged total acoustic energy (right y-axis) and energy density
(left y-axis) for 100 Hz to 10 kHz decidecade frequency bands. The dotted black curve is based on the month-average of
energies between 2017 and 2019. The vertical bars indicate the minimum and maximum energies between 2017 and 2019.
The dashed-red curve is the energy density during 2020. The bars show total and individual energy densities of selected
ship categories and wind for the month average (left bars) and 2020 (right bars).

In test area 1, the acoustic energy differences were largest during the storms Ciara and
Dennis [26,27], in February 2020. July 2020 also has less acoustic energy due to the decrease
in the cargo vessels. A decrease in the fishing and passenger ships have a relatively minor
contribution to the total acoustic energy. The increasing trend of the shipping sound slows
down in contrast to the expected trend before the pandemic [25]. In Test area 2, the most
significant decreases in acoustic energy were seen in March and November 2020. During
summer, the shipping sound increased with the increasing mobility and relaxed pandemic
regulations. The monthly-averaged energy in 2020 is lower than the 3-year month averages
for all months in both test areas. For many months, the sound energy densities are even
lower than the minimum from the previous 3 years (shown by black bars in Figure 15). The
annual average energy density for test area 1 is larger than for test area 2. However, the
difference in energy density during 2020 is larger in test area 2 than the test area 1. The
month-specific local differences in the total energy can be observed as it was experienced
during February 2020 due to the storms in the North Sea.

For the calculations of the sound maps and energies, the source levels of the different
ship categories are considered, as mentioned in Section 2. If the Wales and Heitmeyer source
level [31] model was used, thus applying the same source level for all ship categories, the
contribution from the fishing, recreational and passenger vessels would be overestimated.
Thus, it is important to use the category-specific source levels to avoid misleading results.
In Appendix B, the sound maps and acoustic energies based on the source levels of Wales
and Heitmeyer are compared with the proposed sound maps based on the source levels
from MacGillivray and de Jong [30].
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The spectral variation of acoustic energy density for different ship categories and wind
are compared in Figure 16. The wind and ship energy densities were calculated based on
the mathematical models described in the previous sections.

Figure 16. Comparisons of the energy densities of different ship categories and wind for test area 1 (upper left) and test
area 2 (upper right). The percentage differences for each ship categories are shown for test area 1 (lower left) and test area
2 (lower right).

In test area 1, the contribution of wind-generated acoustic energy density is lower
than the total acoustic energy density of the ships up to 10 kHz. The largest and lowest
contributions to acoustic energy density are from the tankers and passenger ships, respec-
tively. The contribution of the wind noise is larger than fishing, passenger, and recreational
ships. Although the contribution of tankers increased in test area 1, the contribution of
all ships (black curve in Figure 16) declined about 10 % during the pandemic. In test area
2, the cargo and tanker categories are responsible from the largest contributions, respec-
tively. The contribution of the fishing vessels are noticeable. The passenger ships have
the largest decline in the energy density during the pandemic in 2020 in both test areas.
The wind-generated acoustic energy density is lower in test area 2 than test area 1.

5. Conclusions and Discussion

The composition of the shipping densities from the various ship categories vary by
time and area. This variation led to changes in the underwater sound pressure levels. This
work analyzed the monthly changes in the shipping sound maps, the spatial exceedance
levels and acoustic energies in the selected shallow water test areas from the Southern
North Sea (test area 1) and the Adriatic Sea (test area 2), which had high shipping densities
before the pandemic. Sound propagation was modeled with the asymptotic solution of the
mode-flux integral when the propagating modes are larger than 10. The used propagation
model had similar accuracy to the adiabatic mode theory, with errors less than 1 dB for
ranges exceeding 1 km when multiple modes propagated in the selected test areas. This
propagation method enabled the practical calculation of a large number of sound maps to
analyze the temporal and spatial variations in detail over a large frequency band without
requiring a long computation times.

The sound pressure levels due to the shipping activities decreased during the pan-
demic in 2020. The most significant fractional decrease in the total number of ships was
observed for the passenger ships and fishing ships in both test areas. The differences
between the monthly-averaged ship sound maps of 2020 and previous years were analyzed
based on the 10%, 50% and 90% spatial exceedance levels. The 50% spatial exceedance
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level decreased up to 1.6 dB in test area 1 (includes entire Belgian, Dutch, German and
partly the UK, French and Danish parts of the North Sea) and 0.7 dB in test area 2 (includes
the Gulf of Venice).

The energy density is also a significant metric to compare the acoustic energies in
different areas. In test area 1, the most significant differences in the acoustic energy density
were observed in February and July 2020 as 0.06 J/km3 (14.2 % decline) and 0.05 J/km3

(11.1% decline). In test area 2, the change in the total energy density was around 0.05 J/km3

in March 2020, and it increases to 0.1 J/km3 in November. These changes correspond to a
13.5% and 25.6% decline in the total acoustic energy, respectively.

In both test areas, cargo vessels made the largest contribution to the total acoustic
energy due to their high source level and large number (as shown by Figures 2 and 6). The
wind-generated acoustic energy was larger than the contribution of passenger, recreational
and fishing vessels in the examined frequency band of 100 Hz–10 kHz in test area 1.
Although the fishing vessels had large numbers, their contribution to the total acoustic
energy was low. This showed the significance of the use of the convenient source-level
formula for sound mapping.

The noise measurements from the noise monitoring programs in the test areas (JO-
MOPANS and SOUNDSCAPE) could be compared with the proposed model results. These
comparisons between model and measurements could provide detailed validation for
the spatial and temporal variation of sound pressure and improve the confidence in the
simulations. In addition, the collected AIS dataset during these programs can help estimate
the source level of each ship based on the actual ship speed and length, which can be used
to create AIS-based sound maps for a specific time snapshot.

The biological relevance of the change in the sound pressure levels can be investigated
by comparing with the fish and marine mammal distribution maps to analyze the potential
impact of changed sound pressure levels on marine life during the same time period. In
principle, the frequency weighting of these maps can help predict the possible impact on
the marine animal’s hearing and behavior. A few dB decline in the sound pressure level
can significantly extend the communication range of animals. These effects should be
investigated as a multidisciplinary work between acousticians and biologists. The natural
(such as rain, lightning, etc.) and other anthropogenic offshore activities (seismic airguns,
pile driving, explosion, etc.) can be added to the proposed sound maps for the same time
period to calculate the total soundscape of the selected areas.
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Appendix A

The sound pressure level (SPL) is

SPL = SL − PL (A1)

The calculation of source level (SL) is based on the formula of MacGillivray and de
Jong [30]. The propagation loss is defined as

PL = 10log(F−1/1m2)dB (A2)

where F is propagation factor [40]. Based the incoherent normal mode sum,

F(r, zr, z0) =
N

∑
n=1

ψn
2(z0, 0)ψn

2(zr, r)Rn(r) (A3)
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where ψn(zr, r) and Rn(r) are horizontal and vertical eigenfunctions, respectively.
Sertlek et al. [20] replaces this discrete mode sum with a continuous angle integral, which
leads to

F(r, zr, z0) =
2

rh(r)

∫ π/2

0
(1 − W(zr, z0, θ0))exp(h2(0)sin2(θ0)

∫ r

0

ln(V(θ′))
h3(r′)sinθ′dr′

dθ0 (A4)

where h(r) is the water depth at range r, zr is receiver depth, z0 is source depth, V(θ) is the
reflection coefficient of the seabed , θ0 and θ′ are the mode grazing angles at source and
integrant range r′. W(zr, z,θ0) represents the source and receiver depth weighting function
(given by Equation (6) of Sertlek et al. [20]). For an exponential reflection coefficient, the
angle integral can be analytically solved, and its asymptotic solution for the long ranges
can be written as

F(r, zr, z0) = r−3/2

√
π

ηhe f f

(
1 − e−2φ2

0k2
wz2

0 − e
−2φ2

0k2
wz2

r
D2(0)
D2(r) +

e−2φ2
0k2

wζ2− + e−2φ2
0k2

wζ2
+

2

)
(A5)

where φ0 =

√
h2(r)

2ηhe f f
and η is the sediment absorption coefficient, he f f is the effective water

depth (as described in Sertlek et al. [20] ), η is the sediment absorption coefficient, kw is the
wave number of the water layer, z0 is the source depth, zr is the receiver depth and D(r) is
the wave-shifted water depth.

Appendix B

Determining realistic source properties is critical for the sound mapping simulations.
The Wales and Heitmeyer source level is widely used to represent the source level of ships
in many underwater acoustic applications. The Wales and Heitmeyer formula is given
as a function of frequency and compared with the measurements. MacGillivray and de
Jong’s formulation [30] uses frequency and the vessel speed and length to calculate the
source level for the different ship categories. If one compares two formulas, a significant
difference can be observed for some ship categories such as fishing, passenger and cargo,
as it was compared with the measurements in [30,42]. In this Appendix, the sound maps
are calculated based on both two formulations. The obtained sound maps and differences
are shown in Figure A1.

Figure A1. Shipping sound maps for April in test area 1 based on Wales and Heitmeyer (left), and
ship-type specific (middle) source levels are shown for 100 Hz to 10 kHz frequency bands. The
differences (dB) between these maps are shown (right).

When the Wales and Heitmeyer source level is used, the sound pressure levels are
overestimated at some areas, especially with the contribution of the fishing ships, and un-
derestimated at the locations of cargo ships. The use of Wales and Heitmeyer formulations
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would lead to different total energy comparisons because of the assumption that all ship
categories have identical source levels, as shown by Figure A2.

Figure A2. Total acoustic energy (right y-axis) and energy density (left y-axis) based on Wales and
Heitmeyer’s source level formula for 100 Hz to 10 kHz frequency bands. The black curve is the
month average between 2017 and 2019, indicating the minimum and maximum energies. The red
dashed curve is the energy density (and energy) for 2020. The bars show total and individual energy
densities of selected ship categories and wind for the month average (left bars) and 2020 (right bars).
The frequency range is from 100 Hz to 10 kHz.

In Figure A2, the modeled energy and energy densities are higher than in Figure 15.
The total energy in September 2020 is even higher than the energy in the September average,
which conflicts with the calculated results in this paper. Thus, the Wales and Heitmeyer
source level should be carefully used to estimate the sound pressure level depending on the
composition of the shipping density with various ship types. AIS-based sound maps can
be preferred to increase the accuracy, including the exact shipping and length. However,
depending on the size of the area and the number of ships, shipping density maps can be
used for practical reasons.
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Abstract: Marine soundscapes consist of cumulative contributions by diverse sources of sound
grouped into: physical (e.g., wind), biological (e.g., fish), and anthropogenic (e.g., shipping)—each
with unique spatial, temporal, and frequency characteristics. In terms of anthropophony, shipping has
been found to be the greatest (ubiquitous and continuous) contributor of low-frequency underwater
noise in several northern hemisphere soundscapes. Our aim was to develop a model for ship noise in
Australian waters, which could be used by industry and government to manage marine zones, their
usage, stressors, and potential impacts. We also modelled wind noise under water to provide context
to the contribution of ship noise. The models were validated with underwater recordings from
25 sites. As expected, there was good congruence when shipping or wind were the dominant sources.
However, there was less agreement when other anthropogenic or biological sources were present
(i.e., primarily marine seismic surveying and whales). Off Australia, pristine marine soundscapes
(based on the dominance of natural, biological and physical sound) remain, in particular, near offshore
reefs and islands. Strong wind noise dominates along the southern Australian coast. Underwater
shipping noise dominates only in certain areas, along the eastern seaboard and on the northwest
shelf, close to shipping lanes.

Keywords: marine soundscape; ship noise; wind noise; whale song; fish chorus; Australian EEZ

1. Introduction

The oceans abound with natural physical sounds (from wind, rain, polar ice, and
seismic activity), biological sounds (from crustaceans, fishes, and marine mammals),
and anthropogenic sounds (from transport, construction, offshore exploration, and min-
ing). Soundscapes naturally change over time because of temporal cycles in weather
(e.g., cyclones and annual monsoon [1,2]) and animal behaviour (e.g., diurnal foraging
patterns, lunar spawning, seasonal mating, and annual migration [3–6]). However, in many
habitats, soundscapes further change with patterns of human presence (e.g., temporary
construction or summer recreation [7]) and some have changed steadily over time with
increasing intensity of anthropophony (e.g., due to shipping [8]).

In 1996, the European Commission identified air-borne noise as one of the main
terrestrial environmental issues in Europe, having been neglected compared to chemical
pollution [9]. Subsequently, the Commission enacted sound mapping as an important
step to assess and manage sound exposure levels in urban areas [10]. A little later, the
issue of underwater ocean noise received similar attention, being declared a pollutant,
and with underwater sound monitoring and mapping being suggested [11]. Nowadays,
underwater noise footprints of individual anthropogenic operations are commonly mapped
for environmental impact assessments (e.g., [12–14]). Longer-term, large-scale marine
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sound mapping has focussed on ship noise [15–17], but may also include other sources,
such as seismic airguns and explosives [18].

Shipping is a global contributor to ocean noise and, over the past five decades, has
caused a steady increase in underwater low-frequency (10–100 Hz) ambient sound levels in
many marine regions [19–24]. This is of concern, because ship noise causes behavioural and
acoustic responses, auditory masking, and stress in marine animals [25–28]. Hence, various
studies have mapped ship noise and overlain the resulting maps with marine habitat maps
to identify areas of concern (hotspots; high animal density and high noise) [29] and areas
of opportunity (high animal density and low noise) [30] for marine spatial planning.

A problem with ship noise maps is that they often lack validation against in situ
measurements. These maps may have several sources of error in the ship positions and
routes, source spectra and levels, sound propagation models, and hydro- and geoacoustic
parameters required by the models. As well, the spatial (depth and range) and temporal
grid over which the models operate introduces uncertainty. In fact, lack of knowledge
on the physical environment (i.e., hydroacoustic parameters of the water and geoacoustic
parameters of the upper seafloor) is often the limiting factor in sound propagation model
accuracy [14,31]. Model validation is essential to confirm accuracy and to support the use
of a sound map for management decisions [32].

Finally, underwater anthropogenic noise needs to be put into context. How does it
compare to natural, pervasive noise as from wind? Sertlek et al. [18] found that shipping
inserted the greatest amount of acoustic energy into the Dutch North Sea and far exceeded
that of wind. Similarly, Farcas et al. [32] showed that ship noise exceeded wind noise under
water near major ports and shipping lanes, and around industrial sites in the Northeast
Atlantic. However, southern hemisphere oceans have a reputation of being less impacted by
anthropogenic sounds, largely due to a lower ship density [33]. Thus, wind may supersede
ship noise in parts of the southern oceans. Here, we model underwater sound in the
Australian Exclusive Economic Zone (EEZ) from ships and wind over a 6-month austral
winter period, and validate the model with 6-month recordings from 25 stations. We chose
the winter months as this is the peak of baleen whale presence (e.g., [34–36]). The aim
is to enable a better understanding of where shipping noise is likely to be a significant
contributor to the marine soundscape and thus, a potential stressor to marine life.

2. Materials and Methods

In a nutshell, we used ship tracks from Automatic Identification System (AIS) logs
and underwater source spectra from the literature. On a 5 km × 5 km grid over the
Australian EEZ, we modelled underwater sound propagation from all source cells (i.e.,
cells that contained ships) to all surrounding receiver cells over a 100 km radius. We
then integrated sound exposure over the austral winter. The computational effort was
managed by (1) splitting the EEZ into 28 acoustic zones, in which sound propagates in
similar ways [37], hence, where a similar model may be set up, and (2) using a neural
network to cluster all source-receiver transects within a zone into 64 groups of bathymetry
transects, and modelling sound propagation only for cluster centroids. An overview of the
process step-by-step is given in Appendix A. Wind noise was not propagated, but simply
computed based on hourly wind speed data in each cell.

All GIS analysis was done with a combination of ArcMap (version 10.5, ESRI, Red-
lands, CA, USA) and R (Version 4.03, R Core Team, Vienna, Austria). Noise modelling
and validation was done in MATLAB (Version 2020b, The MathWorks Inc., Natick, MA,
USA). We commenced with a GIS layer of the Australian marine bathymetry, gridded to
5 km × 5 km [38].

2.1. Ship Data

Data on ship type, size, position, and speed were obtained from Automatic Identifica-
tion System (AIS) logs managed by the Australian Maritime Safety Authority (AMSA). AIS
data were extracted for the period 1 April 2015–30 September 2015. Ships were grouped
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into five classes based on their length only (and not by type or function; e.g., tanker versus
passenger ferry): <25 m, ≥25–<50 m, ≥50–<100 m, ≥100–<200 m, and ≥200 m. The regu-
larity of the AIS location reporting depends on location and time, and the data we used
was subsampled to provide locations, at most, every 5 min. From this data, ship tracks
were interpolated by dead reckoning to intervals of 60 s if two successive AIS positions met
criteria based on the time between the polls and the straightness of the vessel’s path (as per
Appendix B in [39]). For each ship track, the time spent in each grid cell was computed, and
time was summed over all ships belonging to the same class, yielding a grid of cumulative
time spent in each cell over the 6-month period, by ship class.

Underwater ship noise source spectra were taken from the Research Ambient Noise
Directionality (RANDI) model [40] and integrated into full-octave bands: ≥10–<20 Hz,
≥20–<40 Hz, ≥40–<80 Hz, ≥80–<160 Hz, ≥160–<320 Hz, ≥320–<640 Hz, ≥640–<1280 Hz,
and ≥1280–<2560 Hz (Figure 1a). The broadband (10 Hz–2.6 kHz) source levels were: 148,
160, 172, 187, and 193 dB re 1 μPa m, for the five classes, respectively.

Figure 1. (a) Underwater ship noise source levels as full-octave band levels (OBL) for ships of lengths <25 m (Class 1),
≥25–<50 m (Class 2), ≥50–<100 m (Class 3), ≥100–<200 m (Class 4), and ≥200 m (Class 5); (b) Power spectral density levels
(PSD) of wind noise under water at wind speeds 1–3 kn (Beaufort 1; curve 1), 4–6 kn (Beaufort 2; curve 2), 7–10 kn (Beaufort
3; curve 3), 11–21 kn (Beaufort 4–5; curve 4), 22–47 kn (Beaufort 6–9; curve 5), and ≥48 kn (≥Beaufort 10; curve 6).

2.2. Wind Data

Hourly data on surface wind speed (10 m altitude) were obtained over a similar
6-month period (1 April 2012–30 September 2012) from the Bureau of Meteorology and
CSIRO [41], based on the NCEP Climate Forecast System [42]. The data varied in spa-
tial resolution (4, 10, and 24 arcminute grids), which we projected and re-sampled to a
5 km × 5 km UTM grid. Over all grid cells, wind speed varied between 0.5 and 30 m/s
(i.e., 1–58 kn). Wind speeds were binned to match the sea states represented in the ‘Wenz
curves’ [43] and noise spectra were assigned to each wind speed bin (Figure 1b). The ‘Wenz
curves’ were converted to linear power spectral density, then integrated over frequency,
before applying 10log10 to yield broadband mean-square sound pressure levels. Expressed
as root-mean-square sound pressure levels, the associations became: 79 dB re 1 μPa for
≥1–<4 kn, 87 dB re 1 μPa for ≥4–<7 kn, 92 dB re 1 μPa for ≥7–<11 kn, 99 dB re 1 μPa for
≥11–<22 kn, 105 dB re 1 μPa for ≥22–<48 kn, and 113 dB re 1 μPa for ≥48 kn.

2.3. Acoustic Zones

The Australian EEZ had previously been broken up into 28 ‘acoustic zones’ (Figure 2),
whereby each zone was characterised by a unique set of hydroacoustic parameters of the
water (i.e., sound speed profiles), geoacoustic parameters of the seafloor (i.e., thickness of
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the sediment layer, density, compressional sound speed and attenuation, and shear sound
speed and attenuation), and bathymetric parameters (i.e., water depth and slope) [37]. The
idea was to set up one sound propagation environment for each zone and then model all
of the ships in that zone.

Figure 2. Map of the marine acoustic zones of the Australian EEZ [37].

2.4. Source-Receiver Transects

Within each zone, all of the grid cells that had a cumulative ship time > 0 (no matter
the ship class) were identified. From each of these ‘source cells’, 36 radials were cast at
10-degree intervals. The bathymetry was extracted along each of these radials in 5 km steps
out to a maximum range of 100 km, yielding thirty-six 100 km source-receiver transects
around each source. A bathymetry reading at 2.6 km range from the centre of each source
cell was added, representing the mean distance between two random points inside a square
(i.e., 0.5214 times the edge length [44]). If a transect hit land, all subsequent bathymetry
samples were set to ‘not a number’ along this 100 km transect. If a source sat near a zone
boundary, then the 100 km transects were extracted with bathymetry from the neighbouring
zone or from a 100 km buffer around the outside of the EEZ.

All of the transects from all of the source cells (of all ship classes) within a zone were
passed to an unsupervised Kohonen neural network (i.e., a self-organizing map, SOM) with
900 neurons [45] (also see [13], where this SOM was previously used to cluster bathymetry
transects). The neural net sorted the transects into 900 groups, based on their bathymetric
shape. Further grouping was achieved by k-means clustering allowing for 64 clusters [46].
Cluster centroids were computed as the arithmetic mean of all transects within one cluster
(see examples for Zone 16 in Figure 3). Sound propagation was modelled along each of the
64 centroids within one zone.
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Figure 3. Graphs of all 98,532 source-receiver transects of Zone 16 plotted by cluster (grey), with centroid bathymetries
shown in black. X-axes are range (km) and Y-axes are depth below the sea surface (m). Note the changing Y-ranges.

2.5. Sound Propagation Model

Sound propagation over each centroid bathymetry was modelled with RAMGeo
in AcTUP V2.8 [47] (https://cmst.curtin.edu.au/products/underwater/ accessed on:
27 March 2021) based on zone-specific acoustic environments consisting of three layers: the
water column, an unconsolidated surface sediment layer, and a consolidated calcarenite
sediment layer as a half space. Water column parameters included the zone’s mean sound
speed profile [37] and water density profile. Representative temperature and salinity data
were extracted from the World Ocean Atlas [48,49] to calculate water densities based on
the UNESCO formula for sea water density [50]. Unconsolidated surface sediment layers
throughout the EEZ comprised predominantly fine material (silt-sand) with sufficiently low
shear wave speeds (<250 m/s) to allow modelling as a fluid. Hence, unconsolidated surface
sediment parameters only included the zone-specific layer thickness, compressional sound
speed, compressional wave attenuation, and density [37]. Surface sediment layer thickness
was estimated as 0.5 m for zones within the sediment-starved carbonate platform [51].
Surface sediment thickness in the remaining zones appears variable [52–57], and so was
modelled as 2 m.
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In contrast to the surface sediment layer, calcarenite acts as an elastic material with
a shear sound speed of 1400 m/s resulting in important propagation effects [51]. While
RAMGeo is a parabolic equation for fluid seabeds, reasonable results can be obtained
by using an equivalent fluid approximation with reflection coefficients representative
of the elastic model [58]. The procedure to find an equivalent fluid approximation for
each zone included (a) creating an environment with calcarenite as an elastic material
(see [51] for geoacoustic properties), (b) creating an environment with calcarenite as a
fluid layer starting with a compressional sound speed of 1250 m/s and a compressional
wave attenuation of 4.5 dB/λc, (c) calculating the reflection coefficients for each modelled
frequency for both environments with the reflection coefficient model BOUNCE [59], and
(d) adjusting the fluid layer parameters until a representative equivalent had been reached
(Figure 4).

Figure 4. Example of the reflection coefficients of an elastic model (blue line) and a representative
fluid model (green line) calculated with BOUNCE at 125 Hz.

RAMGeo modelled sound propagation loss for the centre frequencies of eight full-
octave bands between 10 and 2000 Hz over a range of 100 km and up to 7100 m depth,
which is more than the maximum water depth (6388 m) of the EEZ. The depth and range
resolutions were 10 m. The source depth for all ships was chosen as 5 m below the sea
surface. An example RAMGeo output at 640 Hz for the 64 centroid bathymetries of Zone
16 is shown in Figure 5. The bathymetry itself is just visible as a black line, below which
propagation loss was greatest. The colours vary from 60 dB propagation loss (dark red)
to 110 dB (dark blue). Several patterns are obvious: Convergence zones appeared over all
deep bathymetries, leading to low propagation loss (i.e., high received levels) near the sea
surface about 60 km from the source (i.e., clusters 6, 11, 26, 32, 41, 52, 53, 55, 59, 60, and
64). Over upwards-sloping bathymetries, propagation loss was greatest (e.g., clusters 1,
4, 19, 35, 37, 54, and 58). Over downwards-sloping bathymetries, sound may reflect into
the deep-ocean sound channel, which has an axis at about 1 km depth off Australia. Once
inside the channel, sound may propagate over vast ranges at very little additional loss
because of no further seafloor (and to a lesser extent, sea surface) interactions (i.e., clusters
12, 13, 25, 36, and 49). Finally, RAMGeo does not include frequency-dependent absorption
and so this additional loss was applied outside of and after RAMGeo [60].

44



J. Mar. Sci. Eng. 2021, 9, 472

 

 

Figure 5. Plots of propagation loss (PL) as a function of range and depth along the 64 centroid bathymetries from Zone 16,
for a frequency of 640 Hz. The darkest red corresponds to 60 dB and the darkest blue to 110 dB. X-axes are range (km) and
Y-axes are depth below the sea surface (km); both are scaled linearly.

2.6. Accumulation of Received Levels

Within each zone, one ship class was treated at a time. The source cells corresponding
to one ship class were found, thirty-six 100 km radials were cast at 10-degree intervals
around each source cell, and bathymetry was extracted along each radial and sampled in
5 km steps; the mean distance between a ship and a receiver of 2.6 km within the source
cell was inserted at the beginning. In other words, source cells were assigned a received
level at 2.6 km. Then, stepping through the source cells for this ship class in this zone,
for each of the 36 radial transects, the best matching centroid bathymetry was found. In
fact, as the SOM had been trained with all source-receiver transects from all ship classes in
this zone, finding the ‘best matching centroid’ reduced to simply looking up into which
cluster this transect originally went. Then, for each frequency modelled, propagation loss
(PL) along this centroid was recovered and subtracted from the corresponding octave band
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source level (SL) plus the cumulative time in dB re 1 s (with T in units of second) of this
ship class in this source cell, yielding received levels (RL):

RL = SL + 10 log10(T) − PL

In this equation, SL is a number, the octave band source level expressed as a mean-
square pressure level [dB re 1 μPa2] at the modelled frequency. The duration term is also a
number [dB re 1 s]. PL [dB], however, is a matrix with values in depth and range. Therefore,
RL is a matrix containing received sound exposure levels (SEL) [dB re 1 μPa2s] as a function
of range and depth. There was one such RL matrix for each frequency.

To change from the polar coordinates (in which sound propagation was modelled)
to the Cartesian grid of the EEZ, RL was interpolated to the 5 km grid of the EEZ, at
each depth. Including frequency as an additional dimension, this yielded a 4-dimensional
matrix of longitude, latitude, depth, and frequency, covering the entire EEZ. The matrix
was populated cumulatively by summing sound exposure (i.e., in linear, not logarithmic
terms) over all 36 transects about each source cell, and then over all source cells, before
taking 10 log10 again to yield cumulative sound exposure levels (C-SEL).

2.7. Ship Noise Map

Broadband sound exposure levels were computed by summing sound exposure over
frequency, thereby reducing the matrix to three dimensions, then converting to dB. A further
reduction to two dimensions was achieved by finding the maximum sound exposure level
over the top 200 m, representing the ‘worst case’ of exposure for animals that dive over
this depth [61]. One such map is presented for each ship class, as well as cumulatively over
all five classes. These maps of cumulative sound exposure level were accumulated over six
months encompassing the austral winter. They can be read as average mean-square sound
pressure level (SPL) maps by subtracting the 6-month duration in dB re 1 s:

SPL = C-SEL − 10 log10(183 d × 24 h/d × 60 min/h × 60 s/min/s) = C-SEL − 72 dB re 1 s

2.8. Wind Map

The wind map was produced by converting the hourly root-mean square sound
pressure levels to linear mean-square sound pressures, then integrating over time, and
converting back to decibel. 10 log10(3600) was added to account for the number of seconds
per hour, yielding cumulative sound exposure levels from wind at each cell over the
6-month winter period.

2.9. Comparison between Ship and Wind Noise

For comparison, the cumulative sound exposure levels from wind were subtracted
from those of ships (summed over all classes) in every grid cell, and plotted, to show in
which geographic regions one dominated over the other. We also added the modelled
sound exposures from ships and wind, then converted to decibel, to plot the combined
ambient noise exposure levels over the 6-month period.

2.10. Validation

Archival underwater acoustic recordings from the northwest, west, south, and south-
east of Australia were used in an attempt to validate the modelled noise maps. These data
were collected by autonomous recorders [62] deployed over winter between 2006 and 2017.
All recorders had been moored on the seafloor, and sampled at 6 kHz, 5 min every 15 min.
Most of these datasets were collected while the passive acoustic observatories of Australia’s
Integrated Marine Observing System (IMOS) were operational and are thus available from
the Australian Ocean Data Network (AODN) (https://acoustic.aodn.org.au/acoustic/
accessed on: 15 March 2021).

Long-term spectral averages (LTSA) were computed in 5 min windows and integrated
over frequency (10–2000 Hz) and time (1 April–30 September) to yield cumulative sound
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exposure. LTSAs were visualised in the software CHORUS [63] to provide an overview of
the soundscape and its contributors over multiple weeks to months at a time. Spectrograms
with a resolution of 1 s (50% overlap) were computed to zoom into any 5 min sample
when the sound sources were not immediately identifiable in the LTSAs. Power spectral
density percentile plots (in which the nth percentile gives the power spectral density level
exceeded n% of the time, at each frequency) helped identify the dominant contributors to
the winter soundscapes [64].

3. Results

Australia-wide maps of ship noise C-SEL (by class) over the period 1 April 2015–
30 September 2015 are shown in Figure 6. Cumulative sound exposure levels over all
classes are also plotted. Wind noise C-SEL, the level difference between ship noise C-SEL
and wind noise C-SEL, and the combined C-SEL of ship and wind noise are shown in
Figure 7. Hyperlinks to the data can be found in the Data Availability section.

Validation

Modelled C-SELs of ship and wind noise are compared to measured C-SELs from the
validation datasets in Table 1. There is good agreement (to within 3 dB) between model
and measurement noise levels at sites 9 (NW Shelf, WA, Australia), 16 (Bremer Canyon,
WA, Australia), and 25 (Tuncurry, NSW, Australia). The former two were dominated
by strong wind, the latter by ships. Figure 8A shows almost continuous strong wind at
the Bremer Canyon site, a faint Antarctic blue whale (Balaenoptera musculus intermedia)
chorus throughout winter, peaking in May, and distant passes of ships. The cumulative
energy from wind dominates and is the reason for the good agreement between model and
measurement. Figure 8B shows briefer periods of strong wind off Tuncurry and a distant
Antarctic blue whale chorus. The dominant feature of this soundscape were numerous
passes of ships at close range, and this is the reason for the good agreement between model
and measurement at this site.

Disagreement between model and measurement noise levels at other sites was due
to unaccounted, additional, non-targeted noise contributions to the soundscape: marine
animals and industrial operations. Figure 9 provides an overview of the biological con-
tributors to the soundscape. The stereotypical sounds of Omura’s whales (Balaenoptera
omurai); Antarctic blue whales; pygmy blue whales (Balaenoptera musculus brevicauda); the
unidentified source of the spot call, fin whales (Balaenoptera physalus); dwarf minke whales
(Balaenoptera acutorostrata), and humpback whales (Megaptera novaeangliae) have been well
described in the literature; as have Australian fish choruses [65–67]. These animals dom-
inated the winter soundscapes near islands and reefs (sites 1, 4, 6, 9, 12, 14, 15, 17 and
18). Examples of soundscapes almost free from ships but noisy with animals are shown in
Figures 10 and 11. Examples of soundscapes affected by anthropogenic noise are shown in
Figure 12. At the time of recording, seismic surveying was the most common anthropogenic
source that we did not model.

We were able to determine C-SEL variability over time at nearby sites. Winter record-
ings at sites 17 (2016) and 18 (2017) differed in C-SEL by 1 dB; these sites were only 80 m
apart. Similarly, sites 7 (2006) and 8 (2010) were 4 km apart and the C-SEL differed by 1 dB.
Moreover, sites 14 (2014) and 15 (2016) were 4 km apart and the C-SEL differed by 1 dB,
showing good consistency over 1–4 years at nearby sites. Sites 19–24 were all within 3 km
of each other. Recordings were from 2012, 2014, 2015, 2015, 2016, and 2017, respectively.
The two simultaneous sets differed by 1 dB in measured C-SEL. The 2014 set had the lowest
C-SEL with 179 dB re 1 μPa2s, and one of the 2015 sets had the highest C-SEL at 185 dB re
1 μPa2s, indicating the level of variability that may be expected from such in situ recordings
over multiple years. There was no linear trend.
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Figure 6. Maps of cumulative sound exposure levels (C-SEL) from shipping in the Australian EEZ, by ship class, and
cumulatively over all classes. Maximum received C-SEL over the top 200 m of water were picked, representing a ‘worst
case’ for animals that dive within this depth. Sound exposure was accumulated over 183 days (1 April 2015–30 September
2015). Levels can be converted to average mean-square sound pressure levels by subtracting 72 dB re 1 s. Note that the
colour bars all start at 80 dB but the highest levels differ, reflective of the peak C-SEL for each class. The final map also
shows 200 m and 3 km bathymetry contours.
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Figure 7. Maps of modelled wind noise within Australia’s EEZ during winter 2012 (1 April–
30 September: top), ship C-SEL less wind C-SEL (middle), and C-SEL from ships and wind combined
(bottom). The black dots identify underwater recording stations used for validation. To convert to
mean sound pressure level, subtract 72 dB re 1 s.
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Figure 8. LTSAs [dB re 1 μPa2/Hz] near (A) the Bremer Canyon, WA, site 16, and (B) Tuncurry, NSW, site 25. The
contributions from ships, wind, and Antarctic blue whales (Balaenoptera musculus intermedia) are marked in red, green, and
black, respectively. Only a few ships are marked in (A).
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Figure 9. LTSAs and spectrograms [dB re 1 μPa2/Hz] showing (A) an Omura’s whale chorus and evening fish chorus at
site 1; (B) Three Omura’s whale calls and a fish chorus at site 5 (this specific example is free from ships and wind); (C) An
Antarctic blue whale chorus and evening fish chorus at site 22; (D) Four Antarctic blue whale Z-calls and a fish chorus at
site 23; (E) Pygmy blue whale song in front of the Antarctic blue whale chorus and a fish chorus at site 24; (F) Three spot
calls at site 19; (G) Fin whale song at site 14; and (H) Humpback whale song at site 6. Note the changing x- and y-scales.
All panels but H use a logarithmic y-scale. H uses a linear y-scale to stress the great bandwidth of humpback whale song
(100 Hz–>3 kHz) in comparison to the narrow bandwidth of ship noise in this example (<100 Hz), resulting in humpback
whales dominating the C-SEL after integration over frequency. An animal (fish?) biting on the hydrophone is marked by
the white arrow. Sound from whales, fish, ships, and wind are marked in black, white, red, and green, respectively.
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Figure 10. Winter soundscape at site 12. (A) Power spectral density percentiles showing domination by humpback whales
from late June and fishes throughout. The curves follow the shape of the biological spectra 75% of the time (within black
ellipse). The characteristic shape of wind is only seen in the absence of whales (lowest two percentiles within green ellipse);
(B) LTSA of an evening fish chorus (within white box). A distant dwarf minke whale chorus (thin horizontal lines inside
black ellipse) occurred in June–July. (C) LTSA showing humpback whales (within black box) and fish (within white ellipse).
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Figure 11. (A) Power spectral density percentiles of the winter soundscape at site 15 dominated by pygmy blue whales
(within black box). The characteristic spectral shape of a fish chorus is seen at 2–3 kHz in the 1st and 5th percentiles (dotted);
(B) LTSA of the pristine soundscape at site 4 exhibiting multiple fish choruses at night (within white box), whose intensities
vary with the phase of the moon; (C) Spectrogram of the soundscape at site 1 showing at least two simultaneous whale
species (Omura’s whales at 20–50 Hz and one other at 50–3000 Hz, uncertain) and a fish chorus at 300–500 Hz.
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Figure 12. (A) Power spectral density percentiles of the winter soundscape at site 23 showing that pygmy blue whales
(black box) were present the entire 6 months (because the spectral shape of their song is seen even in the 99th percentile,
meaning it did not become quieter than this). However, the strongest sound in this soundscape came from ships (identified
by the broad and smooth spectral hump between 20 Hz and 200 Hz; red ellipse). The spot call was also strong at this site
(marked by the black arrow). The fish chorus at 800–2000 Hz (dotted box) was present the entire time as well; (B) Power
spectral density percentiles from site 2 being entirely dominated by broadband industrial noise of unknown origin at this
time; (C) Spectrogram of a strong seismic survey temporarily present at site 3; no other sounds were visible.
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4. Discussion

The aim of our project was to develop a model for underwater ship noise in the
Australian EEZ that could be used by industry and government to manage marine zones,
their usage, stressors, and potential impacts. To put ship noise into context, we also
modelled natural noise from wind under water. The models are based on numerous
assumptions and involve a lot of averaging in space and time, leading to uncertainty. We
therefore validated the models as a whole by comparing modelled sound exposure levels
to measured underwater sound levels from 25 acoustic data sets collected over a 12-year
span. Agreement was good when the underwater soundscape mostly contained the two
sources modelled: ships and wind. Agreement was poorer when sound sources were
missed (i.e., not modelled): seismic surveying, whales, and fishes.

Ship presence and movement were based on AIS data from the winter of 2015. Ships
logged their positions at irregular time intervals, requiring that we interpolate between
successive logs. We applied criteria for speed and direction continuity before straight-line
interpolation, and where these were not met, we accepted holes in tracks, leading to an
underestimation of ship time in the corresponding cells. We further had very few vessels
in the smallest class (<25 m), as these mostly private recreational vessels do not log AIS
positions. We therefore clearly underestimated their underwater noise contribution, in
particular to coastal soundscapes. In addition, we did not take into account ships just
outside of the EEZ and so underestimated noise levels near the EEZ boundary. Given that
most AIS data were available for the larger and noisier vessels, we chose a monopole source
depth corresponding to larger vessels (5 m) and applied this to all vessels in the model, for
simplicity. The introduced uncertainty in modelled received levels is perhaps greater in
winter (which we modelled) than summer, given all of our sound speed profiles exhibited
a shallow surface duct of variable depth. Accounting for different source depths for the
different vessel classes would require modelling sound propagation over the 64 cluster
centroids in each zone multiple times, which we did not do, but could be done to improve
accuracy. This might be desirable for more localised applications and modelling over
smaller areas than the entire EEZ (e.g., regional seismic surveys or coastal developments).
Placing the monopole at deeper depth than the propeller depth of small vessels during
sound propagation modelling will likely enhance long-range received levels of the smaller,
hence quieter, vessels, which are possibly underrepresented in the AIS data, meaning the
errors do not add but work in reverse. Finally, the source levels produced by the RANDI
model fall within the broadband quartiles reported recently [68]; however, the spectral
shapes might differ. MacGillivray and de Jong [69] very recently showed that the RANDI
model overpredicted source power spectral density below ~250 Hz for bulk carriers,
vehicle carriers, tankers, container ships, and cruise ships, yet underpredicted source
power spectral density above ~250 Hz. This might lead to differential errors in different
regions (deep versus shallow water), depending on the efficiency with which sound below
and above 250 Hz propagates in each environment. Other studies reported RANDI to
overestimate [70,71] or underestimate, particularly above 200 Hz [72]. Underprediction
of source levels by the RANDI model might be more common for the smallest vessels, in
particular those with powerful motors, such as whale-watching boats and tugs [69,73–76].

In terms of the underwater sound propagation model used, the most common source
of uncertainty is a lack of data on the seafloor composition and thus, acoustic proper-
ties. We used typical values from [51], but geoacoustic properties may vary from place
to place. Hydroacoustic data (i.e., temperature, salinity, and sound speed profiles) were
missing in some coastal zones and thus required spatial extrapolation. The equivalent fluid
model applied is only approximate up to grazing angles of 50◦ and thus, more accurate for
long-range propagation modelling. Modelling sound propagation only along bathymetry
cluster centroids, instead of every source-receiver transect, introduced additional uncer-
tainty. However, with a median water depth of 1809 m for all source cells in the entire
EEZ, deviations of individual bathymetries from centroid bathymetries are likely to affect
modelled received levels more in shallow and coastal rather than offshore waters. While
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deviations in bathymetry from cluster centroids may change the pattern of constructive and
destructive interference and thus yield rather variable received levels at specific locations in
space and depth, there will not be a consistent bias in modelled received levels. Modelling
along centroids will lead to both over- and underprediction, depending on range, depth,
and frequency. These effects will be important on a fine spatial scale, but disappear on a
coarse grid. Finally, the received level depends greatly on receiver depth. We chose to plot
maximum received levels over the top 200 m, corresponding to the water layer in which
most baleen whales travel. Any receiver depth (or depth range) may, of course, be picked
from the model results, corresponding to specific animal depths.

The wind model we used was based on the classic review done by Wenz [43]. Other
models, such as the Cato model [77] extend to lower frequencies and thus, yield higher
levels (up to 2 dB) in high sea states. The Cato model would reduce the model-versus-
measurement difference (i.e., improve the wind noise prediction) at the wind-dominated
sites (9, 16).

The map of underwater ship noise was based on AIS data from the year 2015, the map
of underwater wind noise was based on wind data from 2012, and the in situ measurements
were from various years (2006–2017). For a fine-scale model (i.e., small grid size), the exact
positions and types of vessels would matter and therefore, validation with measurements
from different years might be less successful. However, on a coarse grid, fine-scale vari-
ability averages out. For the ship noise map to differ by 3 dB, twice the number of ships
(i.e., twice the power) would be needed. We showed close agreement in measured levels
over consecutive years at the same sites, except when strong temporary sources occurred in
some sets (e.g., industrial exploration) or when more variable, biological sources dominated
in some years.

The geographic grid size chosen for the model might affect the received levels in some
cells and change the ship-to-wind noise ratio. We modelled on a 5 km × 5 km grid, and
so the source cells were assigned a received level at 2.6 km range. A 2.5 km × 2.5 km
grid would have a mean receiver range of 1.3 km. If ships are evenly distributed within a
5 km × 5 km cell, then halving the grid size will increase received levels within the source
cells by 20 log10(2) = 6 dB. The time spent in the source cell, however, will decrease by a
factor 4, or, 10 log10(4) = 6 dB, making up for the increase in received level (i.e., decrease in
propagation range and thus, propagation loss). If ships are unevenly distributed within
the larger grid cell, then changing to a finer grid will yield a net increase in modelled
received noise levels within source cells. In comparison, the modelled noise levels from
wind, being a sheet (rather than monopole) source, will not vary with grid size as wind
speed changes on a much larger spatial scale offshore. Therefore, in areas where shipping
lanes are well-defined and narrow (<5 km wide), ship noise levels may exceed wind noise
levels by more than modelled in this article.

Based on our model and its 25-point validation, the Australian EEZ has a higher
proportion of natural underwater noise from wind over ship noise than the North Sea and
likely other northern hemisphere oceans [18,32]. Part of the Australian marine soundscape
appears pristine, if pristine is defined as an absence of anthropogenic noise and a richness
of biological noise (see also [78]). We have shown that accurate models of the Australian
marine soundscape must include biological sources (i.e., primarily whales and fishes).
Natural biological and physical noise ought to be considered in management frameworks
to provide context (e.g., for noise management in the Southern Ocean [79]).

Our recommendations for future work include the establishment of a databank of
Australian ship source spectra as started by [80], which will allow replacing the RANDI
model with monopole source spectra from actual measurements. We have shown that other
anthropogenic noise sources cannot be excluded in areas and years where these dominate
and their contribution to the marine noise budget should be assessed. Comparing long-term
cumulative sound exposure might not be the quantity most useful to managers. Instead,
sound energy could be integrated over much shorter time frames and maps of % time above
certain management thresholds be plotted [81], which is likely more relevant to biological
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receptors than an annual or seasonal integral or average. The different sound sources
have different acoustic features (e.g., ship and wind noise are continuous, while seismic
surveying and pile driving are pulsed) and bioacoustic impact is likely driven by different
acoustic quantities (e.g., sound exposure versus peak pressure [82]). Therefore, different
quantities will have to be mapped for different types of impact. Moreover, these sources
exhibit fundamentally different sound radiation fields, where an underwater explosion is a
monopole, a ship is a dipole, pile driving a line source, and wind a sheet source, requiring
different modelling approaches.
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Appendix A

Step-by-step process of modelling ship noise:

1. Beginning with a GIS layer of the Australian marine bathymetry.
2. Add layers to the grid with ship positions, grouped by ship size (i.e., ship length),

yielding one layer per ship class.
3. Split the EEZ grid into 28 previously determined acoustic zones.
4. For each zone:

a. Find all grid cells that contain ships of any class, cast 36,100 km radials in
10-degree intervals, and extract bathymetry along the radials.

b. Cluster all extracted bathymetries (over all radials around all cells with ships)
with a neural network and subsequent k-means into 64 clusters.

c. Compute sound propagation along each cluster centroid, for the centre frequen-
cies of adjacent octave bands.

d. For each ship size class:
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i. Find the cells that contain ships of this class (source cells), cast 36,100 km
radials in 10-degree intervals, and extract bathymetry along the radials.

ii. For each source cell:

• For each radial:

◦ Look up into which cluster this radial went;
◦ For each frequency:

� Retrieve propagation loss as a function of range and depth.
� Add octave band source level for this ship class.
� Add cumulative time that a ship of this class spent

in this source cell to yield sound exposure level as a
function of range and depth.

� Regrid from polar to Cartesian coordinates.

iii. Accumulate sound exposure over all radials and source cells to yield a
4-d matrix of cumulative sound exposure level as a function of longitude,
latitude, depth, and frequency for each ship class.

e. Accumulate sound exposure over all ship classes.

5. Accumulate this 4-d matrix over all zones, EEZ-wide.
6. Sum over frequency to yield a 3-d matrix of cumulative sound exposure level as a

function of longitude, latitude, and depth.
7. Pick the maximum cumulative sound exposure level over depth to yield a 2-d map of

cumulative sound exposure level versus longitude and latitude.

References

1. Mahanty, M.M.; Sanjana, M.C.; Latha, G.; Raguraman, G. An investigation on the fluctuation and variability of ambient noise in
shallow waters of south west Bay of Bengal. Indian J. Geo Mar. Sci. 2014, 43, 747–753.

2. Haver, S.M.; Fournet, M.E.H.; Dziak, R.P.; Gabriele, C.; Gedamke, J.; Hatch, L.T.; Haxel, J.; Heppell, S.A.; McKenna, M.F.; Mellinger,
D.K.; et al. Comparing the underwater soundscapes of four U.S. National Parks and Marine Sanctuaries. Front. Mar. Sci. 2019, 6.
[CrossRef]

3. Gage, S.H.; Axel, A.C. Visualization of temporal change in soundscape power of a Michigan lake habitat over a 4-year period.
Ecol. Inform. 2014, 21, 100–109. [CrossRef]

4. Caruso, F.; Alonge, G.; Bellia, G.; De Domenico, E.; Grammauta, R.; Larosa, G.; Mazzola, S.; Riccobene, G.; Pavan, G.;
Papale, E.; et al. Long-term monitoring of dolphin biosonar activity in deep pelagic water of the Mediterranean Sea. Sci. Rep.
2017, 7, 4321. [CrossRef]

5. Erbe, C.; Verma, A.; McCauley, R.; Gavrilov, A.; Parnum, I. The marine soundscape of the Perth Canyon. Prog. Oceanogr. 2015,
137, 38–51. [CrossRef]

6. McWilliam, J.N.; McCauley, R.D.; Erbe, C.; Parsons, M.J.G. Patterns of biophonic periodicity on coral reefs in the Great Barrier
Reef. Sci. Rep. 2017, 7, 17459. [CrossRef]

7. Marley, S.A.; Erbe, C.; Salgado Kent, C.P.; Parsons, M.J.G.; Parnum, I.M. Spatial and temporal variation in the acoustic habitat of
bottlenose dolphins (Tursiops aduncus) within a highly urbanised estuary. Front. Mar. Sci. 2017, 4, 197. [CrossRef]

8. McDonald, M.A.; Hildebrand, J.A.; Wiggins, S.M.; Ross, D. A 50 year comparison of ambient ocean noise near San Clemente
Island: A bathymetrically complex coastal region off Southern California. J. Acoust. Soc. Am. 2008, 124, 1985–1992. [CrossRef]

9. European Commission. Future Noise Policy. Publications Office of the EU 1996, COM_1996_0540_FIN, Green Paper. Available on-
line: https://op.europa.eu/en/publication-detail/-/publication/8d243fb5-ec92-4eee-aac0-0ab194b9d4f3/language-en (accessed
on 15 March 2021).

10. European Commission. Directive 2002/49/EC of the European Parliament and of the Council relating to the assessment and
management of environmental noise. Off. J. Eur. Communities 2002, L 189, 12–25. Available online: https://eur-lex.europa.eu/
legal-content/EN/TXT/PDF/?uri=CELEX:32002L0049&from=EN (accessed on 15 March 2021).

11. van der Graaf, A.J.; Ainslie, M.A.; Andre, M.; Brensing, K.; Dalen, J.; Dekeling, R.P.A.; Robinson, S.M.; Tasker, M.L.; Thomsen, F.;
Werner, S. European Marine Strategy Framework Directive—Good Environmental Status (MSFD GES): Report of the Technical Subgroup
on Underwater Noise and Other Forms of Energy; TSG Noise & Milieu Ltd.: Brussels, Belgium, 2012.

12. Erbe, C. Underwater noise from pile driving in Moreton Bay, Qld. Acoust. Aust. 2009, 37, 87–92.
13. Erbe, C.; King, A.R. Modelling cumulative sound exposure around marine seismic surveys. J. Acoust. Soc. Am. 2009, 125, 2443–2451.

[CrossRef]

63



J. Mar. Sci. Eng. 2021, 9, 472

14. Farcas, A.; Thompson, P.M.; Merchant, N.D. Underwater noise modelling for environmental impact assessment. Environ. Impact
Assess. Rev. 2016, 57, 114–122. [CrossRef]

15. Aulanier, F.; Simard, Y.; Roy, N.; Gervaise, C.; Bandet, M. Effects of shipping on marine acoustic habitats in Canadian Arctic
estimated via probabilistic modeling and mapping. Mar. Pollut. Bull. 2017, 125, 115–131. [CrossRef] [PubMed]

16. Erbe, C.; MacGillivray, A.O.; Williams, R. Mapping cumulative noise from shipping to inform marine spatial planning. J. Acoust.
Soc. Am. 2012, 132, EL423–EL428. [CrossRef] [PubMed]

17. Jalkanen, J.P.; Johansson, L.; Liefvendahl, M.; Bensow, R.; Sigray, P.; Östberg, M.; Karasalo, I.; Andersson, M.; Peltonen, H.;
Pajala, J. Modelling of ships as a source of underwater noise. Ocean Sci. 2018, 14, 1373–1383. [CrossRef]

18. Sertlek, H.Ö.; Slabbekoorn, H.; ten Cate, C.; Ainslie, M.A. Source specific sound mapping: Spatial, temporal and spectral
distribution of sound in the Dutch North Sea. Environ. Pollut. 2019. [CrossRef] [PubMed]

19. Andrew, R.K.; Howe, B.M.; Mercer, J.A. Long-time trends in ship traffic noise for four sites off the North American West Coast.
J. Acoust. Soc. Am. 2011, 129, 642–651. [CrossRef]

20. Andrew, R.; Bruce, M.H.; James, A.M. Ocean ambient sound: Comparing the 1960s with the 1990s for a receiver off the California
coast. Acoust. Res. Lett. Online 2002, 3, 65–70. [CrossRef]

21. McDonald, M.A.; Hildebrand, J.A.; Wiggins, S.M. Increases in deep ocean ambient noise in the Northeast Pacific west of San
Nicolas Island, California. J. Acoust. Soc. Am. 2006, 120, 711–718. [CrossRef] [PubMed]

22. Chapman, N.R.; Price, A. Low frequency deep ocean ambient noise trend in the Northeast Pacific Ocean. J. Acoust. Soc. Am. 2011,
129, EL161–EL165. [CrossRef] [PubMed]

23. Miksis-Olds, J.L.; Bradley, D.L.; Niu, X.M. Decadal trends in Indian Ocean ambient sound. J. Acoust. Soc. Am. 2013, 134, 3464–3475.
[CrossRef]

24. Miksis-Olds, J.L.; Nichols, S.M. Is low frequency ocean sound increasing globally? J. Acoust. Soc. Am. 2016, 139, 501–511.
[CrossRef]

25. Erbe, C.; Marley, S.; Schoeman, R.; Smith, J.N.; Trigg, L.; Embling, C.B. The effects of ship noise on marine mammals—A review.
Front. Mar. Sci. 2019, 6, 606. [CrossRef]

26. Ferrari, M.C.O.; McCormick, M.I.; Meekan, M.G.; Simpson, S.D.; Nedelec, S.L.; Chivers, D.P. School is out on noisy reefs: The
effect of boat noise on predator learning and survival of juvenile coral reef fishes. Proc. Biol. Sci. 2018, 285. [CrossRef] [PubMed]

27. Kusku, H. Acoustic sound–induced stress response of Nile tilapia (Oreochromis niloticus) to long-term underwater sound
transmissions of urban and shipping noises. Environ. Sci. Pollut. Res. 2020. [CrossRef]

28. Williams, R.; Cholewiak, D.; Clark, C.W.; Erbe, C.; George, J.C.C.; Lacy, R.C.; Leaper, R.; Moore, S.E.; New, L.; Parsons, E.C.M.; et al.
Chronic ocean noise and cetacean population models. J. Cetacean Res. Manag. 2020, 21, 85–94. [CrossRef]

29. Erbe, C.; Williams, R.; Sandilands, D.; Ashe, E. Identifying modelled ship noise hotspots for marine mammals of Canada’s Pacific
region. PLoS ONE 2014, 9, e89820. [CrossRef] [PubMed]

30. Williams, R.; Erbe, C.; Ashe, E.; Clark, C.W. Quiet(er) marine protected areas. Mar. Pollut. Bull. 2015, 100, 154–161. [CrossRef]
31. Jensen, F.B.; Kuperman, W.A.; Porter, M.B.; Schmidt, H. Computational Ocean Acoustics, 2nd ed.; Springer: New York, NY,

USA, 2011.
32. Farcas, A.; Powell, C.F.; Brookes, K.L.; Merchant, N.D. Validated shipping noise maps of the Northeast Atlantic. Sci. Total Environ.

2020, 735, 139509. [CrossRef]
33. Wu, L.; Xu, Y.; Wang, Q.; Wang, F.; Xu, Z. Mapping global shipping density from AIS data. J. Navig. 2017, 70, 67–81. [CrossRef]
34. McCauley, R.D.; Gavrilov, A.N.; Jolliffe, C.D.; Ward, R.; Gill, P.C. Pygmy blue and Antarctic blue whale presence, distribution

and population parameters in southern Australia based on passive acoustics. Deep Sea Res. Part II Top. Stud. Oceanogr. 2018.
[CrossRef]

35. Dawbin, W.H. The seasonal migratory cycle of humpback whales. In Whales, Dolphins and Porpoises; Norris, K.S., Ed.; University
of California Press: Berkeley, CA, USA, 1966; pp. 145–170.

36. Bannister, J. Status of southern right whales (Eubalaena australis) off Australia. J. Cetacean Res. Manag. 2020, 103–110. [CrossRef]
37. Erbe, C.; Peel, D.; Smith, J.N.; Schoeman, R.P. Marine acoustic zones of Australia. J. Mar. Sci. Eng. 2021, 9, 340. [CrossRef]
38. Whiteway, T.G. Australian Bathymetry and Topography Grid; 2009/21; Geoscience Australia: Canberra, Australia, 2009.
39. Peel, D.; Erbe, C.; Smith, J.N.; Parsons, M.J.G.; Duncan, A.J.; Schoeman, R.P.; Meekan, M. Characterising Anthropogenic Underwater

Noise to Improve Understanding and Management of Acoustic Impacts to Marine Wildlife; CSIRO: Hobart, Australia, 2021.
40. Breeding, J.E.; Pflug, L.A.; Bradley, M.; Herbert, M.; Wooten, M. RANDI 3.1 User’s Guide; Naval Research Laboratory: Washington,

DC, USA, 1994.
41. Durrant, T.; Hemer, M.; Trenham, C.; Greenslade, D. CAWCR Wave Hindcast Extension Jan 2011–May 2013. v7; CSIRO Service

Collection: Canberra, Australia, 2013.
42. Saha, S.; Moorthi, S.; Wu, X.; Wang, J.; Nadiga, S.; Tripp, P.; Behringer, D.; Hou, Y.-T.; Chuang, H.-y.; Iredell, M.; et al. The NCEP

Climate Forecast System Version 2. J. Clim. 2014, 27, 2185–2208. [CrossRef]
43. Wenz, G.M. Acoustic ambient noise in the ocean: Spectra and sources. J. Acoust. Soc. Am. 1962, 34, 1936–1956. [CrossRef]
44. Mathai, A.; Moschopoulos, P.; Pederzoli, G. Random points associated with rectangles. Rend. Circ. Mat. Palermo 1999, 48, 163–190.

[CrossRef]
45. Vesanto, J.; Himberg, J.; Alhoniemi, E.; Parhankangas, J. SOM Toolbox for Matlab 5; Helsinki University of Technology: Helsinki,

Finland, 2000.

64



J. Mar. Sci. Eng. 2021, 9, 472

46. Vesanto, J.; Alhoniemi, E. Clustering of the self-organizing map. IEEE Trans. Neural Netw. 2000, 11, 586–600. [CrossRef] [PubMed]
47. Duncan, A.; Maggi, A.L. A consistent, user friendly interface for running a variety of underwater acoustic propagation codes. In

Proceedings of the Acoustics 2006, Christchurch, New Zealand, 20–22 November 2006.
48. Locarnini, R.A.; Mishonov, A.V.; Baranova, O.K.; Boyer, T.P.; Zweng, M.M.; Garcia, H.E.; Reagan, J.R.; Seidov, D.; Weathers, K.;

Paver, C.R.; et al. World Ocean Atlas 2018, Volume 1: Temperature; National Oceanic and Atmospheric Administration: Washington,
DC, USA, 2018.

49. Zweng, M.M.; Reagan, J.R.; Seidov, D.; Boyer, T.P.; Locarnini, R.A.; Garcia, H.E.; Mishonov, A.V.; Baranova, O.K.; Weathers, K.;
Paver, C.R.; et al. World Ocean Atlas 2018, Volume 2: Salinity; National Oceanic and Atmospheric Administration: Washington, DC,
USA, 2018.

50. Fofonoff, N.P.; Millard, R.C., Jr. Algorithms for the Computation of Fundamental Properties of Seawater; UNESCO Technical Papers in
Marine Sciences; UNESCO: Paris, France, 1983; Volume 44.

51. Duncan, A.; Gavrilov, A.; Li, F. Acoustic propagation over limestone seabeds. In Proceedings of the Acoustics 2009, Adelaide,
Australia, 23–25 November 2009.

52. Torgersen, T.; Jones, M.R.; Stephens, A.W.; Searle, D.E.; Ullman, W.J. Late Quaternary hydrological changes in the Gulf of
Carpentaria. Nature 1985, 313, 785–787. [CrossRef]

53. Jones, M.R.; Torgersen, T. Late Quaternary evolution of Lake Carpentaria on the Australia-New Guinea continental shelf. Aust. J.
Earth Sci. 1988, 35, 313–324. [CrossRef]

54. Roy, P.S.; Cowell, P.J.; Ferland, M.A.; Thom, B.G. Wave-dominated coasts. In Coastal Evolution: Late Quaternary Shoreline
Morphodynamics; Woodroffe, C.D., Carter, R.W.G., Eds.; Cambridge University Press: Cambridge, UK, 1995; pp. 121–186.
[CrossRef]

55. Heap, A.; Daniell, J.; Mazen, D.; Harris, P.; Sbaffi, L.; Fellows, M.; Passlow, V. Geomorphology and Sedimentology of the Northern
Marine Planning Area of Australia: Review and Synthesis of Relevant Literature in Support of Regional Marine Planning; 2004/11;
Geoscience Australia: Canberra, Australia, 2004.

56. Carter, R.M.; Larcombe, P.; Dye, J.E.; Gagan, M.K.; Johnson, D.P. Long-shelf sediment transport and storm-bed formation by
Cyclone Winifred, central Great Barrier Reef, Australia. Mar. Geol. 2009, 267, 101–113. [CrossRef]

57. Harris, P.T.; Heap, A.D. Cyclone-induced net sediment transport pathway on the continental shelf of tropical Australia inferred
from reef talus deposits. Cont. Shelf Res. 2009, 29, 2011–2019. [CrossRef]

58. Koessler, M.W. An equivalent fluid representation of a layered elastic seafloor for acoustic propagation modelling. In Proceedings
of the Acoustics 2017, Perth, Australia, 19–22 November 2017.

59. Porter, M.B. The KRAKEN Normal Mode Program; NRL/MR/5120-92-6920; Naval Research Laboratory: Washington, DC,
USA, 1992.

60. Fisher, F.H.; Simmons, V.P. Sound absorption in sea water. J. Acoust. Soc. Am. 1977, 62, 558–564. [CrossRef]
61. Schreer, J.F.; Kovacs, K.M. Allometry of diving capacity in air-breathing vertebrates. Can. J. Zool. 1997, 75, 339–358. [CrossRef]
62. McCauley, R.D.; Thomas, F.; Parsons, M.J.G.; Erbe, C.; Cato, D.; Duncan, A.J.; Gavrilov, A.N.; Parnum, I.M.; Salgado-Kent, C.

Developing an underwater sound recorder. Acoust. Aust. 2017, 45, 301–311. [CrossRef]
63. Gavrilov, A.N.; Parsons, M.J.G. A Matlab tool for the characterisation of recorded underwater sound (CHORUS). Acoust. Aust.

2014, 42, 190–196.
64. Erbe, C.; McCauley, R.; Gavrilov, A.; Madhusudhana, S.; Verma, A. The underwater soundscape around Australia. In Proceedings

of the Acoustics 2016, Brisbane, Australia, 9–11 November 2016.
65. Erbe, C.; Dunlop, R.; Jenner, K.C.S.; Jenner, M.-N.M.; McCauley, R.D.; Parnum, I.; Parsons, M.; Rogers, T.; Salgado-Kent, C.

Review of underwater and in-air sounds emitted by Australian and Antarctic marine mammals. Acoust. Aust. 2017, 45, 179–241.
[CrossRef]

66. McWilliam, J.N.; McCauley, R.D.; Erbe, C.; Parsons, M.J.G. Soundscape diversity in the Great Barrier Reef: Lizard Island, a case
study. Bioacoustics 2018, 27, 295–311. [CrossRef]

67. Ward, R.; Gavrilov, A.N.; McCauley, R.D. “Spot” call: A common sound from an unidentified great whale in Australian temperate
waters. J. Acoust. Soc. Am. 2017, 142, EL231–EL236. [CrossRef]

68. MacGillivray, A.O.; Li, Z.; Hannay, D.E.; Trounce, K.B.; Robinson, O.M. Slowing deep-sea commercial vessels reduces underwater
radiated noise. J. Acoust. Soc. Am. 2019, 146, 340–351. [CrossRef] [PubMed]

69. MacGillivray, A.; de Jong, C. A reference spectrum model for estimating source levels of marine shipping based on Automated
Identification System data. J. Mar. Sci. Eng. 2021, 9, 369. [CrossRef]

70. Chion, C.; Lagrois, D.; Dupras, J.; Turgeon, S.; McQuinn, I.H.; Michaud, R.; Ménard, N.; Parrott, L. Underwater acoustic impacts
of shipping management measures: Results from a social-ecological model of boat and whale movements in the St. Lawrence
River Estuary (Canada). Ecol. Model. 2017, 354, 72–87. [CrossRef]

71. Jiang, P.; Lin, J.; Sun, J.; Yi, X.; Shan, Y. Source spectrum model for merchant ship radiated noise in the Yellow Sea of China. Ocean
Eng. 2020, 216, 107607. [CrossRef]

72. Simard, Y.; Roy, N.; Gervaise, C.; Giard, S. Analysis and modeling of 255 source levels of merchant ships from an acoustic
observatory along St. Lawrence Seaway. J. Acoust. Soc. Am. 2016, 140, 2002–2018. [CrossRef] [PubMed]

73. Erbe, C.; Liong, S.; Koessler, M.W.; Duncan, A.J.; Gourlay, T. Underwater sound of rigid-hulled inflatable boats. J. Acoust. Soc. Am.
2016, 139, EL223–EL227. [CrossRef] [PubMed]

65



J. Mar. Sci. Eng. 2021, 9, 472

74. Kipple, B.; Gabriele, C. Glacier Bay Watercraft Noise; NSWCCD-71-TR-2003/522; Naval Surface Warfare Center: Bremerton, WA,
USA, 2003.

75. Kipple, B.; Gabriele, C. Underwater noise from skiffs to ships. In Proceedings of the Fourth Glacier Bay Science Symposium,
Juneau, AK, USA, 26–28 October 2004; Piatt, J.F., Gende, S.M., Eds.; U.S. Geological Survey Scientific Investigations Report
2007-5047: Juneau, AL, USA, 2007; pp. 172–175.

76. Gervaise, C.; Simard, Y.; Roy, N.; Kinda, B.; Menard, N. Shipping noise in whale habitat: Characteristics, sources, budget, and
impact on belugas in Saguenay–St. Lawrence Marine Park hub. J. Acoust. Soc. Am. 2012, 132, 76–89. [CrossRef]

77. Cato, D.H. Ocean ambient noise: Its measurement and its significance to marine animals. In Proceedings of the Institute of
Acoustics—Underwater Noise Measurement, Impact and Mitigation, Southampton, UK, 14–15 October 2008; pp. 1–9.

78. Marley, S.A.; Salgado Kent, C.P.; Erbe, C.; Thiele, D. A tale of two soundscapes: Comparing the acoustic characteristics of urban
versus pristine coastal dolphin habitats in Western Australia. Acoust. Aust. 2017, 45, 159–178. [CrossRef]

79. Erbe, C.; Dähne, M.; Gordon, J.; Herata, H.; Houser, D.S.; Koschinski, S.; Leaper, R.; McCauley, R.; Miller, B.; Müller, M.; et al.
Managing the effects of noise from ship traffic, seismic surveying and construction on marine mammals in Antarctica.
Front. Mar. Sci. 2019. [CrossRef]

80. Erbe, C.; Duncan, A.; Peel, D.; Smith, J.N. Underwater Noise Signatures of Ships in Australian Waters; Centre for Marine Science and
Technology, Curtin University: Hobart, Australia, 2020.

81. Merchant, N.D.; Faulkner, R.C.; Martinez, R. Marine noise budgets in practice. Conserv. Lett. 2018, 11, e12420. [CrossRef]
82. Southall, B.L.; Finneran, J.J.; Reichmuth, C.; Nachtigall, P.E.; Ketten, D.R.; Bowles, A.E.; Ellison, W.T.; Nowacek, D.P.; Tyack, P.L.

Marine mammal noise exposure criteria: Updated scientific recommendations for residual hearing effects. Aquat. Mamm. 2019,
45, 125–232. [CrossRef]

66



Journal of

Marine Science 
and Engineering

Review

A Review and Meta-Analysis of Underwater Noise Radiated by
Small (<25 m Length) Vessels

Miles J. G. Parsons 1,*, Christine Erbe 2, Mark G. Meekan 1 and Sylvia K. Parsons 2

Citation: Parsons, M.J.G.; Erbe, C.;

Meekan, M.G.; Parsons, S.K. A

Review and Meta-Analysis of

Underwater Noise Radiated by Small

(<25 m Length) Vessels. J. Mar. Sci.

Eng. 2021, 9, 827. https://doi.org/

10.3390/jmse9080827

Academic Editor: Michele Viviani

Received: 13 July 2021

Accepted: 27 July 2021

Published: 30 July 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Australian Institute of Marine Science, Perth, WA 6009, Australia; m.meekan@aims.gov.au
2 Centre for Marine Science & Technology, Curtin University, Bentley, WA 6102, Australia;

c.erbe@curtin.edu.au (C.E.); sylvia.osterrieder@gmail.com (S.K.P.)
* Correspondence: m.parsons@aims.gov.au; Tel.: +61-8-6369-4053

Abstract: Managing the impacts of vessel noise on marine fauna requires identifying vessel numbers,
movement, behaviour, and acoustic signatures. However, coastal and inland waters are predomi-
nantly used by ‘small’ (<25 m-long) vessels, for which there is a paucity of data on acoustic output.
We reviewed published literature to construct a dataset (1719 datapoints) of broadband source levels
(SLs) from 17 studies, for 11 ‘Vessel Types’. After consolidating recordings that had associated infor-
mation on factors that may affect SL estimates, data from seven studies remained (1355 datapoints)
for statistical modelling. We applied a Generalized Additive Mixed Model to assess factors (six
continuous and five categorical predictor variables) contributing to reported SLs for four Vessel
Types. Estimated SLs increased through ‘Electric’, ‘Skiff’, ‘Sailing’, ‘Monohull’, ‘RHIB’, ‘Catamaran’,
‘Fishing’, ‘Landing Craft’,’ Tug’, ‘Military’ to ‘Cargo’ Vessel Types, ranging between 130 and 195 dB
re 1μPa m across all Vessel Types and >29 dB range within individual Vessel Types. The most parsi-
monious model (22.7% deviance explained) included ‘Speed’ and ‘Closest Point of Approach’ (CPA)
which displayed non-linear, though generally positive, relationships with SL. Similar to large vessels,
regulation of speed can reduce SLs and vessel noise impacts (with consideration for additional
exposure time from travelling at slower speeds). However, the relationship between speed and SLs
in planing hull and semi-displacement vessels can be non-linear. The effect of CPA on estimated SL
is likely a combination of propagation losses in the shallow study locations, often-neglected surface
interactions, different methodologies, and that the louder Vessel Types were often recorded at greater
CPAs. Significant effort is still required to fully understand SL variability, however, the International
Standards Organisation’s highest reporting criteria for SLs requires water depths that often only occur
offshore, beyond the safe operating range of small vessels. Additionally, accurate determination
of monopole SLs in shallow water is complicated, requiring significant geophysical information
along the signal path. We suggest the development of appropriate shallow-water criteria to complete
these measurements using affected SLs and a comprehensive study including comparable deep- and
shallow-water measures.

Keywords: small vessel source levels; acoustic techniques; hydrophone-based observations

1. Introduction

It is globally accepted that anthropogenic noise is an acute and chronic stressor of
marine taxa that can alter marine soundscapes on multiple temporal, frequency and spatial
scales, disrupting the acoustic characteristics of ecosystems [1,2]. The sound emitted
by vessels under power (particularly large ships; [3]) is a key component of this noise
and the size of the commercial shipping fleet has been growing year on year [4]. Vessel
noise has been shown to increase stress levels, alter behaviour, displace individuals and
mask communication in marine mammals, fish, and invertebrates at multiple life stages,
potentially leading to population consequences, e.g., [5–17]. Thus, minimising the exposure
of marine fauna to vessel noise is likely to have significant benefits for the global marine
ecosystem.

J. Mar. Sci. Eng. 2021, 9, 827. https://doi.org/10.3390/jmse9080827 https://www.mdpi.com/journal/jmse67



J. Mar. Sci. Eng. 2021, 9, 827

Modelling of instantaneous and cumulative sound exposure levels at any given lo-
cation requires knowledge of the number of vessels, the level of noise produced by each
and understanding their different operations. There are several potential sources of noise
emitted by individual vessels, but oscillating bubbles produced by sheet and vortex cavita-
tion near the turning propeller dominate the acoustic output, emitting acoustic energy at
frequencies related to diameter range of the bubbles [18–22]. These levels can be broadly
estimated from a selection of engineering coefficients including the cavitation number
(a function of size, speed, blade number, and depth of the propeller as well as environmen-
tal factors), block coefficient (a function of vessel length, breadth, and draft), and Admiralty
coefficient (a function of vessel power, speed, and displacement) [18]. However, these val-
ues are rarely, if ever, reported in bioacoustics literature and for broader application, it may
be more prudent to consider the individual contributing characteristics (e.g., power, dis-
placement and speed), rather than the coefficients themselves (e.g., Admiralty coefficient).
In addition, although cavitation contributes significant energy to the broadband level, it is
not the sole source of noise, otherwise electric vessels would offer limited noise reduction.

Significant effort has been invested in characterising the sounds of large ships and un-
derstanding the potential drivers of source levels see [6,19–22], which have been principally
related predominantly to the size and speed of the vessel in the bioacoustics literature [19].
There are, however, little data publicly available on the source levels of small (classed here
as <25 m length) vessels and no comprehensive analysis linking the different vessel types
within this size class to understand how different vessel characteristics contribute to the
acoustic signature.

Anthropogenic noise around offshore shipping lanes is dominated by large (>25 m)
commercial ships, whereas shallower coastal waters and inland waterways also host to
many smaller vessels that are more variable in speed and highly mobile. These small vessels
often traverse spatially controlled areas (e.g., vessel channels) and can have very shallow
drafts (<1 m) so they can operate in waters as shallow as <2 m depth, positioning them
close to sessile, sedentary or site-attached taxa [11,23,24]. Despite multiple sources of an-
thropogenic noise in these waters, such as personal watercraft (jetskis), planes, helicopters,
unmanned aerial vehicles (drones), swimmers, surfers, scuba divers, and increasingly,
remotely operated underwater vehicles, etc., e.g., [25–29], the daytime soundscapes of this
habitat are often dominated by the sounds of small vessels, e.g., [30,31].

Small vessels have many applications and designs vary significantly from planing to
displacement hulls, single or multiple hulls, using one or more inboard or outboard engines
of varying power. Flat (planing) hulls are designed to quickly rise out of the water with
increasing speed until the boats skim along the surface at high speed, rather than pushing
the water aside (e.g., skiffs, rigid hull inflatable boats {RHIBS}). Displacement hulls are
round-bottomed, ploughing through the water and buoyed by the water the hull displaces
(e.g., landing craft, cargo vessels). Semi-displacement hulls, such as fishing vessels and
mono- or multi-hull cruisers, are a combination of the two hull types and displace water at
low speeds, but able to semi-plane at cruising speeds. Thus, their acoustic signature and
broadband source level may vary significantly with vessel design and operation.

2. Definitions and Scope

This study reviews the available published literature on noise emitted by small vessels
and conducts a meta-analysis of data from studies that provide a source level estimate,
matched with additional information about factors that contribute to variance in the
acoustic output. We have considered three types of measure to quantify the broadband
acoustic levels at a nominal 1 m range:

1. Radiated noise levels (abbreviation: RNL; symbol: LRN), defined as the level of the
product of the distance d from a ship reference point of a sound source and the far-
field root mean-square sound pressure prms at that distance for a specified reference
value. The RNL is computed as:
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LRN = 20 log10

(
prms

p0

)
+ 20 log10

(
d
d0

)
(1)

2. Monopole source levels (abbreviation: MSL; symbol: LSL), defined as the mean-square
sound pressure level at a distance of 1 m from a hypothetical monopole source, placed
in a hypothetical infinite lossless medium. The MSL is determined by adding the
propagation loss NPL to the mean-square sound pressure level Lp

2 measured at some
range d:

LSL = NPL(d) + Lp
2(d) (2)

The propagation loss NPL is determined through modelling (e.g., a parabolic equation
model), accounting for the effects of the local environment at the time.

3. Environment-affected source levels (abbreviation: ASL; symbol: LASL), defined as the
mean-square sound pressure level at a distance of 1 m in a natural environment (i.e.,
with existing surface boundaries) and thus affected by the local environment at the
time. The ASL is determined by linear regression of the mean-square sound pressure
level measured at a series of ranges.

The first two of these measures are defined in the International Standards Organisation
(ISO) standards 17208 (parts 1 and 2) to measure and report noise levels of vessels in
deep water [32,33]. However, the highest standard of ISO criteria to measure radiated
noise of vessels requires hydrophones to be positioned at vertical incidence angles of
15◦, 30◦, and 45◦ to the vessel at a minimum (slant) range of 100 m (i.e., 70 m water
depth) in waters depths of a minimum of 150 m [32,33]. Such minimum depth and 45◦
elevation requirements cannot be achieved in many coastal situations and might involve
potentially unsafe operations for some small vessels as they would require travelling
significant distances offshore. Additionally, without accurate knowledge of the geophysical
characteristics of the seafloor, propagation losses modelled during the estimation of MSLs
can be misleading, particularly at low (tens to low hundreds of hertz) frequencies [31].
As a result, some reports provide ASLs determined from linear regression of numerous
recordings taken at multiple ranges from a vessel to empirically model the dipole source
signal, as it is affected by the shallow waters and interactions with water and seabed
surfaces, e.g., [31,34].

3. Objectives

The aim of our study was to improve our understanding of driving factors and
variance in noise emission by small vessels, which we achieved through the follow-
ing objectives:

1. Identify studies that provide broadband source level estimates for individual small
vessels, together with appropriate vessel specifications, operations and environmen-
tal data.

2. Access supplementary data from these studies (i.e., additional recordings of vessels
that were available but not included in the publication, but meet the same standards
of quality as those reported).

3. Collate data from (1) and (2) to identify potentially influential common factors that
were reported alongside the estimated source levels and produce a dataset from which
a statistical model can be developed to identify their contribution to variance in those
estimates. This is not a model to predict noise from small vessels, but to tease out the
drivers of variation in the available reported data.

4. Compare and characterise the inter-study variability in methodologies and reported
source levels.

5. Review and describe the various factors that are known to contribute to variations in
the vessel spectra and estimated source levels and, where data are available, quantify
their contribution to the variance.
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Completing these objectives will reconcile all the informative available data previously
reported on small vessel source levels in the bioacoustics literature. It will provide a better
understanding into the factors driving estimated source levels recorded in real-world
conditions and assist in setting regulations that may limit the levels of noise to which
nearby aquatic fauna are subjected. It will also provide a qualitative assessment of the
impacts the use of different sites, equipment and methodologies have on the estimation of
acoustic signatures.

4. Materials and Methods

To provide an element of continuity, we have followed similar methodologies for
gathering data and statistical analysis as Chion et al. [19] in their evaluation of large
commercial vessels. To produce a dataset that encompassed as many individual estimates
of source levels of small vessels as possible we have:

1. Conducted a literature review using Google Scholar and Scopus to search for pa-
pers that included “vessel” or “boat” AND “source level” OR “sound signature” OR
“acoustic signature” OR “noise signature” OR “radiated noise” in the title or keywords;

2. Assessed citations found within these publications to see if they met the required
criteria for inclusion in the dataset (described below) even though they were missed
in the original search;

3. Included data from publications that provided a broadband source level estimate in
the dataset;

4. Only included reported values of individual vessel passes and not aggregated assess-
ments of the source levels in the dataset for statistical modelling;

5. Examined previous reports authored by the investigators of this study that met
the criteria below for additional recordings that were not included in the original
publication, but were collected under the same standard and protocols as those in the
publication. Available data were added to the overall dataset.

The estimated source levels for all samples in the dataset were grouped into 11 vessel
types (Table 1) and logged with all pertinent information provided in the report. Specifically,
intrinsic (originating from the vessel’s own static and dynamic characteristics) and extrinsic
(data collection, types of propagation model applied, and the environment affecting the
recordings) factors [19] that have been previously shown to contribute to vessel source
spectra were recorded (Table 2). An initial assessment found that several of these factors
(from here called ‘predictor’ variables) were rarely reported and were discarded from
consideration in statistical modelling, thus only recordings that provided information on
the bulk of the remaining factors were retained.

This dataset comprised 1719 recordings of individual passes from 224 vessels, with 1
to 349 passes of any individual vessel. The remaining intrinsic and extrinsic factors were
defined as either categorical predictor variables (including Vessel type (11 levels), Hull type
(3 levels), Vessel ID, Propagation model (3 levels), and Reference (8 levels—each individual
study)) or continuous predictor variables (Vessel length, Speed, Engine power, Water depth,
Hydrophone depth, closest point of approach (CPA), and CPA/Hydrophone depth) [35].

Speed has been reported as a significant predictor of variation in ship source level,
e.g., [19,21,36]. Therefore, as an initial test, linear regression of speed and source level of
the entire dataset were investigated in the form of:

SL = Cv × log10
v
vr

+ k (3)

where SL is the source level (RNL, MSL or ASL, dB re 1 μPa m), Cv is the velocity coefficient,
v is the vessel velocity (kn), vr is a reference velocity (1 kn) and k is the intercept.
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Table 1. Categories of small vessels and their descriptions included in the study.

Vessel Category Vessel Type Description Hull Type Lengths in Dataset (m)

1 Skiff
Single person or small crew, flat bottom, a
pointed bow, and a square stern with tiller

steering. Typically <10 m length
Planing 4.3–10

2 RHIB Rigid hull inflatable boat. Typically, centre
console, occasionally stern tiller <10 m length Planing 5–9.5

3 Monohull

Single hull craft without further
categorisation. Changes from displacement to
planing condition as speed increases. Speed

at which change between ploughing and
planing occurs is vessel specific.

Semi-
displacement 3.4–24

4 Tug Small, powerful vessel designed particularly
to tow or push barges and large ships. Displacement 15–25

5 Landing craft

Any naval craft designed for conveying
troops and equipment from a transport to a
beach in an amphibious assault. Typically

includes flattened front.

Displacement 6.4–7.9

6 Catamaran Equivalent of a monohull vessels, but with
two separated slender hulls

Semi-
displacement 8.2–25

7 Fishing boat

Commercial vessel designed with sufficient
power to trawl or pull nets. Changes from

displacement to planing hull as speed
increases. Speed at which change between

ploughing and planing occurs is vessel
specific.

Semi-
displacement 10.4–25

8 Sailing boat Monohulled vessel Displacement 9–19.8

9 Electric
Any vessel powered by an electric motor,
often limited in speed. Data recorded at

ploughing speeds.
Displacement 10

10 Cargo Monohull vessel used to transfer cargo. No
further information provided. Displacement 24–25

11 Military Monohull vessel used for naval procedures.
No further information provided. Displacement 22

An issue with multi-variate analysis is the potential for correlation between predictor
variables [35], of which there are several in Table 2 that could intuitively be related. Visual
data exploration was conducted to display outliers and aid the testing of collinearity of
covariates based on variance inflation factors (VIFs). To avoid including collinear variables,
covariates with a VIF > 3 were not added to the model [35,37]. During this assessment, the
following observations and actions were made:

• Vessel Type, Length and Hull Type displayed collinearity. Source level displayed a
relationship with speed that appeared to vary with vessel type. Further, hull type was
reduced to two levels after accounting for missing values. As a result, vessel type was
chosen over length and hull type.

• Water Depth and Hydrophone Depth were highly collinear. Water Depth provided a
greater range of values to describe variation than Hydrophone Depth. Additionally,
the Closest Point of Approach (CPA) was often significantly large with respect to the
Hydrophone Depth, and therefore provided a variable that describes the impact of
the largest interference pattern, the Lloyd’s mirror effect, on source level that could
otherwise be explained by hydrophone depth. Therefore, Water Depth was retained
for the model and Hydrophone Depth was discarded.

• Propagation Model showed collinearity with Vessel Type, Water Depth and Engine
Power and was not included in the model.
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Table 2. Factors contributing to variations in source level and justifications for consideration in modelling in this study.

Factor Justification Example Citation Considered

Intrinsic characteristics

Vessel type Vessels designs are task-specific, thus type can impact
acoustic signature [21] Yes

Hull type Affects the amount of water displaced and therefore
the power required to propel the vessel [38] Yes

Vessel length Larger vessels require additional power (and thus
noise) to move through water

[22] Yes

Beam [3] No

Engine power Larger powered engines are associated with increased
noise levels [19] Yes

Engine type
Whether the engines are inboard or outboard may

affect the position of the exhaust and noise radiated
into the water

[19] No

Waterline angle Angle of the hull to the waterline affects the propeller
load and vessel drag, thus power and noise [31] No

Draft Affects the amount of water displaced by vessel and
thus power required [34] No

Propeller

Size

Propeller size, number of blades, gear ratio and
propeller revolution rate dictate the frequency of

acoustic tones
[22,38]

No

No. blades No

Speed (rpm) No

Gear ratio No

Blade angle No

Propeller (source) depth
Source depth affects signal propagation. However, in
small vessels there is minimal difference in propeller

depth between vessels
[31] No

Onboard machinery
Provides additional sources of noise. The number, size,
power and condition of this machinery affects the noise

emitted
[39,40] No

Speed Source level shown to increase with increasing speed in
large vessels [22] Yes

Displacement Increased load and resulting displacement requires
additional power to attain the same speed [34] No

Extrinsic factors

Water depth Water depth affects the propagation of an acoustic
signal [41] Yes

Closest point of approach (CPA) The relationship between range and hydrophone depth
can affect the Lloyd mirror pattern and therefore the

received level and estimated noise levels

[19] Yes

Hydrophone depth [19] Yes

Type of propagation model
applied

Whether a monopole or dipole source is considered
and whether this is considered in the propagation
model (RNL or MSL) affects the source estimate.

[19] Yes

Model source depth
Position of the source in the propagation model affects
the received levels and may not always exactly reflect

the actual propeller depth
[31] No
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Table 2. Cont.

Factor Justification Example Citation Considered

Hydrophone type and system
frequency response

Sensitivity is often considered flat over all frequencies
even though calibrations are often only conducted at a

single frequency (typically 250 Hz). If frequency
response is poor at low frequencies, energy is
underestimated and thus so is the source level

[42] No *

Frequency band

If vessel energy is broadband and includes
low-frequency energy, an increase in the lower

frequency of the reported band can omit energy from
the estimate

[43] No †

Environment conditions Sea states/currents affect power required to achieve
given speed and direction [22] No

* Although this information is often presented, details of frequency-dependent calibrations are often not given. † Frequency band is usually
reported but has an interactive effect with type of propagation model used, hydrophone depth, water depth and CPA, and comprises two
boundaries (high and low frequencies) as continuous variables and would have been complex to include in the statistical model.

Engine Power data displayed imbalance amongst Vessel Types (VIF = 3), therefore,
the validity and interpretation of any models that included both variables was assessed
with care. We applied generalised additive mixed models (GAMMs) with a Gaussian
distribution and identity link function for continuous data to investigate the factors driving
estimated source levels of small vessels. GAMMs were chosen to enable the inclusion of
smoothing splines (smoothers) in the model, as data exploration revealed a non-linear
effect of log10(speed), which was supported by similar observations found in previous
reports, e.g., [31,38]. GAMMs also allow the inclusion of random effects to account for
dependencies in the data [35]. Such a model allows investigation of the factors influencing
the reported source level. However, as there are intrinsic and extrinsic factors driving the
variance in estimated levels, the model was not designed to predict noise from vessels.

For inclusion in the model, the estimated source level required associated data on all
chosen variables, which was not always available. Further, each tested level within the
model required >20 data points to provide enough information [44] and so those levels
of variables with <20 data points were not included. To allow the function to calculate
the random intercept, av, on more than a single observation, and to avoid an unbalanced
random effect, we also decided to only include vessels that had been recorded at least three
times. As a result, the following data points and resulting categories were removed from
the dataset:

• Engine Power and/or CPA was not reported for 226 data points, which were excluded,
removing all data from the Military and Cargo Vessel Types.

• Fishing and Tug Vessel Types only contained 16 and 8 measurements, respectively,
that had data on Engine Power, whereas Landing Craft originally only included 8 data
points, thus these Vessel Types were not included in the model.

• Data exploration showed that the Vessel Speed and CPA data collected for Electric and
Sailing vessels were skewed (e.g., only one electric vessel, recorded multiple times at
one speed and one CPA). Therefore, these two levels, with <23 data points each, did
not contain enough information to produce sensible smoothers and were not included
in the model.

• Several studies reported only one or two measurements for individual vessels (e.g.,
Veirs and Veirs [3]) and had to be removed.

• In the remaining datasets, a total of 64 data points were present for vessels that were
recorded less than three times and were not included in the final dataset.

• Additionally, four CPA outliers, which appeared to be influential data points, were
also removed, two from Monohulls and two from RHIB vessel types.

The resulting full model comprised Vessel Type, Speed, CPA, Water Depth and Engine
Power as fixed effects. As Speed and CPA displayed non-linear effects on source level
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during data exploration, these two factors were included as variable effects with smoothing
splines (Table 3). Preliminary plots also suggested that the effects of Speed on source level
were dependent on Vessel Type. Therefore, the smoothers for speed were added to the
model separately for each Vessel Type to investigate these individual relationships, i.e.,
allowing different speed profiles for each Vessel Type. Vessel ID and Reference were added
as random effects to account for dependencies in the data, i.e., to model the correlation
between all source levels reported for the same vessels, as well as different vessel types
within particular studies. This was designed to account for the risk that observations from
an individual vessel (or reference) may be more similar to each other than when compared
to observations from different vessels (or references), in part due to the varying sample
sizes per vessel and reference. Models were fitted with the gamm4 package in R [45], as it
allows the inclusion of nested random effects.

Table 3. Available variables and their measured or calculated units to include into the model, including available sample
sizes and number of categorical levels gathered from published data (raw data only included), and sample sizes and number
of categorical levels included in the final model.

Variable Data Type Overall Sample Size (No. Levels)
Available No. Levels after Data

Exploration

Vessel ID Categorical 1719 (224) 49
Vessel Type Categorical 1719 (11) 4
Hull Type Categorical 1719 (3) 2

Length Continuous 1719
Speed Continuous 1715

Engine Power Continuous 1519
Water depth Continuous 1714

Hydrophone depth Continuous 1714
Closest Point of Approach Continuous 1689

Propagation Model Categorical 1719 (3) 3
Reference Categorical 1719 (15) 8

4.1. Model Validation

Model construction and validation started with the most complex model [37,46,47],
which included all selected and available independent effects that may have driven varia-
tions in source level estimates, based on prior knowledge. Pearson residuals were plotted
versus fitted values to validate the model, ensuring no obvious pattern was left unac-
counted for. Pearson residuals were also plotted against each covariate in the model and
each available covariate not in the model to ensure the model assumption of homogeneity
was valid [37,47]. Generalised additive models (GAMs) were also applied to the Pearson
residuals, used as the response variable, to check for nonlinear patterns left in each of the
continuous covariates. Therefore, each continuous covariate was added as a smoothing
function, which was then checked for its significance. A non-significant smoother means
that no nonlinear pattern is left in the residuals [47].

Following the full model that included all chosen covariates, non-significant covariates
(p > 0.05) were removed in a stepwise approach, with the least significant variable first.
Each subsequent model was refitted and validated after each adjustment. Models were
compared using Akaike’s information criterion (AIC), where a reduction by >2 units
represents an improved model [48]. All analyses and corresponding figures were produced
using R version 3.6.3 [49] run through RStudio Version 1.2.5042—© 2009–2020 RStudio.

4.2. Within Study Assessments
4.2.1. Applied Frequency Band

Chion et al. [19] and McKenna et al. [21] highlighted the high levels of low-frequency
(<100 Hz) noise emitted by large vessels, which has also been observed in some recordings
of small vessels [38,50]. Therefore, reports that do not include these frequencies may
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exclude portions of the vessel’s acoustic signal. To quantify the impact of the frequency
band reported, we looked at 95 example recordings from Wladichuk et al. [51] that included
one-third octave band levels between 10 Hz and 63 kHz for each estimate and closely met
the ISO guidelines for RNL and MSL estimation. We compared the full broadband RNL
estimates for each vessel and speed with estimates for the same recording with the energy
from one-third octave bands of centre frequencies between 10 Hz and 100 Hz incrementally
removed from the estimate.

4.2.2. Propagation Model and Equipment Configuration

Four studies provided sufficient information to directly compare their estimates of
MSL and RNL for each vessel pass. Wladichuk et al. [50,51] and Erbe [36] made recordings
of vessel passing in ≈70 m of water, while Parsons et al. [52] and Parsons and Meekan [31])
reported on recordings in 4 and 8 m depths of water, respectively. Data for individual
passes was accessible for all studies. Wladichuk et al. [51] also provided one-third octave
band levels for both the MSL and RNL estimates, which allowed a comparison of the two
approaches at the one-third octave, as well as broadband level.

Finally, we also compared the estimates reported by Erbe [36], who recorded the
same vessel passes using two hydrophones positioned at two of either 5 m, 10 m and, on
one occasion, 25 m water depth. In that study, MSLs were calculated using a ray tracing
propagation model down to 100 Hz and RNLs were provided for each measurement.

5. Results

5.1. Characterisation of Estimates from Selected Studies

Vessel recordings were collated from 17 scientific studies, each reporting estimated
source levels for between one and 66 small vessels (4.3 to 25 m in length), from between
one and 349 recordings, for a total of 224 vessels (Figure 1, Tables 1 and 4). The initial
dataset comprised 1719 estimated source levels where the mean level across all reports was
170 dB re 1 μPa m (max = 195, min = 130.5, standard deviation = 7.3 dB). These studies were
conducted at various locations around the world in water depths between 4 and 200 m, at
ranges of 10 to 2100 m, using a variety of equipment, with source level estimates analysed
across a range of frequency bands (see Table 4, for technical details of each report). The
initial test of a relationship between speed and source level across all vessel types produced
a velocity coefficient (Cv) of 10.4, with an intercept of 148.9.

Some of these reports modelled the vessel as monopole sources, although most back-
propagated their received levels as surface-affected dipole sources (either RNLs or ASLs).
Each study reported on different vessel classes, with some including a breakdown of
received one-third octave band levels or source levels for each recording, others included
full source spectra and some reported only a single source level value (Table 4). Richardson
et al. [53] provided information on measures from Buck and Chalfont [54], Miles et al. [55],
Malme et al. [56], and Green [57], though full details of their studies were not available.
Seven of the assessed reports provided estimates that included data points with associated
information on variables that met the criteria for inclusion in the GAMM model (see Table 4
for summary information on each report).
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Figure 1. Box and whisker plot of reported source levels in 17 ‘Reference’ studies showing mean, inter-quartile range,
5th/95th percentiles and outliers (vertical black line, upper/lower bounds of boxes, upper and lower extents of vertical
lines, and dots, respectively). Data from studies in white area were included in the final model, while data in greyed area
did not provide sufficient information or data points per vessel for statistical modelling. Number of samples (n) available
from each reference are shown [3,31,34,36,38,51,52,54–63].
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Several other studies have reported the characteristics of acoustic signals of small
vessels, which although informative on the drivers of vessel noise, did not meet the criteria
to not be included here. Some of these provided maximum and minimum source levels
without the mean estimate or information on the number of individual passes, e.g., [40];
gave received levels without sufficient information to determine RNLs, e.g., [13,64]; only
published individual characteristics of the signal such as directionality or intensity at spe-
cific frequencies, e.g., [39,65]; did not provide vessel length and so could not be confirmed
as being from a small vessel [66]; or may have reported on a vessel that was so quiet it was
not detected [67].

Across all variables, the estimated source levels generally increased through the vessel
types from the electric vessel emitting the lowest levels, through the planing and then
semi-displacement hulls, to the displacement hull type vessels (Figure 2). Variability within
vessel types was high (Figure 2). For example, estimated levels of fishing vessels ranged
from 145 to 195 dB re 1 μPa m. In fact, all vessel types with more than 20 measures displayed
source level ranges of >29 dB, except the single electric vessel, which was measured at only
one speed.

Figure 2. Reported source levels of vessels, segregated by Vessel Type, showing mean, inter-quartile,
5th/95th percentiles and outliers (thick black line, upper/lower bounds of boxes, upper and lower
extents of vertical lines, and dots, respectively). Number of samples (n) available for each vessel type
before data cleaning shown.

Model

After removing all data points that did not meet the model criteria, 1355 samples from
49 vessels and four vessel types remained for statistical analysis. The final GAMM, that
produced the most parsimonious model with the lowest AIC, explained approximately
22.7% of the variation encountered in this dataset (Table 5) and followed the form:

SLivr = β + s(CPAivr) + svtype(log10(Speedivr)) + αv + αr + εivr (4)

αv ~ N(0, σ2
v) (5)

αr ~ N(0, σ2
r) (6)

εivr ~ N(0, σ2) (7)

where the response variable SLivr is the estimated source level reported for observation i,
for vessel v and reported by reference r. β is the intercept, s(CPAivr) and svtype(Speedivr)
are the smoothing functions representing CPA and speed at observation i of vessel v and
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published by reference r, respectively. svtype(Speedivr) represented the four smoothing
functions describing the speed profiles of the four vessel types included in the model:
Skiffs, RHIBS, Monohulls and Catamarans. The random effects αv and αr were assumed to
be randomly distributed with means 0 and variances σ2

v or σ2
r, respectively. εivr consists

of the residual noise of observation i from vessel v by reference r, and was assumed to be
randomly distributed with mean 0 and variance σ2. Model validation did not indicate any
issues with this final model. The final GAMM did not select Hull Type, Length, Engine
Power, Water Depth, Hydrophone Depth and Propagation Model for inclusion. Potential
reasons for this are described in the respective sections of the discussion.

Table 5. Results of the final GAMM. s() presents the details of the estimated smoother for each vessel
type. Estimates for the intercept α and each smoothing term are given, as well as the standard error
(SE), estimated degrees of freedom (edf), and approximate significance of the smooth terms as the
t-value, F-statistics (F), and p-value. The variance and standard error (SE) are given for the random
effects in the model.

Parametric Terms

Fixed Effects Estimate SE t-Value edf F p-Value

Intercept α 157.99 2.23 70.74 <2 × 10−16

s(CPA) −2.78 2.65 −1.05 6.84 13.41 <2 × 10−16

s(Speed)skiff 2.76 0.79 3.47 1.96 89.4 <2 × 10−16

s(Speed)RHIB 18.36 7.06 2.6 5.15 36.87 <2 × 10−16

s(Speed)monohull 7.86 3.84 2.05 8.35 110.22 <2 × 10−16

s(Speed)catamaran 5.58 3.35 1.67 2.36 28.57 4.58 ×
10−14

Random effects Variance SE

Vessel ID 15.09 3.89
Reference 30.32 5.51

Speed and CPA were significant contributors and had the greatest effects on estimated
source level (Table 5). The relationship and the level of influence of Speed varied between
Vessel Types, with RHIBs displaying the most variation (Table 5), but all estimated speed
smoothers showed an increasing effect on source level with speed (Figure 3). Skiffs
displayed a linear effect of speed on source level. In comparison, RHIBs had three local
maxima at ≈3, 7 and 11 ms−1, followed by a continual increase. Monohulls increased to a
local maximum at ≈6 ms−1, plateauing until ≈14 ms−1, before source levels and confidence
intervals increased with speed (the latter due to the small number of data points). The
estimated smoother for Catamarans increased to ≈13 ms−1 before plateauing until ≈17
ms−1, after which the confidence intervals increased significantly. The estimated smoother
for CPA showed a decrease to 50 m before increasing slowly until 200 m, after which the
effect plateaued (Figure 4). Other factors did not provide greater explained deviance of the
effect on source level and were not chosen in the final model.

The increase in the AIC value between the model using all vessels (7186) and the one
only using vessels with three or more recordings (7618) supported the use of the latter in
the model to remove an unbalanced random vessel effect. The AIC values also showed
that the model including random structures for vessels and references, as αv + αr, fitted
the data better than the model including a nested random structure of the form αv + αv/r
(AICs 7186 and 7212, respectively).
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Figure 3. Estimated speed smoothing functions (solid line) with 95% confidence intervals (shaded area) illustrating
the relationship between speed and source level (SL) for the four vessel types: Skiff, Monohull, RHIB, and Catamaran
(a–d, respectively). The recorded data were added as points with the secondary y-axis (right). The secondary y-axis also
displays the smoother with the estimated intercept added (presenting the fitted values).

Figure 4. Estimated smoothing function (solid line) with 95% confidence intervals (shaded area) for
CPA, illustrating the relationship between CPA and source level (SL). The recorded data were added
as points with the secondary y-axis (right). The secondary y-axis also displays the smoother with the
estimated intercept added (presenting the fitted values).

5.2. Within Study Assessments
5.2.1. Frequency Band

For the 95 examples taken from Wladichuk et al. [51], increasing the lower boundary of
the frequency band used to produce MSL estimates from 10 Hz to 100 Hz led to a decrease
in MSLs of up to 37 dB (Figure 5). Across all speeds and vessel types, the average decrease
in MSL between measurements made with the lower boundary of 10 Hz and those using a
lower boundary of 50 Hz was 9.1 dB (s.d. = 9.3, max = 27.5, min = 0), whereas the same
comparison with a lower limit of 100 Hz produced a mean decrease of 11.7 dB (11.2, 37.2,
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0). For individual vessel types (but across all speeds), the average difference between full
broadband levels and estimates with a 100 Hz lower frequency was 0.3, 12.4, 3.5, 4.1 and
11.3 dB for Catamaran, Landing craft, Monohull, RHIB and Sailboat, respectively (n = 16,
5, 43, 20, and 11, respectively). In contrast, if the energy recorded between 20 kHz and
63 kHz is removed from the broadband estimates, this results in an average reduction
of only 0.11 dB and a maximum reduction of 1 dB, i.e., energy below 100 Hz provides a
significantly higher contribution to the broadband estimate than energy >20 kHz.

Figure 5. Reduction in MSL estimates for 95 example vessels and speeds (vessel type denoted
by colours shown in the legend) when comparing the full broadband estimate (10 Hz to 63 kHz)
to estimates made with a different low-frequency boundary (up to 100 Hz). Data taken from
Wladichuk et al. [51]. Dashed, thick grey line denotes the mean of all vessels.

5.2.2. Propagation Model

Across 109 of the RNL and MSL estimates provided by Wladichuk et al. [51], in 70 m
of water, the mean value of MSL minus RNL was 0.66 dB (max = 4.4, min = −3.2, s.d. = 1.1,
mean of absolute difference = 0.96). However, at frequencies below 100 Hz, RNL and MSL
one-third octave levels diverged with decreasing frequency with MSL levels reaching up to
≈20 dB higher than RNL levels at 20 Hz (see Figure 6, for levels from two example vessels).

Figure 6. One-third octave band monopole source levels (red) and radiated noise levels (blue) for two example vessels
(a,b) travelling at the same speed (data taken from Wladichuk et al. [51]).

Parsons et al. [52] reported a +1 dB difference between 50th percentile RNL and MSL
estimates for an electric ferry (125–16,000 Hz band) and a conventional-powered ferry
(400–16,000 Hz band), respectively. However, one-third octave band levels referenced to

82



J. Mar. Sci. Eng. 2021, 9, 827

1 m from the source displayed a +18 dB difference between 100 and 200 Hz and a −18 dB
difference at 500 Hz between the MSL and RNL levels, for the same percentiles. Parsons
et al. [52] also noted the troughs in propagation loss models at 100–200 Hz and 300–500 Hz,
attributing some of this to a lack of available accurate information on the geophysical
characteristics of the seabed at the study site, required to improve the propagation model.
Parsons and Meekan [31] recorded multiple measures at multiple ranges, between 10 and
100 m, from three vessels conducting repeated transects at four different speeds, in 9 m
of water. The mean difference between the 50th percentiles of broadband RNL and linear
regression-modelled ASLs was 6.4 (±0.2) dB. In contrast, using linear regression models
developed for each one-third octave band and then integrating the ASL band levels over
the full frequency range had a mean difference between RNLs and ASLs of −3.5 (±2.6)
dB. The factor behind the difference between the broadband and integrated one-third
octave band source level estimates was that the mean linear regression-modelled one-third
octave losses peaked at 40log10(range) at 30 Hz and had declined to 10 to 15log10(range) at
frequencies above 1 kHz, compared to the modelled broadband loss at 16log10(range).

5.2.3. Hydrophone Depth

Of the measures recorded by Erbe [36] at three different water depths, the MSL
estimate was 7 dB greater at 25 m depth than at 10 m (n = 1), while the RNL was 6 dB
higher, for the same comparison. In comparison, the MSL estimate was 4.2 dB higher
(s.d = 4.6, max = 14, min = −4) at 10 m depth than at 5 m (n = 17, shallower estimate
higher twice), while the RNL was 0.5 dB higher (s.d. = 3.5, max = 6, min= −4) for the same
comparison (n = 17, shallower estimate higher nine times).

6. Discussion: Variation in Small Vessel Source Levels

There are few published datasets that provide source level estimates of small vessels
and even fewer that supply full spectra or breakdown of the broadband estimate into
smaller bandwidths (e.g., octave or one-third octave) for individual vessel passes. The
reports reviewed here span nearly 50 years of field sampling and those that included
methodology and vessel data that could be used to model the factors that affect source
levels were spread over the last 20 years. Consequently, the types of vessels, recordings
systems and back-propagation methods applied have changed significantly across this
time span and the available datasets collated in this study.

For the small vessels in the broader dataset, source level estimates varied by 65 dB,
compared to the 73 dB variation observed by Chion et al. [19] in their meta-analysis of
large vessels. Similar to Chion et al. [19], we found that the highest levels were reported by
Allen et al. [58] and the lowest levels by Veirs and Veirs [3]. The difference between mean
levels reported by these two studies was 35 dB for large vessels, compared with 20 dB for
small vessels, suggesting this difference is driven by methodology. The estimates by Allen
et al. [58] were not included in either model and were removed from the large vessel study
as outliers and excluded from our small vessel dataset as they did not contain multiple
measures of individual vessels.

6.1. Research Objective

The purpose of this study was to review and investigate factors that influence small
vessel noise output, with an objective of teasing out whether there are details of vessels that
can be readily accessed and commonly used by acoustic researchers and managers to assist
in better modelling of marine noise in a given area. However, there is a lack of integration
in the literature, between the research fields interested in understanding drivers of small-
vessel source levels. Although naval architects and engineers focus on the performance
with some regard to acoustic output, there is less interest in the propagation of the noise, the
impact on marine fauna, or how the regulations around noise may mitigate its impact. In
contrast, acousticians are primarily concerned with the propagation of the noise rather than
the design specifics of how it is created, and managers are concerned with the impact of the
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signal mitigating it. As a result, reports of source levels authored by acousticians and prop-
agation modellers rarely include information on ship design, such as cavitation coefficients,
Admiralty numbers, or block coefficients, e.g., [3,19–22,31,34,36,38,54–56,58,59,62,63]. In
contrast, reports focussed on vessel design often omit appropriate methodology regarding
signal propagation or acknowledgment of the frequency-dependent impacts of the noise on
marine fauna and information with which this can be assessed, e.g., [68–72]. For example,
although errors in source level estimates that are caused by interference patterns, can be
reduced by applying a surface reflection correction for every frequency of the spectrum
measured, this is quite impractical and does not entirely remove the issue.

Collectively, all of these factors contribute to variance in the estimates of spectra and
source levels from field recordings that essentially validate the models created by ship
designers. However, the specifications used in design calculations are rarely reported. We
therefore investigated what could be gleaned about the driving factors of small vessel noise
from the information that is readily available in the literature. The application of these
factors by managers and regulators do not necessarily require complicated models but
may be estimated from the simplest appropriate data that can be collected on all vessels
operating within the area of concern. Indeed, the ship design coefficients mostly comprise
variables we have noted as required factors to better understand their impacts on noise
(Table 2). Therefore, although a correlation of noise with Admiralty coefficient, propeller
cavitation number, and propeller loading coefficients may be more accurate, not all of the
variables required to calculate them may be accessible for all vessels. In addition, current
literature on large vessels has shown that a significant proportion of the variation in noise
output can be broadly estimated without knowledge of some of these specifications. We
attempted to investigate their combined relationship with estimated source levels of small
vessels, to better understand which factors have the biggest influence and, in doing so,
found a shortfall in the information provided with typical source level reports.

While numerical methods suggest the error in RNL estimates is small [73], field
data displays greater levels of variance. To reconcile this difference, a more collaborative
approach is needed that includes more detailed and matched efforts between computational
modelling and acquisition of validation data.

6.2. Factors That Drive Acoustic Output and Estimated Source Levels within Vessel Types

We observed increases in source level estimates across the 11 vessel types from one
specifically designed to be quiet (electric-powered vessels), through those designed to skim
across the water (planing hulls), to vessels that plough through the water at any speed
(displacement hulls). Estimated source levels for vessels designed to have a combination
of planing and displacement (semi-displacement) hulls fell roughly in between the two
designs. Further, vessel type (four levels available) was chosen as a categorical predictor
in the final GAMM model. Thus, while sufficient data were only available to test four
Vessel Types and Hull Type was not chosen in the model (likely because it explains similar
variation to vessel type) the design of the vessel is a key determinant of acoustic output.

Numerous intrinsic and extrinsic variables must be considered when estimating vessel
source levels. Some of these include frequency-specific energy and thus have implications
for any application that focusses on specific frequency bands. Additionally, the effect of
these factors may be synergistic and a change or error in one factor may compound the
effect of another increasing uncertainty in the final source level estimate.

6.2.1. Intrinsic Factors
Speed

For any vessel, if the only factor that changes is speed, then the cavitation-driving tip
speed correlates with vessel speed. If other factors change, such as load in the case of tug
boats, then the relationship between propeller tip speed and vessel speed changes. The
small boats that were considered in our study did not experience load or other changes,
and so boat speed is expected to be a good indicator of cavitation noise energy, which
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the statistical model confirmed. With regard to the management of boat noise (by vessel
operators or government regulators), boat speed is the more readily observable parameter.

Chion et al. [19] modelled the change of source level with speed for 17 individual
studies of large vessels and found that Cv, the velocity coefficient in the Cvlog10(v)-space,
varied from 11.7 to 49.9. When modelled within their generalised linear mixed model, it
was estimated at 15.4 for large vessels. MacGillivray et al. [20] found that a 40% speed
reduction decreased MSLs by approximately 10 dB in a study of voluntary speed reduction
in the number of large vessels in the Port of Vancouver. For small vessels, Wladichuk
et al. [51] observed the loss coefficient ranging between 10 and 58, whereas Parsons and
Meekan [31] noted a non-linear relationship with speed, but generalised an average Cv of
9.7, for three vessels of ≈6 m length. In their study, the initial test of the relationship across
all datapoints (all recordings of all vessel types) produced a Cv of 10.4. Although we found
a non-linear relationship between speed and source level for three of the four vessel types
tested in the GAMM, all four models displayed a positive relationship between speed and
source level. These relationships could be generalised as Cv coefficients of 10, 16, 11 and 8
for skiffs, RHIBS, monohulls and catamarans, respectively.

Both Erbe et al. [38] and Parsons and Meekan [31] observed non-linear relationships
between source levels and speed for individual vessels of <8 m length and suggested that
as speed increased and vessels moved from ploughing to planing positions, the power
requirement and therefore the acoustic output decreased. In fact, as the vessel moves
from a displacement to planing position, the hull and propeller rise and the noise sources
become shallower. Although this reduces RNLs at low frequencies the MSLs remains the
same, though the source position must be accounted for in MSL estimates. In this study,
although speed displayed a linear effect on skiff source level, both RHIBs and monohull
vessels displayed local maxima, suggesting that one or more vessels were contributing a
‘hump’ speed to the effect.

In addition to broadband source level, frequency content of small vessel noise has
also been observed to change with increasing speed. Veirs and Veirs [3] suggested that
small vessels emitted more energy at high frequencies than large vessels, and that this
difference increased with speed. Parsons and Meekan [31] observed that levels of higher
frequency (>1 kHz) one-third octave bands increased significantly more than lower fre-
quency (<1 kHz) one-third octave levels as speed of three vessels increased, as was also
found in selected vessels from Wladichuk et al. [51]. Even individual vessels travelling at
the same speed have produced source level estimates that vary by up to 20 dB [31,38,52].
Erbe et al. [38] observed this at high speed and suggested that vessel slap contributing
additional noise to the estimate was the cause as the 6.5 m length, planing vessel bounced
on the water. In contrast, the difficulty of maintaining vessel speed, position and direction
at slow speed (5 kmh−1, 2.7 kns) was hypothesised to cause the high variation observed
by Parsons and Meekan [31], and Parsons et al. [52] attributed the variation observed in
short-range (15 m) estimates of both an electric (10 m-long) and conventional (25 m-long)
powered vessel to the uncertainty in position and therefore range.

As with large commercial vessels, speed is a significant driver of vessel source level
and can be used as a means of mitigating the impacts of noise on taxa in shallow waters.
This could be achieved through a direct reduction in the number of impacts of a single
vessel travelling at a slower speed, or by facilitating the presence of a larger number of
slower-moving vessels in a given area (such as a whale-watching troupe) without increasing
the instantaneous exposure levels. However, the additional time spent in a given area due
to slower speeds, and the resulting cumulative exposures, requires consideration. Further,
the relationship between speed and source level in planing hull vessels appears more
complicated than for displacement hulls and may be vessel-specific, thus a single speed
limit may not be appropriate for all vessels. The findings of this study demonstrate that to
fully understand the impact of speed on the source level of an individual vessel, or a vessel
design type, requires a greater number of recordings of individual passes at the same speed
and across a wide range of speeds than has been previously achieved.
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Size and Weight

Acoustic output has been shown to have a positive relationship with length [21],
beam [19] and power [31]. McCauley et al. [34] and McKenna et al. [21] observed a positive
increase in source level with increasing vessel load, the latter study finding gross tonnage
explained deviance in octave bands (centre frequencies) between 63 and 500 Hz. However,
our dataset lacked sufficient information on beam or weight-related factors for small
vessels, thus only length was analysed. Length was not included in the final GAMM in our
analysis, likely due to collinearity with multiple other predictor variables. Draft is rarely
reported and although this is intuitively likely to have a positive relationship with source
level [34], these are generally small differences compared to large vessels (1–2 m, compared
with sometimes > 10 m draft).

Propeller Specifications

The relationship between propeller specifications and emitted spectra are well docu-
mented [22] with increases in engine firing rate and propeller blade rate driving increases
in the intensity and frequency of tonal components of the spectra [38]. In addition, broad-
band energy from propeller cavitation is one of the dominant sources of noise varying
with size, shape, load (as a function of displacement, speed and power, amongst other
factors) and depth [18]. However, several of these specifications are rarely reported in
bioacoustics literature and therefore, could not be assessed within our model. Although
these characteristics can provide vessel specific information [39,40] and increase energy
over specific frequency bands, they are a function of speed. Changing the depth of the
propeller (source) by a few metres, as an input parameter for propagation models, has
been shown to vary MSL estimates up to 10 dB [74,75]. Small vessel propellers are typically
positioned only 1–2 m below the surface (though less when planing), thus changes of a
few metres depth that are possible in large vessels do not occur in small vessels. Modern
vessels now have the ability to vary pitch of the propeller, however, while the ability to
control trim is common in current small vessels, variable pitch control is not and there
is limited publicly available data in the literature. Therefore, we have not explored the
impact this may have on the noise emitted by the propeller. Propeller damage (such as
chips or gauges on blades) increases cavitation and the resulting bubbles have a positive
relationship with acoustic energy [22]. Indeed, in some instances, cavitation noise has been
shown to be more correlated to the level of propeller damage, than cavitation number [76].
As with other characteristics, condition was not reported and could not be assessed in
this study.

Engine Power and Type

The final GAMM model in this study did not select engine power or type as a sig-
nificant predictor of source level. However, engine power did display an imbalance with
vessel type, thus any model that had selected both variables would have required cautious
consideration. This is because, in general, vessel power increases with vessel type and
length, thus teasing out the exact driver is non-trivial. In previous studies of small vessels,
Young and Miller [77] observed that an 18 hp engine was noisier than a 7.5-hp engine and
Erbe [36] compared Evinrude 175 and 225 hp engines, also finding the larger engine to be
noisier, particularly at slower speeds. Indeed, Parsons and Meekan [31] characterized the
ASLs for three small vessels of similar lengths, but differing engine power (30, 90, 180 hp),
at multiple speeds and found 5–6 dB difference between the 30 and 180 hp vessels, which
decreased in difference with increasing speed (i.e., the relationship between estimated
source level and speed differed for the three vessels). Engine type was not recorded suffi-
ciently to be included in statistical modelling in this study and we found no reports that
provided source levels from different engine types (e.g., diesel, two-stroke, four-stroke
petrol) of the same power operating under the same conditions. However, engine types
have been suggested to impact fauna differently, with fish behaviour varying in response
to the noise of two-stroke or four-stroke engines [78].
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Onboard Machinery

Whereas propeller (and subsequent cavitation) noise dominates the broadband source
levels, onboard machinery vibrates at fundamental frequencies which generate narrowband
spectra that are radiated through a variety of points in the hull of the vessel. Diesel service
generators emit energy (dominated by the hit of the piston against the cylinder wall) at
their firing rate and multiple harmonics of the firing rate, and are therefore independent
of ship speed [40]. Heine and Gray [79] related the radiated power of this noise to the
firing rate and engine power, with additional noise dependent on the condition of the
engine. Additionally, alternating current power generators can be found on large and small
vessels, typically emitting energy at 50 Hz (and harmonics) that can be distinct in the ships’
spectra [40].

Directionality

Source level estimates are typically conducted using the CPA, often abeam to the
vessel or over a range in azimuth about the CPA, and assume symmetry either side of the
vessel [38]. This assumes that received levels are reduced by acoustic shielding from the
hull towards the bow of the vessel and by the bubble cloud caused by propeller cavitation
at the rear [31,43]. However, McCauley [34] observed some vessels categories displayed
greater source levels fore or aft of the vessel, than abeam, whereas Malinowski et al. [65]
observed increased levels at the quarter-stern to the sides of the bubble cloud. Indeed,
McCauley et al. [34] hypothesised that the reason catamaran source levels were higher
than those of the monohull (as observed in this meta-analysis), particularly fore and aft of
the vessel, was due to the reduced acoustic shielding in the multi-hull vessels. All data
assessed in the GAMM model here were from recordings taken abeam of the source vessels,
however, it is noted that they may not be reflective of the maximum output for every vessel.

6.2.2. Extrinsic Factors
Closest Point of Approach

The CPA is often chosen to be at a distance where (1) the signal-to-noise ratio is
sufficient that the level of acoustic energy emitted from the vessel can be separated from
the background noise, (2) the difference between the actual and modelled propagation
losses are minimal and (3) the receiver is positioned in the acoustic far-field and the vessel
can be considered as a point source.

One wavelength from the source, theoretically the boundary of the acoustic near-field
and transition ranges [80], is approximately 150 and 75 m, for 10 and 20 Hz, respectively.
Although little is known about hearing sensitivity below 10 Hz for any species (indeed, few
taxa are tested for infrasound (<20 Hz) hearing thresholds [2,81,82]), these are appropriate
low-frequency boundaries to consider when reporting vessel source levels for biological
impact assessments. Additionally, propagation of a 150 dB re 1 μPa m signal using spherical
spreading would reduce to approximately ambient levels of 100 dB re 1 μPa at around
250 m range and would only have a signal-to-noise ratio of 10 dB at ≈100 m range. Add to
that the Lloyd’s mirror effect, and propagation loss at small/shallow slant angles is greater
than the spherical 20 log10(r) approximation. Thus, there is a relatively fine boundary
between being considered a point source at lower frequencies of interest and the received
signal slipping into ambient noise.

The final GAMM chose CPA as a significant driver of source level estimates, in line
with Chion et al. [19] for large vessels. Although the estimated source levels of large vessels
decreased with increasing CPA, in our study, the estimated source level only decreased
in the first tens of metres range, before slowly increasing. Three potential reasons for this
are that:

1. The vessel types that produced higher source levels were generally recorded at a
greater range than the quieter vessel types.
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2. The small vessel recordings were predominantly taken at shorter ranges than in the
Chion et al. [19] study. Therefore, inaccurate propagation models would have less
distance to impact the source level estimates.

3. For a near-surface source, the slant angle to the receiver affects the received level (due
to the Lloyd’s mirror effect), and received levels decrease with decreasing hydrophone
depth (i.e., when the hydrophone is closer to the sea surface and the slant angle is
smaller). Gassman et al. [75] provided an example where source level estimates
(0.02–1 kHz band) made using spreading laws for an angle to the hydrophone of 0.2◦
were 5–10 dB lower than those made at a 10◦ angle. This was reduced to 3–7 dB by
applying a surface reflection correction, but not removed entirely [19]. The CPA and
hydrophone depths applied in the small vessel studies analysed here were such that
≈85% of recordings were made at >8◦ and ≈77% at >10◦.

Propagation Loss Model Used in Analysis

Of the types of model considered in this review, RNLs are computed by applying
simple geometrical spreading laws to a dipole source [32,33], MSLs are computed with a
numerical sound propagation model to estimate the range- and environment-dependent
losses of a (surface reflection corrected) monopole source [80] and ASLs use empirical
methods to model the losses of a dipole source [31]. The ISO (2016, 2019) criteria for RNLs
require water depths that are not necessarily safe for many small vessels, to conduct oppor-
tunistic recordings. As a result, many studies of small vessels are conducted in shallower
waters than recommended by ISO [32,33], for which there are no current standards. Some
studies report RNLs only, e.g., [3], others report RNLs and MSLs to allow comparison,
e.g., [38,51], and some report RNLs and ASLs [31,34].

Chion et al. [19] found that reports of RNLs could be underestimating source levels by
up to 35 dB and suggested appropriate conditions for RNLs need to be met or estimates
require correcting for the surface interactions, potentially using propagation models. Where
accurate physical-chemical water column and geophysical seabed data are available, a
number of range-dependent and -independent propagation models may be used to estimate
the source level, each of which is appropriate for different conditions [80]. However, the
effect of inaccurately modelling the propagation typically increases with range, thus a
large source-receiver distance requires accurate quantification of the seabed across the
propagation profile, which is not always achievable. Without these data, MSL estimates
can be significantly affected even if an appropriate propagation model is applied [52].

Both Wladichuk et al. [51] and Parsons et al. [52] found around 1 dB difference between
their RNL and MSL estimates, conducted in ≈70 m and ≈3 m of water depth, respectively.
However, both found significant differences between RNL and MSL in low-frequency
components of the spectra, with 18–20 dB difference between one-third octave band levels
at some frequencies. Parsons and Meekan [31] found similar divergence between RNL
and ASL one-third octave estimates in 10 m of water, as would be expected for a dipole
source at low frequencies. Underestimating low-frequency energy emitted in shallow water
has significant implications for assessments of impacts on site-attached marine fauna that
have hearing sensitivity that overlaps with the noise (e.g., fishes) as they may be close to
the source (i.e., directly beneath). There is the potential to empirically model site-specific
propagation losses in controlled conditions using a tone generator as a synthetic source to
identify frequency-dependent propagation in shallow water [83], although the vessel itself
can provide a good proxy for this source under some conditions [31].

Frequency Band

Estimated source levels can be highly dependent on the frequency of the lower bound-
ary of the analysed bandwidth. Although small vessels emit less low-frequency energy
than large vessels [3,51], it is significant and might be enough to impact marine fauna.
Omitting low-frequency energy can lead to underestimates in RNLs, MSLs, and ASLs of
up to 37 dB. Even if the bandwidth for the estimates includes this low-frequency energy, it
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is likely underestimated if processing employs a simple spreading rule without account-
ing for the low-frequency energy lost due to acute source-receiver angles (i.e., shallow
hydrophone depth) or energy lost due to shallow-water propagation. Even if a sound
propagation model is used for MSL computation, the model might have been inappropriate
at low frequencies (e.g., a RAY model) or the geophysical seafloor characteristics might not
have been quantified accurately [52].

Hydrophone Depth

At locations that have a negative sound speed gradient near the surface, there is
the possibility that a receiver positioned too close to the surface will be in the acoustic
shadow due to the downward refraction of sound waves [41]. Additionally, interference
between the direct path from source to receiver and the surface-reflected path means
that recordings taken nearer the water surface receive lower energy than those deeper
in the water column [41]. Data from Erbe [36] was, on average, in agreement with this
phenomenon, however, individual recordings made by the shallower hydrophones were,
on occasion, higher than those of the deeper hydrophone. This is believed to be caused
by the highest 1 s-averaged received level (taken as reflective of the CPA) being different
between the two recordings. An additional note is that the MSL estimates made using the
deeper hydrophones were higher by an average of >4 dB than the MSL estimates of the
shallower hydrophones, yet it would be anticipated that the propagation model would
account for the receiver depth and Lloyd’s mirror.

System Response

Many hydrophones are piston-calibrated at a single frequency and assumed to have
a flat response across the entire frequency band. However, system frequency response
(i.e., including the hydrophone and pre-amplifiers) has been shown to be reduced at
low (<200 Hz) frequencies [42]. If the system response is lower than expected at a given
frequency, it leads to an underestimate in the received energy at that frequency and the
resulting estimated broadband level.

Environmental Conditions

Finally, the environmental conditions at the time measurements were taken (e.g., wind,
currents, waves) can require minor changes in power, trim or propeller blade angle to
maintain vessel course and speed [34] and therefore affect acoustic output (e.g., greater
power and therefore source level when travelling upstream or upwind, compared with
downstream or downwind). Additionally, rain, wind-driven waves, and swell all increase
background noise, the removal of which affects confidence in source level estimates. This
is important if the signal-to-noise ratio is low, as can be found when the CPA is in the
hundreds of metres or the vessels being recorded have low source levels. McKenna
et al. [21] found that wave height and direction, and current direction contributed minor
levels of explained deviance to their overall GAM assessing drivers of large ships’ source
levels, specifically in the lowest octave bands.

Environmental Impacts

Species-specific impact assessments can be related to frequency-dependent auditory
thresholds of the species in question and the acoustic energy emitted by the vessel at
those frequencies [84–87]. In addition, source spectra are vessel- and speed-specific, and
propagation losses are frequency-specific, thus the impact a chosen propagation model has
on the final broadband and band level estimates differs between vessels. Addressing these
two factors requires that one-third octave levels be made available for every vessel pass
recorded at a minimum and where possible, full spectra be provided. Further, to assist in
comparing propagation models, received band levels are preferential to source band levels,
or sufficient details to replicate propagation losses are needed.
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Although this review has examined the pressure-related characteristics of small ves-
sels, fishes and invertebrates respond to particle acceleration and potentially sound-driven
ground motion, rather than pressure [81,88]. Pressure and particle motion have a linear
relationship in the acoustic far-field [41]. However, the water depths associated with
coastal water and inland waterways are shallow enough that site-attached or low-mobility
demersal and benthic species experience the greatest sound levels as the vessel passes near
or directly over the top of them, often within a few metres. These ranges occur within the
near-field, where the pressure-particle motion relationship is complex and ground motion
from vessel noise is yet to be defined [88]. We therefore recommend that studies include
particle acceleration and, where possible, ground motion measurements and report both
near- and far-field measures. These factors should also be considered when conducting
experimental studies to assess the impact of specific vessels. Research experiments into
the impacts of noise are beginning to be designed to assess management strategies (e.g.,
driving at reduced speed to minimise impact on coral reef fishes [89]). As small vessel
acoustic output can be highly variable, these experiments should report multiple measures
of source level estimates and provide enough information about the vessel and its operation
to position the exposure levels within those exhibited by a broad range of small vessels.

Finally, in addition to underwater radiated noise, airborne noise from vessels can
have significant impacts on avian and terrestrial fauna, including humans [90,91], and
characterizing this pollutant has been the subject of research for many years [92–95].
Similar to regulations mitigating the impact of road noise on the surrounding environment,
legislation is continually being developed to limit the effects of airborne vessel noise [96,97].
Methods of mitigating noise impacts in air versus water can on occasion be in competition
with each other, such as locating ship exhaust above or below the water level, which can
transfer noise to either the air or water, rather than reducing the level itself.

7. Conclusions

1. There is little available published data on small (<25 length) vessels’ source levels.
Our dataset revealed a high level of variation among studies, vessel designs and
within vessel types (up to 20 dB difference, even for the same vessel at the same
speed). The lowest estimated source levels were emitted by electric vessels and these
levels broadly increased as vessel designs moved from planing to displacement hulls.
Our analysis revealed a significant positive relationship between small vessel speed-
over-ground and estimated source level, generalised as speed coefficient Cv values
of 8 to 16, among the four vessel types tested. These support the consensus that
regulating speed is a viable method of reducing instantaneous noise levels and their
potential impact on marine fauna, with consideration for the additional exposure time
from slower travel.

2. We have shown that data acquisition and analysis protocols for opportunistic es-
timates of vessel source level contribute to variability between studies. This was
confirmed by the inclusion of CPA as a statistically significant explanatory variable in
the final GAMM, and by the demonstrated difference in estimates caused by changing
the lower frequency of the analysed bandwidth and the difference in low frequency
energy observed between MSL and RNL and between ASL and RNL estimates.

3. Few studies provide enough measures to assess confidence limits in the estimates,
enough supplementary information in intrinsic and extrinsic factors associated with
the recordings to create a dataset of a size needed to tease out the significant drivers
of acoustic characteristics, or a breakdown of the vessel source spectra to assess how
the signal would be perceived by different marine taxa.

4. Vessels emit significant low-frequency acoustic energy. For small vessels, this is
particularly true at slow speeds. Studies that omit low-frequency energy (e.g., report a
broadband level that starts at 50 or 100 Hz) may underestimate source level. Similarly,
estimates of source spectra using geometrical spreading or propagation models that
do not accurately reflect seabed geophysical characteristics may also underestimate
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low-frequency energy. Inadequately calibrated recording systems have also been
shown to underestimate low-frequency received levels. The effect these factors have
on the estimated broadband source level are dependent on the vessel source spectra
and therefore, errors are vessel-, speed- and system-specific and may be synergistic.
Any management protocols developed using such estimated source levels would be
applicable to species with good low-frequency (<100 Hz) hearing sensitivity. These
are typically fish and invertebrates, many of which are the sessile, site-attached or
low-mobility animals that are most likely to experience noise from vessels at short
range when vessels pass near or directly above fauna in shallow coastal waters. Any
regulations designed to mitigate the impact of noise on these animals therefore need
accurate estimates of low-frequency source levels.

This study recommends that:
Although ISO criteria for measuring vessel noise require a minimum hydrophone

and water depths of 70 m and 150 m, respectively, this is not possible in many locations as
such depths may only occur offshore, beyond the safe operating range of small vessels. A
set of shallow water standards to conduct such measurements should be developed. This
includes increasing (1) the replication of measures at each speed, (2) the number of ranges
at which measures are recorded, (3) the range of speeds at which the vessel is measured
with all measures being made available to assist meta-analysis such as this study.

A collection of synergistic studies from which a direct comparison between deep-
and shallow-water methodologies and equipment can be made is recommended to reduce
method-driven variability so that the key influential variables driving acoustic output can
be identified in greater detail.

Managers and regulators need meaningful and accessible ways to estimate anthro-
pogenic noise and its potential ecological impacts in a given area. Therefore, the iden-
tification of factors influencing acoustic output that can be understood and collected is
preferable to needing data that require specialist knowledge. To do this, there is a need
for greater collaboration between naval architects/engineers, bioacousticians, propagation
modellers, managers and regulators in the determination and reporting of vessel source
levels, as all have interest and contribute knowledge to different aspects of the research.

Impacts of noise on marine fauna are dependent on the hearing sensitivity of the taxa
of interest. Therefore, reports of vessel source levels must provide octave band levels, at
a minimum, or one-third octaves/full spectra, so that the acoustic energy can be broken
down into the appropriate energy bands that relate to appropriate frequency thresholds.
Assessment of the impacts of vessel noise on taxa of interest can only be made if the
reported frequency bandwidth includes the frequencies at which that taxa has reported
sensitivity. This is of particularly note for species that are sensitive to low-frequency sound.

Future reports should include acoustic particle velocity and pressure measures from
vessels and, if possible, sound-driven ground motion in the near- and far-fields, to allow
assessment of the impacts on fauna that detect components of the acoustic signal other
than pressure.
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Nomenclature

Abbreviation Symbol Full Name

AIC Akaike’s information criterion
ASL LASL Affected source level
CPA Closest Point of Approach
GAM Generalised additive model
GAMM Generalised additive mixed model
ISO International Standards Organisation
RHIB Rigid hull inflatable boat
RNL LRN Radiated noise level
MSL LSL Monopole source level
s.d. Standard deviation
SL Source level
VIF Variance inflation factors

Cv Velocity coefficient
d Depth
Lp Sound pressure level
prms Root mean-square sound pressure
NPL Propagation loss
SLivr Estimated source level reported for observation i, for vessel v and reported

by reference r
v Vessel velocity
vr Reference velocity
σ2 variance
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Abstract: Vessel noise is an acute and chronic stressor of a wide variety of marine fauna.
Understanding, modelling and mitigating the impacts of this pollutant requires quantification
of acoustic signatures for various vessel classes for input into propagation models and at present
there is a paucity of such data for small vessels (<25 m). Our study provides this information for three
small vessels (<6 m length and 30, 90 and 180 hp engines). The closest point of approach was recorded
at various ranges across a flat, ≈10 m deep sandy lagoon, for multiple passes at multiple speeds
(≈5, 10, 20, 30 km h−1) by each vessel at Lizard Island, Great Barrier Reef, Australia. Radiated noise
levels (RNLs) and environment-affected source levels (ASLs) determined by linear regression were
estimated for each vessel and speed. From the slowest to fastest speeds, median RNLs ranged
between 153.4 and 166.1 dB re 1 μPa m, whereas ASLs ranged from 146.7 to 160.0 dB re 1 μPa m.
One-third octave band-level RNLs are provided for each vessel–speed scenario, together with their
interpolated received levels with range. Our study provides data on source spectra of small vessels to
assist in understanding and modelling of acoustic exposure experienced by marine fauna.

Keywords: vessel noise; radiated noise levels; monopole source levels; propagation loss

1. Introduction

Through evolutionary time, sound has become an important sensory cue for many marine taxa.
The efficient transmission of sound underwater has meant that a wide variety of species have developed
frequency-specific hearing sensitivity and rely on the detection of acoustic cues and subtle changes in
the biophony of their local soundscape during vital life functions [1–5]. These important signals, such as
the spawning calls of fishes or the sound of healthy habitat in which larvae will settle, can be masked
by anthropogenic noise, disrupting natural behaviors [6–8]. Sound produced by vessels is a major
element of marine anthrophony and has been recognized as a chronic stressor [9], negatively impacting
communication, health and behavior of many species [4,10–15]. As human populations have increased,
so too has anthrophony in oceans and inland waterways [16–21], creating what has now been termed
the ‘Ocean soundscape of the Anthropocene’ [22].

Management strategies that aim to mitigate the impact of vessel noise on marine fauna [23–28]
require information about source levels and vessel movements. Although the Automatic Information
System (AIS) can be used to track passages of the majority of commercial vessels [29,30], noise is also
dependent on vessel size, speed, load and power, as well as other design characteristics [24,31,32].
This requires characterization of source signatures from different types and sizes of vessels.

At present, there is little data on the noise characteristics of small (<25 m length) vessels [26,33–37].
This is important because in coastal waters, these vessels often vastly outnumber larger ships ferrying
commercial cargos. The data required to accurately model the propagation of signals from small
vessels are rarely reported, or typically provided as one or two measures at limited numbers of
speeds [36]. For this reason, we lack data on the variability in noise among vessels of different classes
(e.g., monohull, catamarans, tugs, landing craft) within this size range or even different passes of the
same vessel. This is problematic for management strategies that aim to set useful guidelines to mitigate
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noise for boating activities [38], particularly in shallow coastal waters, inland waterways, and coral
reefs, where small vessels have the potential to significantly change the local soundscape and, due to
proximity, are more likely to affect fishes, invertebrates and small marine mammals [38–42].

To address these issues, our study aimed to characterize the source spectra of three small vessels
under 10 m length that are commonly used in shallow coastal marine environments. We took multiple
measurements at the closest point of approach (CPA) at multiple ranges and speeds, over multiple passes,
in shallow water. Source characteristics of noise can be specific to a vessel and have multiple engine-,
propeller- and hull-related origins [43] and their impacts on fauna are frequency-dependent. Therefore,
one-third octave levels were also calculated, and their propagation across the measured ranges investigated.

2. Materials and Methods

The International Standards Organization (ISO) protocols for the measurement of vessel radiated noise
levels (RNLs) and monopole source level (MSL) focus on large vessels in deep water (see ISO 17208-1 [44]
and 17208-2 [45]). The ISO criteria require a minimum water depth equal to the greater of 150 m or 1.5
times the overall ship length. For the highest standard of estimates, this comprises the deployment of
three hydrophones positioned vertically at depths that result in 15◦, 30◦, and 45◦ angles from the sea
surface at a CPA distance of either 100 m or one overall ship length, whichever is greater. Neither are
these requirements achievable, nor is the procedure applicable, in shallow water. Indeed, meeting these
requirements in Australia would require vessels to travel a significant distance offshore, which may not be
appropriate for all classes of small vessels. Standards for measurements of RNL in shallow water are under
development. However, we had sufficient replication of measurements to accurately estimate both RNLs
and affected source levels (ASLs), in lieu of any current shallow-water ISO protocols.

2.1. Study Site

Lizard Island is a granitic island located approximately 30 km off the north Queensland coastline
(14◦40.88′ S, 145◦27.82′ E, Figure 1). The Lizard Island group comprises four late-Permian granite
islands—Lizard, Palfrey, South and Bird Islands—which, together with the surrounding fringing reef,
encircle an up to 10 m-deep flat, sandy-bottomed lagoon [46]. Tidal range at Lizard Island reaches a
maximum of 3 m and current speeds into the lagoon can be >30 cm s−1 [47,48]. Measurements were
collected in the 10 m deep area of the lagoon, to the south of Lizard Island (Figure 1).

 

Figure 1. (a) Map of Australia with expansion of Cape York Peninsula, Queensland; (b) expansion of
Lizard Island on the Great Barrier Reef; (c–e) expansions of the island lagoon with the vessel tracks
from three consecutive survey days (c, d, and e, respectively) displayed in white and the positions of
pairs of seafloor-mounted SoundTraps shown by the red dots.
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2.2. Vessel Recordings

Vessel recordings were acquired using Ocean Instruments ST300 SoundTraps. These are piston-phone
calibrated passive acoustic pressure sensors with a flat response of ±3 dB over the 20 Hz to 60 kHz system
bandwidth, calibrated by the manufacturer using a 121 dB re 1 μPa source at 250 Hz. Divers deployed
10 ST300s on the seafloor of the lagoon, each orientated vertically, attached to the top of a star picket,
and positioned approximately 50 cm above the sand. Two ST300s were deployed, 1 m apart, at each of five
sites, forming a 100 m-long transect with relative spacing of 0, 10, 33.5, 52.1 and 100 m from the first site,
running approximately north-south, at the northern end of the lagoon (Figure 1, red dots). All Sound Traps
recorded 290 of every 300 s, at a sampling frequency of 48 kHz. Gaps between the recordings were kept
to separate files into manageable sizes and minimize the potential for losing recordings due to buffering
issues, and the 97% duty cycle minimized the likelihood of missing the CPA of a vessel pass. At each
SoundTrap, a tight vertical line was run from the ST300 to a surface buoy where the exact GPS location was
recorded with a Garmin 64SX.

Between the 1st and 3rd December 2019, three vessels (Figure 2, characteristics shown in Table 1) each
conducted ten transects at speeds as close as possible to 5, 10, 20, and 30 km h−1 (1.4, 2.8, 5.6, and 8.3 m s−1,
respectively). For each speed, five transects were conducted across the southern end of the line of SoundTraps
and five across the midway point (Figure 1, white lines), totaling 100 potential recordings of each vessel at
each speed. Vessel transects were planned to be orthogonal to the line of SoundTraps, though in reality were
not completely perpendicular to the SoundTrap transect (Figure 1). Each vessel conducted all transects over a
three-hour period, with one vessel completed each day. Vessel positions were recorded using a handheld
Garmin 64SX. Wind over the three days remained at Beaufort scale two or below.

 

Figure 2. Photos of research vessels (a) Primrose, (b) Macquarie 2 and (c) Kirsty K.
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Table 1. Specifications of vessels recorded in Lizard Island lagoon.

Primrose Macquarie 2 Kirsty K

Vessel
specifications

Length (m) 5 5.96 5.95
Width (m) 2.1 2.4 2.6

Draught (cm) 0.9 1.18 1.23
Mass (kg) 360 825 1500

Propeller
No. blades 3 3 3

Prop radius (cm) 25 32.5 32.5
Depth below
water (cm) 47 70 63

Engine
Engine Suzuki Suzuki Suzuki

Horsepower 30 90 2x90
Fuel Petrol (4 stroke) Petrol (4 stroke) Petrol (4 stroke)

2.3. Data Analysis

Data processing involved the following steps: (1) calibrating recordings, (2) selecting sections
that matched the known time of each vessel pass, (3) computing mean squared pressure and power
spectral density for the CPA of each transect, (4) computing RNL for each pass, and (5) least squares
linear regression modelling of the recordings across all ranges to produce dipole source spectra and
ASL for each vessel and speed.

The 290-s recordings were extracted, and each dataset processed with a MATLAB (version R2014,
The MathWorks Inc., Nantucket, MA, USA) user interface designed for analysis of underwater passive
acoustic recordings, CHORUS [49] and purpose-written functions, as well as inspected via audio
and visual scrutiny of the recordings and spectrograms, respectively. Spectrograms were created in
MATLAB (version R2019) using the spectrogram function with 1-s Hanning windows and 80% (=0.8)
overlap. Mean squared pressure was calculated for each transect and the 1-s window that contained
the maximum mean square pressure was selected to represent the received level (RL) for the vessel’s
CPA. Background noise levels were calculated from one-minute periods without vessel noise from
each day, for each SoundTrap. RLs for each CPA were compared between pairs of SoundTraps at the
same recording distance and any CPA RL with a difference greater than 5 dB were removed from
analysis. CPA distance for each SoundTrap and vessel pass were determined from the known recorder
positions and depth, and the GPS track of the vessel. In each case, the SoundTrap and Garmin 64SX
CPA time were compared to confirm a match.

Spherical spreading losses, in the form of 20log10(range), were back-propagated to a range of 1 m
for each slant range and vessel pass to provide an estimate of RNL [50]. However, the shallow-water
depth in the study area means these estimates are for comparison only as spherical spreading is
unlikely reflective of the actual propagation losses (PL) at the site. Estimation of MSL is conducted
by collecting measurements in the far-field and combining these with an appropriate PL model for
the site, to determine the effective source level, accounting for the surface ghost, i.e., an effective
RL at 1 m range [26]. However, propagation modelling, particularly in shallow water, also requires
precise knowledge of the local seafloor geology, sometimes multiple meters into the substrate [37].
As this information was not available at the study site, RLs were recorded at multiple ranges from the
source CPA during each transect, and broadband PLs were estimated empirically using least squares
regression for a best fit curve of the RLs with range in the form of:

SL = CPL × log10(range) (1)

where CPL is the PL coefficient. As these RLs are a function of the propagation environment of the
signal (i.e., the signal is affected by the surface reflections and interactions [51]), the value of the curve
at a range of 1 m from the source may be considered an environment-affected source level (ASL).
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Although hydrophones positioned directly beneath the vessel were within the acoustic near-field
(for frequencies approximately ≤200 Hz) [50], these ranges reflected the type of exposure likely
experienced on shallows reefs. We therefore modelled the PLs and resulting ASL estimates
for each vessel and speed scenario using all data and with data from within 15 m slant range
excluded, to minimize the effect of frequencies still in the near field. RNLs calculated in a
shallow-water environment using spherical spreading are unlikely reflective of true PL. However,
the regression-modelled PLs provide a useful proxy for acoustic propagation models, thus the
broadband RLs were also back-propagated to 1 m using the average of all the regression-modelled PLs
(i.e. mean CPL) across all vessels and speeds (as calculated with and without measurements from the
<15 m range), for comparison. Median and quartile estimates were then produced for each vessel and
speed for all RNLs and ASLs. Thus, this study provides results on the RNL (percentiles are given for
data including and excluding measurements taken at <15 m), the empirically measured and linear
regression-modelled ASLs (with and without data from within the 15 m range) of three small vessels
in shallow water.

As acoustic signals are vessel and speed specific [31,36,37,42,52], linear regression models were
applied to the estimated RNL and ASLs, to investigate the relationship between source level and speed,
in the form of:

SL-SLref = Cv1 × 10log10(v/vref), (2)

where SL and SLref were the source levels at the tested and reference speeds, respectively, v and vref

were the tested and reference vessel speeds, respectively, and Cv1 was the velocity-related coefficient of
the slope of the curve (Ross, 1976). If a single-coefficient, log-based regression model failed to produce
a clear fit for the data, it was also investigated with a polynomial function with two coefficients:

SL-SLref = Cv1 × (v/vref)2 + Cv2 × (v/vref), (3)

where Cv2 was the second velocity-related coefficient.
Finally, received spectra for each CPA measurement were also integrated into one-third octave

band levels. These band levels were interpolated across one-third octave frequency bands and range in
logarithmic bins to compare the one-third octave band PL in the environment, again for each speed
and vessel. One-third octave band RNLs were calculated and the frequency-dependent CPL for each
one-third octave band determined using linear regression of the respective band RLs recorded at
various ranges, using the form of Equation (1).

3. Results

3.1. Measurements

A total of 120 transects were conducted across all three vessels and speeds (Table 2). One SoundTrap
failed to provide calibrated recordings, leaving nine datasets. Of the remaining 1080 potential recordings
of passes (360 for each vessel), 330, 336 and 344 CPAs were recorded of the Primrose, Macquarie and
Kirsty K, respectively, at slant ranges between 9.0 m (almost directly below the vessel) and 98.8 m.
Only two recordings were removed due to the RL of a CPA as noted by two SoundTraps at the same
range differed by more than 5 dB. Average background noise levels across all sites and days were
106.8 dB re 1 μPa (max = 109.8, min = 102.3, s.d. 1.4 dB). Although the SoundTraps positioned at the
greatest range were closer to the reef to the north and did contain more sounds of snapping shrimp
than at the other recording sites, the mean noise at that location was <2 dB greater (108 compared with
106.2 dB re 1 μPa, respectively).
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Table 2. Transect speeds conducted by each vessel (standard deviation, minimum and maximum
speeds and the number of analyzed recordings shown in parentheses).

Target Speed (km h−1)
Primrose
(km h−1)

Macquarie
(km h−1)

Kirsty K
(km h−1)

5 5.86 (0.12, 5.37, 6.55, 73) 6.12 (0.23, 5.63, 6.43, 88) 6.41 (0.61, 5.45, 7.66, 83)
10 10.32 (0.50, 9.73, 10.91, 79) 10.61 (1.64, 9.86, 11.61, 85) 10.62 (0.59, 9.73, 11.61, 92)
20 19.44 (0.39, 18.95, 20.28, 75) 20.63 (3.32, 18.95, 3.32, 86) 19.74 (0.52, 19.20, 20.87, 88)
30 30.23 (1.23, 28.80, 32.73, 81) 30.75 (3.30, 30.0, 33.49, 82) 30.40 (1.72, 27.17, 33.49, 86)

The approach of the vessel could be heard and observed in all recordings and spectrograms,
respectively (Figure 3), though the exact CPA was more difficult to discern at the furthest ranges
(>50 m) and slowest speed (5 km h−1category). Lloyd’s mirror interference pattern was evident on
all spectrograms and propeller and engine/motor tones visible from 20 Hz through 24 000 Hz (the
Nyquist frequency in this recording, Figure 3). Additionally, while not investigated fully in this study,
at the close ranges (<50 m) energy in the 1–10 kHz band was typically higher in the final seconds of
approach than the initial seconds of departure (Figure 3, rows a and b).

 
Figure 3. Spectrograms of 20 s recordings of individual passes of (a–c) Primrose, (d–f) Macquarie and
(g–i) Kirsty K (all travelling at ≈30 km h−1), as recorded almost directly (a,d,g) beneath the vessel
(≈9 m range), (b,e,h) at the 25 m and (c,f,i) the ≈100 m ranges. CPA distance shown in top right of
each spectrogram.

3.2. Received Levels with Range

In general, at a given range, RLs increased with speed for Primrose and Macquarie, though this was
not as evident for the Kirsty K (Figure 4). Standard deviations in RLs at the same approximate speed
were greatest closest to the source and standard deviations in RLs at the same range were greatest at
the slowest speed category (Supplementary information). Regression models of PL varied between
vessels and speeds and correlation with the recorded data was greater for transects conducted at 20
and 30 km h−1 than 5 and 10 km h−1 (Table 3). This variation was still evident when the recordings
at the closest (<15 m) ranges were removed, though less so than when analyzing the full datasets.
The average PL for individual datasets (vessels and speeds) for recordings across all ranges was
17.9log10(range), becoming 16.0log10(range) when data from <15 m were excluded. Standard deviation
of all modelled losses decreased from 3.1 to 2.3 when removing the data taken at the <15 m range
(Table 3). Percentiles of RNLs (with and without data from the <15 m range) and ASLs (using average
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PL with and without data from the <15 m range) all increased with increasing engine size and speed,
except the Kirsty K between 10 and 20 km h−1and 20 and 30 km h−1.

 
Figure 4. Received sound pressure levels from directly beneath the vessel (9 m range) to the 100 m
range for (a) Primrose, (b) Macquarie and (c) Kirsty K, at speeds of 5, 10, 20 and 30 km h−1 (green circles,
beige diamonds, red circles and blue squares, respectively).

Table 3. Propagation loss coefficients (CPL) and affected source levels for individual vessels and speeds
determine from Equation (1) for all ranges and for only ranges >15 m. Mean log10(range) loss values
(and standard deviation) found across all regression models with all data and for ranges >15 m are
also included.

All Ranges Excluding <15 m Range

Vessel Speed CPL

ASL
(dB re 1 μPa) R2 CPL

ASL
(dB re 1 μPa) R2

Primrose 5 −21.2 (−23.79, −18.64) 159.8 (156.1, 163.6) 0.79 −19.5 (−22.98, −15.96) 156.9 (151.2, 162.7) 0.72
10 −17.3 (−18.20, −16.33) 155.4 (154.0, 156.8) 0.95 −16.2 (−17.44, −14.90) 153.5 (151.4, 155.6) 0.92
20 −14.0 (−14.72, −13.24) 153.0 (151.9, 154.1) 0.95 −13.6 (−14.70, −12.50) 152.4 (150.6, 154.2) 0.92
30 −13.2 (−14.02, −12.38) 154.1 (152.9, 155.3) 0.93 −14.5 (−15.65, −13.41) 156.4 (154.5, 158.2) 0.92

Macquarie 5 −21.5 (−23.50, −19.52) 156.1 (153.2, 159.0) 0.84 −12.2 (−14.95, −9.43) 140.5 (135.9, 145.0) 0.58
10 −21.3 (−23.31, −19.31) 161.8 (158.8, 164.8) 0.85 −19.8 (−22.43, −17.10) 159.2 (155.0, 163.4) 0.78
20 −17.9 (−18.96, −16.75) 161.5 (159.9, 163.1) 0.93 −18.3 (−19.92, −16.67) 162.2 (159.6, 164.8) 0.90
30 −13.7 (−14.68, −12.64) 155.7 (154.2, 157.2) 0.90 −14.3 (−16.05, −12.57) 156.7 (153.9, 159.6) 0.84

Kirsty K 5 −21.6 (−23.83, −19.43) 163.6 (160.4, 166.8) 0.83 −16.7 (−20.03, −13.42) 155.3 (149.9, 160.7) 0.67
10 −18.7 (−21.38, −16.11) 164.2 (160.3, 168.0) 0.69 −15.3 (−18.33, −12.21) 158.5 (153.7, 163.2) 0.58
20 −17.2 (−18.41, −15.97) 161.9 (160.1, 163.7) 0.90 −15.0 (−16.62, −13.43) 158.3 (155.7, 160.8) 0.86
30 −17.3 (−18.40, −16.13) 161.8 (160.1, 163.4) 0.92 −16.9 (−18.09, −15.71) 161.2 (159.2, 163.1) 0.94

Mean CPL (s.d.) −17.9 (3.1) −16.0 (2.3)
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When PL has been estimated correctly, the resulting RNL or ASL should not increase if plotted
against the original range at which the measurement was taken, as can be seen for Primrose, using the
averaged PL with data from <15 m removed (i.e., using 16.0log10(range), Figure 5). This plot also
illustrates the increased variation in RLs taken at ranges <15 m, compared with those at greater ranges
at all speeds (Figure 5). The reduction in RL over the entire measured range would be 40 dB for
spherical spreading RNLs and 32 dB for the average modelled losses at 16.0log10(range). Therefore,
the median ASLs, using 16.0log10(range), for the Primrose (at 5, 10, 20 and 30 km h−1, respectively) were
151.7, 153.3, 156.2, and 158.7; for the Macquarie, they were 146.7, 152.9, 158.2, and 159.2; and for the
Kirsty K, they were 154.4, 159.5, 160.0, and 159.7, respectively (Table 4).

Figure 5. Affected source levels using the average linear regression-determined propagation loss across
all vessels, excluding ranges below 15 m (16.0log10{range}) for Primrose at category speeds of 5, 10, 20
and 30 km h−1 (green dots, beige diamonds, red circles and blue square, respectively).

Table 4. Percentiles and maximum ranges of radiated noise levels and of affected source levels for the
average log10(range) losses across modelled losses for individual vessels and speeds using all ranges
and using all ranges >15 m.

Percentiles of Radiated Noise Level
(dB re 1 μPa m)

Percentiles of Affected Source Level
(dB re 1 μPa m)

All Ranges Excluding <15 m Range Loss = 17.9log10 (range) Loss = 16.0log10 (range)

Vessel Speed 25% 50% 75% Range 25% 50% 75% Range 25% 50% 75% Range 25% 50% 75% Range

Primrose

5 155.5 158.4 160.2 18.8 155.6 158.3 159.9 14.3 152.4 155.1 157.4 20.2 149.3 151.7 153.9 14.6
10 158.6 159.7 160.5 7.3 159.0 159.9 160.7 6.6 155.4 156.6 157.2 6.7 152.6 153.3 153.9 5.2
20 160.3 161.6 163.5 10.8 161.3 162.3 163.9 6.9 157.6 158.4 159.9 8.9 155.5 156.2 156.9 4.7
30 163.6 164.8 166.1 9.4 164.1 165.4 166.4 6.6 160.1 161.3 162.4 8.1 158.1 158.7 159.5 4.7

Macquarie

5 151.5 153.4 155.5 15.1 151.5 153.2 155.2 8.6 148.7 150.5 153.3 15.6 145.4 146.7 148.4 11.2
10 158.1 159.6 161.2 11.4 158.0 159.3 161.0 10.6 154.8 156.4 158.0 12.2 151.4 152.9 154.3 10.7
20 163.8 164.6 165.9 8.0 163.8 164.5 165.9 6.6 160.5 161.3 162.4 8.1 157.5 158.2 159.3 6.8
30 163.9 165.4 166.6 12.0 164.7 165.8 167.1 7.9 160.0 161.9 163.1 10.8 158.6 159.2 160.4 6.4

Kirsty K

5 159.7 161.2 162.7 14.3 159.8 161.0 162.4 14.3 156.6 158.1 160.1 15.7 153.2 154.4 155.4 15.3
10 162.9 165.3 169.0 16.2 163.5 165.5 169.7 11.9 159.7 162.1 166.0 17.1 157.1 159.5 162.7 13.3
20 165.1 166.0 167.1 9.7 165.5 166.3 167.2 6.6 161.8 163.0 164.1 9.8 159.1 160.0 160.9 7.9
30 165.2 166.1 167.1 9.6 165.7 166.2 167.1 4.5 162.0 162.9 163.6 9.5 158.9 159.7 160.2 3.4

3.3. One-Third Octave Band Levels

The interpolated one-third octave band levels received across the different slant ranges illustrate
the interference pattern with frequency and range (Figure 6). In all three vessels, the higher frequencies
increased with increasing speed, shown by the one-third octave band levels and RNLs for each vessel
(Figures 6 and 7).
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Figure 6. Interpolated (in log frequency and log range bins) one-third octave band received levels with
range for each vessel (a–d, Primrose; e–h, Macquarie; i–l, Kirsty K), at each speed. (a,e,i, 5 km h−1; b,f,j,
10 km h−1; c,g,k, 20 km h−1; d,h,l, 30 km h−1). Black dots show the ranges at which measurements
were taken to highlight gaps in interpolated data.

Linear regression determined one-third octave band PLs decreased with increasing frequency
(Figure 8) from between 20 and 40 at frequencies below 50 Hz, to between 10 and 25 for frequencies
between 50 and 2000 Hz. Above 2000 Hz, the propagation loss coefficients split with the vessels
travelling at 5 km h−1 that exhibited little energy at these frequencies having coefficients of<10 (Figure 8,
dots at >2000 Hz) and models for vessels with greater power and faster speeds displaying higher
coefficients of 5 to 15 (Figure 8, red and green lines at >2000 Hz). Applying these frequency-dependent
PL coefficients to the one-third octave band RLs produced ASL estimates higher than those derived
using a single frequency-independent PL coefficient (Supplementary information).
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Figure 7. One-third octave radiated noise levels for (a) Primrose, (b) Macquarie, and (c) Kirsty K, at speeds
of 5, 10, 20 and 30 km h−1 (green circles, beige diamonds, red circles and blue squares, respectively).

Figure 8. One-third octave band propagation loss coefficients (Cr) determined from linear regression
for Primrose, Macquarie and Kirsty K (blue, red and green, respectively). Mean one-third octave band
propagation loss coefficients across all vessels and speeds shown by the black line.
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3.4. Received Levels with Speed

All three vessels displayed a general increasing trend in source level with speed, with Cv1 values
of 1.05 (s.d. = 0.09), 1.86 (0.11), and 0.68 (0.15) for the Primrose, Macquarie and Kirsty K, respectively
(Table 5). While the Primrose ASLs clearly increased with each speed increase, the Macquarie appeared
close to asymptote by 30 km h−1 and the Kirsty K appeared to reduce in source level after 20 km h−1

(Figure 9).

Table 5. Linear regression logistic (or polynomial for the modelled affected source levels for
Macquarie) relationship between radiated noise levels, ASLs and averaged log10(range) ASLs with
speed, showing the theoretical source level at 0 km h−1 and remaining coefficients. Standard deviations
shown in parentheses.

Vessel Level at 0 km h−1 Coefficient Cv1 Coefficient Cv2 R2 RMSE

RNL
Primrose 155.9 (0.7) 0.84 (0.11) – 0.43 2.60
Macquarie 151.5 (0.7) 1.55 (0.11) – 0.68 2.87
Kirsty K 161.6 (0.9) 0.53 (0.14) – 0.14 3.33

ASL
Primrose 160.1 (0.7) −0.78 (0.11) – 0.43 2.44
Macquarie 150.1 (1.2) 0.94 (0.12) −0.50 (0.06) 0.50 2.62
Kirsty K 165.1 (0.8) −0.37 0.12) – 0.09 2.97

Full data
(17.9 loss)

Primrose 152.9 (0.6) 0.84 (0.1) – 0.48 2.37
Macquarie 148.4 (0.75) 1.56 (0.11) – 0.69 2.82
Kirsty K 158.6 (0.9) 0.53 (0.14) – 0.15 3.32

Range >15 m
(16.0 loss)

Primrose 148.8 (0.55) 1.05 (0.09) – 0.73 1.73
Macquarie 143.5 (0.75) 1.86 (0.12) – 0.81 2.36
Kirsty K 154.5 (11.0) 0.68 (0.15) – 0.27 2.86

Figure 9. Relationships between affected source levels using the average linear regression-determined
propagation loss across all vessels, excluding ranges below 15 m and speed for the Primrose (blue circles),
Macquarie (red circles) and Kirsty K (green circles).

4. Discussion

Management strategies to mitigate the impacts of noise pollution by vessels in marine environments
rely on an understanding of the acoustic signature of different vessel types. The variation in frequency
bands in which species can detect sound means that reporting broadband RNLs or MSLs alone is
insufficient information to support management decisions [36,43]. We characterized the acoustic
pressure signatures for the CPA of three small (<10 m length) vessels of similar lengths, but differing
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engine power, at multiple speeds. We empirically measured the propagation of their noise in shallow
water (10 m depth) over the flat, sandy lagoon of a tropical granitic island, from within the near field
(directly beneath the vessels at the 9 m range), out to the 100 m range. RNL and empirically modelled
ASL have been determined for each speed and vessel. RNLs for small vessels, particularly those under
10 m length, are rarely reported and MSLs even less so [26,36,37,53]. Thus, the estimated RNLs, ASLs,
and one-third octave band levels described here provide useful information on both shallow-water
propagation of these signals and the source levels and spectra that can be applied to modelling of
vessel noise.

The ISO have provided criteria for quantifying RNLs. However, the highest criteria cannot
be met in Australia’s shallow coastal waters. Estimation of MSLs require accurate knowledge
of seafloor geomorphology (and other marine geophysical characteristics) to ensure that PL is
modelled appropriately, otherwise unexpected features may arise, potentially resulting in misleading
estimates [42]. Our study recorded >80 measurements at a slant ranges of between 9 and 100 m for each
vessel–speed scenario to ensure PL could be estimated with confidence. RLs recorded within the closest
15 m displayed greater variation than those taken at greater ranges (Supplementary information),
justifying the removal of these data from PL models on the basis that they were in the acoustic near field.
This still left >50 measurements for each scenario. PL coefficients in individual vessel/speed models
excluding these data ranged between 13.6 and 19.8 and produced an average coefficient of 16.0 across
the 12 PL models (Table 3), approximately halfway between cylindrical and spherical spreading losses,
a reasonable estimate of PL in the tested conditions [54]. As the level of required information makes
the accuracy of MSL estimates difficult to assess retrospectively, we argue that measurement of RLs for
multiple passes at multiple ranges to model PL through linear regression of empirical measurements
was an appropriate alternative to propagation modelling for similar shallow-water cases.

Not all low-frequency energy is accounted for in this method, as indicated by the low RNLs
(Figure 7) and high propagation losses (Figure 8) of one-third octave bands at frequencies below 80 Hz,
as would be expected with estimates made using a dipole model. However, similar errors may also
often be found in the determination of MSLs in shallow water where geomorphological information
has not been accurately identified. Thus, the RNL and ASL estimates provided here are representative
of the 80-20,000 Hz band. Applying linear-regression to the one-third octave band RLs to determine
frequency-dependent PLs can identify where some of the low-frequency energy is missed in the RNL
and ASL estimates (Figure 8, Supplementary information). However, using the vessel noise as a source
can be misleading as it does not necessarily contain sufficient energy across the desired bandwidth
to provide accurate PLs from linear regression. For example, vessels travelling at 5 km h−1 emitted
relatively little sound above 2 kHz, thus the PLs appeared to be low (Figure 8, lower values of Cr at
frequencies above 2 kHz). This can be alleviated by using a standardized source, such as a speaker
and tone generator at the desired frequencies, though these unfortunately not available during this
study. The difference between estimates of RNL (excluding data at the <15 m range) and ASL (using
averaged PL models and excluding data at the <15 m range) across all vessels and speeds was 6.4 dB,
while the mean difference between ASLs with and without data within the 15 m range for each scenario
was -3.2 dB (s.d. = 4.9 dB, Tables 3 and 4). Additionally, the average correlation coefficient (R2) of
the individual models decreased from 0.87 to 0.80 when the data <15 m were removed (Table 3).
The average difference between 25th and 75th percentiles for RNLs and averaged-loss ASLs was 2.8 dB
(s.d. = 1.3, Table 4), whereas the average range was 8.8 dB (s.d. = 3.3 dB). In contrast, the average
standard deviation in ASL estimates from individual speed-/vessel-specific models was 6.7 dB (Table 3).
These findings show that multiple measurements of an individual vessel at the same speed can be
variable and greater than the changes found by moving from a spherical spreading calculation of RNL
to the linear regression-modelled ASL. Removing the near-field measurements was prudent, as this
reduced the PL estimate in almost every model and the resulting estimated ASLs, albeit by less than
3 dB (Table 3).
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Wladichuk et al. [36] measured multiple vessel categories, of which rigid hull inflatable boats
(RHIBs) were the most similar to the vessels in this study. Broadband RNLs for these vessels were
160.9 and 167.0 dB re 1 μPa m for ≈13 and 28 km h−1, respectively [36], though RHIBs were larger
both in length (5.2 to 8.2 m) and engine power (150 to 700 hp) than the vessels we recorded at Lizard
Island. The Kirsty K, the closest vessel in size and power measured here to the previously measured
RHIBs [36], produced ASLs of ≈160 dB re 1 μPa m and spherical spreading RNLs of 165–166 dB re
1 μPa, at both of these speeds (Table 4). Erbe [26] and Erbe et al. [37] estimated RNLs and MSLs of
various RHIBs, ranging from 7 to 9.1 m length and engine powers from 90 to 450 hp. Differences in
estimated levels at any one speed, across all vessels, were found to be up to >20 dB, comparable with
the variation found between the Primrose, Macquarie and Kirsty K (Tables 3 and 4). One vessel (6.5 m
length, 90 hp) in Erbe et al. [37], produced MSLs of approximately 154, 156 and 153 dB re 1 μPa m at
speeds of approximately 12, 20 and 30 km h−1, respectively, in 8 m of flat water. ASL estimates of the
Macquarie, the vessel of most similar size and power measured at Lizard Island were 152.9, 158.2 and
159.2 dB re 1 μPa m, respectively, for similar speeds (Table 4). Thus, the ASLs estimated here using PLs
of 16log10(range) were comparable with previous measures.

Estimations of RNL and MSL typically use recordings of the CPA, or an averaged azimuth about
the CPA, and assume that maximum broadband levels are received when broadside to the vessel or
that there is no horizontal source directionality [37,44]. However, recorded noise levels can depend
on azimuth and inclination, with some reports suggesting acoustic shielding at fore, aft or broadside,
depending on the vessel design [42,55]. For example, similar to Parsons et al. [42], the recordings
taken at Lizard Island displayed higher levels of acoustic energy in front of the vessel than behind,
suggesting that entrained bubbles behind the vessels, generated by cavitation, have a shadowing
effect after the vessel has passed. In this study, maximum levels were assumed to be broadside and
directionality to be symmetrical about the centerline of the vessels, thus data from both port and
starboard recordings were pooled during analysis. Any adjustment (e.g., altering power or trim) to
maintain the correct speed and direction to account for wind and current can alter acoustic output of the
vessel. Variations in RL recorded at Lizard Island were greatest at the slowest speed, which matched
anecdotal comments from the skipper that holding the appropriate direction and line was more difficult
when moving slowly. Erbe et al. [37] noted similar variability in their estimates of RNLs and MSLs of
rigid-hulled inflatable boats (RHIBS) and hypothesized potential reasons for them. Acoustic output
and potential shielding (e.g., by factors such as the bubble cloud and vessel hull) both contribute
to the RL. Thus, changes to hull inclination and size of the cavitation vortices in the vessel wake,
which occur with changes in speed or power, may be indicative of both acoustic output and dampening.
Measurement of these factors could provide greater information to characterize the acoustic signature.

Ross [31] defined a relationship between vessel speed and changes in source level that Erbe [26]
and then Wladichuk et al. [36] investigated for small vessels, albeit with few measures at different
speeds. Broadband level increases with speed in this study comprised Cv values of 1.05, 1.86 and 0.68
for the Primrose, Macquarie and Kirsty K, respectively (Table 5). Wladichuk et al. [36] also observed a
wide range in the same coefficient for their RHIB class (1.3 to 1.8), though they were generally higher
than the three vessels studied here (Table 5). It is possible that the greater variability found at the slower
speeds tested at Lizard Island (5 km h−1), lack of measurements at the higher speeds (>30 km h−1),
yet significantly more measurements at speeds in between, can account for this difference. However,
Wladichuk et al. [36] also found a much greater variation in Cv for monohulls ranging between 1.0 and
3.6, thus it is likely that the relationship between source spectra and speed is highly vessel specific.

Erbe et al. [37] noted that the decline in MSL after 20 km h−1 (which continued to speeds
of ≈40 km h−1) was likely due to reaching its ‘hump’ speed, when the bow-up angle was largest,
producing a large trim and water resistance and therefore propeller loading. Above this speed,
the vessel begins to plane, resistance and propeller loading drops, and so too does the noise level.
The three vessels at Lizard Island did not display a distinct hump across the speeds measured (Figure 9).
However, the asymptotic nature of the Macquarie and Kirsty K RNL and ASL curves with speed suggest
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that this could have occurred between 20 and 30 km h−1 or about to occur with increasing speed.
If measures at Lizard Island had extended to the maximum speeds of each vessel, such a relationship
might have been observed. At planing speeds, Erbe et al. [37] also found that variation in RLs increased
with speed, attributing this to the additional sound of vessel slap on the water for some measurements,
highlighting that multiple measures are required, even for an individual speed.

At the slower speeds tested at Lizard Island, almost all energy in all three vessels occurred
below 200 Hz, increasing up to 10 kHz at the faster speeds (Figure 7). Energy at all frequencies was
detected at the furthest ranges for the highest vessel speeds (Figure 6). Ideally, for the same speed
and vessel, the interpolated measurements of one-third octave levels would represent the similar
Lloyd’s mirror pattern seen in the spectrograms of the individual recordings as the vessel approaches
and passes the hydrophone. This pattern can be seen to varying degrees in all scenarios in Figure 6.
However, these patterns are blurred by the interpolation across range and the integration of the
spectra into one-third octave bands, which blurs the narrowband energy. These frequencies were all
within the hearing sensitivity range of most fishes and overlapped with those of many cetaceans [22],
with the majority of energy at the most sensitive frequencies and main communication band of most
fishes [56–60]. Although several studies have been conducted on the impacts of noise from such vessels
on the ecology of fishes and invertebrates in recent years [61–64], and specific ways to mitigate these
impacts in shallow water are being investigated [38,42], there remains a knowledge gap in this area.

Together with previous studies, the data from the Primrose, Macquarie and Kirsty K highlight
that to fully understand a vessel’s acoustic signature requires taking multiple measurements at
multiple speeds and that within a given vessel class, large differences can be observed between
vessels. Additional measures (e.g., data on vessel inclination, wake and size or vortices behind the
vessel) may help assess the noise signature and understand differences between vessels and speeds.
For appropriate modelling to be conducted with a view to mitigating the impact of noise from small
vessels, a meta-analysis of all reported data is required.
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Abstract: Underwater sound mapping is increasingly being used as a tool for monitoring and manag-
ing noise pollution from shipping in the marine environment. Sound maps typically rely on tracking
data from the Automated Information System (AIS), but information available from AIS is limited
and not easily related to vessel noise emissions. Thus, robust sound mapping tools not only require
accurate models for estimating source levels for large numbers of marine vessels, but also an objective
assessment of their uncertainties. As part of the Joint Monitoring Programme for Ambient Noise
in the North Sea (JOMOPANS) project, a widely used reference spectrum model (RANDI 3.1) was
validated against statistics of monopole ship source level measurements from the Vancouver Fraser
Port Authority-led Enhancing Cetacean Habitat and Observation (ECHO) Program. These validation
comparisons resulted in a new reference spectrum model (the JOMOPANS-ECHO source level model)
that retains the power-law dependence on speed and length but incorporates class-specific reference
speeds and new spectrum coefficients. The new reference spectrum model calculates the ship source
level spectrum, in decidecade bands, as a function of frequency, speed, length, and AIS ship type. The
statistical uncertainty (standard deviation of the deviation between model and measurement) in the
predicted source level spectra of the new model is estimated to be 6 dB.

Keywords: source levels; underwater noise; marine shipping; automated identification system;
sound mapping

1. Introduction

Underwater sound mapping is becoming an important tool in support of marine
spatial planning of human activities at sea while protecting the marine environment [1].
Though the relationship between the environmental pressure caused by ambient noise and
the state of the ecosystem is not yet fully understood, the European Union (EU) advises its
Member States using underwater sound maps, combined with measurements, to quantify
levels and trends of ambient noise for the implementation of its Marine Strategy Frame-
work Directive [2]. European North Sea countries are jointly developing a framework for
monitoring ambient noise in the North Sea in the Interreg Joint Monitoring Programme for
Ambient Noise North Sea (JOMOPANS; https://northsearegion.eu/jomopans/; accessed
on 26 March 2021). A key task in the project is to develop and demonstrate verified and
validated modelling methods applicable for generating maps of ambient noise in the North
Sea, with a focus on ships and wind as the dominant sources of sound. Noise from ship-
ping is a dominant contributor to the global marine soundscape, and can adversely impact
aquatic life via several effects pathways, including behavioral disturbance, stress, and
masking [3,4]. The issue of underwater noise has also been recognized by the International
Maritime Organization (IMO), which has published guidelines aimed at reducing vessel
noise emissions from commercial shipping [5].
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Various previous efforts have demonstrated that the approach for modelling shipping
noise based on density and distribution of ship traffic is feasible [6–10]. However, large
uncertainties remain. The diversity of ship characteristics and the various noise source
mechanisms at different operational conditions make it impossible to include an exact
prediction of the underwater radiated noise of individual vessels in the calculation of
shipping sound maps. Moreover, information available from the vessel tracking data from
Automated Identification System (AIS) is limited and not easily related to vessel noise
emissions. In an international workshop [1], it was concluded that the speed variance
remains a fundamental uncertainty in estimating source levels from AIS information: “AIS
can provide information about the presence of ships (GT > 300) or shipping densities,
but the Wales and Heitmeyer [11] model that is often used to estimate source levels
for this traffic data does not include ship speed dependence as earlier models (e.g., the
RANDI model [12]) had. For regulation purposes and for noise mapping, a new model
that includes speed dependence and associated uncertainty is required. This requires
coherent empirical measurements to inform model development”. The need for more
coherent underwater radiated noise measurements on commercial vessels, to support
the development of statistical ship source level models, was also concluded in two large
European research programs, SONIC [13] and AQUO [8].

One such data set, consisting of a large collection of systematic source level mea-
surements for a wide variety of vessels, was collected during the Vancouver Fraser Port
Authority-led Enhancing Cetacean Habitat and Observation (ECHO) Program’s 2017 vessel
slowdown trial in Haro Strait [14]. During 2017, the ECHO Program carried out their first
voluntarily slow down trial to reduce underwater noise from marine shipping within the
critical habitat of the endangered southern resident killer whale population [15]. To support
underwater noise studies associated with the trial, JASCO Applied Sciences collected a total
of 1862 monopole source level measurements, over a four-month period, on three different
hydrophone systems [16]. This data set was used to establish speed scaling relationships
for source levels of several different categories of vessels [17]. This data set is unique, not
only because it provides a large collection of source levels for many different types of
vessels, but also because the voluntary slow down protocol provided a strong experimental
control for determining the effects of vessel speed on noise emissions. As such, the ECHO
data set provided an ideal validation data set for testing speed dependence in statistical
source level models.

In this study, we have applied the ECHO data set to test the validity of previously
published statistical models for estimating ship source level from AIS data. In this compar-
ison we observed systematic differences between the model predictions for different vessel
classes. Therefore, we propose an updated reference spectrum model that incorporates
ship type as well as speed and length. The parameters of this model are fitted to the ECHO
data. In this paper, we describe the various source level models and the comparison of the
model predictions with measured source levels from the ECHO data set.

2. Methods

2.1. Source Level Data and Validation

A large collection of 1862 source level measurements from ships of opportunity,
collected near Vancouver (Canada), were used for validating source level models in JO-
MOPANS. This data set was collected by JASCO Applied Sciences, in partnership with
the ECHO Program, and included source level measurements collected in Haro Strait
and Strait of Georgia during the 2017 ECHO Program voluntary slowdown trial [16,17].
Measurements were collected on calibrated hydrophones (Geospectrum M36, −165 ± 3 dB
re 1 V/μPa sensitivity), using JASCO AMAR-G3 (Autonomous Multichannel Acoustic
Recorder, Generation 3) recorders, at three locations, situated adjacent to the international
shipping lanes in the Salish Sea. Hydrophones were deployed near the seabed in water
depths ranging from 173 to 250 m. The mean closest point of approach (CPA) distance of
vessels in the data set was 361 m and the maximum CPA distance was 1 km. The acoustic
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data were collected with 24-bit resolution at a minimum sampling frequency of 64 kHz.
The location, speed, draft, and identifying details of vessels near the hydrophones were
recorded using an automated identification system (AIS) receiver. Vessel classification and
design details were obtained from the MarineTraffic.com web service [18], based on the
maritime mobile service identity (MMSI) number. Additional details regarding the data set
employed in the source level validation are provided in [17].

The acoustic data were analyzed using JASCO’s ShipSound system, which analyzes
hydrophone data and AIS broadcasts from passing vessels to calculate vessel source levels
in terms of monopole source level (SL). For time periods when a passing vessel was detected
on AIS, the system processes hydrophone data to obtain standard decidecade (i.e., 1/3-
octave) band sound pressure level (SPL) inside a data window encompassing ±30◦ of the
vessel’s CPA to the hydrophone, according to the methods specified in the ANSI ship noise
measurement standard (S12.64, 2009). SL was calculated in 36 decidecade bands (with
nominal centre frequencies 10 Hz to 31.5 kHz), using a frequency-dependent propagation
loss (PL) model, based on numerical solution of the acoustic wave equation, which accounts
for the effect of the environment on sound transmission. Following a similar methodology
to [11], the source depth in the PL model was represented as normally distributed random
variable, where the mean source depth ds was assumed to 50% of the static vessel draft
as broadcast over AIS at the time of measurement and the distribution parameter was
taken to be σ = ds/3.4. Additional details regarding the source level analysis methodology
employed in ShipSound are given in [17,19]. Source level measurements were anonymized
and assigned to one of twelve different categories (discussed below).

To correct the comparison of the ECHO data set to the RANDI 3.1 source level model
(Section 2.2.1), an adjustment of the ECHO source levels to a standard depth of 6 m has
been made, according to the procedure described in Appendix A. For the JOMOPANS
noise mapping, the selection of a fixed 6 m reference source depth for all vessels has the
advantage that it offers the possibility to decrease the complexity of the propagation loss
model calculations.

Ship source level models were validated against the ECHO data set by comparing
model predictions to measured SL values, in each of the 36 decidecade frequency bands.
Residual differences, in decibels, between predicted and observed source levels were
calculated as:

ek( f ) = L̂S f ( f , lk, Vk, Ck)− LS f k( f ), (1)

where ek is the residual difference between predicted and observed source level spectral
density (LS f ) for measurement k at frequency f and, depending on the model, the predicted
spectrum level could be a function of vessel length, l, speed, V, and class, C. The observed
source level spectral density (LS f ) was calculated from the measured SL (LS) in decidecade
bands by subtracting the bandwidth (in dB re Hz):

LS f ( fi) = LS( fi)− 10 log10

(
0.231 × fi

1 Hz

)
dB, (2)

where the centre frequencies of the standard decidecade bands were calculated according
to the IEC 61260-1 formula:

fi = 10i/10 × 1000 Hz, (3)

and the band number, i, is an integer in the range –20 to 15.

2.2. Source Level Models
2.2.1. RANDI

The Research Ambient Noise Directionality noise model (RANDI 3.1) is a naval ambient
noise model, designed to support prediction of the performance of low- to mid-frequency
sonar receivers [12]. RANDI 3.1 includes a semi-empirical ship SL model consisting of
a baseline spectrum of an “average ship” (with reference speed V0 = 12 kn and length
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l0 = 300 ft), modified by a dependence on ship length and speed. The source level spectral
density LS f as a function of frequency f (Hz), speed V (kn) and length l (ft) is:
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LS f , RANDI ( f , V, l) = LS f ,0( f ) + 60 log10(V/V0) dB + 20 log10(l/l0) dB + d f × dl + 3.0 dB, (4)

with reference spectrum:

LS f ,0( f ) =

{
−10 log10

(
10−1.06 log10 ( f / fref)−14.34 + 103.32 log10 ( f / fref)−21.425

)
dB

173.2 dB − 18 log10( f / fref) dB
for f < 500 Hz
for f ≥ 500 Hz

(5)

where fref = 1 Hz and dl = (l/lref)
1.15/3643.0, with lref = 1 ft, and

d f =

{
8.1 dB
22.3 dB − 9.77 log10( f / fref) dB

for f ≤ 28.4 Hz
for 28.4 Hz < f ≤ 191.6 Hz

(6)

The dependence of the RANDI 3.1 SL model on ship speed and length is based on
empirical relations derived from World War II acoustic data and theoretical considera-
tions related with propeller cavitation noise [20]. The original measurements on which
this model is based are no longer available. Most of these measurements were made in
shallow-water sheltered environments. The propagation loss was determined from the
slant range assuming spherical spreading. Hence, the spectra were not corrected for the
actual propagation loss in the environment in which the measurements were taken, and
therefore represent a radiated noise level (as defined in ISO 17208-1) and not a source
level in the sense of ISO 18405. The source depth associated with the SL model was not
reported in [12], but the RANDI 3.1 user’s guide suggests a source depth of 6 m (“the
average propeller depth of a merchant ship”). The statistical uncertainty of the RANDI 3.1
model predictions is not reported.

2.2.2. Wales and Heitmeyer (WH02)

Wales and Heitmeyer [11] concluded from an analysis of 54 merchant ship source
spectra, measured by sonobuoys in the Mediterranean Sea and the Eastern Atlantic Ocean,
that the correlation between the source level and the ship speed and length is negligible.
Due to the relatively small sample of ships, probably all sailing at their optimum transit
speed, it is unclear to what extent this conclusion can be generalized. They proposed an
alternative ensemble source spectra model for merchant ship-radiated noise, with source
spectral density level (in the frequency range between 30 Hz and 1200 Hz):

LS f ,WH02( f ) = 230.0 dB − 10 log10

((
f

1 Hz

)3.594
)

dB + 10 log10

⎡⎣(1 +
(

f
340 Hz

)2
)0.917

⎤⎦dB, (7)

Wales and Heitmeyer applied a Gaussian source distribution across the upper quadrant
of the region swept out by the propeller to determine the ship source level from the
measurements, but did not report the range of source depths for which the proposed model
is valid.

The ship source levels observed by Wales and Heitmeyer are normally distributed
around the source spectra model, with an associated standard deviation [21]:

σS f ,WH02( f ) ≈

⎧⎪⎪⎨⎪⎪⎩
5.3 dB f < 150 Hz

5.3 dB − 0.0088 dB
(

f−150 Hz
1 Hz

)
150 Hz ≤ f < 400 Hz

3.1 dB f ≥ 400 Hz

(8)

2.2.3. Updated Reference Spectrum Model (JOMOPANS-ECHO)

The observed discrepancy between the predictions by the RANDI and WH02 models
with the measured source levels from the ECHO data set (Section 3.1) triggered the devel-
opment of an updated reference spectrum model. As the data [17] confirm that there is
a correlation between the source level and the ship speed and length, and because these
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two parameters are readily available from ship traffic systems such as AIS, we decided to
maintain the speed and length dependencies from the RANDI 3.1 model:

LS f ,J−E ( f , V, l, C) = LS f ,0( f , C) + 60 log10(V/VC) dB + 20 log10(l/l0) dB (9)

To reduce the ship class dependent deviation between measured and modelled
source levels, the RANDI 3.1 model was adapted, by replacing the generic reference
speed V0 = 12 kn by a reference speed per vessel class (C). This new reference speed VC
was obtained from minimizing the mean model-data residuals ek( f , C) (Equation (1)) for
broadband source level per vessel class. Next, an updated baseline spectrum per vessel
class was developed, from minimizing the model-data residuals for the mean spectrum in
each category per decidecade band:

LS f ,0

(
f̂ , C

)
= K − 20 log10

(
f̂1

)
dB − 10 log10

⎛⎝(
1 − f̂

f̂1

)2

+ D2

⎞⎠ dB (10)

with f̂ = f
fref

, f̂1 = 480 Hz ×
(

Vref
VC

)
, fref = 1 Hz and Vref = 1 kn, and K = 191 dB, D = 3

for all classes, except Dcruise vessel = 4.
For the cargo vessels (container ships, vehicle carriers, bulkers, tankers) the updated

model includes an additional peak in the baseline spectrum below 100 Hz:

LSf ,0

(
f̂ < 100, Cargo

)
= KLF − 40 log10

(
f̂ LF
1

)
dB + 10 log10

(
f̂
)

dB − 10 log10

⎛⎜⎝
⎛⎝1 −

(
f̂

f̂ LF
1

)2
⎞⎠2

+
(

DLF
)2

⎞⎟⎠ dB, (11)

with KLF = 208 dB and f̂ LF
1 = 600Hz(Vref/Vc) and DLF = 0.8 for container ships and bulkers) or

DLF = 1.0 for vehicle carriers and tankers. The above model expressions are for source spectral
density level. In the final modelling these are converted to source level in decidecade frequency

bands by adding 10 log10

(
0.231 f̂

)
dB.

A source level model for dredgers was added, based on data from measurements by TNO in a
project during the construction of Maasvlakte 2 (Rotterdam port extension; [22]). While dredging,
the source level is much higher than would be predicted based on the speed, due to the propeller
loading associated with the dredging. Based on the measurement results, the JOMOPANS-ECHO
model prediction of the dredger source level at a sailing speed of 14 knots is applied as an estimation
of the source level when the dredger is dredging (independent of the actual dredging speed). The
AIS data available to JOMOPANS do not provide an indication when dredger is dredging. Based on
the speeds observed during dredging for Maasvlakte 2 [22], it is tentatively assumed that a dredger
is dredging when its speed is lower than 3 knots.

The measured vessel source level spectra in the ECHO data set are approximately normally
distributed around the source spectra model, with an associated standard deviation of about
6 dB (Section 3.2).

3. Results

3.1. Source Level Validation
Statistics of the residual differences between the RANDI and WH02 model predictions and the

ECHO data set were calculated for decidecade bands ranging from 10 Hz to 31.5 kHz (Figure 1).
For this comparison we have extended the WH02 model beyond the frequency range for which it
was developed, by applying Equation (7) between 1.2 kHz and 20 kHz and by assuming a constant
SL spectral density at 30 Hz and below [23]. This analysis showed that both models overestimated
observed source levels below 250 Hz and underestimated observed source levels at 250 Hz and above.
While the mean residual differences for the two models were very similar, the RANDI model had
significantly greater standard deviation of the residual differences than the WH02 model, particularly
at higher frequencies. While the prediction error of the RANDI model was undoubtedly larger,
scatter plots of the data nonetheless showed that the speed and length terms in the RANDI model
more accurately reproduced trends evident in the ECHO source level measurements (Figure 2).
Furthermore, it was evident that source levels for different types of vessels exhibited systematic
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offsets when compared to the RANDI model. The results of the validation therefore suggest that an
improved reference spectrum model could be devised via straightforward modifications to the basic
RANDI formulae.

Figure 1. Mean residual differences (solid lines RANDI and WH02) versus frequency between the
source level models and the ECHO data set. The dashed lines show the standard deviation of the
residual differences about the mean.

Figure 2. Scatter plots of predicted and observed (ECHO) source levels versus speed, in the 63 Hz
decidecade band (one of the two MSFD indicator bands [2]), for the RANDI and WH02 models, for
six vessel types. The n value in each panel indicates the number of measurements for the specified
vessel type. Predictions of the WH02 model do not vary with vessel speed and length, whereas
predictions of the RANDI model vary with vessel speed and length according to power law functions,
see Equation (4).

121



J. Mar. Sci. Eng. 2021, 9, 369

3.2. JOMOPANS-ECHO Model
As described in Section 2.2.3, a modified source level model was devised that preserves the

speed and length dependencies of the RANDI model but introduces a modified reference spectrum
and category-specific reference speeds to achieve a better fit to the validation data set. Source level
measurements were available for 12 different classes of vessels, representing a wide range of vessel
sizes, speeds, and roles. Table 1 provides the applied conversion between the ship type identification
(ID) in the AIS data set and vessel class. The AIS types ‘Passenger’ (ID = 60–69) and ‘Cargo’ (I = 70–79)
do not provide a clear identification of larger and faster vessels such as containerships and cruise
vessels. Without access to additional ship information, these vessel classes are tentatively identified
by ship length, observed mean speed and AIS hazard class (see Table 1). Coefficients of a modified
reference spectrum (Equations (10) and (11)) were chosen to match as closely as possible the mean
source level versus frequency data for the different vessel types. Each vessel class was assigned an
appropriate reference speed (VC), so chosen to minimize the residual differences between the new
model and the validation data set, in decidecade bands (fi ≥ 20 Hz) (Figure 3). Each vessel class
was furthermore associated with specific AIS ship type ID codes, with additional speed and length
criteria to disambiguate between sub-types of vessels that could not be identified based purely on
the AIS ID (Table 1). A reference implementation of the JOMOPANS-ECHO source level formulae is
provided in an Excel spreadsheet (File S1).

Table 1. The vessel class (C) is obtained from the AIS ‘ship type’ parameter, according to the following table, which also
presents the reference speed (VC ) per vessel class, the number of unique vessels, the number of measurements (n), and the
mean length ( l) per vessel type of the measured ships in the ECHO data set and the dredgers from [22] used for the present
model development. Many vessels in the data set were measured more than once.

Vessel Class (C) AIS SHIPTYPE ID VC (kn) Unique Vessels n
¯
l (m)

Fishing 30 6.4 10 21 32

Tug 31, 32, 52 3.7 67 173 28

Naval 35 11.1 9 19 79

Recreational 36, 37 10.6 7 15 45

Government/Research 51, 53, 55 8.0 2 2 58

Cruise 60–69 (length l > 100 m) 17.1 23 54 268

Passenger 60–69 (length l ≤ 100 m) 9.7 2 6 52

Bulker 70, 75–79 (speed V ≤ 16 kn) 13.9 360 850 211

Containership 71–74 (all speeds)
70, 75–79 (speed V > 16 kn) 18.0 195 440 294

Vehicle Carrier n/a 15.8 65 141 194

Tanker 80–89 12.4 53 129 186

Other All other type IDs 7.4 6 12 81

Dredger 33 9.5 7 52 128

Over the 20 Hz to 20 kHz decidecade bands, the maximum absolute value of the mean residual
difference (in decidecade bands, averaged over all vessels) between the new model and the ECHO
data is 2 dB, and the mean standard deviation of the residual differences per decidecade band is
6 dB (Figure 4). The larger deviations observed in the decidecade bands below 20 Hz is likely due
to tonal noise at propeller blade rates and harmonics which are not represented in the statistical
source level models. The speed and length trends in the original RANDI model appear to follow the
trends observed the ECHO data set and so these coefficients were not modified in the new model
(Figures 5 and 6). The new model was found to provide a significantly better match to the ECHO
data, when compared with the RANDI and WH02 models (compare Figure 4 with Figures 1 and 5
with Figure 2).
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Figure 3. Comparison of the mean source level versus frequency predictions of the WH02, RANDI
and JOMOPANS-ECHO (J-E) models with mean measured source levels from ECHO data set (black).
The n value in each panel indicates the number of measurements that were averaged for the specified
vessel type.

Figure 4. Mean residual differences (solid line) versus frequency between JOMOPANS-ECHO model
and the ECHO data set. The dashed lines show one standard deviation of the residual differences
about the mean. The mean standard deviation of the residual differences is 6 dB over the frequency
range 20 Hz to 20 kHz. Over the same frequency range, the mean absolute value and interquartile
range of the residual differences are 5 dB and 8 dB, respectively.
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Figure 5. Scatter plots of predicted and observed (ECHO) source levels versus speed, in the 63 Hz
decidecade band, for the JOMOPANS-ECHO (J-E) model, for six vessel types. The n value in each
panel indicates the number of measurements for the specified vessel type.

Figure 6. Scatter plots of predicted and observed (ECHO) source levels versus length, in the 63 Hz
decidecade band, for the JOMOPANS-ECHO (J-E) model, for six vessel types. The n value in each
panel indicates the number of measurements for the specified vessel type.

4. Discussion and Conclusions

4.1. Comparison with Other SL Models
Since the RANDI and WH02 models were originally published, the widespread availability of

high-quality AIS data and advanced digital hydrophone recorders have allowed for the collection of
newer, more extensive source level data sets for ships of opportunity [24–29]. Using these newer data
sets, other recent studies have sought to develop improved reference spectrum models for marine
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vessels, many of which are summarized in a recent review article [30]. While it is not possible to
provide an exhaustive review here, several notable examples are discussed below, and their details
are compared to the present work.

Chion et al. [31] used source levels from 11 merchant vessels, measured in the St. Lawrence
Estuary, to develop a modified version of the RANDI model that included an updated reference
spectrum and modified speed dependence. Chion et al. reported that the original RANDI model
overestimated their measurements, so they introduced a speed-dependent correction parameter (K0)
that minimized the residuals between their data and the corrected model. They retained the common
12-knot reference speed for all vessels. The modified Chion et al. model has a much weaker speed
dependence than the original RANDI model, predicting an SL increase of only 1.7 dB when speed is
doubled from 10 to 20 knots (Equation (4) predicts an increase of 18 dB over the same speed range).
Chion et al. did not report whether they assumed a specific source depth in their modified RANDI
model, but their use of geometrical propagation loss suggests that their model employed a dipole
source representation (i.e., neglecting the influence of the sea surface on predicted source levels).

Simard et al. [26] tested several source-spectrum models, including RANDI and WH02, using
source levels from 255 merchant vessels measured in the St. Lawrence Estuary. Their validation data
employed a monopole source representation, with propagation loss computed using the wavenumber
integration method. The assumed source depth was not reported. Simard et al. reported that both
the RANDI and WH02 models generally underestimated their measurements, so they fit several
polynomial models, involving length, breadth, draft, and speed to their data, discarding insignificant
terms. Simard et al. presented three possible models that were consistent with their data, although
the length and speed dependencies in these models (if present) were weaker than the 20 × log10(l)
and 60 × log10(V) trends in RANDI. Their simplest model, denoted as AS4, which depends only on
frequency in a similar manner to WH02, explained 72% of their data variance. For comparison, the
JOMOPANS-ECHO model explains 64% of the ECHO data variance. However, based on the statistics
reported in their paper, the spread of their measured source levels around the AS4 model predictions
appears to be approximately the same as the spread observed in the JOMOPANS-ECHO model-data
comparison (interquartile range of the residuals for both models is 8 dB).

Most recently, Jiang et al. [27] used source levels from 27 merchant vessels, measured near the
port of Qingdao in the Yellow Sea, to develop a modified version of the RANDI model that included
updated reference spectra and modified speed and length dependencies. Jiang et al. employed a
monopole source representation, having calculated propagation loss using a wavenumber integration
model, with a Gaussian source distribution, as in [11], and the source in the upper quadrant of the
propeller, as in [32]. Jiang et al. reported that the original RANDI model overestimated their data for
vessels over 200 m (category I, mostly container ships), but gave a good fit to their data for vessels
under 200 m (category II, mostly bulkers and tankers). Thus, they developed two new sets of formulae,
that provided a better fit to their data for these two categories of vessels. Jiang et al. reported a
strong correlation between vessel speed and source level, with best-fit speed coefficients similar to the
original RANDI value (43.5 × log10(V) and 65 × log10(V) for categories I and II, respectively), whereas
they reported a weak correlation between length and source level—particularly for category I—with
best-fit length coefficients less than the original RANDI value (14 × log10(l) and −2.7 × log10(l) for
categories I and II, respectively). In comparing their modified model with their data, Jiang et al.
reported a mean absolute error of 4 dB, which was slightly less than the mean absolute error of the
JOMOPANS-ECHO model, which was 5 dB.

Figure 7 illustrates that the difference between the source level spectra predicted by these
models exceeds the statistical uncertainty reported for the models. This comparison is limited to
merchant vessels over 100 m in length because that is, to our understanding, the range of ships for
which the Chion et al., Simard et al. and Jiang et al. models are applicable.

The four models compared in Figure 7 are all semi-empirical, with fitted parameters based
on source level data for ships of opportunity. These data sets were collected at different locations,
for different ship populations, using different measurement and analysis procedures. Differences
between source level data sets, due to a combination of these factors, are thus most likely responsible
for differences between the model predictions. For example, obtaining accurate source levels is
more difficult in shallow water than in deep water, particularly at frequencies below 100 Hz, due
to the influence of the seabed. Furthermore, calculated source levels are sensitive to the estimated
propagation loss, and so differences in the methods used to estimate propagation loss can introduce
systematic differences into the source level estimates. The Chion et al. and Simard et al. studies both
measured source levels in relatively deep water, similar to the ECHO Program’s study (~200–300 m),
whereas the Jiang et al. study measured source levels in much shallower water (~30 m). On the other
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hand, the propagation loss method employed by the Jiang et al. study was most similar to that of
the ECHO Program’s study, whereas the propagation loss methods employed by Chion et al. and
Simard et al. studies were quite different. Karasalo et al. [28] estimated the source level spectra of
over 900 ships from measurements of 2088 ship passages along a hydrophone deployed near a major
shipping lane in the Baltic Sea. Propagation loss for the shallow water environment (water depth
~41 m) was calculated using acoustic seabed parameters obtained from geo-acoustic inversion of
data from a propagation loss trial. In the frequency range between 100 Hz and 1000 Hz, to which
the source level estimations in [28] are limited, the JOMOPANS-ECHO model predicts the median
source levels of cargo vessels and tankers in [28] within the model uncertainty (~6 dB). For tugs and
passenger vessels, which are less well represented in the data sets, the differences are greater.

Figure 7. Decidecade band source levels predicted by the JOMOPANS-ECHO model (J-E) compared
with three other recent source level models. Predictions are shown for four representative merchant
vessels, with mean length (l) and speed (V) from the ECHO data set. Lines correspond to different
models as follows: J-E is the model from this work, SAS4 is the simple AS4 model from ref [26],
Chion et al. is the model from ref [31], and Jiang et al. is the model from ref [27]. Color-shaded areas
indicate the model uncertainties, where reported (± one estimated standard deviation, assuming
normal distribution of errors).

Uncertainties about certain assumptions involved in the models (e.g., Chion et al. and Simard et al.
do not report the assumed source depths) also make comparisons more difficult. A recent meta-analysis
found differences in source level of as much as 30 dB between published data sets for similar vessels
operating under similar conditions [30]. We rely upon the ECHO data set for this work because it
includes a significantly larger number of measurements, and we have a detailed understanding of the
underlying calculation methods. It is hoped that ongoing efforts toward standardization of source
level estimation procedures (e.g., by the ISO subcommittee on underwater acoustics, ISO/TC 43/SC3)
will improve the consistency of different data sets in future [33].

The new JOMOPANS-ECHO source level model addresses several key requirements for marine
sound mapping that were identified during the JOMOPANS project and which were not fulfilled by
pre-existing models:

1. The new model provides an explicit relationship between AIS ship type and source level
spectrum (i.e., as described in Table 1), to facilitate making reproducible sound maps. The incor-
poration of class-dependent reference speeds and reference spectra in the model is consistent
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with prior studies which have established that ship class is a strong predictor of vessel source
levels [24,25].

2. The new model retains an explicit dependence of source level on vessel speed, which allows for
the ability to consider, e.g., slow down mitigation scenarios in marine spatial planning. The
speed dependence follows an established power-law trend for cavitation noise [34] which is
strongly supported by experimental evidence [17].

3. The new model employs a monopole source representation with a consistently specified
reference source depth (zs = 6 m). Ambiguities surrounding monopole and dipole source level
representations have been identified as a key source of inconsistencies between prior vessel
noise studies [30].

4. The new model includes an estimate of statistical uncertainty (±6 dB rms error in the range
0.02–20 kHz), which has been calculated from a large validation data set. This permits a robust
analysis of statistical uncertainties associated with the inherent variability in source levels of
marine vessels.

4.2. Sources of Uncertainty
There are several sources of uncertainty that need to be considered, when applying the pro-

posed model for estimating sound levels from marine shipping. Information gleaned from AIS data
provides an imperfect means of identifying vessel class and estimating source levels. For example,
using AIS alone, container ships and cruise ships cannot be identified with certainty, and vehicle
carriers seemingly cannot be distinguished from other types of cargo vessels (see Table 1). AIS
broadcasts often contain errors in vessel length, ship type ID, and speed, and many smaller vessels
(typically under 300 gross tonnes) do not broadcast on AIS at all [35,36].

Furthermore, most of the vessel design details that truly relate to noise emissions are entirely
absent from AIS data. Models that calculate individual contributions of propeller and machinery noise
to the source level, as proposed by Wittekind [37], by the AQUO project [8] and by Jalkanen et al. [38]
have the potential to reduce part of the uncertainty in the source level predictions, but require more
information than available from AIS and cannot address the fundamental uncertainty associated
with the influence of details such as vessel maintenance condition and the effect of environmental
conditions on propeller cavitation. Moreover, complex detailed source level models based on many
parameters are impractical for large scale sound mapping.

Other sources of uncertainty in the proposed model relate to the simplifying assumptions in the
predicted source level model itself. The proposed model assumes isotropic sound radiation, but real
vessels can exhibit strong directivity (both fore-aft and port-starboard) in their noise emissions [39,40].
The proposed model also assumes a point-like sound source, but noise sources on real vessels
(e.g., the engine room and propeller) originate from different positions along the hull and at different
depths [41]. Hence, the underwater radiated noise in the vicinity of a real vessel deviates from the
assumed radiation from a monopole source at a depth of 6 m below the water surface. Various
data sets indicate that there is a significant, seemingly random, component to vessel source level
measurements that ultimately limit the precision with which noise emissions from any particular
vessel can be estimated.

Comparisons between empirical vessel noise models (see Figure 7) suggest the need for inde-
pendent validation against different source level data sets. Such validation efforts are hampered,
at present, by the lack of an agreed-upon standard for measurement of source levels for ships of
opportunity. Existing standards (e.g., ISO 17208) were developed for acoustic ranging of co-operating
vessels under controlled test conditions. As such, they can only be approximately adhered to for
ships of opportunity under the best of circumstances. As a result, past studies that collected large
numbers of measurements for ships of opportunity employed widely varying methodologies, often
yielding very different results [30]. The present work has attempted to address such uncertainties
by employing a large, statistically robust source level data set, collected according to a well-defined
measurement protocol. Nonetheless, it is clear that more work is needed to address sources of error
between vessel noise data sets and source level models. This is especially important for marine
sound mapping applications because source level models are a key source of uncertainty in ambient
noise prediction.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/jmse9040369/s1, File S1: JOMOPANS-ECHO vessel source level calculator (Excel format).
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Appendix A. Source Depth Conversion

International standard ISO DIS 17208-2 summarizes the theory for conversion between deep
water Radiated Noise Level (LRN) and Source Level (Ls):

Ls = LRN + ΔL (A1)

A simple approximation, valid when kds � 1 is:

ΔL ≈ −20 log10(2 sin(kds sin)) dB = −10log10

(
4 sin2 (kds sin)

)
dB (A2)

This may be approximated by:

ΔL ≈
{ −10 log10

(
4 sin2(kds sin)

)
dBkdssin ≤ 3π/4

−10 log10(2)dBkdssin > 3π/4
(A3)

Here, k = 2π/c is the acoustic wavenumber, ds the source depth and α the vertical observa-
tion angle.

The ECHO data set contains source levels for an assumed Gaussian source depth distribution,
with mean value ds and standard deviation σs = ds/0.85/4, limited to interval [1 m, 24 m]. For the
purpose of the present modelling, the source levels have been adjusted to be applicable for a single
fixed source depth of 6 m. Conversion of the SL reported for one (mean) source depth ds,1 to another
source depth ds,2 can be done by applying the correction

Ls(ds,2) ≈ Ls(ds,1) + ΔL(ds,2)− ΔL(ds,1) (A4)

For a small vessel, e.g., a tug with an assumed mean source depth ds,1 = 2.27 m, this leads to
a correction ΔL(ds,2)− ΔL(ds,1) that is approximately equal to 8 dB in the lowest frequency bands,
where kds � 1.
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Abstract: An experimental marine seismic source survey off the northwest Australian coast operated
a 2600 cubic inch (41.6 l) airgun array, every 5.88 s, along six lines at a northern site and eight lines
at a southern site. The airgun array was discharged 27,770 times with 128,313 pressure signals,
38,907 three-axis particle motion signals, and 17,832 ground motion signals recorded. Pressure
and ground motion were accurately measured at horizontal ranges from 12 m. Particle motion
signals saturated out to 1500 m horizontal range (50% of signals saturated at 230 and 590 m at the
northern and southern sites, respectively). For unsaturated signals, sound exposure levels (SEL)
correlated with measures of sound pressure level and water particle acceleration (r2 = 0.88 to 0.95
at northern site and 0.97 at southern) and ground acceleration (r2 = 0.60 and 0.87, northern and
southern sites, respectively). The effective array source level was modelled at 247 dB re 1μPa m
peak-to-peak, 231 dB re 1 μPa2 m mean-square, and 228 dB re 1 μPa2·m2 s SEL at 15◦ below the
horizontal. Propagation loss ranged from −29 to −30log10 (range) at the northern site and −29 to
−38log10(range) at the southern site, for pressure measures. These high propagation losses are due to
near-surface limestone in the seabed of the North West Shelf.

Keywords: seismic airgun source; particle motion; ground motion; propagation loss

1. Introduction

Geophysical compressed-air (seismic) sources generate high-energy, low-frequency
acoustic signals (most energy in band 10–100 Hz) with short rise times. The signals are
produced by multiple airguns grouped in arrays, designed to direct maximum energy
downward into the seabed. Travel time and character of signals reflected from density
discontinuities in the seabed provide information on the layering of strata and potential hy-
drocarbon traps [1,2]. The frequencies produced by seismic sources fall within the hearing
sensitivity of fishes [3,4], many invertebrates [5], reptiles [6,7], and marine mammals [8].
The combination of frequency spectra, intensity, and the extended duration of seismic
survey operations (often weeks to months) can result in varying degrees of acute and
chronic impacts on marine taxa [5,8–16]. These are primary considerations for regulators
and industry in the approval and environmental management of exploration permits using
seismic surveys.

Acoustic characteristics of an airgun array signal are dependent on the number, size,
pressure, relative position, depth, and design of the airguns. Airgun arrays are typically
spaced over 15–20 m along the array tow line and 10–20 m across it, containing multiple
strings and a total of 12–40 individual airguns. Seismic survey array volumes range
considerably, from < 1000 cubic inch (16.4 l) for shallow (<20 m) water operations, to
2500–5000 cui (41-81.9 l) for a ‘typical’ petroleum survey, up to in excess of 5000–6000 cui
for deep geological imaging surveys in water depths of many thousands of metres [17].
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For operational purposes and to estimate ranges of biological impact, airgun arrays
are modelled to generate estimates of signal directionality, frequency content, and source
level. The propagation of the signal from the array can be derived using the modelled
source level combined with propagation loss to give an estimated received level with range,
depth, and azimuth about the source. The estimated received level is used to identify
significant exposure levels that may be experienced by fauna at given locations around the
survey area [18]. Operational procedures and limitations can be put in place to mitigate
the impact of the seismic signals on those fauna. However, propagation of sound energy
in the ocean depends on the water depth, bathymetry profile along the propagation path,
the geological layering of the seabed and the associated geo-acoustic properties, and the
sound speed profile of the water column in vertical and, to a lesser extent, horizontal axes.
Given the number of unknowns, significant measures are required at various distances
and azimuths from the noise source to validate modelled exposure levels, particularly if
the signals have to travel through environments of differing propagation losses [2,19–21].
Although the modelling step is usually implemented for mitigation of biological impacts
these models are rarely validated.

Mitigation of the impact of an individual airgun signal or the accumulated exposure to
multiple discharges on stationary or mobile fauna requires an understanding of: (1) what
component of the acoustic signal animals respond to; (2) the threshold that elicits a response;
and (3) how the intensity of this component varies with distance from the source. This
is complicated by the fact that different marine taxa detect different components of the
acoustic signal. For example, marine mammals [8] and some species of fish are sensitive
to acoustic pressure, whereas all fishes are sensitive to sound-driven particle motion
e.g., [3,22,23]. Marine invertebrates are predominantly sensitive to waterborne particle
acceleration for animals that live above the seabed e.g., [24–27] or waterborne particle
acceleration and ground acceleration for animals that live on or within it e.g., [15,16,28–30].

For a plane wave in the acoustic ‘far-field’, sound pressure and waterborne particle
motion are related, and one can be estimated from the other. However, in the ‘near-field’,
individual signals from a group of time-synchronized point sources (e.g., an array of
airguns) will have travelled different distances and arrive at a receiver with different
phases, leading to constructive and destructive interference. Far from the sources, the
differences in distance travelled between signals originating from each source are minimal,
waves arrive in phase, and intensity decreases with range (r) in the form of spherical
spreading (i.e., 1/r2), assuming a free space [31]. The ranges at which this near- and
far-field transition occurs are also dependent on interactions with boundaries, such as the
sea surface, seafloor, or, to a lesser extent, mid-water boundary layers originating from
sea water layering of density discontinuities. Thus, the distance at which a signal can be
considered to be in the far-field is dependent on source geometry, frequency, water depth,
substrate geo-acoustic parameters and changes in the physical water properties through
the water column. Accurately quantifying these characteristics across a survey area prior
to operation, is non-trivial.

Management of exposure levels generated by proposed seismic surveys would benefit
from increased knowledge of how airgun signal metrics are related in the field and whether
a single or handful of metrics can be used to evaluate the effects on multiple receptors.
Sound exposure level (SEL) is one common metric used to quantify the energy levels, to
assess their potential impact on fauna [18,32]. However, whether this provides an exposure
measure appropriate for all taxa or types of biological impact has not been thoroughly
explored. The measurement of pressure, particle motion, and ground motion energy
levels from a seismic survey source are logistically and technically complex, and therefore
uncommon. As a result, there is yet to be an empirically validated dataset that encompasses
near- and far-fields to compare the three acoustic components and the numerous metrics
that can be derived from them for a seismic source signal of commercial size. To explore
these relationships, this study used calibrated acoustic pressure, particle motion, and
ground motion measurements (including several co-located sensors), recorded during
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a seismic source exposure experiment that was operated under as-near-as-possible real-
world (commercial survey) conditions off northwest Australia. In addition, we describe
the technique used to derive measures of sound exposure for selected locations that were
sampled for various biological impacts from the seismic operations.

2. Materials and Methods

Acoustic data were collected during a seismic exposure experiment to determine the
responses of tropical demersal fishes and pearl oysters (Pinctada maxima) to a commercial-
size geophysical compressed-air survey at two sites off the North West Shelf of Western
Australia: a northern-shallow (≈15 m water depth lowest astronomical tide, LAT) and
a southern-deep (≈55 m water depth LAT) one. For this paper, a line of seismic signals
has been termed a ‘sail line’ and an individual airgun signal is the result of the airguns
being ‘discharged’.

2.1. Study Sites

The northern site where the pearl oyster experiment occurred was located ≈ 40 km
south southwest of Broome, in waters ranging between 10 and 25 m depth (Figure 1). A
seafloor mapping study highlighted that the shoals to the northeast of the sail lines were
10–15 m deep at the time of the seismic survey, and covered by a fine layer of coarse sand
overlying rock (limestone), with no sand at all in some areas (Supplementary Material,
Figure S1). A total of six 23 km-long seismic sail lines were conducted in a roughly west
to east direction (109◦), starting 17 km west of the target location and finishing 6 km east.
Water depths exceeded 40 m at the beginning of the sail line, in the west, and were 20–25 m
deep at the opposite end of the sail line, in the east. At the western end, a 1–2 m deep layer
of sand covered the limestone base, whereas at the eastern end this layer was thinner and
over shoals the limestone was exposed.

Figure 1. Map of Australia (a) with expansion of northwest Australia (b). Additional expansions
of the southern ((c); off Point Samson) and northern ((d); off Broome) sites and positions of seismic
sail lines.

At the demersal fish experiment site in the south, the centres of the seismic sail lines
were located ≈ 93 km north northeast of Cape Lambert. Sail lines were oriented on a 150◦
heading (Figure 1). The seafloor mapping study characterised the area as predominantly
flat with a gentle slope from water depths of 55 m at the southern side of the site to depths
of 80 m at the northern side, over a distance of 30 km (Supplementary Material, Figure S1).
A combination of historical data from the region, towed video, and sediment grabs showed
the seafloor was composed of a thin layer of coarse sand over a limestone base of relatively
uniform hardness. Sessile biota (sponges, corals, sea whips) were present where the sand
layer was at its thinnest (centimetres) or absent.

Pilot studies conducted with a single airgun provided provisional estimates of propa-
gation losses greater than spherical spreading, with losses greater at the northern than the
southern site (Supplementary Material, Figure S2).
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2.2. Seismic Source and Operation

Two 2600 cui (41.61 l) airgun arrays were discharged alternately. Each array comprised
two 12.5 m strings of guns (tow direction), each string comprised ten Sercel G Gun II
airguns with each string spaced 5 m from the array central point (across tow direction,
Supplementary Material, Figure S3, Tables S1 and S2). The arrays were towed 102 m astern
of the vessel BGP Explorer, operated at 2000 psi (13.8 MPa), towed at 5 m depth and spaced
20 m to port and starboard of the vessel’s tow line. The arrays operated asynchronously at
a mean 5.88 ± 0.004 s (95% CI) signal spacing (median 6 s) and median along-track distance
of 12.5 m between signals. The modelled array beam pattern supplied by the contractor
displayed little horizontal directionality (Supplementary Material, Figures S4 and S5).

At the northern site, one 23-km control sail line (airguns not operated) and six 23 km-
long active sail lines were conducted with the first two active lines separated by 24 h and
the following four active lines by 12 h. At the southern site, the seismic vessel operated
eight control (eastern lines on Figure 1) and eight active (western) sail lines, every 12–13 h.
The first two active sail lines were 25 km long and the last six, 20 km long. Control sail
lines were 20 km (first two) or 15 km (last six) in length. All sail lines were operated with
500 m offsets between sequential lines, and all ran west to east.

The BGP Explorer provided: (1) airgun navigation data (*.p190 files for airgun signals
with centre of source location only and UTC time to nearest second); (2) ships navigation
data from a prescribed aerial; (3) ship specifications; (4) layout of ship, aerials, and source
configuration; (4) seismic source details with modelled outputs in standard industry
formats; and (5) daily logs.

2.3. Passive Acoustic Measurements

Three types of passive acoustic sensors were repeatedly deployed at different distances
from the source to measure in-water acoustic pressure (underwater sound recorders,
USR × 6) [33], particle motion (GeoSpectrum M20, GS-M20 × 2), and ground motion (three-
axis geophones, GM × 2), during operation of the seismic sail lines (Table 1). Particle and
ground motion measures were converted to provide measures of acceleration. Instruments
were placed at different ranges around each site (Figure 2) for separate sail lines to quantify
directionality in the beam pattern of the airgun arrays, account for sound propagation
anomalies occurring due to variation in composition of the seabed, and to get a variety
of closest-point-of approach (CPA) ranges. All USR and GM sensors were placed on the
seafloor, whereas the GS-M20 sensor package was located 47 centimetres above the seabed,
suspended from a tripod frame.

Table 1. Instrument configurations, input signal tolerances, and expected operational ranges, including pre-amplifier
gain (dB), the secondary gain (dB) applied in the digitizing electronics, and for the CMST-DSTO instruments: calculated
maximum peak pressure (kPa and dB re 1 μPa), the maximum voltage at the hydrophone output.

Instrument
Pre-Amplifier

Gain (dB)
System Gain

(dB)
Maximum Peak
Pressure (kPa)

Maximum Peak
Pressure Level
(dB re 1 μPa)

Maximum
Voltage (V)

Expected Working
Range (m)

USR −40 0 1451.2 243.2 230 <200
USR −20 0 145.1 223.2 23 100–400
USR 0 0 14.5 203.2 2.3 200–1000
USR 0 20 4.6 193.2 0.727 500–1500
USR 20 0 1.5 183.2 0.23 >1000
USR 20 20 0.1 163.2 0.023 >4000

GS-M20 pressure 20 0–18 Unknown
GS-M20 particle

motion 20 0–18 Unknown

Multiple gain settings were used on instruments to measure airgun signals in the
near-field without saturation and in the far-field without noise levels dropping into system
electronic noise (see below). As the relationships between acoustic pressure, particle
acceleration, and ground acceleration are complex in the near-field, deployments of the
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particle motion and ground motion sensors focussed on ranges of less than 2 km, whereas
deployments of pressure sensors extended to ranges of > 30 km (Figure 2). All instruments
used for measuring airgun signals collected 10-min samples running as frequently as
possible (usually a 10 s gap between samples) at 4 kHz (GM, geophone and pressure),
8 kHz (USR), or 16 kHz (GS-M20, all channels) sample rates.

Figure 2. Map of all acoustic sensor deployments for (a,d) pressure, (b,e) ground motion and (c,f) particle motion for the
northern (left images) and southern (right images) experimental sites. Sensors notations (stars) are colour coded with the
respective seismic sail lines they recorded. Seismic survey at the southern site was conducted as a racetrack design where
the airgun array was only operated during sail lines at the western end of the track (coloured lines running north northwest
to south southeast to the left of the images).

135



J. Mar. Sci. Eng. 2021, 9, 571

USRs were individually calibrated across all sampled frequencies using white noise
of known level injected in series with the hydrophone [33]. Hydrophones used in the
GM and USR instruments were Massa TR1025C or High Tech HTI U-90 (without in-built
pre-amplifier), all individually calibrated with nominal sensitivity −198 to −196 dB re
V/μPa. The white noise injection technique spans all frequencies and is particularly impor-
tant for measuring airgun signals that have high intensities in low frequencies (<400 Hz
typically) where system impedance mismatches between hydrophone, pre-amplifier, and
recording electronics will cause loss of sensitivity. The saved white noise was analysed to
retrieve a frequency with gain curve (see Supplementary Material Figure S6 for an example
calibration curve) which, when combined with hydrophone sensitivity, enabled calibration
in the time or frequency domain, as required. USR clocks were synchronised with GPS
transmitted time before each field trip and clock drift read at the field trip end using GPS
transmitted time. Corrected clock times were then interpolated for the time in question to
assist correct assignment of airgun signals between the BGP Explorer navigation logs and
USR recording times.

Geophone measurements were taken using two USRs modified to include three-axis
manufacturer-calibrated geophones, with an ION Geophysical, SM-6/U-B 10 Hz geophone
in the vertical axis and two SM-6/H-B 10 Hz geophones aligned 90◦ apart in the horizontal
plane. The instrument containing sensors was deployed flat with sensors coupled to the
seabed. The frequency-dependent calibration response combined with the system gain
provided calibration values for the system settings. The geophone sensors exhibited a noise
floor of −15 dB re 1 ms−2, which was above ambient levels of ground acceleration. The
GM instrument also included a pressure sensor. The GM pressure sensor pre-amplifier
gain was fixed at 0 dB and the secondary gain set to either 0 or 20 dB dependent on the
closest point of approach (CPA). The geophone channel gains were fixed.

Acoustic particle velocity was measured using two manufacturer-calibrated (generic
sensor-type calibration curves, i.e., assumed to apply to all instruments of that type)
GeoSpectrum GS-M20, three-axis particle velocity sensors connected to a JASCO AMAR
logger. These sensors (x and y horizontal and z vertical) were mounted in a tripod frame
set on the seabed with the sensor hanging from the apex of the frame ≈ 47 cm above
the seafloor (inbuilt tilt sensors confirmed the mooring had been deployed in an upright
position). The x, y, and z channel phase responses of the GS-M20 velocity sensor were
included in the calibration process. The GS-M20 sensor package had a 20 dB fixed gain
that could not be modified and a secondary gain at the AMAR recorder of 0–18 dB, set
depending on expected CPA. The calibration specifications (particle velocity sensitivity
and phase or pressure sensor sensitivity, respectively) were combined with the system gain
and the AMAR analogue to digital electronics rail (5 V) to the *.wav file format (±1), to
return calibrated waveforms (ms−1 or Pa) in the time domain (method defined below). The
GeoSpectrum-AMAR units allowed for clocks to be synchronised to laptop times (UTC)
and the drift read post deployments. The GS-M20 data included roll, pitch, yaw, and
magnetic declination that when corrected to the horizontal and vertical plane gave the
sensor tilt in three-axis and calibrated compass headings.

Airgun signals have high peak amplitudes close to the source (<1 km) that can result in
the sensor voltage saturating (or overloading) the recording system electronics if the input
voltage at the pre-amplifier output is too high. Saturated signals can simply be clipped (i.e.,
the top of the signal cut off above some voltage threshold) or the electronics can produced
artefacts that may persist for much longer than the input signal. Diode protection for the
pre-amplifier and digitizing electronics are present in some systems to limit this effect. The
diodes begin to reduce the input signal at a lower voltage than the maximum voltage they
allow through, thus biasing signals close to the protection threshold. For saturated signals
the correct received airgun level cannot be calculated.

We used eight instrument configurations to measure airgun signals. Each configura-
tion had an optimal range bracket at which it could be deployed from the airgun array,
based on the system dynamic range (lowest to highest peak signal levels) and noise floor

136



J. Mar. Sci. Eng. 2021, 9, 571

(level the signal will be detected above background or system self-noise). For each configu-
ration, we calculated the maximum signal peak pressures that could be tolerated (Table 1),
assuming a hydrophone sensitivity of −196 dB re V/μPa and a voltage threshold before
diode protection started at levels above or below 2.3/−2.3 V, respectively, for the USR
instruments. These details were not calculated for the GS-M20, which only had secondary
gain, as precise details of the system electronics, particularly any voltage protection applied
were not available.

2.4. Signal Metrics

There are numerous metrics or signal characteristics that may be important in driving
responses from marine fauna to a ‘noise’ signal [18,27,28,32,34]. The response thresholds
for these metrics are likely species-specific and possibly vary with life function or condi-
tion [35]. Although the three acoustic pressure components and indeed many of the metrics
are correlated, their relationships are not necessarily consistent or linear as the signal
propagates away from the source [36]. It is probable that different metrics are applicable
to different forms of an animal’s response, such as propensity for physiological impact
where the mechanical response and so forces driving an organ are important or behavioural
responses where the neurological interpretation of signals are important. Sound exposure
level (SEL) is the most common metric for quantifying impulsive airgun signals with
practical techniques to determine this and other metrics described by McCauley et al. [18],
Madsen [32], or defined in ISO standard 18405-2017 [37]. Multiple signal parameters have
been derived here from pressure, particle acceleration and ground acceleration. Metrics
include SEL, mean-square sound pressure level (SPL), peak-to-peak sound pressure level
(P-P), peak values of an airgun signal’s horizontal and vertical vectors of particle accelera-
tion (differentiated particle velocity), maximum magnitude of the airgun signal’s particle
acceleration vector (the 3-axis vectors combined into a single magnitude with two angles
per time point) and the same peak ground acceleration vector and magnitude components
(Table 2). Note, as per ISO 18405-2017 the acceleration values used here are “field” quan-
tities which do not involve any averaging or root mean squared values being calculated.
On page 4, Section 3.1.2.11, Note 3, ISO 18405:2017 defines “sound particle acceleration”
with units specified as ms−2 [37]. These units have been used throughout the paper. The
conversion of acceleration units to decibels is listed in ISO 18405:2017 as 20log10

(
a
a0

)
where

a is the value and a0 the reference value used, which is stated as 1 μms−2 for acceleration.
In addition to the above metrics, McCauley and Duncan [34] speculated that it is the

high positive peak value immediately followed by a high negative peak value received over
a short time-period (often referred to as ‘jerk’) that causes physical trauma in some taxa.
This jerk is observed in the pressure and three-axis motion component of the signal. The
aspects which are important in this measure are the positive and negative peak values and
the time between these peaks. To test this, we created a unit from the airgun signal pressure
waveform, which divides the sum of absolute values of maximum and minimum pressures
within the airgun signal waveform, by the time between these peaks (dB re 1 μPa·s−1,
Table 2). For simplicity in calculation and future replication, we used maximum and
minimum values experienced across the defined time window of the airgun signal. Here,
this metric has been called peak pressure gradient (PPG). At low received airgun signal
levels, the PPG values are low and random in distribution as the received signals have
no clear peak values and the time between peaks is random. Once a clear positive peak
immediately followed by a high negative peak value appears in the waveform the PPG
measure stabilizes and rapidly increases as the time between peaks drops. An increase in
positive or negative peak values experienced increases the PPG value, as does a shorter time
between the two peaks. In contrast, differentiating the pressure waveform as suggested by
some can provide the slope or rate of change of the pressure signal, but it does not correctly
account for the time between maximum positive and minimum negative peaks.
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2.5. Airgun Signal Processing

Airgun pressure signals were extracted and analysed for each metric by the follow-
ing steps:

1. Identify samples in a data set with airgun signals by aligning seismic navigation logs
with sea-noise sample start and end times;

2. Load a sample, and down-sample to 4 kHz to match the geophone pressure channel
and high-pass filter at 2 Hz;

3. Display the full sample waveform (10 min, volts using a 5–100 Hz band-pass filtered
signal) and spectrogram (10–500 Hz displayed) for each recording that included
airgun array signals;

4. Identify the ‘leading edge’ of each airgun signal (band-pass filtered) by applying
a voltage threshold (specific to a sample, which is dependent on the range of the
recording site to the airgun source), combined with a minimum time separation (5 s,
based on BGP Explorer navigational log data) between consecutive airgun signals;

5. Delete any identified airgun signals which had overlapping ‘noise’ sources;
6. Remove each identified signal from the high-pass only filtered sample (volts at this

stage) by extracting the signal from 4 s before to 4 s after the identified time of
leading edge;

7. Calibrate the signal by obtaining the fast Fourier transform (FFT) of the airgun signal
voltage waveform (frequency resolution of ≈ 0.12 Hz, or 32,768 points using 4 kHz
sampling frequency), multiplying the real FFT part by the amplitude correction for
that frequency, then converting back to a calibrated signal with an inverse FFT (see
McCauley et al. [19], for further detail);

8. Calculate the level of each metric including those in Table 2, for each signal;
9. Calculate power spectra of each extracted signal;
10. Save extracted airgun signals, level metrics, start and end time of airgun signal (as

given by times for 5% and 95% of signal energy to pass), a flag for if the signal had
saturated or not and the power spectra.

The airgun signal times were used to extract and analyse the three-axis geophone and
particle velocity (GS-M20) values using the appropriate data set. Each particle velocity
channel for an airgun signal was checked for overload and flagged for the channel if the
saved *.wav volts exceeded ±0.98 V (to allow for some diode protection). The geophone
channels did not overload. The geophone and particle velocity signals were extracted
similarly to the pressure signals and as for the pressure signals, calibrated in the time
domain using their respective gain with frequency curves (independent sensor types) and
for the GS-M20 data, including the appropriate sensor phase calibrations (correcting the
real and imaginary part of the FFT for amplitude and phase response, respectively, before
the inverse FFT was calculated).

For all airgun signals, the arrival time was aligned with the seismic navigation data
and the airgun signal identified in the recordings, after assuming a sound speed and
accounting for range between discharged and received signal. Once the airgun signal was
defined the source to receiver geometry was established (horizontal range and angle from
array tow direction to receiver).

All saturated airgun signals were removed in all analysis. Saturated signals were
defined by using the flag from the saved data or identifying ranges below which a particular
data set had attained a plateau and removing all values below this range.

To compare different metrics, co-located signals from various sensors were found.
Linear regression models were used to assess correlation between selected metrics and in-
vestigate how one metric such as SEL, predicted other metrics at the individual airgun signal
level (i.e., same airgun signal measured by different sensors) using unsaturated signals.

To estimate received levels for each airgun signal at biological sampling sites:
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1. The airgun strings were symmetrical along the centre of their towlines. Therefore,
any potential beam pattern was considered similar on the port and starboard sides,
and port and starboard measurements were collated;

2. Measurements for each metric were gridded into a 2D space of horizontal range
and azimuth (angle of receiver from tow direction) using linear interpolation and
a constant sized grid spacing. No smoothing was applied in this step, data were
linearly interpolated;

3. The resulting 2D grid was interpolated for missing values within the data matrixes
(this was only required for ≈ 30 points, for some metrics);

4. The edges of the gridded matrix were populated for ranges greater or less than the
maximum or minimum measured range, respectively, for any particular azimuth,
or for azimuths less than or greater than as measured at a particular range, using a
variety of techniques, specific to each metric;

5. All airgun signal received levels at ranges greater than ≈ 30 km (depending on the
metric) were set to the ambient noise level as it was not possible to analyse these
received airgun signal levels. This was because at this range signals were within 2 dB
of ambient noise levels and had smeared in time so that no recognisable peak occurred.

Linear regression was applied to the measured data using the equations:

RL =
(
a log10 R

)
+ b (1)

RL =
(
a log10 R

)
+ (bR) + c (2)

where RL is received level in the appropriate metric, a, b, and c are constants derived from
the fit, and R is horizontal range of source to receiver (m). Correlation coefficients (r2) were
calculated for each fit. An alternative technique for defining trends of received level with
range was to calculate statistics of dB values for the appropriate metric in logarithmic range
bins, with bin centres and widths defined by one-third octave bands:

bc = 1000 ∗ 2
N
3 −10 (3)

bl =
bc

2
1
6

(4)

bu = 2
1
6 ∗ bc (5)

where bc is centre of bin (m), N is an increasing integer value, bl is the lower range limit for
that bin-centre, and bu is the upper range limit (m). The value N is iterated to include the
maximum range to be encountered.

Horizontal range (great circle path between source and receiver), rather than slant
range (the direct path between the source near the surface and the receiver at the seabed),
was used to determine propagation loss across the experimental sites. The distance at which
slant vs. horizontal range would be significant at each site was estimated by applying
spherical spreading from the known array source level at a given elevation to calculate
horizontal received level and slant range received level, accounting for water depth, array
depth and maximum tidal excursion over the experimental period. The two estimated
received level values for that range were then compared. The maximum tidal excursion
during the survey period at the northern site was 5.3 m. When combined with the water
depth and the mean lowest astronomical tide (LAT) in the area, less 5 m for the source
depth, a 1 dB difference between slant and horizontal range occurred at 70 m horizontal
range. At ranges >70 m, this error declined rapidly. The equivalent range at the southern
site, for a 1 dB difference, was ≈120 m horizontal range, beyond which the difference again
dropped rapidly. For signals recorded at shorter ranges, measurement plots of logarithmic
range with received level would appear more consistent if slant range was used. However:
(1) inter-discharge variability in SEL has been shown to range between 1 and 3 dB [38]
and the different received level estimates for slant and horizontal ranges fell below 3 dB
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at horizontal ranges of approximately 10 and 30 m for the northern and southern sites,
respectively; and (2) all levels at biological sites were calculated using horizontal range
(provided a consistent range type was used this made no difference to exposure estimates).

3. Results

3.1. Measurements

Over the experimental exposure period, 39 instruments were deployed 108 times on
58 moorings. From the airgun source navigation data, 27,770 active airgun signals were
logged, 14,227 at the northern site and 13,543 at the southern site. The mean discharge
interval was 5.9 s (median 6 s, 95%CI ± 0.0044 s, n = 27,769). Of these airgun signals,
128,313 unsaturated pressure signals were measured from different instruments, from
horizontal ranges of 12 m (almost directly below the array at northern site) to 20.3 km.
At the northern site, 58,402 pressure signals were analysed and 69,911 at the southern
site. Although all measurements included the pressure signal, 17,832 included three-axis
ground-borne geophone measures (8688 and 9144 at the northern and southern sites,
respectively) and 38,907 included three-axis particle velocity measurements (19,160 and
19,747 at the northern and southern sites, respectively). Matched geophone and particle
velocity measurements were available for 877 airgun signals (505 and 372 at the northern
and southern sites, respectively), with the geophone and particle velocity sensors within
30–50 m of each other and on the seabed (geophone) or 47 cm above the seabed (particle
motion). Histograms of ambient noise levels for each metric at the time of the seismic
survey can be found in Supplementary Material, Figure S7 and received SELs for an
example sail line at each site are shown in Figures S8 and S9.

Using the source model of Duncan [2] the 2600 cui airgun array was estimated to have
effective source levels of: (1) 252 dB re 1 μPa m peak-to-peak pressure, 234 dB re 1 μPa2

m2 mean-square pressure, and 228 dB re 1 μPa2·m2s SEL, directly below the array; and
(2) 247 dB re 1 μPa m peak-to-peak pressure, 231 dB re 1 μPa2 m mean-square pressure,
and 228 dB re 1 μPa2·m2s SEL at 15◦ below the horizontal (more relevant to longer range
horizontal source level than the higher levels directly below the array). The maximum
measured levels and the horizontal ranges at which they were measured, can be found in
Table 3. Within a few hundred m of the array most energy emitted occurred with uniform
spectral density between 2 and 100 Hz with almost all energy <1000 Hz (Figure 3). The
passage of the BGP Explorer past a USR, during a seismic sail line, illustrated the frequency-
dependent propagation of the signal showing that with range, almost all energy remained
under ≈100 Hz, at the northern site, while at the southern site, the highest energy was
under 100 Hz with peaks around 10 Hz and 50 Hz (Figure 4). The ’waisting’ with frequency
evident at each site on Figure 4) is due to the limestone seabed preferentially attenuating
certain frequencies [38]. Energy > 100 Hz propagated only short distances (Figure 4). A
Lloyd’s mirror interference pattern, typical of a point source varying with increasing range
was more clearly visible at the southern site where energy propagated further (compare
Figure 4a with 4b).

Figure 3. Pressure power spectra measured almost directly underneath airgun array (red) and at
190 m (blue).
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Table 3. Maximum levels measured at the northern and southern sites, and the horizontal range at which they occurred
for peak-to-peak pressure level (P-P), sound exposure level (SEL), mean-square sound pressure level (SPL), pressure
peak-gradient (PPG), seabed ground acceleration (maximum horizontal and vertical vectors and magnitude), and particle
acceleration (maximum horizontal and vertical vectors and magnitude) levels, as defined in Table 2.

Northern Site Southern Site

Measure and Unit Level Horizontal Range (m) Level Horizontal Range (m)

P-P (dB re 1 μPa) 230 12 209 56
SEL (dB re 1 μPa2·s) 217 14 187 56
SPL (dB re 1 μPa2) 218 14 191 5

PPG (dB re 1 μPa·s−1) 314 12 275 231
MxVGA (dB re 1 μms−2) 147 60 142 68
MxHGA (dB re 1 μms−2) 148 60 148 80
MxMGA (dB re 1 μms−2) 149 60 149 80
MxVPA (dB re 1 μms−2) 138 65 141 93
MxHPA (dB re 1 μms−2) 141 65 141 99
MxMPA (dB re 1 μms−2) 142 39 142 99

Figure 4. Power spectral density of pressure signals from the airgun array as recorded by a USR throughout an individual
seismic sail line operated at the northern ((a), closest point of approach, ≈12 m horizontal range, 18 September) and southern
((b), closest point of approach, ≈190 m horizontal range, 21 September) sites. The white lines mark the start and end of
airgun operations along the seismic line.

3.2. Saturated Signals

The proportion of saturated signals to total airgun array signals measured illustrated
how the different instruments and gain settings performed with increasing range from the
airgun array (Figure 5b). The pressure channel of the GS-M20 using the lowest secondary
gain setting of 0 dB saturated at ranges between 300 and 700 m. Particle motion signals
recorded by the GS-M20 began saturating at 1.2 and 1.5 km from the source at the northern
and southern sites, respectively (Figure 5a), and increased in the proportion of saturated
signals to the closest ranges at which recordings were taken. At ranges of 230 and 590 m
(northern and southern sites, respectively), 50% of the particle motion measures were
saturated. The ground motion accelerometers’ signals were not saturated at any range.
However, at long ranges (or under low level ambient conditions) the sensor response
fell into the system electronic noise floor and the sensors did not provide ambient level
ground acceleration.
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Figure 5. Proportion of unsaturated to total signals within logarithmic horizontal range brackets for:
(a) particle motion at the northern (red) and southern (black) sites; and (b) pressure only for USR
instruments with pre-amp/secondary gain (dB) settings of −40/0 (red), −20/0 (blue), 0/0 (black),
0/20 (magenta), 20/0 (green) and 20/20 (cyan). The expected working ranges for each sensor can be
found in Table 1.

3.3. Received Levels with Range

At the northern and southern sites received levels of all metrics decreased with range
at rates greater than spherical spreading and did so at a greater rate at the northern
(shallower), compared to southern (deeper) site (Figure 6). The trends shown for each
metric averaged in logarithmic range bins (Figure 7, bin ranges defined by Equations (3)–(5)
clearly highlighted the poorer sound propagation conditions at the northern site. Mean
levels for five metrics at 250, 500, and 1000 m displayed up to 17 dB difference between the
sites (Table 4). The confidence limits in averaging in the logarithmic range bins were low
at each site, with the mean error < 0.7 dB at either site. At short-range (low hundreds of
metres), the trends with range shown on Figure 7 converged for all metrics.

Figure 6. Received levels of the airgun array signal with range for the southern (black) overlaid with
northern (red) sites for: (a) peak-to-peak pressure level; (b) sound exposure levels; (c) mean-square
sound pressure levels; (d) maximum magnitude ground acceleration; (e) and maximum magnitude
particle acceleration. Mean values at each range (all data) interpolated along log10(range) (continuous
blue line), together with the 95% confidence intervals (dotted blue lines) are shown along with the
fitted curve (Equation (2)) using all data as the red curve.
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Figure 7. Received levels of the airgun array signal averaged in logarithmic range bins with horizontal
range for the northern (blue) and southern (red) sites for peak-to-peak pressure level (a), sound
exposure level (b), mean-square sound pressure level (c), maximum magnitude ground acceleration
(d), and maximum magnitude particle acceleration (e) levels.

Table 4. Received levels with 95% confidence limits (±) and sample size (n), for peak-to-peak pressure level (P-P), sound
exposure level (SEL), mean-square sound pressure level (SPL), maximum magnitude ground acceleration (MxMGA), and
maximum magnitude particle acceleration (MxMPA), with logarithmic range bin centred at 250, 500, and 1000 (m), for the
two sites.

250 m 500 m 1000 m

Northern Southern Northern Southern Northern Southern

P-P 193 ± 0.5 (99) 204 ± 0.6 (18) 184 ± 0.3 (501) 197 ± 0.2 (244) 171 ± 0.3 (899) 188 ± 0.2 (1131)
SEL 173 ± 0.4 (99) 181 ± 0.4 (18) 164 ± 0.3 (501) 176 ± 0.1 (244) 152 ± 0.2 (899) 168 ± 0.1 (1131)
SPL 176 ± 0.7 (99) 185 ± 0.4 (18) 165 ± 0.4 (501) 180 ± 0.2 (244) 150 ± 0.2 (899) 172 ± 0.2 (1131)

MxMGA 127 ± 1.5 (24) 134 ± 1.1 (18) 119 ± 0.6 (128) 127 ± 0.4 (116) 111 ± 0.7 (210) 118 ± 0.4 (213)
MxMPA 133 ± 0.8 (57) na 126 ± 0.6 (186) 136 ± 0.2 (143) 116 ± 0.3 (433) 127 ± 0.20 (426)

Coefficients for the linear regression curves formed for each of the five metrics using
Equation (2), showed the propagation loss coefficient ranged between −17 and −31 at
the northern site and −16 and −38 across all metrics at the southern site (Table 5). In
comparison, when Equation (1) was applied at short ranges and Equation (2) was applied
at long ranges (minimum and maximum ranges for each metric defined in Tables 6 and 7),
short-range propagation loss decreased significantly at the southern site (compare column
‘a’ values for the southern site between Tables 6 and 7).

Table 5. Parameters for fits over the full sampling range using Equation (2) at the northern and
southern sites using Figure 6 and the appropriate metric against horizontal range with correlation
coefficient (r2). Abbreviations defined in Table 2.

Northern Site Southern Site

a b c r2 a b c r2

P-P −30.73 −0.00034 265.4 0.901 −38.37 −0.00014 303.4 0.945
SEL −24.03 −0.00094 226.5 0.928 −28.79 −0.00120 256.3 0.943
SPL −29.84 −0.00061 242.1 0.917 −36.64 −0.00076 283.7 0.921

MxMGA −41.30 0.0011 231.3 0.704 −35.48 −0.00108 225.9 0.855
MxMPA −34.52 0.0008 218.3 0.716 −32.04 −0.00028 223.2 0.952
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Table 6. Parameters for fits to metrics for northern and southern sites at short-range using horizontal-range limited
curve fitting (Equation (1)), with correlation coefficient (r2) for each fit and the maximum range used in the curve fitting.
Abbreviations defined in Table 2.

Northern Site Southern Site

Metric Max Range (m) a b r2 Max Range (m) a b r2

P-P 300 −30.24 265.81 0.905 200 −19.69 245.90 0.819
SEL 300 −25.96 235.17 0.904 200 −14.06 212.78 0.893
SPL 300 −30.69 250.05 0.824 200 −15.82 220.14 0.888
PPG 300 −51.61 364.92 0.270 200 0.38 233.72 0.000

MxHPA 1000 −31.55 209.08 0.617 1000 −24.37 199.65 0.427
MxVPA 1000 −28.14 195.91 0.438 1000 −29.54 208.38 0.239
MxMPA 1000 −28.91 203.67 0.680 1000 −27.06 208.92 0.632
MxHGA 500 −27.62 193.53 0.671 500 −23.80 190.65 0.812
MxVGA 500 −22.01 172.24 0.464 500 −23.57 184.60 0.807
MxMGA 500 −27.83 194.10 0.672 500 −23.93 191.27 0.823

Table 7. Parameters for fits to metrics for northern and southern sites at long horizontal range using Equation (2), with
correlation coefficient (r2) for each fit and the minimum range used in the curve fitting. Abbreviations defined in Table 2.

Northern Site Southern Site

Metric (Levels) Min Range (m) Type a b c r2 Min Range (m) Type a b c r2

P-P 200 1 −30.55 −0.00035 264.8 0.897 200 1 −38.73 −0.00012 304.6 0.946
SEL 200 1 −23.48 −0.00098 224.8 0.926 200 1 −29.04 −0.00118 257.1 0.943
SPL 200 1 −29.14 −0.00067 239.9 0.914 200 1 −37.03 −0.00074 285.0 0.921
PPG 200 1 −33.54 328.4 0.00 0.185 200 2 −22.5 292.9 0 0.109

MxHPA 400 2 −25.87 189.7 0.00 0.597 1000 1 −34.10 −0.00004 227.2 0.886
MxVPA 400 2 −27.44 191.2 0.00 0.623 1000 1 −33.00 −0.00022 220.0 0.772
MxMPA 400 2 −26.56 194.0 0.00 0.632 1000 1 −32.86 −0.00021 225.8 0.932
MxHGA 50 2 −16.48 159.9 0.00 0.709 50 2 −22.25 183.3 0.00 0.893
MxVGA 50 2 −10.23 134.9 0.00 0.482 50 2 −16.56 160.0 0.00 0.823
MxMGA 50 2 −32.98 206.9 0.00 0.690 50 2 −44.78 253.7 0.00 0.848

There was no major evidence of horizontal beam pattern of the airgun array or lo-
calised sound propagation variation within an experimental area in any of the measured
metrics (Figures 8–10). All metrics displayed comparatively uniform propagation loss
away from the source across all azimuths (0◦ to 180◦), with the exception of PPG (com-
pare received levels with range from the source for Figures 8–10 with that of Figure 8d).
Although PPG displayed a general decline in received levels with increasing range, there
were patches of sudden changes in received levels at all ranges and azimuths. The spatial
propagation plots suggested a weak beam pattern was present (semi-circular ‘step’ declines
in level with range when plotted as azimuth against range in a cartesian, rather than polar
plot), however, these were in fact unavoidable artefacts of the sampling design, created
by the multiple straight line passes of the seismic vessel past stationary recording sensors,
(areas of high-density sampling; Figures 8–10).

3.4. Correlation of Airgun Signal Metrics

SEL was strongly correlated with P-P and SPL, with the correlation coefficients for
SEL/P-P and SEL/SPL, 0.88 and 0.95, respectively, at the northern site, both 0.97 at the
southern site, and 0.94 and 0.95, respectively, when using all data combined (Table 8).
When comparing SEL with maximum magnitude of ground acceleration and particle
acceleration, these correlations dropped to 0.60 and 0.64, respectively, at the northern site,
0.87 and 0.93, respectively, at the southern site, and 0.74 and 0.77, respectively, for all
data combined (Table 8). Particle acceleration and ground acceleration showed strong
correlation, particularly at the southern site (0.87), though also at the northern site (0.64),
and overall (0.80, all data). In the units used, dB re 1 μms−2, ground acceleration was given
by particle acceleration 47 cm above the seabed, minus ≈ 23 dB (Figure 11). In general,
correlations were stronger at the southern, deeper site, than the northern site (Figure 11,
Table 8). SEL did a poor job of predicting PPG.
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Figure 8. Peak-to-peak pressure levels (a), sound ex-posure levels (b), mean-square sound pressure
levels (c) and pressure peak gradient (d) for the northern (N = left) and southern (S = right) sites,
shown as a function of logarithmic horizontal range and azimuth (y-axis, o) from tow direction
(assumed array symmetrical, 0◦ is ahead). The white lines encapsulate measured data bounds.
Gridding used linear interpolation.

Figure 9. Maximum values of horizontal (a), vertical (b), and magnitude (c) particle acceleration
levels for the northern (N = left) and southern (S = right) sites, shown as a function of logarithmic
horizontal range and azimuth (y-axis, ◦) from tow direction (assumed array symmetrical, 0◦ is ahead).
The white lines encapsulate measured data bounds. The colour axes are common across panels.
Gridding used linear interpolation.
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Figure 10. Maximum values of horizontal (a), vertical (b), and magnitude (c), ground acceleration
levels for the northern (N = left) and southern (S = right) sites, shown as a function of logarithmic
horizontal range and azimuth (y-axis, ◦) from tow direction (assumed array symmetrical, 0◦ is ahead).
The white lines encapsulate measured data bounds. The colour axes are common across panels.
Gridding used linear interpolation.

Figure 11. Relationship between pairs of metrics, for the southern site (black dots) overlaid with
the northern site (red dots) for sound exposure level against peak-to-peak pressure level (a), sound
exposure level against mean-square sound pressure level (b), SEL against magnitude of ground
acceleration (c), sound exposure level against magnitude of particle acceleration (d), and magnitude
of particle acceleration against magnitude of ground acceleration (e).
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Table 8. Statistics of linear fits for the correlations shown including first and second coefficients of the linear regression fit
(a and b), correlation coefficient, standard error (SE) and the 95% confidence error of the first coefficient of the linear fit.
Abbreviations are defined in Table 2.

Northern Site Southern Site All Data

Pair a b r2 SE-O
95%
CI-a

a b r2 SE-O
95%
CI-a

a b r2 SE-O
95%
CI-a

SEL/P-P 0.98 19.9 0.88 4.29 0.0030 0.93 28.70 0.97 2.43 0.0014 0.96 23.4 0.94 3.52 0.0015
SEL/SPL 1.06 −12.1 0.95 2.93 0.0021 1.06 −7.99 0.97 2.62 0.0015 1.12 −17.1 0.95 3.45 0.0014

SEL/MxMGA 0.96 −43.1 0.60 9.31 0.0017 1.06 −54.45 0.87 6.00 0.0080 0.97 −46.6 0.74 8.01 0.0084
SEL/PPG 0.92 83.1 0.16 24.47 0.0173 0.53 134.17 0.12 21.09 0.0121 0.70 110.9 0.13 23.28 0.0118

SEL/MxMPA 0.74 −1.01 0.64 7.32 0.0082 0.87 −23.09 0.93 3.13 0.0037 0.74 −1.8 0.77 6.06 0.0043
MxMPA/MxMGA 1.07 −18.01 0.64 6.99 0.0329 1.13 −25.25 0.87 4.15 0.0124 1.16 −23.0 0.80 5.25 0.0132

4. Discussion

Received levels recorded in this study showed that the exposure levels experienced
from the 2600 cui source operated at both sites were similar to those likely to be experi-
enced by fauna around typical commercial surveys under similar conditions [19,39]. This
comprised energy at frequencies that would be detected by many marine taxa [40,41]. Prop-
agation loss through the experimental areas were typical of environments with comparable
water depths (50–70 m) uniform bathymetry and a similar seafloor composition (a thin
layer of sand over limestone pavement [2]). The relatively high propagation losses at our
study sites were due to the interaction with the underlying or exposed limestone seabed
compared with thicker layers of sand elsewhere [2]. This limestone seabed is typical of
continental shelf waters across southern and western Australia into the far northwest [19].
The lack of directionality in the beam pattern combined with comparatively uniform depth
and seabed substrate allowed robust estimates of exposure levels at biological sampling
sites to be predicted for the two experimental areas with high levels of confidence, based
on the correlation coefficients found for different metrics.

Sound exposure level was strongly correlated with mean-square sound pressure level
(r2 = 0.95) and peak-to-peak pressure levels (r2 = 0.94). SEL was also correlated (though
to a lesser degree) with the maximum magnitudes of particle acceleration (r2 = 0.77) and
maximum magnitude of ground acceleration (r2 = 0.74) when using all data. The correlation
of SEL and ground or particle acceleration improved at the more uniform southern site
(r2 > 0.87). The relationships between pressure and ground acceleration metrics were valid
across all ranges as unsaturated recordings were collected even at ranges closest to the
source. However, although some measures of particle acceleration in the near-field did
not overload and remain correlated with SEL, relationships involving particle acceleration
in the near-field < 500 m could not be fully assessed due to the saturation of >50% of
measured signals. The correlation between SEL and ground acceleration was weaker at the
shallower northern site (r2 = 0.60) than at the deeper southern site (r2 = 0.87). The reasons
for this were not explored though are likely due to the northern site having a more diverse
range of seabed types(cm to m of sand over limestone or no sand and the instrument lying
on limestone, compared with tens cm to m of sand at the southern site).

In this situation, harder seafloors will dampen the ground acceleration. The results
highlighted a strong correlation between particle acceleration near the seafloor and seabed
ground acceleration (r2 = 0.80 when using all data).

These results imply that SEL is a good proxy for other conventional pressure metrics,
particle acceleration and ground acceleration, when assessing the impact of noise on fauna
at horizontal ranges of more than ≈250 and ≈600 m (northern and southern sites, respec-
tively) with a similar source for sites with similar depths and geophysical characteristics
(e.g., sound speed profile and seafloor types).

The metric PPG correlated relatively poorly with other metrics and was not predicted
well by SEL. This was believed to be due to the time between peaks at low level (SEL)
signals. At low received levels, the peaks arrived randomly within the signal causing large
natural variability in PPG values. Even at a short range, with low to modest received airgun
signal levels the time between peaks was highly variable, causing differences in the PPG
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measure. This metric was introduced as a simple measure of airgun signal ‘jerk’, which
McCauley and Duncan [34] speculated generates physiological damage in invertebrates.
To reduce variation, the measure may need to be more complex in its derivation, for
example, by constraining the measures to consecutive peaks instead of the time between
maximum positive and negative peaks within the signal. The application of PPG cannot be
assessed until measured biological impacts have been correlated and compared to other
more standard metrics (i.e., SEL). It may be that the variation observed in PPG around an
airgun array correlates with physiological trauma in some marine fauna.

The empirically measured correlations between metrics in this study show that where
environmental management is assessing the impact of impulsive acoustic signals, such as
those from seismic surveys, at ranges of 100 s of m and greater (i.e., acoustic transition- and
far-fields) then SEL may be used as a proxy for other metrics. This minimizes the need for
acquiring particle or ground acceleration data unless there are specific concerns regarding
benthic, sessile, or species of low-mobility.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/jmse9060571/s1, Figure S1: Map of sonar backscatter from a multibeam survey of the southern-
deep site (left images) and the northern-shallow site (right images). Still images captured from towed
video at points indicated on the map show examples of seabed corresponding to different levels
of backscatter and benthic organisms (mostly sponges and gorgonians) within zones., Figure S2:
Sound exposure levels with range of a 150 cui airgun towed and discharged every 60 s along one
transect at the northern site (red dots) and two transects conducted at the southern site (blue–offshore
side and black dots–inshore side), Figure S3: Airgun (black squares) positions and sizes for the
2600 cui arrays towed by BGP Explorer where size of marker has been scaled to reflect the relative
volume of the airgun and arrow denotes direction of travel, Figure S4: Modelled (PGS Nucleus
model) source signal waveform (a) and relative power spectral density (b) for the far-field signature
of the 2600 cui airgun array signal (5 m source depth, 41.8 bar m primary pressure). Red line in
(b) marks the -6 dB limit. Images supplied by Exploiter PTE. LTD, Figure S5: Modelled (PGS Nucleus)
airgun array signal directivity patterns for (a) horizontal plane directivity at 60 Hz, (b) vertical plane
along-track directivity at 50 Hz, and (c) vertical plane across-track directivity at 50 Hz. Images
supplied by Exploiter PTE. LTD, Figure S6: Example of system gains with frequency response for
USRs from the white noise injection calibration, Figure S7: Distribution of ambient noise levels for
peak-to-peak pressure level (a), sound exposure level (b), mean-square sound pressure level (c), PPG
(d), maximum horizontal particle acceleration (e), maximum vertical particle acceleration (f) and
maximum magnitude of particle acceleration (g) at the northern (left columns) and southern (right
columns) sites, Figure S8: Sound exposure levels with range for a seismic sail line operated at the
northern site on 18th September 2018 ((a) and (b)) by USRs positioned at various distances from the
sail line. Coloured dots relate to the USR datasets from the recording positions shown in (c) using the
respective colours from a) and b), Figure S9: Sound exposure levels with range for a seismic sail line
operated at the southern site on 23rd September 2018 ((a) and (b)) by USRs positioned at various
distances from the sail line. Coloured dots relate to the USR datasets from the recording positions
shown in (c) using the respective colours from a) and b). Periods where an increasing number of guns
were operated prior to the start of the seismic sail line (i.e., the ‘ramp-up’) are highlighted, Table S1:
Configuration of each 2600 cui array, where X is the across-track axis (negative to port and positive to
starboard direction, referenced to the centreline of the vessel) and Y is the along-track axis (positive
to forward, referenced to the forward guns), Table S2: Characteristics of seismic vessel operations at
each experimental site, Table S3: Details of the source vessel, MV BGP Explorer. Ancilliary data [42].
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Abstract: Military operations may result in noise impacts on surrounding communities and wildlife.
A recent transition to more powerful military aircraft and a national consolidation of training
operations to Whidbey Island, WA, USA, provided a unique opportunity to measure and assess
both in-air and underwater noise associated with military aircraft. In-air noise levels (110 ± 4 dB re
20 μPa rms and 107 ± 5 dBA) exceeded known thresholds of behavioral and physiological impacts for
humans, as well as terrestrial birds and mammals. Importantly, we demonstrate that the number and
cumulative duration of daily overflights exceed those in a majority of studies that have evaluated
impacts of noise from military aircraft worldwide. Using a hydrophone deployed near one runway,
we also detected sound signatures of aircraft at a depth of 30 m below the sea surface, with noise
levels (134 ± 3 dB re 1 μPa rms) exceeding thresholds known to trigger behavioral changes in fish,
seabirds, and marine mammals, including Endangered Southern Resident killer whales. Our study
highlights challenges and problems in evaluating the implications of increased noise pollution from
military operations, and knowledge gaps that should be prioritized with respect to understanding
impacts on people and sensitive wildlife.

Keywords: military aircraft; noise pollution; ocean noise; Endangered species; human health;
animal behavior

1. Introduction

Military aircraft activity in the Salish Sea, Washington State, has been increasing over the
past decade due to changes in operations and training for personnel out of the Naval Air Station
Whidbey Island (NASWI). Although naval flights have been operating in the area for decades,
the recent transition from Northrop Grumman EA-6B Prowler to the more powerful Boeing EA-18G
Growler aircraft for electronic warfare has led to increases in the number of complaints about noise,
including concern for area wildlife. Consolidation of nationwide training for these aircraft to NASWI
increased the fleet size by 44% (from 82 to 118 aircraft) in 2019, with corresponding increases in air
carrier practice, electronic warfare training, and overall base operations [1]. The changes at NASWI
are reflective of a broader national trend in military base closures and consolidation, which are
likely to intensify community noise and air pollution in some areas [2]. The implications of a
concurrent change to more powerful aircraft and increased operations for noise pollution have not been

J. Mar. Sci. Eng. 2020, 8, 923; doi:10.3390/jmse8110923 www.mdpi.com/journal/jmse

153



J. Mar. Sci. Eng. 2020, 8, 923

measured, leaving knowledge gaps in the ability to assess vulnerability of both people and wildlife,
including Endangered, Threatened or sensitive species.

Worldwide, military transportation and activities are among the least studied sources of noise
pollution [3,4]. This is due to a combination of differing regulations in areas surrounding military
bases and airfields [2,5], the complexity of conducting research when operation schedules are not
publicly accessible, and analytical challenges in measuring and characterizing noise from periodic and
intermittent activity [3,6]. For example, the NASWI and other airfields in the United States are not
regulated by the Federal Aviation Administration as civilian airports are, resulting in more limited
legal bases on which to contest aircraft noise that is disruptive. Military air traffic schedules may be
classified or largely unobtainable, making it difficult to conduct monitoring or validate modeled noise
data. Lastly, high-intensity but intermittent activities require alternatives to standard community noise
metrics, which are geared toward more continuous sources of noise [7]. For these reasons, although
studies and reviews exist on the impacts of community noise from civilian airports and highways,
independent studies related to military activity are relatively rare [8] and likely to be opportunistic [3,9].
This creates crucial information gaps when the public or agencies try to evaluate the impact of proposed
changes in activities [10].

While often considered an acoustic barrier, the air-water interface may effectively transmit sound
in certain situations (e.g., in calm conditions and for vertical incidence; [11,12]). This opens up the
need to more critically examine underwater impacts of civil and military aviation noise, which have
typically been considered negligible [13]. Of paramount concern in the Salish Sea are the Southern
Resident killer whales (Orcinus orca, SRKW), which were listed as Endangered under Canada’s Species
at Risk Act in 2001 and the U.S. Endangered Species Act (ESA) in 2005. Endangered by chemical
pollution, food shortages, and vessel traffic, additional anthropogenic stressors should be examined
for the potential to put recovery of SRKW out of reach. Protecting foraging areas is important because
SRKWs are food-limited, and because they are more vulnerable to disturbance while feeding than
during any other activity [14]. Another species of particular concern in this region is Threatened
marbled murrelet (Brachyramphus marmoratus), a non-migratory seabird that makes use of protected
and shallow coastal areas for foraging. In short, we see a number of compelling and timely reasons
to measure in-air sound levels from Growlers to assess impacts on humans and terrestrial wildlife,
and explore whether Growler noise is audible under water in areas used by SRKWs, marbled murrelet,
and other wildlife.

In this study, we evaluated the potential bioacoustic impacts of noise from Growlers and
implications for the Puget Sound and Salish Sea region. Noise pollution is usually studied as a public
health issue for people [3], or, less commonly, as an anthropogenic impact on wildlife [8]. Terrestrial and
aquatic impacts and species are usually considered and studied separately. Though understandable,
this compartmentalizing does not acknowledge the cascading changes that can occur in ecosystems
as a result of new noise sources, or that anthropogenic noise impacts species and taxonomic groups
broadly [15,16]. In this study, we therefore adopted an integrative approach by measuring both in-air
and underwater noise, and then interpreting those levels against established impacts for humans as well
as sensitive terrestrial and aquatic wildlife. Our study seeks to answer two questions: (1) Does noise
from military aircraft have the potential to impact aquatic as well as terrestrial habitats? and (2) How
do measured levels in air and under water compare with thresholds known from previous studies
to impact humans, terrestrial, and marine wildlife? We then use these results to critically examine
the processes by which noise impacts are assessed and mitigated, helping to bridge the gap between
monitoring and management of noise pollution.
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2. Methods

2.1. Study Area

Whidbey Island, where NASWI is located, is near the border of Canada and the United States
of America, and forms the northern border of Puget Sound. The island is approximately 88 km long,
and 2.4–19 km wide; it is the largest island in Washington State. Whidbey Island was historically
inhabited by people of multiple Native American tribes that maintain reservations in the surrounding
area today, including the Lower Skagit, Swinomish, Suquamish, and Snohomish. The island is currently
home to 70,000 residents living in multiple medium- and small-sized communities. The majority
of the island’s economic activity is directly or indirectly related to the Navy’s presence, but other
economically important activities include farming, fishing, tourism, and real estate/vacation home
purchases. Public concerns about impacts from NASWI are not limited to Whidbey Island, but are
present throughout Island County, which relies on a reputation for remote and peaceful tourist
opportunities (e.g., the San Juan Islands).

The NASWI is the largest single employer on Whidbey Island, with a base population of
approximately 10,000 soldiers, civilians, and contractors. NASWI was first commissioned and
constructed in the early 1940s and has undergone various eras of expansion and contraction. Currently,
NASWI consists of two airfields (Ault Field and OLF Coupeville) with four runways (Figure 1a).
Aircraft are housed at Ault Field, but both airfields are used for field carrier landing practice (FCLP)
by Growlers. FCLPs are intended to replicate conditions for carrier-based takeoffs and landings
and feature repeated “touch-and-go” flights; a certain number of these must be conducted at night
to adequately prepare pilots. Although FCLP is the dominant type of aircraft training at NASWI,
other base aircraft activities include electronic warfare and air-to-air combat training in nearby military
operations areas [10], submarine detection, and cargo aircraft training [17].

Schedules for base activities are not published, with the exception of a courtesy (i.e., non-official)
notification of the airfield and approximate time frame for FCLPs for that week [18]. Information on
base operations, aircraft activity, and corresponding noise impacts is otherwise available only in the
form of general estimates (e.g., annual operations, modeled maximum loudness in selected areas)
conducted as part of the Environmental Impact Statement (EIS) process [17] and corresponding
Biological Opinions for ESA-listed species [19]. The U.S. Department of Defense policy is to model
rather than monitor noise from military operations, and no noise monitoring has been done by the U.S.
Navy to date.

2.2. In-Air Acoustic Data Collection

Growlers were recorded in air at Moran County Beach Park (48.3693, −122.6662), the nearest public
location from the underwater recording site (see below) on September 13 and 16, 2019, and located
under FCLP flight track 14 for Ault Field (Figure 1b). On both days, FCLPs were scheduled from
“Morning to Late Afternoon”, and were done on track 14, with jets circling south to north; as a result,
the recorder was capturing sound associated with landings. An observer logged the type and number
of all visible and (in the case of takeoffs) audible aircraft events and noted the direction of travel and
flight activity as landing, pass, or takeoff. A Songmeter SM4 autonomous recorder (Wildlife Acoustics,
Maynard, MA, USA) collected audio data from aircraft landings and flyover events. Sound was
sampled at 48 kHz and with zero gain added. The Songmeter was deployed between 0930 and 1530 on
September 13 and between 1100 and 1500 on September 16. A sound level data logger (Extech 407760;
Nashua, NH, USA) was deployed at the same time recording A-weighted sound levels (dBA) at 1-s
intervals; however, the data logger failed to record on the 13th, so simultaneous sound pressure levels
were collected with audio data on September 16 only.
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Figure 1. Map of the study area, location of underwater and in-air sound recordings, and schematic
of hydrophone mooring. (a) Whidbey Island and surrounding areas, showing the location of Naval
Air Station Whidbey Island’s two airfields (Ault Field and OLF), largest cities and towns, and state
parks. Critical habitat areas (Areas 1–3) for Endangered Southern Resident killer whales are shown.
(b) Location of SoundTrap (orange circle) and in-air recordings (yellow circle) relative to Ault Field and
field carrier landing practice (FCLP) flight tracks 32 and 14 (blue lines). Flight tracks were georeferenced
from the Environmental Impact Statement [17]; two other flight tracks around Ault Field (tracks 7 and
25, oriented east-west) are not shown. (c) Schematic of the SoundTrap mooring, which was deployed
from 15 August–11 September 2019. The SoundTrap was housed in a coated wire cage attached to a
concrete block anchor with a 2 m line; a 30 m line attached to buoys kept the SoundTrap suspended
above the sea floor.

The number of aircraft events during the FCLPs on September 13 and 16 was summarized from
the visual observations for the period of 1100–1500 (when FCLP activity occurred) on both days.
To provide a visual representation of the timing and duration of FCLPs, long-term spectral averages
(LTSAs) were generated for the same periods each day in MATLAB, using 1-s and 1-Hz resolutions.

2.3. Underwater Acoustic Data Collection

Growlers were recorded under water with a SoundTrap 300 STD autonomous recorder (Ocean
Instruments, Auckland, New Zealand) that was factory-calibrated and programmed to record
continuously at 96 kHz sampling frequency (fs) prior to deployment. The SoundTrap was deployed off
the northwest coast of Whidbey Island, approximately 1400 m from the end of the east-west runway
and 1000 m from the shoreline (Figure 1b). This location is below the path of aircraft taking off to the
west, and FCLP flight tracks 7 and 32.

The SoundTrap was suspended in a metal cage 2 m above the sandy mud sea floor, and was
moored using a system of concrete blocks, sinking line, and two floats (Figure 1c). The SoundTrap
was deployed twice for two weeks, totaling 28 days of data collection. In between deployments,
the SoundTrap was retrieved for charging and downloading data. It was first deployed on 15 August
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2019, at 13:54 PDT at 48.3492, −122.6917, at a depth of 33.2 m, and then on August 29, 2019, at 12:12 PDT,
in a similar location (48.3494, −122.6907), at a depth of 34.7 m. The weather throughout this month
was variable, consisting of rain, wind, sun, and clouds. Growlers taking off to the west flew over the
SoundTrap at an altitude of 120–190 m above sea level.

2.4. Data Analysis

Visual observations confirmed the occurrence of 23 single Growler flights over the Songmeter on
September 16, during an FCLP session with only one aircraft operating. Opportunistic observations on
four dates (August 15, 28, 29, and September 12) visually confirmed the occurrence of ten Growler
flights over the SoundTrap. These overflights were manually identified in the recordings using
Audacity© (Version 2.3.2; retrieved 20 September 2019 from https://audacityteam.org/) and a 15-s
audio file was saved for each overflight. The audio files were analyzed using a custom script in
MATLAB (version 2018b; The MathWorks Inc., Natick, MA, USA). Each 15-s file was calibrated and
then Fourier-transformed in 1-s Hann windows (i.e., the number of Fast Fourier Transform components
NFFT equaled the number of samples per second) with 67% overlap. A time series of band levels was
computed between 20 Hz and 20 kHz, corresponding to the frequency band occupied by Growler
overflights. The peak band level was assumed to correspond to the time when the plane was directly
overhead. The mean-square sound pressure spectral density (in short, power spectral density, PSD; [20])
from the corresponding 1-s window was saved. A 140-min sample of underwater ambient noise
(i.e., sound received at this location from all sources but the signal of interest: airplane noise) was
collated from before, in between, and after the overflights, and also calibrated and Fourier-transformed
in 1-s Hann windows with 67% overlap.

Over all overflights, median and quartile PSD levels, one-third octave band levels, and weighted
levels were computed. One-third octave band levels were obtained by integrating the PSD into
bands that are 1/3 of an octave wide, then applying 10×log10 [20]. One-third octave band levels were
compared to published audiograms to estimate which parts of the in-air and underwater noise spectra
might be audible to the two ESA-listed species (SRKW and marbled murrelet), and at what levels.
Audiogram data were extracted from publications using the software program WebPlotDigitizer
(Version 4.2; A. Rohatgi, Pacifica, CA, USA) if data tables were not published. The killer whale
underwater audiogram followed the model proposed by Branstetter et al. (2017) [21]. In the absence
of killer whale critical ratio data across the frequency band of Growler noise, one-third octave bands
were used as a conservative estimate (see Figure 4A in Erbe et al. 2016) [22]. There is no audiogram
available for marbled murrelet, so audiograms of other seabirds were used as surrogates. In-air and
underwater audiograms for cormorant (Phalacrocorax carbo sinensis) were measured by Johansen et al.
(2016) [23], the in-air audiogram for the lesser scaup (Aythya affinis) duck by Crowell et al. (2016) [24],
and the in-air audiograms for common murre (Uria aalge) and Atlantic puffin (Fratercula arctica) by
Mooney et al. (2019) [25]. One-third octave bands were also used for the birds in air and under
water [24,26]. We report A-weighted levels for humans as well as audiogram-weighted levels for the
animals in air and under water. Audiogram-weighting involved filtering the sound spectrum by the
animal audiogram prior to integration over frequency. In praxis, the audiogram was interpolated
to 1-Hz resolution for comparison to the noise spectrum, also in 1-Hz resolution. Over the range of
frequencies where the noise PSD levels exceeded the audiogram levels, the audiogram levels were
subtracted from the noise PSD levels at each frequency, yielding differences in dB at each frequency.
Differences were converted to linear quantities (by applying 10ˆ(level/10)), which were then integrated
over frequency, and the result was converted to a level-quantity (by taking 10×log10), yielding the
audiogram-weighted level in dBth.

To evaluate the scope of potential impact at the ecosystem level, we compared the distribution of
recorded (i.e., received) levels in air and under water with thresholds of behavioral and physiological
stress responses for humans and a suite of representative terrestrial and marine species. Selection of
representative species, responses, and thresholds from the literature was guided by two criteria: if the
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species occurred in or was a reasonable surrogate for species in the Salish Sea area, and if the study
used noise stimuli that was a sensible proxy (i.e., low-mid frequency, broadband) for aircraft noise.
Whenever possible, studies that established or modeled a noise–dose relationship were used; in the case
of modeled probability, the 50% likelihood of response was used as the threshold. Despite recognition
that human-weighting of sound pressure levels is understood to be potentially unsuitable for
wildlife [16,27], we found that most terrestrial studies nonetheless evaluated responses to A-weighted
sound pressure levels. In addition to thresholds for people [28,29], the final suite of terrestrial
species (or genus) contrasted against in-air received levels were: marbled murrelet [30], owls [31–33],
harlequin duck (Histrionicus histriónicas) [34], and caribou (Rangifer tarandus) [35]. Marine species
selected for contrast with underwater received levels were: killer whales [36], common murre [37],
harbor porpoise (Phocoena phocoena) [38], herring (Clupea harengus) [39], and California sea lion
(Zalophus californianus) [40].

Although our study design did not allow for comparison of underwater sound from Growlers with
other surface-confirmed anthropogenic sources (in this area, primarily boats), we used LTSAs to visually
represent and contrast underwater sound from Growlers and vessels. We used the weekly notifications
of FCLPs (Table S2) to focus on dates and time periods (e.g., “Midmorning”, “Late Afternoon”) when
training was scheduled for Ault Field, and created LTSAs for these periods (1-s and 1-Hz resolutions)
to identify periods when both Growler noise and vessel noise were present. Three 1-h LTSAs were
generated to visualize the underwater soundscape under varying flight and vessel activity.

2.5. Comparison of Sound Levels and Flight Activity with Prior Studies

To place sound levels and flight activity at NASWI in the context of those documented in other
studies, we conducted a literature review to identify studies of impacts of military low-altitude
flights (MLAF) on people and wildlife. We restricted our search to these studies because the noise
strength, onset rate, and intermittent nature of MLAF are distinct from commercial or general aviation
aircraft [7,41]. In particular, comparable environmental noise levels (>100 dBA) are encountered only
rarely in other contexts [3]. Our initial search resulted in 26 primary research articles that evaluated
impacts of MLAF on people or communities (i.e., annoyance, hearing damage or loss, and effects on
mental and physical health), and 34 articles that examined impacts on wildlife (Data S1). A subset was
removed before extracting noise data; reasons for exclusion included inability to obtain full articles,
reporting of events only (vs. noise), or non-relevant context (e.g., air shows) (Data S1); some studies
also had multiple publications related to the same dataset (Table S1). The final number of studies from
which noise metrics were extracted was 12 (people) and 18 (wildlife) (Table S1). The number of studies
that have measured or modeled impacts of underwater noise from aircraft was too low for meaningful
analysis, and included studies therefore only reflect in-air conditions.

From each study, three metrics were extracted or estimated: (1) maximum received sound
level, (2) typical or average number of daily events > 100 dBA, and (3) total daily duration in
seconds > 100 dBA (Table S1). If a typical number of daily MLAF events was not reported, we
calculated the average number of daily events as the total reported events divided by the number of
days when recording took place; since military activity usually occurs almost exclusively on weekdays,
weekend days were excluded from this formulation. A threshold of 100 dBA was used because it was
relevant to the current study and is frequently used as a reporting threshold, facilitating the extraction
of metrics across disparate studies that could include events both below and above that threshold.

The region of study, year in which the study was conducted, and (for wildlife) the focal taxonomic
group were also extracted. If a study included multiple noise treatments or examined geographic areas
with different received levels, metrics were extracted for each treatment or geographic area. If the
duration of individual flight events was not reported, a conservative estimate of 4 s per overflight
event (based on mean reported event duration across all field studies) was used (Table S1). The same
metrics were then calculated for the current study using the sound pressure level data and observed
flight events from September 13 and 16. These two dates do not represent maximum daily periods
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with FCLPs, which is up to 8 time periods per day, but typical and moderate activity on training days
(Table S2). The relative positions of different studies with respect to the three metrics were contrasted
separately for people and wildlife.

3. Results

3.1. Sound Levels, Audibility, and Response Thresholds

The waveform and spectrum of an example overflight recorded in air are shown in Figure 2a.
Broadband levels (20 Hz–20 kHz) exceeded 117 dB re 20 μPa for about 1 s in this example.

Averaged over all 23 overflights, the received level was 110 ± 4 dB re 20 μPa rms and 107 ± 5 dBA;
maximum received levels were 119 dB re 20 μPa and 118 dBA. In-air noise covered a frequency band
from 20 Hz to greater than 10 kHz, peaking between 50 Hz and 1 kHz (Figure 3a). Comparing 1/3 octave
band levels with audiograms indicated that in-air noise from Growlers would be audible to all species
within the limits of the audiogram measurements available, which ranged from a minimum of 250 Hz
for cormorants to a maximum of 8 kHz for ducks (Figure 3b). Audiogram-weighted levels suggested
that murre might experience less disturbance (18–28 dBth) from Growlers compared with puffins
(60–65 dBth), cormorants (65–71 dBth), and ducks (81–88 dBth; Table 1). A-weighted noise levels
experienced by people ranged from 104 to 109 dBA.

The waveform and spectrum of an example overflight recorded under water are shown in
Figure 2b. Broadband levels exceeded 131 dB re 1 μPa for about 1 s in this example. Averaged
over the 10 overflights, the received level in the strongest 1-s window was 134 ± 3 dB re 1 μPa rms.
The underwater noise recorded during the 10 overflights covered a frequency band from 20 Hz to
30 kHz, peaking between 200 Hz and 1 kHz (Figure 4a). Based on intersection with audiograms,
Growler noise penetrating the water was expected to be audible to killer whales between 200 Hz
and 40 kHz, and to cormorants between 1 kHz and 4 kHz (Figure 4b). Audiogram-weighted levels
indicated Growler flights would result in 48–56 dBth of noise for killer whales, and 40–44 dBth for
cormorants (Table 1).

 
Figure 2. Waveform (top) and spectrogram (bottom) of (a) a Growler overflight recorded in air
(fs = 48 kHz, NFFT = 12,000, 50% overlap) and (b) a Growler overflight recorded under water
(fs = 96 kHz, NFFT = 24,000, 50% overlap).
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Figure 3. In-air (a) received power spectral density (PSD) from 23 overflights (grey), and median (blue)
and quartile (red and green) levels. (b) One-third octave band levels (median and quartiles; blue, red,
and green, respectively) are compared to the in-air audiograms of cormorants, ducks (i.e., lesser scaup),
murres, and puffins. Noise above the audiogram lines is expected to be audible.

Table 1. Median and quartile audiogram-weighted levels (dBth) for killer whales and seabirds, and
A-weighted levels for humans.

Under Water In Air

Orca whale
(dBth)

Cormorant
(dBth)

Duck
(dBth)

Cormorant
(dBth)

Murre
(dBth)

Puffin
(dBth)

Human
(dBA)

25% 56 44 88 71 28 65 109

50% 54 42 84 69 25 63 107

75% 48 40 81 65 18 60 104
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When compared with thresholds of behavioral and physiological stress responses in humans
and a suite of terrestrial wildlife (i.e., terrestrial birds and mammals), we found that in-air received
levels exceeded all identified thresholds (Figure 5a). Underwater received levels exceeded thresholds
of startle response for common murre and avoidance by killer whales. The strongest received levels
exceeded the threshold of startle response for herring and harbor porpoise, but were below those
associated with avoidance in California sea lions (Figure 5b).

Figure 4. Underwater (a) received power spectral density (PSD) from 10 Growler overflights (grey),
with median (blue) and quartile (red and green) levels. Ambient noise percentiles at the time of
recording are shown in dotted curves. (b) One-third octave band levels (median and quartiles; blue, red,
and green, respectively) shown together with the killer whale (black) and cormorant (pink) underwater
audiograms. Noise above the audiogram lines is expected to be audible.

LTSAs of in-air recordings show the pattern of FCLPs as 30–60 min periods of rapid consecutive
flights interspersed with shorter intervals of reduced or no flights (Figure S1). Underwater noise was
detected on multiple dates and time periods when FCLPs were scheduled, with the same pattern of
clustered activity (Figure 6a,b). Visual contrasts of underwater noise from FCLPs and routine takeoffs
show the unique characteristics of sound from Growlers compared to vessels, and that received levels
from Growlers are likely to exceed those associated with a range of typical vessel noise (Figure 6a–c).
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3.2. Comparison of Sound Levels and Flight Activity with Prior Studies

On September 13, 185 landings and overhead passes of aircraft at the north end of Ault Field
occurred between 1100 and 1500. Of these, all but two (1 Boeing 737 and 1 DC-9) were EA-18G
Growlers engaged in FCLPs. The majority of overhead passes were a single aircraft, but passes with up
to three aircraft simultaneously were observed. Seventeen events of Growlers taking off to the south
were audible but not visible. On September 16, 83 passes or landings were observed during the same
time period; of these, three were Boeing 737 and 10 were P-3s. The remaining 70 events were Growlers,
with a maximum of two aircraft observed at any one time; 13 events of Growlers taking offwere also
audible but not visible.

Figure 5. The distribution of received levels (RL) for (a) 23 in-air overflight events and (b) 10 flight events
recorded under water relative to thresholds known to cause behavioral and physiological responses in
humans and representative suites of terrestrial and marine wildlife. In-air: owls, 60 dBA = physiological
stress responses [31], 50% chance of nest flushing [32], and 50% reduction in the probability of prey
detection and hunting strikes [33]; humans, 67 dBA = 50% probability of awakening at night [29]
and increases in nighttime blood pressure [28]; harlequin duck, 80 dBA = reduced courtship and
increased vigilance and agonism [34]; marbled murrelet, 92 dBA = risk of disturbance in nesting
marbled murrelets [30]; caribou, 98 ASEL (A-weighted sound exposure level) = interrupted resting
bouts and increased activity [35]. (Note: The threshold for caribou was reported in ASEL which
likely overestimates RL (dBA).) Underwater: common murre, 110 dB re 1 μPa = startle response
and interrupted feeding [37]; killer whales, 116 dB re 1 μPa = evading noise from small boats [36];
harbor porpoise, 133 dB re 1 μPa = 50% probability of startle response to low- and mid-frequency
up/downsweeps [38]; herring, 137 dB re 1μPa= startle response to recorded boat noise [39]; California sea
lions, 150 dB re 1 μPa = 50% probability of avoidance of area with a simulated mid-frequency tactical
sonar signal [40].
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When the three metrics of maximum received level, daily number of events, and daily
duration > 100 dBA were contrasted with those in previous studies that assessed impacts of MLAF,
the combined sound levels and flight activity associated with FCLPs exceeded those in most other
studies (Figure 7). In studies related to people, some documented louder maximum received levels,
but with fewer events and cumulative daily durations (Figure 7a). Similarly, cumulative daily duration
was substantially exceeded in only one previous study; however, the received levels were lower
(110 vs. 118 dBA). Overall, the sound levels and flight activity we describe in this study bear the
strongest similarity to the most extreme areas around airfields on Okinawa, which were measured
opportunistically between 1968 and 1972, and then systematically in 1998 (Table S1a). Contrasts with
studies for wildlife show that when all three metrics are considered, sound levels and flight activity at
NASWI are largely incomparable to most prior studies (Figure 7b). The taxonomic groups that have
been evaluated for impacts of MLAF include ungulates (caribou, sheep, deer, and horse), one species
of raptor, four species of ducks, two rodents, and one reptile (Table S1b).

 
Figure 6. One-hour spectrograms (fs = 96 kHz, NFFT = 96,000, 0% overlap) contrasting underwater
sound from Growlers juxtaposed with examples of vessel noise: (a) FCLP sessions on 20 August
(0940–1040), (b) FCLP sessions on August 27 (1930–2030) and (c) typical clusters of consecutive takeoffs
(2–3 Growlers per cluster) on September 4 (0915–1015).
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Figure 7. Maximum received level (RL), cumulative daily duration in seconds > 100 dBA, and the daily
number of events in the current study (Whidbey) and previous studies of impacts of military low-altitude
flights (Table S1) related to (a) people and communities and (b) wildlife. Colored symbols reflect
(a) geographic region and (b) broad taxonomic group, with the daily number of events represented by
the size of the symbol. Maximum received levels in studies were typically reported as A-weighted
sound pressure levels (dBA) or dBA could be calculated, (*) with the exception of 3 data points from
wildlife studies (black dot inside symbol) that exclusively reported either C-weighted sound pressure
levels or A-weighted sound exposure level (Table S1); the exceptions were included as these metrics are
expected to overestimate RL (dBA).

4. Discussion

In this study, we measured noise from an infrequently studied source of MLAF, operating in close
proximity to residential sites, recreational areas, and habitat for multiple sensitive marine species.
Our goal was to evaluate potential impacts on people and wildlife, using thresholds of response that
have been established in previous studies. We measured sound both in air and under water and
compared received levels with species-specific audiograms to demonstrate the extent to which noise
from Growlers is perceived by sensitive wildlife. We also place the measured noise (i.e., received levels,
total daily duration, and number of events) in the context of studies that have assessed impacts of
MLAF on people and wildlife. By adopting this integrated approach, our study is uniquely positioned
to illustrate knowledge gaps that can undermine assessment of noise impacts.

When we considered noise as a totality of received level, frequency of events, and total daily
duration, the sound levels and flight events exceeded those in most previous studies. This finding is
critical because it indicates that assessments of impact (e.g., the EIS) are, by definition, based largely
on studies that have evaluated responses of people and wildlife to fewer and quieter MLAF events.
To find where similar sound levels are experienced by people, we would have to turn to industrial and
occupational noise studies, including those for military personnel (e.g., [42]). However, extrapolating
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from these studies to a community noise context is largely inappropriate given differences in the type
and duration of exposure as well as occupational regulations such as time exposure limits, use of
hearing protection, and testing [43].

In our review of MLAF studies for people, we found that comparable community or environmental
noise has been studied in only one other region of the world, on Okinawa Island, Japan. From World
War II until 1998, Okinawa Island had 39 U.S. military facilities (today there are 28), including two major
bases of Kadena Air Base and Futenma Air Station. Noise from aircraft was measured opportunistically
around these bases in 1968 and 1972 (during the Vietnam War), but were not measured systematically
until 1998, when a multi-year study evaluated consequences for health and well-being. The study
was launched because at the time it was estimated that 38% of Okinawa’s population were living in
conditions that exceeded the national standards for exposure to aircraft noise [6]. It is notable that
the sound levels and flight activity we document around Whidbey Island are similar to Okinawan
measurements during the Vietnam War, prior to passage and adoption of national noise regulations by
Japan’s Environment Agency in 1973 and the Defense Facilities Administration Agency in 1980.

The same trend was apparent when we compared the maximum received level, number of events,
and total daily duration with studies related to wildlife. Only one wildlife study, conducted in a
laboratory, exceeded the total daily duration that we measured. Although some studies evaluated
exposure to stronger maximum received levels, cumulative daily duration was less. For example, one
of the most comprehensive assessments conducted by Goudie and Jones (2004) examined behavioral
responses of harlequin ducks to MLAF, finding reduced courtship and increased agonism at a threshold
of 80 dBA, with recovery requiring about two hours [34,44]. Although Goudie and Jones (2004)
recorded a higher maximum sound pressure level, the typical number of daily events was just 3% of
the number we document in the current study. This example illustrates the difficulty in assessing
impacts of increased Growler training on area wildlife. We face not only general research limitations in
how noise impacts communication, behavior, foraging, and ultimately fitness of wildlife [8,16] but an
added burden of extrapolating to a number of events, received levels, and cumulative daily duration
that is largely unstudied.

We considered carefully whether sampling decisions or assumptions made during analysis could
have inflated the number of events, received levels, or cumulative daily duration. Recordings of in-air
noise were done over two days, which could be considered non-representative (e.g., if an extreme
number of events were recorded). However, when we compiled the FCLP schedule for the past 4 years,
we found that our sampling days, with two published active time frames, represented typical and
moderate training activity for a single day. The number of flight events and received levels we recorded
were also consistent with previous monitoring of Growlers on Whidbey Island. Between 2013 and 2019,
noise and events from FCLPs have been measured periodically at 12 locations around Coupeville OLF.
The daily number of flight events associated with FCLPs ranged from 69 to 239, easily encompassing
our calculated average of 127 events per training day [45–48]. Similarly, maximum sound levels in
previous sampling ranged from 97 to 121 dBA (depending on distance from the flight track in use),
a range that also encompasses our maximum of 118 dBA.

Knowledge of the consequences for health and well-being of people experiencing these numbers
of flight events and cumulative daily duration of noise exposure is necessarily limited, given that
similar conditions have been rarely studied. The investigations by the Okinawa Prefecture in the
mid-1990s offer the best available information on implications for public health. One of these associated
studies found that noise from aircraft around the Kadena airbase was hazardous and sufficient to
cause hearing loss among the population as a whole [49], while an epidemiological study identified
individuals with noise-induced hearing loss that was likely due to living in proximity to the base [6,50].
In a different region of the world, Finnish Air Force investigations found that two claims of hearing
loss from MLAF events were plausible based on measured exposures [51]. A unique laboratory study
examining temporary threshold shift and stapedius reflex period concluded that 114 dBA (below our
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measured maximum) was a critical threshold, where repeated exposure to military aircraft noise above
this was likely to result in noise-induced hearing loss [52].

Studies have also documented consequences for cardiovascular health within the noise exposures
that we measured. Clear dose-response relationships existed between blood pressure and aircraft noise
surrounding Kadena and Futenma airbases, with noise-exposed groups exhibiting a 30% increase over
control groups [6]; risk of hypertension due to noise exposure was highest for older age groups [53].
Laboratory studies have demonstrated short-term increases in blood pressure following exposures
to military aircraft noise, with suggested response thresholds ranging from 90 [54] to 106 dBA [55].
Other aspects of human health and well-being including annoyance, sleep disturbance, resident
dissatisfaction, and even low birth weights have been studied and associated with high-intensity
exposure specifically from military aircraft [6,41,56–58] as well as at lower levels of community noise
from civilian aircraft and other sources [4,59]. As a result of reviewing these and other studies, in 2017
the Washington State Department of Health recommended that the U.S. Navy conduct a health impact
assessment as part of the EIS process [60]. Our results confirm the need for such an assessment to occur.

The strength of the noise from flight events resulted in another critical finding from this study,
where we document sound from Growlers 30 m below the sea surface, and at levels known to trigger
behavioral changes for aquatic wildlife. Sound levels between the hydrophone and the surface
may have been stronger than those we measured (though complex noise fields arise, particularly in
shallow water (see, e.g., Figure 2i–l in Erbe et al. 2017) [61]. For Endangered SRKW, received levels
were above those associated with changes in call amplitude [62,63] and avoidance or changes in
behavior [36]. Other Salish Sea marine mammals that have been shown to react with avoidance or startle
responses to low-mid frequency sound in this range include harbor porpoise [38,64,65], harbor seals
(Phoca vitulina) [66], and gray whales (Eschrichtius robustus) [67]. At lower levels, communication
masking has been demonstrated for bottlenose dolphins (Tursiops aduncus) [68], and is likely for other
species such as humpback whales (Megaptera novaeangliae) [69]. Although the number of studies that
have looked at behavioral responses of fish to noise is small, our received levels overlapped or exceeded
thresholds for herring and some other marine fish including sea bass (Dicentrarchus labrax) [39,70].
Studies of how noise may be perceived by and impact seabirds underwater are almost nonexistent.
In 2011, an expert panel was convened to establish underwater thresholds for injury to Threatened
marbled murrelet from pile driving noise, but injury was defined to include only permanent loss of
cochlear hair cells or barotrauma [71]. However, two very recent studies have demonstrated startle,
avoidance, and changes in foraging of common murre and Gentoo penguins (Pygoscelis papua) at
105–115 dB re 1 μPa, suggesting that marbled murrelet and other seabirds around Whidbey Island may
be impacted by underwater (and in-air) noise from jet aircraft [37,72].

Our results indicate underwater impacts that have been unstudied, underestimated, or otherwise
dismissed in the two relevant EIS [17,73] and corresponding Biological Opinion(s) for ESA-listed
species [19,30]. Of chief concern in this region is SRKW. In the EIS, underwater noise from aircraft were
deemed unlikely to adversely affect SRKW (and humpback whales), and to have no effect on critical
habitat. The rationale for this conclusion included assertions that whales would have to be at the surface
of the water and directly underneath low-altitude aircraft (<300 m), and that whales were already
exposed to boat and ship noise that could “drown out or lessen” any noise from aircraft. Our results
indicate instead that noise from Growlers is measurable at least 30 m under water, with sound levels
known to impact whales. Furthermore, these sound levels are comparable to those documented by
studies of noise that is experienced by SRKW from small and large vessels [74,75]. The reason that no
effects on SRKW critical habitat are assumed is not due to evaluation of noise impacts, but rather to an
exemption of waters within the boundaries of military installations from critical habitat designation
(see Appendix C, Sections 4.1 and 3.2.5 in [17]). Lastly, the rationale for not considering impacts of
aircraft flying higher than 300 m is based on an agreement with the National Marine Fisheries Service
in 2015 to assume that underwater noise from any event where aircraft exceed this altitude will cause
no reaction in marine mammals (see Appendix C and Section 4.1 in [17]). This is despite the fact that
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modeled underwater noise for aircraft at altitudes of 300–3000 m is 128–152 dB re 1 μPa (see Table 3.0–4
in [73]), exceeding known thresholds for behavioral reactions and adverse impacts on marine mammals,
including SRKW (Figure 5). A recent synthesis of underwater noise and vessel disturbance on SRKW
by the Washington State Academy of Sciences recommended “defining every interaction with an
SRKW as an opportunity to disturb a whale”, due to the ”fragile condition” of the population [76].
Collectively, we believe that our results create a case for revisiting these impact assessments as well as
future inclusion of military aircraft noise in cumulative effects models for SRKW [77].

Evaluating the EIS process against our results further illuminates a problem wherein risk from
noise effects is calculated based on the likelihood that individuals (e.g., an individual SRKW or marbled
murrelet group) will be exposed to sound levels that result in physical damage (i.e., hearing damage or
barotrauma) or direct changes in behavior such as foraging, breeding, or nesting. This does not account
for the problem that the habitat itself is being impacted by noise, and becomes less hospitable [78],
nor that noise may be added to other stressors [79,80]. In this scenario, the very rarity of the species
becomes a factor in assuming impacts are discountable, negligible, or insignificant (see Appendix C
and Section 4.1 in [17]). Our purpose in outlining these inconsistencies in environmental impact
assessment is not to point fingers at federal oversight agencies or the U.S. military, but to exemplify
how knowledge gaps [81], exemptions [5], and use of high noise thresholds for harm intersect to
discount or underestimate noise impacts on wildlife, which are increasingly understood to include
indirect effects on habitat, abundance and fitness of populations [16,82].

The above challenges are part of an evolving understanding of how to evaluate and mitigate
growing noise pollution worldwide. However, our study reveals added challenges specific to noise
from MLAF, which is a scarcity of studies resulting in large knowledge gaps with respect to impact.
There are substantial logistical and bureaucratic hurdles in monitoring military operations; these have
been pointed out in reviews [3,9] as well as experienced by the authors of this study. In particular,
the fact that schedules are usually not available in advance and access to operational areas may be
restricted increases time and costs of doing these studies. Despite the challenges, there is a strong
need to close knowledge gaps, as increased noise from MLAF is predicted to become more common in
the future due to base consolidation [2]. Other countries (i.e., Finland and Australia) have recently
adopted the Growler platform and may find similar issues in locating training facilities. The problem
is not limited to Growler aircraft; the new F-35 is also causing similar concerns and discomfort in areas
around airfields [83,84]. And while the trend within the U.S. is toward consolidation, the building of
new bases and the expansion of military aircraft activity continues worldwide [41,58,85].

In summary, our study suggests the need for underwater noise from Growlers to be included
in cumulative effects models [77] and Biological Opinions for ESA-listed species [19,30], as well as
more broadly evaluated outside of the immediate vicinity of Whidbey Island. Furthermore, our results
show that sound levels and flight operations around NASWI are largely beyond those that have been
previously evaluated, supporting calls for a comprehensive health assessment to evaluate consequences
for human health and well-being [60]. Finally, we hope that this study stimulates consideration of how
to evaluate impacts of intense noise exposure not only for the benefit of this region, but other areas that
may face similar challenges now and in the future.
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Abstract: Source level is one factor that determines the effectiveness of animal signal transmissions
and their acoustic communication active space. Ocean-bottom seismometers (OBS) are platforms
of opportunity to monitor marine species because they record data as pressure fluctuations in the
water using a hydrophone and/or as particle velocity of the seabed using a seismometer. This
study estimates source levels of 20 Hz fin whale notes recorded simultaneously in these two OBS
channels and in two areas of the North Atlantic (Azores and southwest Portugal). It also discusses
factors contributing to the variability of the estimates, namely geographical (deployment areas),
instrumental (recording channels and sample size), and temporal factors (month of detected notes,
inter-note interval, and diving duration). The average source level was 196.9 dB re 1 μPa m for
the seismometer (derived from particle velocity measurements) and 186.7 dB re 1 μPa m for the
hydrophone. Variability was associated with sample size, instrumental characteristics, acoustic
propagation, and month of recordings. Source level estimates were very consistent throughout
sequences, and there was no indication of geographical differences. Understanding what causes
variation in animal sound source levels provides insights into the function of sounds and helps to
assess the potential effects of increasing anthropogenic noise.

Keywords: geophysical instruments; bioacoustics of marine mammals; underwater acoustic propa-
gation; animal communication

1. Introduction

Baleen whales produce low-frequency and high-intensity sounds that can be classified
as calls or songs [1–3]. Calls are normally produced irregularly and have been associated
with foraging activities [4], group cohesion [5], and mother–calf bonding [6]. Songs, on the
other side, are regularly repeated sequences, with a widely accepted reproductive function,
either to attract females, compete with other males, or both [7,8], and are especially suited
for long-range communication [9]. However, the precise significance of most baleen whale
sounds is still unknown because it is difficult to correlate a sound with a behavioral
response and to determine its information content [2]. The distance over which an animal
sound can be detected by individuals and by recording instruments is influenced by its
source level [10,11], among other factors like source depth and sound propagation speed.
Source level is one major factor to determine the transmission effectiveness of a sound
and the acoustic communication active space among animals, which is defined as the area
over which animals can exchange information [12]. Over the past few decades, ambient
noise levels in the ocean, especially below 500 Hz, have increased in some regions, which
seems to be linked with global economic growth [13,14]. These sounds can potentially
have a more extensive impact on animals because they can travel farther distances due to
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their lower attenuation [15]. Their impact can be even more extensive in low-frequency
biological sounds that can also travel great distances, and therefore, they can affect the
propagation of these signals. Even though long-term measurements of ambient noise levels
are not available for the Atlantic Ocean, several studies suggest sound levels below 100 Hz
are increasing [16,17]. Since baleen whales seem to rely so strongly on sounds for their
daily activities, changes in their acoustic environment may cause masking of their sounds
and affect their behavior and ultimately their survival [18,19]. A noisy environment may
cause animals to produce more complex sounds and increase source levels to compensate
for the potential decrease in communication active space [18]. Under high noise conditions,
baleen whales have been shown to produce calls with a higher average fundamental
frequency [20,21], amplitude [22], and duration [21], and with higher source levels [23,24].
Disruptions in baleen whale call production have also been reported, but the relationship
with noise is not clear due to opposing observed tendencies [20,21,24–26].

Fin whales produce long sequences of sounds with patterned intervals, classified as
songs, lasting for numerous hours [3,27]. The most common sound included in these songs
is the 20 Hz note, a 1 s pulse that downsweeps in frequency from 30 to 15 Hz [28,29]. Since
signaling in long sequences, which is characteristic of this species, is considered a singing
behavior, the sounds included in songs are termed “notes”. Source level estimates of the
20 Hz fin whale note have been reported throughout the world’s oceans and range from
159 to 220 dB re:1 l μPa at 1 m [10,30–33]. The combined high source levels and small
propagation loss of the 20 Hz note result in communication active spaces of hundreds
of km for fin whales under favorable conditions [9,32,34]. Although there is evidence of
regional differences in fin whale songs that may be linked to population structure [34–36],
there is no indication of differences in source levels of the 20 Hz note between populations,
nor have there been any significant changes in the estimates over the past 50 years [31].
However, the variability in source level estimates in published studies can be high, up to
approximately 40 dB [31]. In addition, within a fin whale song, 20 Hz notes can also show
highly variable source levels [28,31,37].

To make any inferences about the variability caused by biotic factors, it is necessary to
undertake an assessment of the instrumental and methodological factors that can cause
source levels to vary. Miksis-Odls et al. (2019) [31] described several factors that can
contribute to the variability in estimates of source levels of fin whale notes: hardware
configuration, signal detection methods, sample size, location, recorded time, and acous-
tic propagation modeling. Four Component Ocean-Bottom Seismometers (4C-OBS) can
provide two types of received sound levels, pressure fluctuations in the water recorded by
their hydrophones and seabed particle velocity recorded by the directional components
of the seismometer. Although recent OBS usually record acoustic data as sound pressure
levels and seabed particle velocity, older seismic instruments only included a seismometer
component to record seismic data. Many seismic recordings were obtained throughout the
years from several areas of the world’s oceans that have not yet been analysed in terms
of their baleen whale acoustic data, and they could provide legacy data that could have
crucial information to assess long-term temporal changes in source levels of fin whale notes.
Estimated source levels of fin whale notes recorded on OBS have been calculated only with
the seismometer component in the Pacific Ocean [33] and only with the hydrophone in the
North Atlantic Ocean [31].

This study presents estimates of source levels of 20 Hz fin whale notes recorded
concurrently in the two types of recording channels of the OBS, and discusses several types
of factors contributing to the variability of the estimates, namely, geographical (deployment
areas), instrumental (recording channels and sample size), and temporal factors (time of
the detected notes, inter-note interval and dive duration). In addition, this study shows
that the directional components of the seismometer of OBS can also provide reliable source
level estimates of fin whale notes.
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2. Materials and Methods

2.1. Study Area and Data Collection

The recordings used in this study were derived from a set of four 4C-OBS deployed
off the channel Pico–Faial Islands and from one 4C-OBS of an array deployed in the seas to
the southwest of Portugal (Figure 1).

Figure 1. Locations of the OBS (red stars) that recorded fin whale notes used in this study.

The waters around the Azores archipelago are part of a fin whale migratory corridor
towards northern latitudes [38]. This species is present year-round in the Azores, but
sightings are rare between autumn and winter [39]. Between spring and early summer,
fin whales suspend their journeys northwards and stay around the Azores to feed [38],
which is correlated with the spring bloom primary productivity [40] and the consequent
increase in prey availability [41]. The deployment area in the Azores waters was chosen
according to the sighting records of fin whales and the proximity to the coast to facilitate
simultaneous visual observations. In the seas to the southwest of Portugal, whaling records
of the 20th century suggest the presence of a local nonmigratory subpopulation of fin
whales that was heavily exploited [42]. There is no current evidence of the suggested
resident subpopulation, and relative abundance of fin whales has not yet recovered to past
numbers [42]. Recent visual and acoustics data show two fin whale groups in the seas
to the southwest of Portugal, at least between autumn and spring: fin whales from the
northeast North Atlantic Ocean and fin whales from the Mediterranean waters [34,35,43].

The array deployed in the seas to the southwest of Portugal was part of the seis-
mic monitoring project NEAREST (Integrated Observation from Near Shore Sources of
Tsunamis: Towards an Early Warning System) [44,45]. A full description of the project and
the OBS can be found in [46] and in [47]. For this study, only OBS04 was used because it was
the most superficial instrument, and its deployment depth was closest to the Azores OBS.

Each 4C-OBS was composed of three directional channels in the seismometer, allowing
the recording of the 3-component seabed particle velocity (two channels for the horizontal
components, X and Y, and one channel for the vertical component, Z) and the sound
pressure in the water (H-channel). The OBS had a 200 Hz sampling rate in the Azores area
and 100 Hz in the southwest Portugal area (Table 1). The Azores OBS included a short
period three-component seismometer SM6-4.5Hz and a hydrophone HTI-01-PCA/ULF.
All OBS were laid on the seabed, and the seismometers were in direct contact with the
seabed. The hydrophones were placed in the water above the seabed, tied to the OBS frame.
Additional technical specifications used for this study can be found in Table 1.
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Table 1. Technical specifications of each OBS used in this study.

OBS Depth (m)
Sensitivity-H

(dB re 1 V/μPa)
Sensitivity-Z

(V/m/s)
Gain-H (dB) Gain-Z (dB)

Conversion
Factor-H (count/Pa)

Conversion Factor-Z
(count/m/s)

PO2 830 −168.5 27.6 21.32 11.9 1140.43 19,898,719.47

PO3 760 −168.3 27.6 21.32 11.9 1166.99 19,898,719.47

PO4 776 −168.1 27.6 26 11.9 2046.72 19,898,719.47

PO5 790 −167.9 27.6 21.32 11.9 1221.99 19,898,719.47

OBS04 1993 −194.7 1918 4 1 1797.21 1,434,804,623

The OBS were deployed at different depths, ranging from 760 m (PO3) to 1993 m
(OBS04) (Table 1), and recorded during different periods. The instruments in the Azores
waters recorded between March and September 2019, while the OBS deployed off southwest
Portugal recorded between September 2007 and June 2008. The hydrophone (H-channel) of
two OBS of the Azores area, PO2 and PO4, was not working correctly and received levels of
these two instruments were only recorded for the vertical Z-channel of their seismometer.

2.2. Signal Detection and Localization

Acoustic data were processed to identify 20 Hz fin whale notes with high signal-
to-noise ratio (SNR) and high amplitude to estimate source levels. Recordings of the
southwest Portugal OBS04 Z-channel were manually inspected by an analyst that listed
the start time of all 20 Hz fin whale notes. The Azores OBS recordings in the H-channel
were also inspected manually, prior to the use of an automatic detection algorithm, to
identify the days with the highest number of SNR 20 Hz notes. Those days were then
fed to an automatic detector based on a matched filter which is included in the software
program Ishmael version 3.0. A sample of automatic detections (10%) for each day and
each Azores OBS was manually checked to obtain daily false positive rates. During the
manual checking of the recordings and the false positives of the Azores dataset, it was
possible to identify the highest-quality 20 Hz notes that could potentially be used in the
estimates of source level.

Fin whale notes used in the following analysis were recorded in April 2019 (n = 1459)
in the Azores, and between November 2007 and April 2008 (n = 14,733) in the southwest
Portugal. Regarding the Azores dataset, within the same sequence of 20 Hz notes, some-
times notes could not be detected in the spectrograms because of the presence of varying
levels of noise. Therefore, the number of recorded notes was not equal across recording
channels and instruments in the Azores OBS. The two channels in the OBS of southwest
Portugal recorded the same number of fin whale notes.

The range (i.e., the horizontal distance) between the source of each 20 Hz note and
the OBS was estimated according to two methods. For the southwest Portugal dataset,
range was estimated using the direct signal to a single OBS [47,48]. This method has been
used to locate fin whale notes, but it only works well in an area that is defined by a critical
range, which is a distance at which parameters used to estimate ranges are reliable [47,48].
A coherency threshold between the horizontal and vertical seismometer channels was set
to 0.1 to identify the 20 Hz notes inside this critical range. A more detailed description of
the coherency factor can be found in [48]. After the coherency filtering, there were 46 days
with 20 Hz notes detected inside the critical range of OBS04 (n = 4866). The ranges of
the 20 Hz fin whale notes of the Azores dataset were obtained by triangulation, which
meant that notes had to be detected in at least three instruments. After the signal detection
process, there were only 3 days with 20 Hz fin whale notes detected in at least three OBS.
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2.3. Sound Source Levels Measurements

Underwater sound source level (SL) is defined as the sound pressure level at a refer-
ence distance of 1 m from a given source (expressed in dB re: 1 μPa at 1 m). Source levels
of 20 Hz fin whale notes were estimated using the passive form of the Sonar Equation (1):

RL = SL − TL, (1)

where RL is the received level of the sound and TL is the transmission loss. Received levels
of the 20 Hz note were measured as pressure fluctuations in the water in the hydrophone
and as particle velocity of the seabed in the seismometer.

Received levels of the 20 Hz notes recorded by the OBS H-channel and Z-channel were
automatically measured as the amplitude root-mean-square (RMS) of each note waveform
based on a matched filter code that used the library routines of the seismological software
package SEISAN [49]. The preferred measurement of received levels was RMS because it is
the most used in the literature. Usually, the matched filter is used in the automatic detection
process of acoustic signals, but in this study, it was used to obtain several parameters that
characterize the 20 Hz notes, including RMS. During the matched filter run, the OBS
recordings were cross-correlated with a signal template. Measurements of each 20 Hz note
were calculated whenever the matched filter function was maximized 0.5 s around the
provided manual start time of each note. This buffer was used to accommodate potential
errors made by the researcher in the start time of each note. The end of the measurement
window was defined by the duration of a template of high-amplitude and high-SNR
20 Hz note. For each 20 Hz note processed automatically, the in-house code calculated the
amplitudes of the H-channel and the Z-channel, as well as the correlation value between
the recordings and the template, SNR, relative azimuth, and incidence angles, following
the methods described in [47] and [48]. Relative azimuth and incidence angles calculated
in SEISAN were only reliable for the southwest Portugal dataset because fin whale notes
were inside the critical range. In the case of the Azores dataset, most estimated ranges of
fin whale notes were outside the critical range of each OBS, and several angles had to be
calculated according to the methodology described below.

Measured RMS amplitudes of each 20 Hz note recorded in the OBS Z-channel were
transformed in substrate particle velocity (m/s) and then in dB received levels using the
procedure described in [33]. In addition to the angles of the incoming and transmitted
signals, the procedure needs information about the water column and seabed properties,
namely the density and the velocities of the signals in the two mediums (Table 2).

Table 2. Properties of the water column and the seabed of the Azores and southwest Portugal
deployment areas.

Parameter Azores Southwest Portugal

Water column sound (P-wave) velocity (m/s) 1500 1500

Water column density (kg/m3) 1000 1000

Seabed S-wave velocity (m/s) 800 300

Seabed P-wave velocity (m/s) 1800 1700

Seabed density (kg/m3) 1300 1400

The amplitudes of the transmitted P- (TPP) and S- (TPS) waves at a fluid–solid in-
terface relative to an incident pressure wave of unit amplitude are determined by the
Zoeppriiz equations [50]:

TPP =

(
VP1

VP2

)
2Bρ1VP2 cos(θi)

A1ρ2VP2 cos(θi) + A2 cos(θi) cos(θt) + ρ1VP1 cos(θt)
(2)
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TPS =

(
VP1

VP2

)
2C cos(θi) cos(θt)

A1ρ2VP2 cos(θi) + A2 cos(θi) cos(θt) + ρ1VP1 cos(θt)
(3)

where,
A1 = B2 = cos2(2φt) (4)

A2 = 4ρ2VS2sin2(φt) cos(φt) (5)

C = 2ρ1VS2 sin(φt) (6)

and VP1 is the incident P-wave velocity, VP2 is the transmitted P-wave velocity, VS2 is the
transmitted S-wave velocity, θi is the incidence angle of the acoustic wave and the normal
to the interface, θt is the transmitted P wave angle, φt is the transmitted S wave angle, and
ρ1 and ρ2 are the densities in the fluid and solid layers, respectively [40]. In the southwest
Portugal dataset, the incidence angle θi was obtained with the range estimates of the 20 Hz
notes and the adjustments in [48]. In the Azores dataset, θi was calculated assuming a
homogenous medium:

θi = tan−1
(

range
OBS depth

)
(7)

The angles of the transmitted P- (θt) and S- (φt) waves were calculated using Snell’s law.
The amplitude RMS of each fin whale note was transformed in measured vertical

particle velocity uv based on the seismometer sensitivity, system gain, and information
about the digital conversion (Table 1). Following [33], uv was then scaled by the vertical
projection of the Zoeppritz equations to obtain particle velocity in the direction of the
incoming wave u:

u = uv

(
1

TPP cos θt + TPS sin φt

)
(8)

The received sound pressure level pm, expressed in decibels relative to 1 μPa, of each
fin whale note recorded in the Z-channel of the OBS was calculated as:

pm = 20 × log10

(
uρ1VP1

10−6

)
(9)

Properties of the seabed in the southwest Portugal area were selected according to
work shown in [48]. This set of values, combined with the application of some adjustments,
resulted in the most accurate ranging estimates for a dataset of airgun shots, for which
the location was known. Properties of the Azores area seabed were based on a top strata
composed of poorly consolidated water-saturated sediments [51]. Weirathmueller et al.
(2013) [33] recognized that the Zoeppritz correction to convert vertical ground velocity to
the velocity of the incoming acoustic wave was too sensitive at incidence angles close to and
larger than the critical angle (ic = sin−1(VP1/VP2) which could result in bias of the source
level estimates. They limited source level estimates to incidence angles that resulted in a
steady increase of the Zoeppritz correction and discarded the data with a rapid increase of
the Zoeppritz correction. In this study, the southwest Portugal dataset was already limited
by the critical angle (ic = 61.9◦), and therefore no additional filtering was needed. Most of
the fin whale notes in the Azores dataset showed incidence angles greater than the critical
angle (ic = 56.4◦). In this case, and for source level estimates recorded in the Z-channel, the
Azores dataset was filtered to retain only notes with incidence angles showing a steady
increase of the Zoeppritz correction (<47.0◦). For the H-channel of the Azores dataset,
all fin whale notes were used to estimate source levels. Measured RMS amplitudes of
the OBS hydrophone were converted into dB received levels using a conversion factor
obtained from the hydrophone sensitivity, system gain, and information about the digital
conversion (Table 1).

Transmission loss was calculated using the ray-trace package BELLHOP [52]. The
signal source depth was assumed to be 15 m, based on fin whale tag data from [53]. The
signal frequency was assumed to be 22 Hz, based on median frequency measurements
of a sample of 20 Hz notes from the OBS dataset (n = 2952) and according to the values
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used in [32]. The sound speed profile used to model the transmission loss for the Azores
dataset was calculated using the salinity and temperature profiles from the World Ocean
Atlas climatological data for a point at 38◦ N 29◦ W in April [54]. The sound speed profile
for the southwest Portugal dataset was calculated from conductivity, temperature, and
depth (CTD) data collected in situ on 24 August 2007. The models were developed with
the multiple OBS receiver depths (Table 1) and maximum estimated ranges for each OBS:
20 km for PO2, 9 km for PO3, 13 km for PO4, 8 km PO5, and 4 km for OBS04.

2.4. Statistical Analysis

The variability of source level estimates for the 20 Hz note was assessed based on
the deployment area, type of recording channel, sample size, month, dive duration, and
inter-note interval. Variability in source level estimates for each recording channel and
deployment area was assessed using the coefficient of variation (CV), which is a measure of
spread of the data and allows comparison between datasets with different distributions [55].
The effect of sample size on source estimates was assessed by filtering the southwest
Portugal dataset based on note quality (cross-correlation value ≥0.7 and SNR ≥ 3.1),
following [31]. Differences in source level estimates calculated for each month of the
southwest Portugal dataset were evaluated using the non-parametric Kruskal–Wallis test
followed by a Dunn’s multiple comparison test with a Bonferroni adjustment method.
The null hypothesis of this test assumes that the samples (groups) are from identical
populations. The significance level used to decide the acceptance of the null hypothesis was
p = 0.05. Preliminary data exploration showed that the relationship between source level
estimates of fin whale notes and elapsed time within a sequence was not linear. Therefore,
the relationship between source level estimates and elapsed time within a sequence was
evaluated using Generalized Additive Models (GAMs) with a Gaussian distribution and an
identity link function [56]. A sequence was defined as several 20 Hz notes with inter-note
intervals shorter than 45 s [28,36]. Intervals longer than 45 s were associated with potential
surfacing episodes, and associated sequences were evaluated separately. Statistical analysis
were undertaken with the nlme package in R software version 5.474 [57].

A summary of the data acquisition and processing stages can be found in Figure 2.

Figure 2. Flowchart of data acquisition and processing stages to estimate source levels of 20 Hz fin
whale notes.
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3. Results

3.1. Geographical and Instrumental Differences in Source Level Estimates

The most significant difference in average source level estimates of fin whale notes
between deployment areas (34 dB) was observed for the Z-channel, mainly associated with
one instrument of the Azores deployment, PO5 (Table 3). The remaining two OBS from
the Azores showed relatively similar source level estimates compared with the southwest
Portugal OBS. However, the two distributions of estimated source levels for the Z-channel
were considerably different (Figure 3), which was related to the small sample size of the
Azores dataset (n = 70, except PO4) and the higher coefficient of variation. The observed
difference of estimated source levels for the H-channel between deployment areas (~15 dB)
was not as clear as the one observed for the Z-channel.

Table 3. Estimated fin whale mean source levels (SL) and the corresponding coefficient of variation as a function of the
deployment location, detection period, and sample size. The sample size of the Z-channel of the Azores dataset corresponds
to notes that were accepted after the incidence angle filtering.

Location
Detection

Period
OBS

Z-Channel H-Channel

Sample (n)
SL (dB re: 1
μPa at 1 m)

CV (%)
Sample

(n)
SL (dB re: 1
μPa at 1 m)

CV (%)

Southwest PT 11/07–04/08
OBS04 4866 196.9 1.8 4866 186.7 1.7
OBS04 1443 197.3 1.6 1443 187.2 1.5

Azores

04/19

PO2 38 194.6 5.0 0 - -
PO3 0 - - 260 172.2 3.2
PO4 2 201.8 0.2 0 - -
PO5 32 163.4 1.8 281 171.3 3.7

Figure 3. Distribution of estimated source levels from 20 Hz fin whale notes manually detected in
the H-channel (top) and the Z-channel (bottom) of three OBS in the Azores (left) and one OBS in
southwest Portugal (right). Estimated source levels for the Z-channel of PO4 were not included
because of the small sample size.

180



J. Mar. Sci. Eng. 2021, 9, 646

Within each OBS, differences between recording channels were small: 8 dB in the
Azores and 10 dB in southwest Portugal. The reduction of the sample size of the southwest
Portugal dataset to retain only high-quality fin whale notes did not result in a significant
change of estimated source levels. The differences were 0.4 dB for the Z-channel and 0.5 dB
for the H-channel (Table 3). The source level estimates did not change, as observed in the
Azores dataset, because the sample was still large (n = 1443).

3.2. Temporal Differences in Source Levels

Estimated source levels from the southwest Portugal dataset showed significant statistical
differences between months in both OBS channels (Z-channel: Chi-square = 978.54, df = 5,
p < 2.2 × 10−16; H-channel: Chi-square = 255.32, df = 5, p < 2.2 × 10−16). In the Z-channel,
pairwise comparisons using a post hoc Dunn’s test indicated that January and February
had significantly higher estimated source levels than all other months, while March and
April were not different from each other and to November and December (Table S1). The
H-channel also showed significantly higher estimated source levels in January compared
to other months and in February compared only to April and December. April showed
lower source levels than all other months and March showed no differences to November
or December (Table S1; Figure 4).

Figure 4. Estimated source levels of fin whale notes by month recorded in the Z-channel (left) and
the H-channel (right) of the OBS off southwest Portugal. The upper and lower whiskers represent
the maximum and minimum value of the data within 1.5 times the interquartile range over the 75th
percentile and under the 25th percentile, respectively.

Results from GAMs showed how estimated source levels slightly decreased at greater
elapsed times within a sequence in both channels (GAM smoother for elapsed time in H
channel: edf = 7.67, F = 20.91, p < 0.001; and Z channel: edf = 2.7, F = 26.39, p < 0.001)
(Figure 5). However, the lower deviance explained by these models (H-channel: 3.62%;
Z-channel: 1.55%) indicated that other variables apart from elapsed time within a sequence
affected the variability of source levels. Estimated source levels only started decreasing
with elapsed times greater than 1400 s in both channels (Figure 5). A linear regression for
elapsed times above 1400s showed a clear decreasing trend in both channels (H-channel:
p < 0.001, Adj. R2 = 0.6; Z-channel: p < 0.01, Adj. R2 = 0.3) (Figure 6).
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Figure 5. Estimated source levels for 20 Hz fin whale notes detected in the H-channel (left) and
the Z-channel (right) of the OBS off southwest Portugal plotted against the elapsed time within
a sequence. A fitted smoothed line (blue) is fitted to the data with its associated 95% confidence
intervals in shaded grey. Black dots represent estimated source levels.

Figure 6. Estimated source levels from 20 Hz fin whale notes manually detected in the H-channel
(left) and the Z-channel (right) from the OBS off southwest Portugal against elapsed time within a
sequence longer than 1400 s. A linear regression line (blue) is fitted to the data with its associated
95% confidence intervals (shaded grey). Black dots represent estimated source levels.

Since there was a decrease of estimated source levels with longer sequences, four of the
longest sequences (longer than 1000 s, which is equivalent to ~16 min) were further explored
individually. The estimates were very consistent throughout the four sequences, and on
some occasions, they followed a wave pattern (Figure 7). The average differences between
consecutive source levels were 2.2 dB in the H-channel and 2.3 dB in the Z-channel. Estimated
source levels did not vary significantly with increasing inter-note intervals in neither of the
channels (H-channel: p = 0.03, Adj. R2 = 0.0007; p = 0.4, R2 = −0.0001) (Figure 8).
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Figure 7. Examples of estimated source levels over elapsed time within sequences recorded on
11 January 2008 (two top), 26 December 2007 (bottom-left), and 1 February 2008 (bottom-right) in
the southwest Portugal.

Figure 8. Estimated source levels from 20 Hz fin whale notes manually detected in the H-channel
(left) and the Z-channel (right) from the OBS off southwest Portugal against inter-note interval. The
blue line represents a linear regression fitted to the data (black dots).

4. Discussion

The average source level estimates of fin whale notes calculated for two types of
recording channels in five ocean-bottom seismometers (OBS) were in line with the values
reported for other deployment areas and recording instruments [28,30–33,58]. The highest
variability was found for the Z-channel source level estimates with a 35 dB difference
between instruments and deployment areas. However, this seemed to be associated with
an unaccounted technical issue of one seismometer of the Azores deployment. Within all
OBS of the Azores dataset, PO5 measured the lowest received levels of fin whale notes.
If we discard the instruments with technical issues and small sample sizes (n < 10), the
difference between deployment areas was only 2 dB, with an average source level for the
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Z-channel of 196 dB re: 1 μPa at 1 m. There was a 7 dB difference between the Z-channel
source level estimates in this study and the values described by [33]. Considering the
potential effects that could not be accounted for, like differences in the amplitudes of notes,
bias in ranging methods, and the parameters included in the acoustic propagation settings,
differences between both studies can be considered small. Therefore, estimated source
levels obtained from the OBS Z-channel were generally consistent throughout deployment
areas, signal processing techniques, and acoustic propagation modeling.

The distribution and average (187 dB re: 1 μPa at 1 m) H-channel source levels
estimates for the southwest Portugal area were equivalent to those found for the same
channel and area but for a different OBS (189 dB re: 1 μPa at 1 m) [31], indicating minor
differences caused by the use of different acoustic propagation models and signal detection
and processing. In addition, H-channel source levels for the Azores dataset were similar
between OBS. This means that within the same deployment area, instrumental variability
for the hydrophone was small. Since datasets were processed using the same methodology,
we can speculate that the observed 15 dB difference for the H-channel between deployment
areas could be mainly related to signal propagation effects.

In the Azores dataset, almost all 20 Hz notes showed changes in their waveform,
which were caused by multipaths and acoustic interference. On the other hand, the
effects of acoustic interference on the notes of the southwest of Portugal dataset was
very small in relation to the large sample size of unaltered fin whale notes. The acoustic
propagation settings of the seabed in southwest Portugal resulted in very low amplitudes
of the multipaths. Furthermore, estimated ranges for the southwest Portugal dataset were
shorter than the critical range (<3700 m) and were inside an area where direct path arrivals
dominated the recordings [41]. The associated ranges of fin whale notes of the Azores
dataset were estimated to be inside an area where multipaths dominated, resulting in
changes of the received signal. Other studies have shown that acoustic interference can
also affect the received levels of fin whale notes and therefore cause bias in the source
level estimates [10]. Therefore, local effects of signal propagation seem to be the major
factor contributing to the differences between source level estimates of the 20 Hz fin whale
notes recorded in the H-channel of the two deployment areas. Propagation effects and
transmission loss differences can be associated with the 9 dB difference of average source
levels between the recording channels since fin whale notes were measured in different
mediums. However, the differences in source level estimates found here seem small, given
that variability within the same study can sometimes exceed 40 dB [31].

The large sample size in the southwest Portugal OBS resulted in robust source level
estimates and allowed the exploration of temporal factors related to fin whale behavior:
month, duration of the note sequence, and inter-note interval. The Z-channel source
level estimates varied throughout the recording period, peaking in January and February
and gradually decreasing during spring. In the northern hemisphere, fin whales show
a seasonal pattern in the production of 20 Hz notes, with notes being recorded more
frequently between autumn and spring, with a maximum in winter [28,35,55,59]. If fin
whale song functions as a reproductive display, as suggested by several studies [7,28],
then male fin whales could produce louder notes during the time of highest vocal activity.
Assuming that loud signals require a higher energetic cost, the loudness could be an
acoustic trait that indicates the condition or quality of the sender and therefore be a proxy
of male quality [60–62]. Male fin whales could also produce loud notes to maximize
the signal transmission distance and potentially increase the number of receivers. If the
variability of source levels is associated with the seasonal pattern of note production, then
both recording channels of the OBS should follow these changes. The H-channel of the OBS
also showed a similar peak in source level estimates in winter months, but the variation
was not as pronounced as the one observed in the Z-channel. Seasonal changes in the
seabed properties were not expected to contribute significantly to the estimates, which
suggests that further analyses are needed to clarify the intra-annual variability of source
levels recorded in OBS.
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Estimated source levels were relatively constant throughout four long sequences,
which [33] also found for recorded fin whales in the Pacific Ocean. During the longest
sequence, after 21 min, source levels seemed to decrease with elapsed time. If the number
of produced notes and associated source levels are limited by the individual capacity in
retaining and using a volume of air to vocalize during a dive, then this tendency should be
observed more often. Weirathmueller et al. (2013) [33] identified both positive and negative
trends in source level estimates over time in equal proportions. While the small number of
long sequences recorded in this study limited this analysis, future research is needed to
determine the proportion of individual variability in source level estimates.

Results from this study add valuable information on the variation of fin whale 20 Hz
note source levels due to biotic and abiotic factors. Understanding what causes variation in
animal call source levels provides insights into the function of calls and helps in assessing
the potential effects of increasing anthropogenic noise.
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Abstract: The salmon louse Lepeophtheirus salmonis is a major disease problem in salmonids farming
and there are indications that it also plays a role in the decline of wild salmon stocks. This study
shows the first ultrastructural images of pathological changes in the sensory setae of the first antenna
and in inner tissues in different stages of L. salmonis development after sound exposure in laboratory
and sea conditions. Given the current ineffectiveness of traditional methods to eradicate this plague,
and the strong impact on the environment these treatments often provoke, the described response to
sounds and the associated injuries in the lice sensory organs could represent an interesting basis for
developing a bioacoustics method to prevent lice infection and to treat affected salmons.

Keywords: sea lice; Lepeophtheirus salmonis; acoustic trauma; transmission electron microscopy;
scanning electron microscopy

1. Introduction

Ectoparasitic sea lice represent the most important parasite problem to date for the
salmon farming industry. The salmon louse Lepeophtheirus salmonis (Figure 1) is a Caligid
copepod that infests both wild and farmed salmonid fish in the northern and southern
hemispheres. Salmon lice are a major disease problem in the farming of Atlantic salmon,
Salmo salar, and it has been suggested that salmon lice also play a role in the decline of wild
stocks [1,2].

Severe infestations produce pathological lesions on the host that are caused by at-
tachment and feeding of sea lice in both the adult and juvenile stages. L. salmonis induces
stress-related responses in the host skin and gills and modulates the immune system [3].
L. salmonis is exceptional among parasite species in infecting adult wild Atlantic salmon
(Salmo salar) with 100% prevalence. The infective planktonic larva is extraordinarily ef-
fective at locating and infecting wild Atlantic salmon. For this reason, L. salmonis has the
potential to become a pest disease to salmonid fish [2].

Understanding the nature of the interactions between L. salmonis and its host is crucial
for identifying possible ways to resolve the negative impacts of this infection [4]. L. salmonis
is able to detect different stimuli (e.g., pressure/moving water, chemicals and light) in its
habitat. However, the response thresholds to these stimuli and the role that they play in
the context of host location are still unknown. Sea lice use physical (light and salinity)
and chemical (kairomones) cues to locate and recognize their host. Another fundamental
sensory modality to fish location is mechanoreception through sensory organs, which
allows sea lice to detect and land on their host [5].

The life cycle of L. salmonis includes ten stages, three of which are pelagic [1]. The
third, the copepodid, represents the infective stage of the salmon louse. It carries both
chemosensory aesthetes and mechanosensory setae on its antennules, indicating that both
mechanical and chemical signals may be important in host-finding [6]. Initial attachment
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for the copepodid normally occurs on the fish fins where it hooks into the host tissue.
After some time (depending on the temperature) the copepodid undergoes a moult to
the first sessile stage in the life cycle, the chalimus, which attaches itself to the fish with a
penetrative thread referred to as the frontal filament [7]. Adult L. salmonis present different
types of sensitive setae on their antennae. Heuch and Karlsen [8,9] found that salmon louse
copepodids are sensitive to low frequency water accelerations such as those produced by a
swimming fish.

Figure 1. Light microscopy (LM) (A–C,H–J) and Scanning Electron Microscopy (SEM) (C–G). External morphology of
L. salmonis. (A) Dorsal view of the head of an adult sea lice. (B) Dorsal view of pre-adult. (C) Dorsal view of chalimus.
(D) Ventral view of the whole body of an adult L. salmonis. (E) Ventral view of a sea lice head. (F) Ventral view of an adult
L. salmonis showing the mouth, maxilas and abdominal arms. (G) Detail of the ventral cavity showing the mouth and
the three maxila. (H) String of sea lice eggs. In the low part of the string, two larvae are being extruded from the eggs.
(I) Nauplius just hatched from the egg. (J) Copepodid of sea lice. Scale bar: (A,C,E) = 1 mm; (D) = 3 mm; (B,F,H) = 500 μm;
(I,J) = 200 μm, G = 100 μm.
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Recent findings on cephalopods [10], gastropods [11], crustaceans [12], bivalves [13]
and cnidarians [14] have shown that exposure to anthropogenic noise: (i) had a direct
consequence on the functionality and physiology of the statocysts, which are sensory
organs responsible for these species equilibrium and movements (linear and angular
accelerations) in the water column; and (ii) was challenging to the exposed individuals’
survival. These experiments demonstrated the sensitivity of invertebrates to sound and
described the associated pathological effects. Electron microscopy revealed injuries in the
statocyst sensory epithelium after exposure to sound. The lesions present on the exposed
animals were consistent with the manifestation of a massive acoustic trauma observed in
other species.

In contrast to other invertebrate species that require statocysts to sense the water
column in order to maintain balance, zooplankters (copepods, protists) use external
mechanosensors for sensing spatial velocity gradients generated by preys or predators [15].
It is understood that the absence of gravity receptors (i.e., statocysts) in planktonic animals
has to do with the specific gravity of the zooplankton body, which is the same or slightly
higher than water. In L. salmonis, these external mechanoreceptors are located on the first
antenna [16].

The present study aimed at addressing the problem of sea lice infestation on salmon
by using acoustic and bioacoustics techniques and by evaluating the potential effects of
these techniques on the parasite’s sensory organs.

2. Methods

2.1. Laboratory Experiments

We initially looked at the physiological response of lice after exposure to sound in a
controlled laboratory environment.

2.1.1. Sound Exposure
Frequency

We tested a series of discrete frequencies, ranging from 100 Hz to 1 kHz. After
determining which frequencies would trigger a stronger reaction to the sound exposure,
we exposed with combinations of the optimal frequencies and compared the results with
the discrete frequency experiments (Tables 1 and 2).

Table 1. Number of lice per frequency.

Discrete Frequencies Number of Copepodids

Control Exposed

100 Hz 500 500

150 Hz 500 500

200 Hz 500 500

250 Hz 500 500

300 Hz 500 500

350 Hz 500 500

400 Hz 500 500

450 Hz 500 500

500 Hz 500 500

550 Hz 500 500

600 Hz 500 500

650 Hz 500 500

700 Hz 500 500
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Table 1. Cont.

Discrete Frequencies Number of Copepodids

Control Exposed

750 Hz 500 500

800 Hz 500 500

850 Hz 500 500

900 Hz 500 500

950 Hz 500 500

1000 Hz 500 500

Table 2. Combinations of frequencies and corresponding number of lice exposed and used as control.

Frequencies Combination Number of Copepodids

Control Exposed

350 Hz–450 Hz 500 500

350 Hz–550 Hz 500 500

450 Hz–550 Hz 500 500

300 Hz–400 Hz 500 500

400 Hz–500 Hz 500 500

Sea Lice Specimens

Fifty (50) sets of five hundred (n = 500) copepodids from L. salmonis were shipped to
our laboratory facilities immediately after they had moulted. In the laboratory they were
held in a closed system of natural seawater (at 7–10 ◦C, salinity 35‰) consisting of plastic
tanks with a capacity of 20L until required for the experiments. An air pump facilitated the
copepodid movements in the water column.

Individuals were maintained in the tank system until exposure. Several specimens
(see below) were used as controls and were kept in the same conditions as the experimental
animals until they were exposed to noise.

Sound Exposure Protocol

Sequential Controlled Exposure Experiments (CEE) were conducted on copepodids
(25 × 500) of L. salmonis. A same number of copepodids (25 × 500) was used as a control
and were kept in the same conditions as the exposed ones (Table 1 andTable 2).

The sound was produced and amplified through an in-air loudspeaker while the re-
ceived levels were measured by a calibrated B&K 8106 hydrophone. The sound production
was tuned such that each constant tone from 100 Hz to 1000 Hz was measured at 150 dB re
1 μPa2/Hz at a fixed point in the tank.

The copepodids were exposed to sound for 4 h. The sample collection and the fixation
of the lice were performed immediately after the end of the sound exposure session. The
controls remained for the same time as those exposed in the isolated exposure tank (4 h)
without being exposed to playback. The sacrificing process after exposure was identical for
both the controls and exposed animals.

Amplitude

In this experiment, we tested the level of lice trauma after exposing them to different
combinations of exposure duration, frequencies, and levels of exposure in order to define
the required SEL that would trigger potential lesions and, accordingly, determine the
combination that would best induce damage to the lice (Table 3).
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Table 3. Frequencies and combination of frequencies and amplitudes used.

Copepodids

500 Hz-2 h-194 SEL 500

500 Hz-4 h-193 SEL 500

500 Hz-4 h-189 SEL 500

350 Hz-2 h-191 SEL 500

350 Hz-2 h-167 SEL 500

350 Hz-2 h-500 Hz-2 h-195 SEL 500

350 Hz-2 h-500 Hz-2 h-191 SEL 500

350 Hz-3 h-192 SEL 500

350 Hz-2 h-500 Hz-1 h-194 SEL 500

Control-152 SEL 500

Sea Lice Specimens

Ten (10) sets of five hundred (n = 500) copepodids from L. salmonis were kept (until
required for the experiments) in a closed system of natural seawater (at 7–10 ◦C, salinity
35‰) consisting of plastic tanks with a capacity of 20 L. An air pump facilitated the
copepodid movements in the water column.

Individuals were maintained in the tank system until exposure. Several specimens
(see below) were used as controls and were kept in the same conditions as the experimental
animals until they were exposed to noise.

Sound Exposure Protocol

The results of the previous experiments allowed us to determine the best response
from the lice and to choose the corresponding frequencies or combinations of frequencies
to be used for further experimentation. Sequential Controlled Exposure Experiments
(CEE) were then conducted on copepodids (5 × 500) of L. salmonis. Five additional sets of
copepodids (5 × 500) were used as control (Table 3). The same sound exposure set up and
sacrifice protocol used as in Section Frequency was followed.

2.1.2. Imaging Techniques

The same imaging techniques were used as with previous experiments with cephalop-
ods [17]. Individuals were processed according to routine Scanning (SEM) and Transmis-
sion (TEM) electron microscopy procedures.

Light Microscopy (LM)

Previous to preparing the samples for analysis by SEM and TEM procedures, some
light microscopy images of live individuals were taken in order to clarify the morphology
and location of the sensory setae of the first antenna.

Scanning Electron Microscopy (SEM)

All sets of L. salmonis copepodids (control and treatments of exposed sea lice) were
used to analyse the lesions after sound exposure.

Fixation was performed in glutaraldehyde 2.5% for 24–48 h at 4 ◦C. Samples were
dehydrated in graded ethanol solutions and critical-point dried with liquid carbon dioxide
in a Bal-Tec CPD030 unit (Leica Mycrosystems, Austria). The dried specimens were
mounted on specimen stubs with double-sided tape. The mounted samples were gold
coated with a Quorum Q150R S sputter coated unit (Quorum Technologies, Laughton,
East Sussex, UK) and viewed with a variable pressure Hitachi S-3500N scanning electron
microscope (Hitachi High-Technologies Co., Tokio, Japan) at an accelerating voltage of
5 kV in the Institute of Marine Sciences of the Spanish Research Council (CSIC) facilities.
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SEM images were used to determine the number of fused setae and to calculate the
rate (%) of irregular branching tips of the first antenna that were fused after each treatment.

Transmission Electron Microscopy (TEM)

Ten (10) exposed and ten control L. salmonis copepodids were used for this study.
Fixation was performed in 2.5% glutaraldehyde-2% paraformaldehyde for 24 h at 4 ◦C.
Subsequently, the samples were osmicated in 1% osmium tetroxide, dehydrated in acetone,
and embedded in Spurr. To orient the specimens properly, semithin sections (1 mm) were
cut transversally or tangentially with a glass knife, stained with methylene blue, covered
with Durcupan, and observed on an Olympus CX41. Ultrathin (around 100 nm) sections
of the samples were then obtained by using a diamond knife (Diatome) with an Ultracut
Ultramicrotome from Reichert-Jung. Sections were double-stained with uranyl acetate and
lead citrate and viewed with a Jeol JEM 1010 at 80 kV. Images were obtained with a Bioscan
camera model 792 (Gatan) at the University of Barcelona technical services.

2.2. Sea Trials

Sea trials were performed at an experimental fish farm located in Averøy (Norway).
Two isolated test cages were exposed to sound and four cages at different distances from
the test cages were used as a control (Figure 2).

 

Figure 2. Control and test cages distribution.

2.2.1. Sound Exposure
Sound Exposure Level (SEL)

The protocol refers to the term “Sound Exposure Level (SEL)” as the total cumulative
squared sound pressure that an organism is exposed to, expressed in decibels. In other
words, it is equivalent to exposing the target organisms to a certain dose of sound. Here,
the duration of the exposure represents the cumulative time interval that is necessary to
induce lesions.
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Sound Pressure Level (SPL)

To expose the target organisms to the necessary SEL, the protocol also refers to the
term “Sound Pressure Level (SPL)” as the average sound pressure in a 1 s time interval
expressed in decibel, which is produced by an underwater speaker, called a transducer.

Acoustic and Time Parameters for the Sea Trials

The protocol was based on a method and system (Figures 3 and 4) where lice are
exposed to continuous acoustic signals over time until a target Sound Exposure Level
(SEL) is achieved for the organism: the SEL is chosen at a level that induces sufficient
lesions in the sensory organs of the lice to disrupt vital functions necessary for survival,
and particularly to detect (and attach) salmon.

Figure 3. Sound exposure system.

Figure 4. Drawing of the experimental setup. Note that the depth of the structure that holds the loud speakers was modified
along the duration of the experiments. M9 loud speakers were lowered to −5 m.
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Based on the output of the previous laboratory experiments (see Section 3, Results)
where the lice showed sensitivity to a rather broad range of frequencies (and particularly
to continuous exposure to individual 350 Hz and 500 Hz signals) during, respectively,
a cumulative cycle of 2 h and 1 h, this combination was initially played back every 4 h
(Figure 5). Due to the presence of continuous free-swimming lice from external sources,
it was decided to increase the exposure time as well as the SPL at one cage so that the
required SEL could be reached faster (see below).

Figure 5. Sound exposure protocol. Note that this cycle was modified along the duration of the experiments favouring the
exposure to 500 Hz to produce higher SPL.

Hardware

Under the sea trial protocol, the system and method included producing the sounds
using calibrated transducers capable of reproducing sound covering the essential part
of the sensitivity range for the lice, particularly from 300 Hz to 600 Hz. The transducers
had a source level of at least up to 160 dB re 1 μPa2 at 1 m for individual frequencies and
180 dB re 1 μPa2 at 1 m for each selected third octave band. The transducers were driven by
amplifiers that could reach the required voltages to reach these levels. Typical peak voltage
levels were below 100 V. The sound production system was calibrated as a whole and for
each individual frequency.

Calibrated hydrophones recorded the acoustic pressure in a given frequency range
with maximum sound pressure levels at least up to 180 dB re 1μPa2 without saturation. The
hydrophone system was arranged to provide digitized data to a sound exposure control
system.

2.2.2. Scanning Electron Microscopy (SEM)

Ten (10) exposed and ten control L. salmonis for each pre-adult and adult stage were
used for this study. The fish in sea conditions were naturally exposed to lice infestation.
The lice specimens were collected after two weeks from the start of the sound exposure
experiments from the fishes in the cages and processed immediately for the analysis.
Individuals were processed according to routine SEM procedures (See Section Scanning
Electron Microscopy (SEM)).
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2.2.3. Transmission Electron Microscopy (TEM)

Ten (10) exposed and ten control L. salmonis for each chalimus, pre-adult and adult
stage were used for this study. The specimens were collected after three and six weeks
(chalimus), after six weeks (adults and pre-adults) from the start of the sound exposure
experiments, and from the fishes in the cages and were processed immediately for the
analysis. Individuals were processed according to routine TEM procedures (See Section
Transmission Electron Microscopy (TEM)).

3. Results

3.1. Laboratory Experiments
3.1.1. L. salmonis Copepodids Sensory Setae Morphology

Copepodids (length 0.7 ± 0.01; width 0.2 ± 0.01) (Figure 6) present 10 pairs of setules
arranged symmetrically about the medial longitudinal axis (6 pairs of simple setules, 4 pairs
bifurcates) on the dorsal shield of the cephalothorax and 2 simple setules near the base of
the rostrum.

Figure 6. SEM. Copepodid setae morphology. Control animals: (A) Dorsal and (B) Ventral view of a L. salmonis copepodid.
(C) Cephalothorax dorsal view showing some paired setae distributed along the body (arrows). (D) Detail from C shows
the structure of a birrame setae (arrow). (E) Dorsal view of the abdomen showing some paired setae (arrows). (F) Mouth
of the copepodid. (G) Ventral arms showing pinnate setae (arrow). (H) Caudal ramus showing the distal setae (arrow).
(I) First antenna. The irregular branching tips are visible (arrowheads). (J–L) Detail of the first antenna setae showing
their irregularly branching tips. Scale bar: (A,B) = 300 μm; (C,G,H,I) = 50 μm; (E) = 30 μm; (F) = 20 μm; (J,K) = 10 μm;
(D,L) = 5 μm.
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The first antenna (Figure 6) presents a proximal segment with 3 unramed setae and a
distal segment with 5 setae with irregularly branching tips, 7 unramed setae, and 1 aesthete.
The second antenna exhibits 3 segments with a spiniform process.

The 3 thoracic legs (Figure 6) present plumose setae, semipinnate setae, pinnate setae,
spines, spiniform process, and fine setules. Caudal ramus (Figure 6) shows both short and
long pinnate setae and aesthete.

3.1.2. Ultrastructural Analysis of Copepodids Setae after Noise Exposure

Ultrastructural changes took place on L. salmonis copepodid setae following acoustic
exposure. In the control animals, the first antenna presented completely free setae with
irregularly branching tips on the distal segment (Figure 7A–D). All the exposed copepodids
presented different degrees of fusion of the irregularly branching tips of the setae on the
distal segment of the first antenna (Figure 7E–T).

Figure 7. SEM: (A) L. salmonis copepodids. Setae on distal segment of first antenna; (A–D) Normal setae on control animal.
The tips on the setae distal segments are entirely free (not fused); (E–H) Different views of exposed animals showing
fusion (arrowheads) on the basal segment of the setae on the distal segment of the first antenna; (I–N) Different views
of exposed animals showing the almost entirely fused (arrowheads) distal segment of the first antenna; (O–T) Different
views of exposed animals showing completely fused distal segment of the first antenna. Scale bar: (A–I,K,L,N,Q) = 10 μm;
(M,O,P,R) = 5 μm; (J,S,T) = 3 μm.
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3.1.3. Exposure Parameters vs. Lesions
Frequency

After sound exposure and the analysis of the first antenna setae of the sea lice, we
found maximum fusion at 350 Hz (95.5%). However, with frequencies between 300 Hz and
550 Hz, we achieved a percentage of setae fusion higher than 90% (Figure 8).

Figure 8. Setae fusion on sea lice first antenna (%) in function of frequency. 350 Hz achieved the maximum percentage of
setae fusion. Between 350 Hz and 550 Hz the fusion percentage was higher than 90% (red bar).

After exposure to combinations of frequencies that previously had achieved the
maximum fusion and the analysis of the first antenna setae of the sea lice, we found that
350 Hz–450 Hz and 350 Hz–550 Hz were the two combinations that achieved the maximum
percentage of setae fusion (95.2%) (Figure 9).

We appointed that there was not a significant increase in the level of fusion with the
combination of two frequencies.
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Figure 9. Setae fusion on sea lice first antenna (%) in function of frequency combinations of 350 Hz–450 Hz and 350 Hz.
550 Hz are the combination that achieve the maximum percentage of setae fusion (95.2%).

Amplitude

We found maximum setae fusion with the combination of 350 Hz-2 h-65 V and
500 Hz-2 h-65 V (93.02%). Other combinations (e.g., 350 Hz-2 h-65 V and 500 Hz-1 h-65 V,
350 Hz-3 h-65 V) achieved a percentage of setae fusion higher than 90% (Table 4).

Table 4. Setae fusion on sea lice first antenna (%) in function of frequency, time, and level of exposure
in our tank conditions.

% Fused Antenna

350 Hz-2 h-191 SEL 89.68

350 Hz-2 h-167 SEL 70.17

500 Hz-2 h-194 SEL 84.75

500 Hz-4 h-193 SEL 87.91

500 Hz-4 h-189 SEL 77.58

350 Hz-2 h-500 Hz-2 h-195 SEL 93.02

350 Hz-2 h-500 Hz-1 h-194 SEL 90.11

350 Hz-3 h-192 SEL 92.13

350 Hz-2 h-500 Hz-2 h-191 SEL 83.32

Control-152 SEL 12.89
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3.1.4. Determination of Ultrastructural Lesions in Inner Tissues of Sea Lice Copepodids

Sound exposure affected the nervous system and A/B cells, which are responsible
for the precursor secretions of the frontal filament. The lesions present in all the samples
of exposed sea lice copepodids (but not in any of the control animals) were character-
ized by an exuberant accumulation of dark material and by cell cytoplasm vacuolization
(Figures 10 and 11). These pathological features suggest the involvement of massive au-
tophagy processes.

Figure 10. TEM. Sagittal section of the copepodid anterior cephalotorax showing the copepodid eye: (A,C) Control
copepodid; (B,D); Exposed copepodid. (A) In control animals the dark inclusions around the eye are scarce. (B) In exposed
copepdids a large amount of dark inclusions are visible in the axons of the central nervous system surrounding the eye
(arrowhead). Vacuolization is visible on the tissue surrounding the eye (arrow); (C) Detail of A showing the optic nerve.
Note the low quantity of dark inclusions around the eye; (D) Detail from B. Arrowhead point to the large amount of dark
inclusions. Scale bar: (A,B) = 20 μm; (D) = 5 μm; and (C) = 2 μm.
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Figure 11. TEM. Frontal medial section of the copepodid anterior cephalotorax showing A and B Cells involved in Frontal
Filament production: (A,B,D) Control; (C,E,F) Exposed: In control animals A and B cells do not show inner dark inclusions.
(B) Axons sited next to A and B cells present normal aspect. (C) In exposed copepodids dark inclusions are visible in the
axons of the nervous system (arrow). (D) Normal aspect of cells without dark inclusions. (E,F) Dark inclusions in the cells
of exposed copepodids (arrows). Scale bar: (A) = 20 μm; (C,D) = 5 μm; and (B,E,F) = 2 μm.

3.2. Sea Trials
3.2.1. L. salmonis Adult and Pre-Adult Sensory Setae Morphology

In adult and pre-adult specimens (length 9.9 ± 1; width 4.5 ± 0.2), the first antenna
(Figure 12) presents a proximal segment with 27 setae (25 pinnate on ventral and 2 unramed
on dorsal surface) and a distal segment bearing 1 seta on posterior margin and 11 setae and
2 aesthetes at apex. Some setae are visible on maxilas too. The five pairs of legs present
unramed setae, pinnate setae, spines and rows of simple setules. Caudal ramus shows
distal setae with distinctly inflated bases that are relatively short.

Figure 12. SEM. Adult and pre-adult L. salmonis morphology. Control animals: (A) Ventral view of the whole body of a
pre-adult; (B) Ventral anterior view of an adult; (C) First antenna of an adult L. salmonis; (D) Mouth of a pre-adult; (E) Distal
segment of the first antenna of L. salmonis adult; (F) Caudal ramus showing the distal setae; (G) Ventral arm showing the
distribution of the pinnate setae. Scale bar: (A) = 2 mm; (B,D,G) = 500 μm; (F) = 300 μm; (C) = 100 μm; and (E) = 50 μm.

202



J. Mar. Sci. Eng. 2021, 9, 765

3.2.2. Ultrastructural Analysis of Pre-Adult and Adult First Antenna Setae after Noise
Exposure

Ultrastructural changes took place on setae in adults and pre-adults of L. salmonis
following acoustic exposure. Damaged setae were either extruded, completely missing, or
presented flaccid, fused, or missing sensory hairs.

After two weeks of sound exposure (Figure 13B,D,E,G and Figure 14B–E) in com-
parison with the same tissues from control animals (Figures 13A and 14A), damage was
observed on the first antenna setae. The setae of the proximal segment of the first antenna
presented sensory hairs flaccid, fused or showed blebs. Some setae had lost part of the
sensory hairs. Sometimes the setae had lost their rigidity and appeared unstructured and
almost empty. Some animals presented setae partially or completely ejected above the
antenna surface (Figures 13G and 14E).

Figure 13. SEM. Pre-adult L-salmonis setae on proximal segment of first antenna: (A,C,H) Control animals; (B,D–G,I)
animals after 2 weeks of sound exposure on sea trials. (A) Image of healthy setae bearing organized sensory hairs (arrow).
(B) Setae showing flaccid or fused sensory hairs. Some of them have almost entirely lost the sensory hairs (arrows).
(C) Pinnate setae on ventral arms presenting normal aspect (arrow). Insert in (C), lateral fraction of ventral arms presenting
sensory hairs with normal aspect (arrow). (D) Section of proximal segment of the first antenna showing all the setae bearing
bend and flaccid sensory hairs (arrow). (E) Sensory hairs showing blebs (arrowheads). (F) Pinnate setae on ventral arms are
fused. (G) Setae partially ejected (arrowheads) above the antenna surface. (H) Normal aspect of the sensory hairs in the
distal setae on caudal ramus. (I) Caudal ramus has partially lost the sensory hairs. Scale bar: (H) = 300 μm; (C,I); Insert in
(C) = 100 μm; (F) = 50 μm; (A) = 30 μm; (B,D,G) = 20 μm; and (E) = 5 μm.
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Figure 14. SEM. Adult L. salmonis setae on proximal segment of first antenna: (A) Control animals; (B–F): animals after
two weeks of sound exposure on sea trials. (A) Image of healthy setae bearing organized sensory hairs (arrow). (B) Setae
showing flaccid or fused sensory hairs. Some of them have almost lost totally the sensory hairs (arrows). (C) Some of the
setae have almost lost totally the sensory hairs (arrows). (D) Sensory hairs showing blebs (arrowheads). (E) Two setae are
partially (arrows) or totally ejected (arrowhead) above the antenna surface. (F) Pinnate setae on ventral arms are fused
(arrows). Scale bar: (A) = 500 μm; (B,C,E,F) = 30 μm; and (D) = 5 μm.

In some specimens, in addition to the lesions on the first antenna, we found some
effects on setae located in other positions. The arms showed sections of different lengths of
fused pinnate setae (Figures 13F and 14F). Some specimens presented loss of sensory hairs
or broken bases of the distal setae on caudal ramus (Figure 13I).

3.2.3. Ultrastructural Analysis of Chalimus, Pre-Adult and Adult L. salmonis Inner Tissues
after Sound Exposure

Sound effects were observed in chalimus, pre-adult, and adult stages in comparison
with the control animals. All noise-exposed individuals presented a similar variety of
ultrastructural changes in cells of the inner tissues surrounding the eyes (in chalimus,
specifically in cells involved in frontal filament production, namely A and B cells) and
in axons of neurons around the eyes. In cell cytoplasm, ultrastructural changes were
essentially a massive accumulation of dark inclusions (including ribosomes), the presence
of numerous large double-membrane bounded autophagic vacuoles and of numerous
lysosomes, and vacuolization of the cell cytoplasm (Figures 15–20). In addition, some B cells
showed a deformed cell nucleus and chromatin compaction into the nucleus (Figure 15).

In the axons of neurons around the eyes, prominent ultrastructural changes were the
presence of both abundant double-membrane-bounded autophagic vacuoles and myelin-
like formations (Figures 15–18 and 21), and the accumulation of lysosomes at different
stages of evolution (Figures 19 and 21). Large areas of empty cytoplasm (Figures 16–18, 20
and 21) and the accumulation of dark inclusions including ribosomes were also a common
feature in these nervous cells (Figures 15, 17 and 18).
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Figure 15. (A) Light microscopy; (B–F) TEM. Frontal medial section of a chalimus stage of sea lice; (A–C) Control specimens;
(D–F) 3 weeks exposed specimens. (A) In light microscopy images of control animals there are not specially stained areas
(corresponding to dark inclusions in TEM). Arrowhead shows the eyes. (B) Eyes of a control animal. The axons of the
central nervous system surrounding the eye did not show dark inclusions (arrow). (C) Normal B cells nucleus (yellow
arrowheads) in a control animal. (D) Dark inclusions in A cell cytoplasm are visible (arrows). (E) A large section of the
cytoplasm of A cells are filled with ribosomes (dark inclusions, arrow). (F) By comparison to C, the B cell nuclei on exposed
animals presented irregular shapes and chromatin compaction (yellow arrowheads). Scale bar: (A) = 200 μm; (B) = 20 μm;
(C,D) = 5 μm; (E,F) = 2 μm.

Figure 16. TEM. Frontal medial section of a chalimus anterior cephalothorax: (A,F) Control specimens; (B–E,G) 3 weeks
exposed specimens. (A) There are no dark inclusions visible in the central nervous system axons (yellow arrowhead)
neighbours to the eye. (B) One axon of the central nervous system shows ribosome accumulation (arrow) and pres-
ence of double-membrane-bounded autophagic vacuoles (arrowheads). (C,E) “Myelin-like formations” (red arrowhead).
(D) Double-membrane-bounded autophagic vacuoles (arrowheads). (F) Normal aspect of the tissue located next to the B
cells. (G) the tissue shows a process of vacuolization (yellow arrowheads). Scale bar: (B,G) = 10 μm; (F) = 5 μm; (A,C,D) =
2 μm; (E) = 1 μm.
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Figure 17. TEM. Frontal medial section of a chalimus anterior cephalothorax: (A,E) Control spec-
imens; (B,C,D,F) Six weeks exposed specimens. (A) Normal aspect of the central nervous system
between the two eyes. (B) By comparison to A, large dark inclusions (black arrowheads) are visible
in the central nervous system between the two eyes. (C) “Myelin-like formations” (red arrowheads)
and double-membrane-bounded autophagic vacuoles (yellow arrowheads) are present in axons.
(D) Detail of “myelin-like formations” in an axon (red arrowhead). (E) Normal lysosomes (white
asterisks) next to the B cell nuclei. (F) Some degraded lysosomes (white asterisks) are visible in a B cell
of an exposed animal. “Myelin-like formations” (red arrowhead) and autophagic vacuoles (yellow
arrowhead) are present. Note the empty cytoplasm in some areas of the tissue (black asterisks). Scale
bar: (A–C,E,F) = 2 μm; (D) = 1000 nm.
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Figure 18. TEM. Frontal medial section of a pre-adult anterior cephalothorax showing tissues located around the eyes:
(A) Control specimens; (B,C,D) Exposed specimens. (A) Normal aspect of cells in tissue surrounding the eyes. No dark
inclusions are visible. (B) A large section of the cytoplasm is filled with ribosomes (dark inclusions, arrow). (C) One
axon filled with dark inclusions (arrow) is adjacent located to one normal axon. (D) In the cytoplasm of an axon note the
accumulation of ribosomes (dark inclusions, arrows) and the presence of autophagic vacuoles (arrowheads). Scale bar:
(C) = 10 μm; (A) = 2 μm; (B) = 1 μm; (D) = 500 nm.

Figure 19. TEM. Frontal medial section of an exposed pre-adult anterior cephalothorax. Exposed animal: (A) General view
of a section of tissue showing different features on sound exposed cells (Details in B–D); (B) Two adjacent cells are visible.
On the right a normal cell shows its nucleus with inner nucleolus. On the left (arrow) a sound affected cell shows organelles
destroyed by an enzymatic process; (C) Detail from (B,D), presence of very dark lysosomes (asterisks). Scale bar: (A) =
10 μm; (D) = 5 μm; and (B,C) = 2 μm.
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Figure 20. TEM. Sagittal section of adult sea lice anterior cephalothorax: (A–C) control animals;
(D,E) Exposed animals; (A–C) No abnormal features are visible. (D) Cells present large empty areas
in the cytoplasm (asterisks). Red triangles point to “myelin-like formations”. (E) Detail from D.
Note the double-membrane-bounded autophagic vacuoles (yellow arrowheads), the empty areas
of cytoplasm (asterisk), the “myelin-like formations” (red arrowheads) and ribosome accumulation
(arrow). Scale bar: (A) = 10 μm; (B–D) = 2 μm; (E) = 1 μm.

Figure 21. TEM. Frontal medial section of exposed adult anterior cephalothorax showing tissues
located around the eye. (A) Arrows point to cells of the central nervous tissue filled with dark
inclusions (ribosomes). (B) Detail from the optic nerves (ON) showing ribosome accumulation
(arrows). (C) The axons of the central nervous system between the two eyes present some large
dark inclusions (arrowheads). (D,E) Cells of the central nervous system shows autophagic vacuoles
(yellow arrowheads), empty areas of cytoplasm (asterisks), “myelin-like formations” (red triangles)
and ribosome accumulation (arrows). (F) The large amount of lysosomes type 3 suggest the evolution
sequence of lysosomes going from the darkest (1) to lightest (3) appearance probably linked to
sustained autophagy. Yellow arrowhead points to a type 3 lysosome releasing their inner content to a
next autophagosoma. Scale bar: (C,F) = 10 μm; (A,B,D,E) = 2 μm.
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4. Discussion

The sea louse L. salmonis causes millions of dollars in commercial losses to the salmon
aquaculture industry globally. It reduces the productivity at fish farms through either low
feed efficiency or growth reduction of the fish. In addition to such an industrial problem,
it was recently shown that lice from salmon farms can have an adverse impact on wild
migratory salmonids by increasing the abundance of this parasite in bays and estuaries
adjacent to the farms [1].

Different methods have been used in the fight against the sea lice infestation. In-feed
treatments and usage of skirts (sheets hung around the salmon cages to prevent sea lice
from entering) are very expensive methods. Skirts have low impact on the salmon welfare
and the environment but reduce oxygen flow, which may cause a detrimental effect on fish
respiratory functions [18].

Other methods such as cleaner fish, fresh water, physical removal measures, and
veterinary medicines (sea lice have built up resistance to most of the chemicals that are
used in medicines [19]) have environmental, health, and welfare impacts [19]. Less cost-
effective methods include the use of hydrogen peroxide baths that, in addition, have
effects on fish welfare and, consequently, on environmental and human health. From this
perspective, the complexity of sea lice control requires a global holistic approach [18].

In this context, sound exposure methods can constitute an effective, innovative, and
promising technology to address sea lice infestation. Our results showed the first ultra-
structural images that characterize pathological changes in copepodids, chalimus, adult
and pre-adults L. salmonis sensory first antenna setae after sound exposure. Essentially, the
lesions were partial or complete fusions of the setae irregular branching tips of the first
antenna. Fusion of fine sensory structures is typically the result of mechanical constraints
due loud sound vibrations. Fusion of stereocilia has been shown to occur in statocysts
sensory epithelium and lateral line systems of cephalopods [17,20] and in statocyst of
cnidarians [14] after underwater noise exposure. Moreover, stereocilia fusion on auditory
hair cells is a morphological characteristic of acoustic trauma in terrestrial animals [21,22].
Such pathological changes that directly affect the main L. salmonis sensory organ could
make difficult finding of a host for a copepodid [8,9]. Additionally, exposed sea lice showed
lesions on some distal pinnate setae on the caudal ramus and ventral arms. These abnor-
malities could provoke difficulties for the sea lice to move around the fish, which could
also contribute to the decrease in the number of attachments to the salmons.

Moreover, to the best of our knowledge, this study shows the first published ultrastruc-
tural images of sea lice inner tissues affected by sound. The exposure affected the central
nervous system of all analysed stages, likely altering their normal behaviour and challeng-
ing their survival as has been shown in other invertebrates [10,14]. In the copepodids and
chalimus stages the A/B cells, which are responsible for the secretion of the precursor of
frontal filament [7], were affected, thus probably challenging a correct anchoring to the
fish. Similar lesions were shown on the tissues located in the same regions in both adults
and pre-adults. In all of the stages, those lesions appear to be produced by autophagic and
apoptotic processes [23–25].

Typical features of autophagic processes include the presence of numerous lysosomes
and double-membrane-bounded vacuoles, “myelin-like formations” resulting from cell
membrane destruction, large aggregates of dark material, and massive accumulation of
ribosomes in the cell cytoplasm. Interestingly, in our exposed tissues we could follow the
normal evolution sequence from primary to mature secondary lysosome with decreasing
activity, which posteriorly released its content to an adjacent autophagosome [26,27]. The
presence of a large amount of secondary lysosomes and residual bodies in the exposed
animals is a clear sign of the extreme functioning of the cytological mechanisms caused by
the stress situation originated after sound exposure. Moreover, the frequent presence of
large areas of empty cytoplasm was the hallmark of advanced stages of cell degeneration
through autophagy. Beside autophagy, pathological features such as deformed cell nuclei,
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chromatin compaction into the nuclei, and cytoplasm condensation strongly suggest the
occurrence of apoptotic processes.

The mechanisms by which sound induced massive autophagy and apoptosis in the
present specimens, have yet to be precisely determined. One possible hypothesis is that
acoustic exposure primarily induced an oxidative stress that is known to regulate the
expression of both autophagy and apoptosis [28]. In support of the oxidative stress hypoth-
esis, the accumulation of dark inclusions around the eye could correspond to mitochondrial
autophagic profiles. Mitochondria in fact play a key role in oxidative stress [29–31], and
autophagy-damaged mitochondria has been described as the effect of sound exposure
in the optic nerve [22]. Another possibility is that part of the dark inclusions was due
to hyperpigmentation. Hyperpigmentation actually may occur as a consequence of an
oxidative stress following acoustic trauma in several tissues, including the eyes [32].

Altogether, the present study indicates that the central nervous system in all stages
and the A/B cells (responsible for the secretion of the precursor of frontal filament) [7] in
copepodids and chalimus stages were affected by sound exposure. These encouraging
findings therefore indicate that sound exposure can lead to severe consequences on the
capacity of the sea lice to infest its host. The present results were completed by an exhaus-
tive health status analysis of the exposed salmons [33] that showed that the use of these
frequency combinations did not affect the fish. In this assessment through gross pathology
and histopathological analysis, salmons didn’t show any lesion that could be related to
sound exposure. In addition, the analysis of the otolith’s organs did not show any effects
on the auditory organs of the fish. Although some consequences of the sound-induced
lesions found in lice remain to be further studied, this method constitutes a promising
approach to address lice plagues while also reducing the need for chemical treatments of
the fish.
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Abstract: The use of bioacoustic methods to address sea lice infestation in salmonid farming is
a promising innovative method but implies an exposure to sound that could affect the fish. An
assessment of the effects of these techniques related to the salmon’s welfare is presented here. The
fish were repeatedly exposed to 350 Hz and 500 Hz tones in three- to four-hour exposure sessions,
reaching received sound pressure levels of 140 to 150 dB re 1 μPa2, with the goal of reaching total
sound exposure levels above 190 dB re 1 μPa2 s. Gross pathology and histopathological analysis
performed on exposed salmons’ organs did not reveal any lesions that could be associated to sound
exposure. The analysis of their otoliths through electron microscopy imaging confirmed that the
sound dose that was used to impair the lice had no effects on the fish auditory organs.

Keywords: salmon; Salmo salar; acoustic trauma; scanning electron microcopy; otolith organ; lateral
line; histopathology; vaterite; neuromast

1. Introduction

Sea lice infection is still one of the most devastating diseases in the salmon industry [1]
and many different methodologies and strategies to prevent or reduce the impact of
the disease have been developed [2]. The efficiency of these strategies in the field has
been shown to be variable due to different environmental and husbandry factors but,
together with these treatments, salmon welfare in response to the use of certain preventive
and delousing methods has become more relevant. This is the reason why nowadays
the implementation of these strategies must be based on good efficacy scores but also
well-balanced safety procedures. Recent findings on the use of acoustic treatments have
demonstrated the potential of this approach to address lice infestation [3] but, together
with these very encouraging results, it was also necessary to conduct studies to ensure that
the risk to the acoustically treated salmon was negligible.

Fishes are indeed able to detect and respond to a wide range of sounds. Experi-
mental studies can investigate the range of frequencies that a fish could detect, and then
determine the lowest levels of the detected sound at each frequency (the ‘threshold’, or
lowest signal that an animal will detect in some statistically determined percentage of
signal presentations—most often 50%). However, for most commercial species there is
no audiogram available in the literature to assess their sensitivity to noise. Salmo salar
audiograms based on mean (±SE) minimum received levels (dB re 1 μPa) that elicited a
characteristic auditory evoked potential (electrical response that is produced anytime a
sound is perceived and that can be recorded out of the brain from electrodes) revealed that
salmon are most sensitive to 200 Hz frequency sounds [4].
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As most fish can hear sounds, a series of published experiments and studies have
looked at the effects of intense sound sources on the otolith organ that is responsible for
sound reception. Nine months of exposure to broadband noise in an aquaculture facility did
not induce hearing loss in two species of fish (Nile tilapia, Oreochromis niloticus and bluegill
sunfish, Lepomis macrochirus) [5]. Other studies showed that salmonids did not trigger
temporary threshold shifts (equivalent to a temporary acoustic trauma), whereas northern
pike (Esox lucius) and sandbar shark (Carcharhinus plumbeus) suffered from hearing loss that
recovered within 24 h after exposure [6,7]. Several animals examined after a post-exposure
period up to 52 days showed 2–7% sensory cell loss after sound exposure [8]. Other studies
analysed the relationship between auditory hair cell damage and hearing loss [9,10].

Experimental studies have examined the effects of pile driving and airguns on fish.
Although the associated source levels did not lead to mortality in any of the exposed
animals, and despite no effects being found on external and internal anatomy or damage
on sensory hair cells of the otolith organs [11,12], more recent studies suggest that damage
to the sensory hairs of fish inner ear tissues are likely to occur at levels considerably higher
than those inducing other physiological effects, such as swim bladder ruptures [13].

Teleost fishes present an inner ear that contains three calcareous structures (otoliths),
overlaying the sensory epithelia that enable their capacity for hearing and balance. The
sagitta, the largest otholith, is usually composed of calcium carbonate crystals in the form of
aragonite. A deformity, extremely common in farmed fish, where the aragonite is replaced
by vaterite (a clearer crystallised form of the calcium carbonate), heavily affects the farmed
salmon [14].

Some studies looked at the effects of anthropogenic sounds on the fish behaviour,
sowing minor behavioural and startle responses of fish maintained in cages at the start of
the air-gun exposure, responses which appeared to decline at subsequent air-gun emissions,
but this sound level did not appear to elicit a decline in catch [15–18]. In addition there
were no permanent changes in the behaviour of the fish or invertebrates throughout the
course of the studies, and animals did not appear to leave the exposed area [16]. Contrary
to these findings, more recent studies reported alarm responses, flight reactions, aggressive
behaviours, changes in antipredator defence behaviour and reproduction related behaviour
(courtship vocal activity, spawning), alterations on schooling behaviour [19] and, in some
cases, effects in larval development in addition to these behavioural changes [20].

Fish physiological responses to noise exposure, like stress, were also measured. Com-
plementary to other health indicators, corticosteroid levels are considered a measure of
stress. Several studies that looked at stress levels in different fish species concluded they
were not influenced by noise exposure [5,21]. Nevertheless, it is fair to mention that these
experimental approaches were undertaken in cages where fish could not avoid the exposed
areas, making it difficult to definitively conclude on the short- and long-term physiological
impact of noise exposure [22].

In the context of a project that aimed at addressing the problem of sea lice Lepeoph-
theirus salmonis infestation on salmon (Salmo salar) by using acoustic and bioacoustic
techniques (SEASEL SOLUTIONS AS. Project: An acoustic and bioacoustic solution to sea
lice infestation on salmon- P.O.BOX 93 N-6282 BRATTVÅG. Norway, [3]) and given the in-
conclusive results of previous studies, an evaluation of the possible effects on salmon after
sound exposure was necessary. Here, we proceeded with a series of controlled exposure
experiments to determine the salmon sensitivity to the sounds that would be used in our
method against lice infestation, under laboratory and field conditions. Given the industrial
nature of this project, this assessment was absolutely necessary in order to ensure that the
risk for the commercial caged salmon was negligible and would not result in an economic
burden for the companies using the method.
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2. Methods

2.1. Laboratory Experiments

After determining the effective combination of sound parameters (frequency, time of
exposure and amplitude) on the sea lice L. salmonis through controlled exposure experi-
ments (CEE) [3], we repeated these experiments on salmon in the same configuration and
assessed the potential alterations and lesions that the method could induce with respect to
behavioural levels, the vestibular system, the lateral line and also in the fish organs after
sound exposure.

2.1.1. Salmon Specimens Maintenance and Health Assessment

A set of salmon (S. salar) (n = 50; weight 204.6 ± 25.5 g; total length 26.6 ± 2.5 cm), was
received and kept in continuous observation at the LAB infrastructure in a closed system of
recirculating natural seawater (at 7–10 ◦C, salinity 35‰ and natural oxygenation) consisting
of two mechanically filtered (physicochemical self-filtration system with activated carbon
and sand, driven by a circulation pump and refrigeration system) fiberglass-reinforced
plastic tanks with a capacity of 2000 L each and connected to each other (Figure S1,
Supplemental Material). The fish stock was then progressively acclimatised to the test
conditions for two weeks. Fish were regularly fed ad libitum with commercial food and
feeding rates were also monitored. After these two weeks, 10 fish were sampled in order to
proceed with a complete histopathological examination to guarantee an adequate health
status for the test. These fish were taken as controls and sampled and processed in the
same way as fish exposed to sound (Figure 1).

Figure 1. Sound exposure protocol, sampling collection, and analysis. (1) After 2 weeks of acclimation, 10 salmon were taken
for sample analysis as controls previous to the sound exposure. (2) Forty salmon were exposed to sound (Weeks 1, 2, 3:2
cycles [350 Hz (65 V-2 h) and 500 Hz (65 V-2 h)], daily with 2 h rest in between two cycles. Week 4:3 cycles [350 Hz (65 V-2 h)
and 500 Hz (65 V-2 h)], daily with 2 h rest in between two cycles). (3) Samples of exposed salmon were sequentially taken
for analysis after exposure (week 1 to 4).

2.1.2. Sound Controlled Exposure Experiment (CEE) Protocol

A set of 40 salmon were exposed daily to sounds during 4 weeks (Figure 1). The
CEE protocol consisted of a cycle of 350 Hz (65 V-2 h) and 500 Hz (65 V-2 h) exposure,
twice daily with a 2 h period of rest in between the two cycles, during the first three weeks
(see [3] for the description of the selection of these sound exposure levels in concurrence
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with the sea lice exposure experiments). In the last week of the experiments we added
another cycle of exposure (i.e., three times 4 h exposure a day) to increase the sound dose
received by the fish.

The transducer used was the Lubell LL-1424HP with the capacity to reach levels of at
least 180 dB re 1 μPa at the frequencies of interest, although it was driven at 65 vrms, well
below its maximum rating. The transducer was driven by a Monacor PA-12040. The sound
production system was calibrated as a whole and for each individual frequency. A cali-
brated hydrophone (B&K 8106 with Nexus signal conditioner and IOtech WaveBook/516
ADC) was used to make spot measurements in the exposure and control tanks to verify
the levels and then further used to monitor the exposure experiments. The hydrophone
system was arranged to provide its digitized data to a sound exposure control system that
was driving the transducer.

The received sound pressure levels were estimated to be 152 dB re 1 μPa2 at 350 Hz
and 155 dB re 1 μPa2 at 500 Hz. With the animals moving around the tank the levels would
vary. The exposure target was to reach a sound exposure level dose of at least 190 dB re
1 μPa2 s. The estimated SEL for the frequency and duration combination used above was
195 dB re 1 μPa2 s.

2.1.3. Sample Collection

Ten exposed salmon were euthanised by bath immersion in 2-phenoxyethanol (2-
PE) each week during 4 weeks. All salmon (both control and exposed individuals) were
equally treated: samples from otoliths, inner ear and internal organs were processed for
histopathological and SEM analysis.

2.1.4. Analysis of Salmon Otolith Organs by Scanning Electron Microscopy

Otolith organs epithelia from individual fishes were inspected with SEM imaging
techniques to detect any possible alteration of the sensory epithelia. The samples were
processed with routine SEM procedures.

Fixation was performed in glutaraldehyde 2.5% for 24–48 h at 4 ◦C. Samples were
dehydrated in graded ethanol solutions and critical-point dried with liquid carbon dioxide
in a Bal-Tec CPD030 unit (Leica Mycrosystems, Vienna, Austria). The dried specimens
were mounted on specimen stubs with double-sided tape. The mounted samples were
gold coated with a Quorum Q150R S sputter coated unit (Quorum Technologies, Laughton,
East Sussex, UK) and viewed with a variable pressure Hitachi S-3500N scanning electron
microscope (Hitachi High-Technologies Co., Tokyo, Japan) at an accelerating voltage of
5 kV in the Institute of Marine Sciences of the Spanish Research Council (CSIC) facilities.

2.1.5. Quantification and Data Analysis

For quantification of lesions, the region comprising the whole sensory area of the
saccule, utricle and lagena was considered. The length of the sensory epithelium areas
comprising hair cells was determined for each sample, and 2500 μm2 (50 μm × 50 μm)
sampling squares were placed along the centre length of the area at 5%, 25%, 50%, 75%
and 95% of the length axe of the macula statica princeps (Figure 2). Numbers of hair
cell bundles were counted in sampling squares of both saccules, utricles and lagenas of
each fish. In order to identify whether there were lesions due to the acoustic exposure the
samples were treated as follows:

1. All controls taken at different times were grouped together into a single control group.
2. The two samples that were taken for each animal were combined by summing both

the intact hair cells and the extruded or missing hair cells over the samples.
3. The hair cells were summed over all the regions, obtaining a single intact hair cells

count and single extruded/missing count per animal.
4. The extruded/missing count was divided by the intact hair cell count.
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Figure 2. SEM. S. salar macula of saccule (A), utricle (B) and lagena (C). Hair cell bundle count locations on macula. Hair
cell counts were sampled at five predetermined locations: 5, 25, 50, 75 and 95% of the total macular length. A 2500 μm2 box
was placed at each sampling area and hair cells were counted within each box. Scale bar (A) = 1 mm. (B,C) = 500 μm.

For each experiment this resulted in a series or damaged hair cell ratios for the control
group (10) and each sampled group over time (after weeks 1, 2 and 3 in the LAB with
10 samples each), and for each organ that was analysed (lagena, saccule, utricle). A
Kruskal–Wallis test was performed for each organ and each experiment to identify if there
was a difference in median hair cell damage between the control group and any of the
time-sampled groups. All calculations were performed with Matlab R2019a.

2.1.6. Salmon Gross Pathology and Histopathological Analysis

Salmon were anaesthetised and sacrificed with an overdose of 2-phenoxyethanol and
spinal severance and were subjected to a gross pathology examination after a standardised
necropsy procedure in order to identify potential external lesions or alterations. Particular
attention was paid to identify lesions such as haemorrhages or other vascular disturbances,
and mainly in the swim bladder, as these are the most frequently described lesions in
previously papers.

Immediately after examination, samples of different tissues (liver, digestive system,
swim bladder, spleen, kidney, gonads and skeletal musculature) were fixed in 10% buffered
formalin. Fixed samples were processed for routine histological studies by progressive
dehydration, clearing, embedding in paraffin, block sectioning, staining with haematoxylin
and eosin (H/E) and examined under the microscope.

2.1.7. Behavioural Observations

Salmon behaviour was monitored before, during and after the sound exposure, for
a period of 10 min each time, in order to determine behavioural alterations (expected
behavioural reactions were jumps, rolls and twitches). Jumps were defined as fast accelera-
tions in swimming speeds that ended in a jump, rolls involved turning 90◦ in the horizontal
or vertical plane, and twitches were defined as rapid spasmodic contractions of the body
of the salmon.

2.2. Sea Trial Experiments
2.2.1. Sound Exposure

Hardware. Under the sea trial protocol (Figures 3 and 4; see complete description
in [3]), the system and method included producing the sounds using calibrated transducers
capable of reproducing sound covering from 300 Hz to 600 Hz. The transducers used
were Lubell LL916C projectors, installed at the centre of each cage. They were driven
by a Monacor PA-12040. A control system consisting of an HTI-99-HF hydrophone con-
nected to an MCCDAQ USB-1608G which was connected to a Raspberry Pi monitored
correct functioning of the system, the exposure time periods, and the accumulated sound
exposure levels.
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Figure 3. Sound exposure system [3].

Figure 4. Drawing of the experimental setup. Note that the depth of the structure that holds the loud speakers was modified
along the duration of the experiments. M9 loud speakers were lowered to −5 m [3].

Acoustic and time parameters: salmon were exposed to continuous exposure
(Figures 3 and 4; see complete description in [3]), to individual 350 Hz and 500 Hz signals
during, respectively, a cumulative cycle of 1 h and 2 h, and this combination was initially
played back every 4 h. The received sound pressure levels were estimated conservatively
(as the measurement point was fixed while the cages provided a lot of space for the fish to
move around) to be 139 dB re 1 μPa2 at 350 Hz and 142 dB re 1 μPa2 at 500 Hz. The received
levels at the monitoring hydrophone could vary by 5 dB between exposure windows.
The estimated SEL for the frequency and duration combination used above and one 3-h
exposure session was 179 dB re 1 μPa2 s. In order to be able to more rapidly reach a target
SEL similar to those obtained during the laboratory experiments (195 dB re 1 μPa2 s) it was
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decided to increase the received level by 10 dB for both frequencies at one of the cages,
playing both frequencies for 2 h each continuously.

2.2.2. Sample Collection

Every 3 weeks (in weeks 3, 6, 9 and 12 after sound exposure) samples from salmon
were collected:

1. Week 3 and week 6: three salmon from each cage (taken from the two exposed
cages and from the four control cages). Total: six exposed individuals and 12 control
individuals per week.

2. Week 9 and week 12: three salmon (from the two exposed cages and from the two
control cages). Total: six exposed individuals and six control individuals per week.

All collected salmon were used to assess salmon health status. External surfaces,
mouth and internal organs of each individual were checked macroscopically for gross
pathologies. Then, an anterior and a posterior body wedge, which included skeletal
muscle (including white and red muscle), head and trunk kidney, swimbladder, stomach,
intestine, liver, perivisceral fat (with pancreatic tissue) and gonads were extracted and
processed for histological analysis at the Pathological Diagnostic Service in Fish (SDPP) of
the Autonomous University of Barcelona (UAB). A portion of the body containing lateral
lines as well as the whole head of the salmon were taken and processed to assess possible
lesions in the inner ear structures (otolith organ) and lateral lines at the LAB (Laboratory of
Applied Bioacoustics).

2.2.3. Analysis of Salmon Otolith Organs by Scanning Electron Microscopy

Otolith organs epithelia from individual fishes were observed by SEM imaging tech-
niques to detect any possible alteration of the sensory epithelia. The samples were pro-
cessed by routine SEM procedures.

Fixation was performed in glutaraldehyde 2.5% for 24–48 h at 4 ◦C. Samples were
dehydrated in graded ethanol solutions and critical-point dried with liquid carbon dioxide
in a Bal-Tec CPD030 unit (Leica Mycrosystems, Vienna, Austria). The dried specimens
were mounted on specimen stubs with double-sided tape. The mounted samples were
gold coated with a Quorum Q150R S sputter coated unit (Quorum Technologies, Laughton,
East Sussex, UK) and viewed with a variable pressure Hitachi S-3500N scanning electron
microscope (Hitachi High-Technologies Co., Tokyo, Japan) at an accelerating voltage of
5 kV in the Institute of Marine Sciences of the Spanish Research Council (CSIC) facilities.

2.2.4. Quantification and Data Analysis

We considered for the quantification the region comprising the whole sensory area of
the saccule, utricle and lagena. The length of the sensory epithelium areas comprising hair
cells was determined for each sample, and 2500 μm2 (50 × 50 μm) sampling squares were
placed along the centre length of the area at 5, 25, 50, 75 and 95% of the length axe of the
macula statica princeps (Figure 2). Numbers of hair cell bundles were counted in sampling
squares of both saccules, utricles and lagenas of each fish. In order to identify whether
there were lesions due to the acoustic exposure, the samples were treated as follows:

1. All controls taken at different times were grouped together into a single control group.
2. The two samples that were taken for each animal were combined by summing both

the intact hair cells and the extruded or missing hair cells over the samples.
3. The hair cells were summed over all the regions, obtaining a single intact hair cells

count and single extruded/missing count per animal.
4. The extruded/missing count was divided by the intact hair cell count.

For each experiment this resulted in a series of damaged hair cell ratios for the control
group (12) and each sampled group over time (after weeks 3, 6, and 12 with six samples
each), and for each organ that was analysed (lagena, saccule, utricle). A Kruskal–Wallis test
was performed for each organ and each experiment to identify if there was a difference in
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median hair cell damage between the control group and any of the time-sampled groups.
All calculations were performed with Matlab R2019a.

2.2.5. Analysis of Presence of Vaterite in Salmon Otolith

Sagittal otoliths are primary hearing structures in the inner ear of all teleost (bony)
fishes and are normally composed of aragonite, though abnormal vaterite replacement is
sometimes seen. Additional to the analysis of salmon otolith epithelia by scanning electron
microscopy, the evaluation and quantification of the presence of vaterite in otoliths were per-
formed by optic microscopy. The proportion of otoliths presenting vaterite was quantified.

2.2.6. Analysis of Superficial Neuromasts of the Salmon Lateral Line by Scanning Electron
Microscopy

A portion of the body containing lateral lines of all the fishes (48, control and exposed)
were collected during the three weeks of sampling. Superficial neuromasts of the lateral line
from individual fishes were observed by SEM imaging techniques to detect any possible
alteration of the sensory epithelia. The samples were processed by routine SEM procedures.

Fixation was performed in glutaraldehyde 2.5% for 24–48 h at 4 ◦C. Samples were
dehydrated in graded ethanol solutions and critical-point dried with liquid carbon dioxide
in a Bal-Tec CPD030 unit (Leica Mycrosystems, Vienna, Austria). The dried specimens
were mounted on specimen stubs with double-sided tape. The mounted samples were
gold coated with a Quorum Q150R S sputter coated unit (Quorum Technologies, Laughton,
East Sussex, UK) and viewed with a variable pressure Hitachi S-3500N scanning electron
microscope (Hitachi High-Technologies Co., Tokio, Japan) at an accelerating voltage of
5 kV in the Institute of Marine Sciences of the Spanish Research Council (CSIC) facilities.

2.2.7. Salmon Gross Pathology and Histopathological Analysis

The salmon were subjected to a gross pathology and histological analysis to assess
possible lesions in internal organs. The same procedure as in LAB experiments was
followed to collect and analyse of the samples.

Salmon were anaesthetised and sacrificed with an overdose of 2-phenoxyethanol and
spinal severance and were subjected to a gross pathology examination after a standardised
necropsy procedure in order to identify potential external lesions or alterations. Particular
attention was paid to identify lesions such as haemorrhages or other vascular disturbances
and mainly in the swim bladder as these were the most frequently described lesions in
previous papers.

Immediately after examination, samples of different tissues (liver, digestive system,
swim bladder, spleen, kidney, gonads and skeletal musculature) were fixed in 10% buffered
formalin. Fixed samples were processed for routine histological studies by progressive
dehydration, clearing, embedding in paraffin, block sectioning, staining with haematoxylin
and eosin (H/E) and examined under the microscope.

3. Results

3.1. Laboratory Experiments
3.1.1. Analysis of Salmon Otolith Organs by Scanning Electron Microscopy

The fish basic inner ear structure consists of three semicircular canals and their sensory
epithelia, the cristae and three otolithic end organs (utricle, saccule, lagena) including their
maculae with respective sensory epithelia, the macula saccule, the macula utricle and the
macula lagena (Figure 5).

Otolith organs epithelia from individual fishes were observed through SEM imaging
techniques to detect any possible alteration of the sensory epithelia. No effects were
detected in any of the exposed animals nor in control animals. Figures 6–8 show a healthy
aspect of hair cells on the three epithelia from the different times of sample collection.
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Figure 5. (A) LM (light microscopy). (B–D): SEM (scanning electron microscopy). Salmon inner ear. (A) The location of
the three sensory epithelia and the three semicircular channels in the salmon inner ear is visible. (B) White line encloses
the saccule sensory epithelium. (C) White line encloses the utricle sensory epithelium. (D) White line encloses the lagena
sensory epithelium. Scale bar: (B) = 1 mm. (C,D) = 500 μm.

 

Figure 6. SEM (scanning electron microscopy). Saccule sensory epithelium. (A,B) Exposed animals. Control. (C–F) By
comparison with control animals, the images of the saccule epithelium show healthy sensory hair cells in all cases of exposed
animals (1 week (C), 2 weeks (D), 3 weeks (E) and 4 weeks (F) of sound exposure). Scale bar: E = 30 μm. (A,C) = 20 μm.
(F) = 10 μm. (D) = 5 μm. (B) = 3 μm.
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Figure 7. SEM (scanning electron microscopy). Utricle saccule sensory epithelium. (A,B) Exposed animals. Control.
(C–F) By comparison with control animals, the images of the saccule epithelium show healthy sensory hair cells in all cases
of exposed animals (1 week (C), 2 weeks (D), 3 weeks (E) and 4 weeks (F) of sound exposure). Scale bar: (A) = 30 μm.
(B,D) = 10 μm. (C,E,F) = 5 μm.

 

Figure 8. SEM (scanning electron microscopy). Lagena sensory epithelium. (A,B) Exposed animals. Control. (C–F) By
comparison with control animals, the images of the saccule epithelium show healthy sensory hair cells in all cases of exposed
animals (1 week (C), 2 weeks (D), 3 weeks (E) and 4 weeks (F) of sound exposure). Scale bar: (A) = 30 μm. (C,D) = 10 μm.
(B,E,F) = 5 μm.

3.1.2. Quantification and Data Analysis

No significant differences were found between hair cell assessment in control and
exposed animals during LAB experiments (Kruskal-Wallis test) (Figure 9).

3.1.3. Gross Pathology and Histological Analysis

The gross morphological (Figure 10) and histopathological analysis (Figures 11–14) on
sampled salmon did not show any lesions that could be associated to sound exposure. All
dissected salmon were presenting a completely normal aspect.
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Figure 9. Overview of the damaged hair cell ratio from data collected at the LAB experiments. (A) lagena, (B) saccule
and (C) utricle. The red line is the median with the boxes defined by the 25 and 75 percentiles. The whiskers are defined
by 1.5 times the interquartile distance and outliers (+) beyond that range. No significant differences were found between
controls and exposed salmons (p-values: (A) 0.21, (B) 0.92, (C) 0.54).

 

Figure 10. Dissected salmon showing the inner organs with normal aspect. No internal or external haemorrhages or lesions,
nor alterations in the swim bladder were detected.

 

Figure 11. Swim bladder with normal aspect of salmon at different samplings times. (A) Control. (B) 1 week after exposure.
(C) 2 weeks after exposure. (D) 3 weeks after exposure. (E) 4 weeks after exposure. Scale bar: 100 μm.

3.1.4. Behavioural Observations

No behavioural reaction was observed before, during and after the sound exposure.
No jumps, rolls and twitches were observed during the 10 min of observation on each
period of analysis. A major proportion of salmon acquired a perpendicular position near
to the transducer when it was placed in the tank and maintained this position during the
entire experiment. The rest of the fishes placed themselves counter current in the tank
while the sound exposure was performed. All salmon were observed eating consistently
over the whole experimental period (Figure 15).
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Figure 12. Head kidney (first line) and posterior kidney (second line) of salmon at different sampling times. (A) Control.
(B) 1 week after exposure. (C) 2 weeks after exposure. (D) 3 weeks after exposure. (E) 4 weeks after exposure. Scale
bar: 100 μm.

 

Figure 13. Stomach (first line), intestine (second line), liver (third line) and spleen (fourth line) of salmon at different
sampling times. (A) Control. (B) 1 week after exposure. (C) 2 weeks after exposure. (D) 3 weeks after exposure. (E) 4 weeks
after exposure. Scale bar: 100 μm.
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Figure 14. Pancreas and adipose tissue (visceral fat) (first line) and gonad (second line) of salmon at different sampling
times. (A) Control. (B) 1 week after exposure. (C) 2 weeks after exposure. (D) 3 weeks after exposure. (E) 4 weeks after
exposure. Scale bar: 100 μm.

 

Figure 15. Salmon swimming in the tanks and showing normal behaviour.

3.2. Sea Trial Experiments
3.2.1. Analysis of Salmon Otolith Organs by Scanning Electron Microscopy

Otolith organs observed by SEM imaging techniques did not show any alteration
on the sensory epithelia. Figures 16–18 show a healthy aspect of hair cells on the three
epithelia at different times of sample collection at sea trials.

3.2.2. Quantification and Data Analysis

No significant differences were found between hair cell assessment during control
and exposed animals at sea trial experiments (Kruskal–Wallis test). (Figure 19).
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Figure 16. SEM. Salmon inner ear. Saccule sensory epithelium. (A) Control. (B) 3 weeks after sound exposure. (C) 6 weeks
after sound exposure. (D) 12 weeks after sound exposure. By comparison with control animals, the images of the saccule
epithelium show healthy sensory hair cells in all cases of exposed animals. Scale bar: (B) = 20 μm. (A,D) = 10 μm.
(C) = 5 μm.

 

Figure 17. SEM. Salmon inner ear. Utricle sensory epithelium. (A) Control. (B) 3 weeks after sound exposure. (C) 6 weeks
after sound exposure. (D) 12 weeks after sound exposure. By comparison with control animals, the images of the saccule
epithelium show healthy sensory hair cells in all cases of exposed animals. Scale bar: (A) = 30 μm. (B–D) = 10 μm.
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Figure 18. SEM. Salmon inner ear. Lagena sensory epithelium. (A) Control. (B) 3 weeks after sound exposure. (C) 6 weeks
after sound exposure. (D) 12 weeks after sound exposure. By comparison with control animals (A), the images of the saccule
epithelium show healthy sensory hair cells in all cases of exposed animals (B–D). Scale bar: (C) = 30 μm. (A) = 20 μm.
(B) = 10 μm. (D) = 5 μm.

Figure 19. Overview of the damaged hair cell ratio from data collected at sea experiments. (A) Lagena, (B) saccule,
(C) utricle. The red line is the median with the boxes defined by the 25th and 75th percentiles. The whiskers are defined
by 1.5 times the interquartile distance and outliers (+) beyond that range. No significant differences were found between
controls and exposed salmons (p-values (A) 0.29, (B) 0.38, (C) 0.78).

3.2.3. Analysis of Salmon Otolith

Vaterite incidence on salmon otoliths (Figure 20) did not present a linear pattern over
time (Table 1). The percentage of fish affected increased in week 3 (75%) and week 6 (83, 3%),
and decreased in the week 12 (16, 6%) (Figure S2A,B, Supplemental Material). Considering
the total incidence of vaterite in the sampled fishes, there were more otoliths affected (65,
6%) than otoliths with no vaterite (34, 3%) (Figure S2C). Right otoliths were more likely
to be vateritic than left otoliths, with 52% and 48% of otoliths showing vaterite formation.
Out of all fish sampled, 9, 4% had two vateritic otoliths (Figure S2D,E). Considering the
total incidence of vaterite on the sampled fishes, the proportion otolith affected by vaterite
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in control cages (75%) was higher than in exposed cages (50%) (Figure S2F). The analysis of
the vaterite presence in otoliths was not related to sound exposure, but to a deficiency in
nutrition associated to captivity (Table 1).

 
Figure 20. LM. (A) Left and right otolith composed entirely of aragonite. (B) Right otolith composed basically of vaterite.

Table 1. Vaterite incidence rate on the salmon otoliths (%).

Time Vaterite Incidence Rate (%)

Week 3 75

Week 6 83.3

Week 12 16.6

Total Incidence -

Vateritic otolith 65.6

No vateritic otolith 34.3

Location -

Right otolith 52

Left otolith 48

Cages -

Control 75

Exposed 50

3.2.4. Analysis of Superficial Neuromast of the Salmon Lateral Line by Scanning Electron
Microscopy

Neuromasts are either contained in canals or are located on the epithelium of the head,
trunk and tail. Each lateral line scale has a single canal neuromast and three groups of
superficial neuromasts (Figure 21). In comparison with control animals the lateral line
superficial neuromasts observed by SEM imaging techniques did not show any alteration
of the sensory epithelia (Figure 22) in exposed salmon.

3.2.5. Gross Pathology and Histological Analysis

No macroscopic pathology nor histopathological alteration were observed in any of
the tissue analysed that could be associated to sound exposure, exactly in the same way to
those observed in LAB experiments. See Figure S3 (Supplementary Material) as an example
of the normal aspect of the swim bladder of salmon (the most sensitive organ to sound
exposure) throughout the samplings of the sea trial.
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Figure 21. SEM. (A) Light microscopy (LM). (B–D): SEM. (A) Lateral line system located on the
salmon scales of trunk (c signs the lateral line channel). (B) Lateral system located on the epithelium
of the head (arrows). (C) Holes (arrows) of the channel of the lateral line system on the trunk.
(D) Upper channel view on the scales (c). Scale bar: (B,C) = 3 mm. (D) = 2 mm.

 

Figure 22. SEM. Superficial neuromast. (A) Upper view of a superficial neuromast. (B) Normal
aspect of hair cell bundles on superficial neuromast of a control salmon. (C,D) Hair cell bundles on
superficial neuromast of a 12-week exposed salmon. No lesions are visible. Scale bar: (A) = 200 μm.
(B) = 30 μm. (C) = 5 μm. (D) = 3 μm.

4. Discussion

The use of acoustic methods as an effective new approach to address sea lice infestation
(L. salmonis) should first ensure that these methods do not negatively affect the fish. In
this context, the present results showed that salmon exposed to sound with the same
characteristics as previous lice exposure experiments [3] did not present any lesion in
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internal organs, nor in the otolith and lateral line sensory epithelia and they also did not
induce behavioural alterations. We did not find an increase in mortality due to sound
exposure, which is consistent with some previous experiments of sound exposure where
much higher sound levels (e.g., pile driving and airgun) [11,12,15–17] did not show an
effect on fish survival.

Although some authors reported sensory epithelia cell loss in the otolith organ after
sound exposure [8,10,23], our analysis did not reveal any damage in auditory tissues. We
proceeded to analyse the vaterite proportion of the otoliths. Sagittal otoliths are essential
components of the sensory organs that are composed of calcium carbonate. In abnormal
otoliths, aragonite (the normal crystal form) is replaced with vaterite that decreases hearing
sensitivity, reducing growth rates [14]. In some Chinook salmon studies vateritic sagittae
were bigger and less dense than the aragonitic form, and vaterite presence was associated
with moderately altered saccular epithelia and a significant decrease in auditory sensi-
tivity [24]. The functional cause of the degradation remains speculative and a variety of
physiological factors may be involved. Among other hypotheses the most likely explana-
tion is that hearing loss is caused by the lower density of the vaterite otoliths, which could
induce a decrease in the differential movement between the saccular epithelium and its
otolith. It would require a higher force to stimulate the sensory epithelium and trigger a
neural response and, therefore, auditory sensitivity would be reduced [24].

After assessment (in our samples the otolith proportion that was affected by vaterite
in control cages was higher than in exposed cages) we concluded that differences of
the vaterite presence in otoliths had no relation with sound exposure, but was probably
explained by a deficiency in nutrition associated to captivity as has been shown in previous
studies [14].

In terms of behaviour, despite minor and non-permanent behavioural responses were
reported (small level of startle response with habituation at subsequent exposures) to very
high sound levels produced by air-guns (196 dB re 1 μPa at 1 m from the source) [16,17] we
did not find any change in the behaviour of the salmon.

In addition, the lateral line superficial neuromasts did not show any alteration in the
sensory epithelia. Acoustic trauma was, however, observed in larval zebrafish lateral line
hair cells using underwater cavitation to stimulate a response [25].

Gross pathology and histopathological analysis on salmon did not show any lesion that
could be associated to sound exposure. Some works have described different pathologies
associated to sound exposure. Various levels of barotrauma after sound exposure—mild
injuries (eye haemorrhage, fin haematoma), moderate injuries (liver haemorrhage, bruised
swim bladder), and mortal injuries (intestinal haemorrhage and kidney haemorrhage)—
were observed after exposing Chinook salmon (Oncorhynchus tshawytscha) to impulsive
pile-driving sounds using a high-intensity controlled impedance fluid filled wave tube [26].
However, the sound exposure level received during this experiment greatly exceeded the
levels we reached in our study. None of these consequences were observed during our
experiments. Parasitic sea lice (L. salmonis) infestations are one of the most important
concerns in salmonid farming, reducing productivity and causing economic losses to the
aquaculture industry (around 0.39 € per kg of salmon produced) [27,28]. Currently the most
common treatment against salmon lice are chemicals. The pharmaceuticals currently used
for the control of sea lice (cypermethrin, deltamethrin, azamethiphos, hydrogen peroxide)
are applied through in situ immersion treatments [28]. Although these treatments have
been effective in managing sea lice outbreaks, they have negative effects on fish welfare,
reducing appetite and growth. Furthermore, over time salmon lice have built up a resistance
to the three major classes of chemicals being used [29]. In addition, these pharmaceuticals
are released into the surrounding environment, exposing non-target species to lethal and
sub-lethal doses, and are harmful to the human health [28]. Other methods (e.g., in-feed
treatments and use of skirts) are very expensive. Skirts have low impact on salmon welfare
and the environment but reduce oxygen flow, affecting the respiratory functions of fish.
From this perspective, this exhaustive assessment of the effects of acoustic treatment against
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lice infestation on salmon confirmed that the chosen sound dose did not affect the exposed
fish and, therefore, confirmed it as a potentially safe and sustainable protocol to address
the problem.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/jmse9101114/s1, Figure S1: Salmon tanks and refrigeration system; Figure S2: Incidence
of vaterite on the salmon otoliths. (A,B) Incidence of vaterite versus time. (C) Incidence of vaterite
on total sampled fishes. (D) Incidence of vaterite in right and left otolith on total sampled fishes.
(E) Incidence of vaterite on right and left otolith versus time. (F) Incidence of vaterite on total sampled
fishes versus control/exposed cages; Figure S3: Swimbladder with normal aspect of salmons from
sea trial experiment. (A) Control. (B) 3 weeks after exposure. (C) 6 weeks after exposure. (D) 9 weeks
after exposure. (E) 12 weeks after exposure. Scale bar: 100μm.
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Abstract: Controlled exposure experiments (CEEs) have demonstrated that naval pulsed active sonar
(PAS) can induce costly behavioral responses in cetaceans similar to antipredator responses. New
generation continuous active sonars (CAS) emit lower amplitude levels but more continuous signals.
We conducted CEEs with PAS, CAS and no-sonar control on free-ranging sperm whales in Norway.
Two panels blind to experimental conditions concurrently inspected acoustic-and-movement-tag
data and visual observations of tagged whales and used an established severity scale (0–9) to assign
scores to putative responses. Only half of the exposures elicited a response, indicating overall low
responsiveness in sperm whales. Responding whales (10 of 12) showed more, and more severe
responses to sonar compared to no-sonar. Moreover, the probability of response increased when
whales were previously exposed to presence of predatory and/or competing killer or long-finned pilot
whales. Various behavioral change types occurred over a broad range of severities (1–6) during CAS
and PAS. When combining all behavioral types, the proportion of responses to CAS was significantly
higher than no-sonar but not different from PAS. Responses potentially impacting vital rates i.e., with
severity ≥4, were initiated at received cumulative sound exposure levels (dB re 1 μPa2 s) of 137–177
during CAS and 143–181 during PAS.

Keywords: behavioral response studies; severity scoring of responses; controlled exposure experiments;
cetaceans; Physeter macrocephalus; continuous naval sonar

1. Introduction

All marine mammals and particularly cetacean species use sound as a primary sen-
sory modality to perform vital functions such as finding prey, communicating with their
congeners (e.g., for mating or maintaining group cohesion) and detecting predators [1,2].
Facing the urgent need to quantify the impacts of anthropogenic noise on cetacean species,
the last decades have seen a growing number of controlled exposure experiment (CEE)
studies in which animals are exposed to an acoustic stimulus to assess their behavioral
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and/or physiological responses. Information collected during CEEs in the field is used to
calculate dose–response functions [3] and in modeling frameworks that have the ultimate
goal to determine population-level impacts of the noise source [4,5]. Among the anthro-
pogenic sound sources potentially impacting cetaceans, there has been a particular concern
with long-range anti-submarine sonars since their use has been spatiotemporally correlated
to various cetacean stranding events [6–8]. These naval sonars are very powerful sources,
generating sound within 1–10 kHz and thus overlapping with the hearing sensitivity and
sounds of most cetacean species [9]. Beside the risk of direct physical injuries (e.g., hearing
impairment) [10], behavioral responses (e.g., avoidance responses) may contribute to the
chain of events leading to lethal strandings [5].

CEEs have been a key experimental approach to get a better understanding of the
impacts of anthropogenic noise sources such as naval sonar on free-ranging cetacean
behavior. Their goal is to record short-term individual or group behavioral changes, specify
the dose (e.g., received sound pressure level and received sound exposure level) and
source proximity at which responses occurred, and to extrapolate the effects judged to
have a relevant impact on individual fitness to long-term population effects [11]. The
basic procedure involves monitoring individual behavior, before, during and after sonar
exposure, in order to identify potential behavioral changes and quantify response duration
to sonar. The development of animal-borne archival tags carrying various sensors provided
a key tool for CEEs to track animals and to directly measure their behavior through the
dive cycle (movement and sound recordings tags [12]). CEEs have been carried out to
characterize behavioral responses to sonar and to investigate the factors driving those
responses such as the particular ecological and/or social context of the exposure [13], the
received level thresholds of response onset (by conducting CEE with a controlled escalating
RL dose [14]), the sonar signal characteristics (e.g., the frequency range: CEE with 1–2 kHz
or 6–7 kHz naval sonar [14]), or the animal–source distance [15].

Previous work focused on assessing behavioral responses of various cetacean species
to conventional pulsed active sonar (PAS) systems that transmit short pulses separated
by relatively long pauses for listening to returning echoes. PAS exposures in the 1–2 kHz
frequency band induced costly behavioral responses in sperm whales [14,16]. Indeed,
behavioral responses such as cessation of feeding indicated a potential for impacting
individual vital rates if sonar exposures were sufficiently common and if animals continued
to respond to the exposures. Comparing behavioral responses to sonar with how animals of
the same species react when they detect a known natural high-level threat such as increased
predation risk (simulated by predator sound exposures) provided a useful approach to
interpret the biological significance of responses to sonar [17]. In sperm whales in particular,
responses to 1–2 kHz PAS sonar were highly concordant with the observed antipredator
behavioral template, including horizontal avoidance, interruption of foraging and increase
of social sound production, providing evidence that sonar is perceived as a high-level
threat [16,17].

Since then, new generation Continuous Active Sonar (CAS) systems transmitting
almost continuously have been developed by navies as an alternative to traditional PAS in
order to improve the opportunities of target detection. CAS sonar can be operated at lower
source levels than PAS, potentially leading to less environmental impact compared to PAS.
However, the higher duty cycle of CAS might increase the disturbance and risk of masking
with smaller temporal gaps without sonar transmission. Therefore, the potential future use
of CAS by navies raised further concerns on potential impacts of such new types of sonar
on animals and how different those effects are compared to PAS sonar. To address this
question, we conducted CEEs using both 1–2 kHz CAS and 1–2 kHz PAS exposures, and
no-sonar (NS) controls on sperm whales (Physeter macrocephalus) in Northern Norway [18].
Using this dataset, Isojunno and colleagues [19] focused on quantifying the effects of CAS
and PAS on sperm whale foraging behavior and movement effort. The authors found
that responses to CAS were similar to responses to PAS as long as the energy levels of the
transmissions were similar, even though the peak pressure levels of PAS were much higher.
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This highlights the cumulative sound energy (received sound exposure level) rather than
the received sound pressure level as a main driver of behavioral responses to sonar in
feeding sperm whales.

In the present work, using established procedures to score putative responses [4,14,20],
we aimed to identify the nature and severity of responses to CAS versus PAS, and to test
whether CAS can lead to significant effects on the behavior repertoire of sperm whales in a
different way than PAS. In particular, we investigated potential avoidance responses, cessation
of feeding or resting behaviors, and exhibition of social responses. These responses have
the potential to reduce individual fitness if expressed for a biologically relevant duration,
and ultimately may have negative impacts at the population level. The basic principle of
severity scoring is expert examination of multivariate timeseries of behavioral observations
to assess potential changes across a range of predefined behavioral response categories (e.g.,
changes in diving behavior, changes in vocal behavior etc.). Such severity scores are attributed
by experts using an existing qualitative severity scale ranging from no effect (0), to effects
potentially impacting (4–6) or likely to impact vital rates (7–9) [4]. Previously, this severity
scoring method was used consistently with a range of cetacean species that were subjected to
sonar CEEs, (e.g., long-finned pilot whales, sperm whales and killer whales [14]; humpback
whales, bottlenose whales and minke whales [15,20], and blue whales [21]). The present work
adds to this list, presenting a unique dataset on sperm whales which increases comparison
perspective across different sound exposures and species.

2. Materials and Methods

2.1. Animal Welfare Considerations

All animal research activities were licensed under permit provided by the Norwegian
Animal Research Authority (Permit n◦ 2015–223 222) and were approved by the Animal
Welfare Ethics Committee of the University of St Andrews (UK). Our experimental protocol
followed a safety plan, designed to protect the welfare of our research subjects and to
reduce risk to any other animals present in the studied area [22,23]. Expert marine mammal
observers visually scanned continuously for research subjects and other cetaceans through-
out the experimental exposures, with a detailed plan in place to stop sonar transmission if
potentially hazardous responses occurred i.e., response which might bring the animal in
danger of direct harm (e.g., animals showing signs of panic and fast swimming towards the
shore or into confined areas) or if any animal came too close to the sonar source. The stand-
off range between source and animals during full-power transmission was 100 m. If any
animals were to approach this safety zone, an emergency shut-down of sonar transmission
would be ordered. Transmission would cease immediately if any animals showed any signs
of pathological effects, disorientation, severe behavioral reactions, or if any animals swam
too close to the shore or entered confined areas that might limit escape routes. Moreover,
other aspects of our protocol design also reduced the risk of harm to experimental subjects,
such as the limited duration of the sound exposure periods, the limited number of tested
whales, and the change of whales and area between the experiments.

2.2. Study Species and General Protocol

This study was conducted in two boreal summers (3–17 May 2016 and 22 June to
14 July 2017) on free-ranging sperm whales encountered on their feeding grounds in
Northern Norway between 69–70.5◦ northern latitude and 12.5–19.5◦ eastern longitude.
There, sperm whales are mostly solitary males typically spending ~80% of their time
foraging and ~20% of their time resting and engaging in other activities [24–26].

The experiments were designed and conducted by the 3S (Sea mammals, Sonar, Safety)
research consortium and detailed protocols used in the experiments can be found in two
dedicated cruise reports [22,23]. Fieldwork was carried out from the 55 m FFI research
vessel R/V H.U. Sverdrup II (hereafter “research vessel”), hosting scientists and crew
members. The general protocol consisted of the following phases: (1) searching for the
target species using both visual observers posted on the flying bridge of the research
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vessel and acoustic monitoring by the mean of a towed hydrophone array (DELPHINUS)
developed by TNO [27]; (2) tagging operations from a dedicated 8 m workboat launched
from the research vessel followed by a post-tagging period of at least 30 min to allow the
animal to recover from any potential effects of the tagging procedure; (3) baseline data
collection of the tagged animals for about 4h; (4) controlled exposure experiments; (5) end
of tracking once the tag released, and tag recovery. Once the tag was recovered, the vessel
transited at least 20 nautical miles away from the exposed area before tagging another
whale and conducting the next set of experimental sessions.

The tag was a noninvasive multisensor suction-cup tag (DTAG) [12] attached to the
whales using a cantilever pole or a pneumatic airgun [28] and was set to release after
approximately 15 h. In all but two cases, only one whale was tagged, becoming the “focal
animal” for which visual observations were collected throughout the following period of
the tag deployment using the radio tracking of the VHF-beacon on the tag when the whale
surfaced. In two cases, a second whale was tagged but not tracked visually (hereafter
“non-focal animal”).

2.3. Experimental Exposures

Our aim was to expose each whale to a no-sonar control (abbreviated ‘NS’), followed
by three sonar exposures conducted in an alternated order. The three sonar exposures
consisted of the repetition of a 1–2 kHz hyperbolic upsweep signal. CAS had a 95% duty
cycle (repetition of a 19-s signal + 1-s silence, Figure S1) and was generated with a maximum
sound pressure level (SPL) of 201 dB re. 1 μPa m, and a maximum sound exposure level
(SEL19s) of 214 dB re. 1 μPa2 m2 s. PAS had a duty cycle of 5% (1-s signal + 19-s silence,
Figure S1) and was transmitted either at a medium source level (signal MPAS) matching
the SPL of CAS, (201 dB re. 1 μPa·m), or at a higher source level (signal HPAS) matching
the SEL of CAS (214 dB re. 1 μPa·m).

Before each exposure session, the sonar source (SOCRATES) was deployed and towed
by the research vessel at an average depth of 55 m (range 35–100 m). At the start of
exposure, the vessel was positioned at 4 nautical miles (7.4 km) from the focal whale to
approach from the front at an angle of about 45◦ relative to the animal’s estimated course
of travel. Each exposure session lasted 40min and consisted of the vessel approaching and
then sometimes passing the whale, at a constant speed of 8 knots while either transmitting
sonar or not transmitting sonar (NS). Sonar transmissions always started with a 20min
ramp-up procedure, consisting of a gradual increase of the source level starting at a level of
60 dB below the maximum level and increasing in 1 dB steps per pulse. For the remaining
20 min of exposure, the sonar transmitted at maximum level. The vessel approach and
sonar transmissions scheme aimed to achieve dose escalation, with a gradual increase of
the sound levels received by the focal whales. This protocol was specifically designed to
determine the received levels (RL) thresholds associated with response onsets. The NS
sessions allowed separating the effects of the sonar from possible effects of the approaching
vessel. When present, the NS session was always conducted as the first session for each
set of experimental exposures, in order to test the effect of the vessel approach before any
potential sensitization to the vessel if the whales had been previously exposed to the vessel
towing a transmitting sonar.

The successive exposure sessions were separated by a minimum of 1 h 20 min allowing
the animal to return to normal behavior following any behavioral response, and to plan
the geometry of the next exposure session by relocating the research vessel relative to the
expected course of the focal whale.

The goal was to expose each focal whale to all four exposure types (NS, CAS, MPAS,
HPAS), however, due to logistical issues (e.g., tag released prematurely or whale track
lost), some individuals were not exposed to all four experimental sessions. Two whales
(sw16_126a and sw17_179a) were not exposed to NS. In two cases (NS session of sw16_134a
and HPAS session of sw17_182b), the tag came off prematurely during the exposure,
leading to an interruption of the behavioral response data collection during exposure. In
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one case (sw16_134b exposed to MPAS), visual contact to the whale was temporarily lost,
reducing the number of whale geographical positions and leading to a particularly low
quality track that prevented assessment of movement response.

2.4. Data Recording and Processing

Whale subjects were tagged with movement and sound recording DTAGs (version 3).
These tags carry a suite of sensors, enabling the monitoring of the behavior of whales
throughout their dive cycle [12]. All tags were equipped with a pressure sensor, tempera-
ture sensor, and three-axis accelerometer and magnetometer sensors sampling at 50 Hz.
Moreover, they contained hydrophones that recorded stereo sound with 16-bit resolution at
96kHz sampling rate. A VHF beacon on the tags was used to identify, localize, and visually
track the focal whale when it surfaced. In addition to the DTAG in its standard housing,
the ‘mixed-DTAG’ was used which contained the DTAG version-3 core unit (i.e., all sensors
of DTAG version-3) and VHF beacon, a GPS sensor (Fastloc2, Sirtrack, New Zealand) and
an Argos transmitter (SPOT, Wildlife Computers, Redmond, WA).

Depth, heading, and pitch were calculated using established techniques [12]. The
swim speed during dives of each tagged animal was calculated by regressing the acoustic
flow noise in the 22.4–28.2 Hz frequency band to kinematic speed estimates during ascent
and descent periods (|pitch| > 60◦) [29]. The horizontal turning angle was calculated as a
centered moving circular average of heading with a +/- 1 min window size.

Horizontal tracks of the tagged whales were reconstructed to 1 s resolution based on
(1) the tag-derived movement data and visual and GPS position fixes using a state-space
model implemented in a Bayesian framework [29], or (2) linear interpolations between
visual and GPS position fixes when tag-derived heading data were not available due to
failure of the magnetometer (lower-resolution method).

The acoustic recordings from the DTAGs were aurally and visually inspected via
spectrograms using Adobe Audition software (Blackman-Harris window, FFT length: 4096)
to identify sounds produced by the tagged sperm whale, sounds produced by conspecifics
or other species present in the area, and sonar sounds received by the tagged whale. Typical
sperm whale vocalizations were identified and included regular echolocation clicks and
buzzes associated with foraging behavior [24], and other types of sounds associated with
social behavior (slow echolocation clicks, codas, clangs and trumpet sounds) [30,31].

Moreover, incidental anthropogenic sonar, as well as sounds produced by other
whale species in the research area, i.e., typically killer whales or long-finned-pilot whales
(hereafter grouped as “blackfish” species), were annotated. Killer and pilot whales are
considered as potential threatening stimuli for sperm whales as they represent a potential
food competitor and/or a predator species [32,33].

The acoustic dose of the experimental sonar received by the tagged whales was
quantified from the tag recordings of those sonar signals (see detailed method [14,20]). For
each sonar pulse, the received maximum sound pressure levels (SPLmax) was determined
using a sliding window of 200 ms, and the received cumulative sound exposure level
(SELcum) was measured since the start of the sonar exposure session. Both received level
metrics were analyzed in the 890–2240 Hz frequency band as it included the fundamental
frequencies of the transmitted signal (the contribution of the harmonic frequencies on the
broadband levels was determined to be negligible to the sound metrics we quantified, [34]).

Simultaneously with visual recording of the tagged whale positions at the surface, the
best estimate of group size, defined as the number of individuals within 200 m of the focal
animal during the surfacing period [35], was recorded. Visual data collection including the
geographic position of whale resightings and group size was recorded using the software
Logger. Moreover, sightings of blackfish species present in the area were reported (time
and geographic position recorded).

237



J. Mar. Sci. Eng. 2021, 9, 444

2.5. Scoring Severity of Expert-Identified Behavioral Responses

Expert scoring of putative responses was used to assess the severity of identified
behavioral responses on a numeric scale [4] ranging from no effect (0), effects not likely
to influence vital rates (scores 1–3), effects that could impact vital rates (scores 4–6), to
effects that are likely to impact vital rates (scores 7–9). The severity score of an identified
response depends on the type of response and its duration relative to the duration of the
exposure. The scale provided by Southall et al. [4] was further modified slightly to add
some behavioral changes that were not covered in the original scale (Table 1). Each of the
experimental exposures was visualized using a series of standardized data plots (available
in [18]) where the exposure period was indicated but the experimental condition i.e., whale
ID, type and order of exposure, was hidden (see one example of data plots on Figure S2).
Data plots included a geographic track of the tagged whale and the research vessel, and
time-series data plots of group size, swim speed, heading and turning angle, pitch, depth
and whale sounds. Based on examination of those data plots, behavioral changes likely
to be responses to the experimental exposures were identified. This was based upon a
clearly visible behavioral change not observed during baseline periods. The severity was
scored based upon the type of response and its duration by two independent groups of
experts in accordance with the severity scale (Table 1). All scorers were part of the field
team or familiar with the process of data collection, and seven out of eight coauthors had
participated in previous similar scoring work [14,15,17,20]. One group consisted of authors
C.C., L.S., P.W., B.B., and the second of authors M.S., R.R., P.K. and F-P.L. Each group
conducted separate scoring, blind to the other team’s scoring. Thereafter, the two groups
met and assimilated their results in the presence of an adjudicator (author P.J.O.M.) to reach
a consensus scoring.

One methodological improvement in the present study compared to the previous ones
was that scorers were blind to the experimental conditions (NS, CAS, MPAS or HPAS).
This blind procedure was applied to ensure that unconscious biases of panel members
would not result in differences in scoring across different exposure types. Data plots
were presented to the scorers as shown on one example presented in Figure S2, for the
baseline period (i.e., period between end of post-tagging period until start of the 60 min
of pre-exposure of the first experimental exposure) and the period covering 60 min of
pre-exposure until 60 min of post-exposure, but excluding the full time track and full
time series per tag deployment. Given the minimum period of 1 h 20 min between two
successive exposure sessions, the remaining 20-min period between the end of a 60-min
post-exposure and the start of the next 60-min pre-exposure was not shown on the plots,
making the time series disconnected for the scorers. A random exposure number (RE#)
was attributed to each experimental exposure session. For each RE’s set of plots, the scorers
evaluated whether the behavior exhibited during the exposure was different compared to
the 60 min immediately preceding the exposure period and to the baseline period.

The behavioral response assessment was conditional to the studied species and context,
i.e., solitary male sperm whales in their feeding grounds. Therefore, and similarly to
the scoring methodology previously applied on sperm whales studied in this area, the
scores of severity of the following eight behavioral response categories were systematically
recorded for each experimental exposure (Figure 1): avoidance (vertical and/or horizontal),
change in orientation other than avoidance (based on horizontal turns, pitch and vertical
movements such as wiggles), change in locomotion (speed and directivity) not related to
avoidance, change in dive behavior (based on dive profile), cessation of feeding (based
on cessation of buzzing), cessation of resting (based on previous observations that sperm
whales rest with a sharp pitch, i.e., with head up or down), modification of vocal behavior
(including production of foraging and social sounds) and change in group distribution
(group size). Other potential behavioral response categories existing in the severity scale,
e.g., associated to reproduction, mother–calf association or aggressive behavior, were not
assessed because they are not relevant to the behavioral context of the tested population’s
subjects (Table 1).
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Table 1. Severity scale used for scoring behavioral responses. The original scale provided by Southall et al. 2007 [4] was
slightly modified with some added behavioral responses (in bold) by Miller et al. 2012 [14] and Sivle et al. 2015 [20], and
in the present work (in bold underlined). Given the exposure scheme of 40 min, a “Brief” response was defined as to be
significantly shorter than the exposures (0–5 min), a “Minor” response was shorter than the exposure but longer than
Brief (5–30 min) and stopped during the exposure, a “Moderate” response lasted roughly the duration of the exposure
(30–60 min) and ceased soon after the end of exposure, and a “Prolonged” response was significantly longer than the
exposure (> 60 min).

Score Behavioral Responses

0 No observable response

1 Brief orientation response

2

Moderate or multiple orientation responses
Brief or minor changes in respiration rates

Brief cessation/modification of vocal behavior
Brief change in dive profile

3

Prolonged orientation behavior
Minor change in locomotion (speed/direction) and or dive profile but no avoidance of sound source

Minor cessation/modification of vocal behavior
Individual alert behavior

Moderate change of respiration rate
Brief shift in group distribution

4

Moderate change in locomotion (speed/direction) and or dive profile but no avoidance of sound source
Brief avoidance of sound source
Minor shift in group distribution

Moderate cessation/modification of vocal behavior
Brief cessation of feeding/resting

5

Extended change in locomotion (speed/direction) and or dive profile but no avoidance of sound source
Minor avoidance of sound source

Moderate shift in group distribution
Change in inter-animal distance and/or group size

Prolonged cessation or modification of vocal behavior
Minor cessation of feeding/resting

6

Moderate avoidance of sound source
Extended cessation or modification of vocal behavior

Visible startle response
Moderate cessation of feeding

Prolonged shift in group distribution
Brief or minor separation of female and dependent offspring

Aggressive behavior related to noise exposure
Brief cessation of reproductive behavior
Moderate cessation of resting behavior

7

Prolonged cessation of feeding
Moderate separation of female and dependent offspring

Severe and or sustained avoidance of sound source
Extensive or prolonged aggressive behavior

Clear antipredator response
Moderate cessation of reproductive behavior

Prolonged avoidance

8

Obvious aversion and/or progressive sensitization
Long-term avoidance of area

Prolonged or significant separation of female and dependent offspring with disruption of acoustic reunion
mechanisms

Prolonged cessation of reproductive behavior

9 Outright panic, flight, stampede, or attack
Avoidance related to predator detection
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Figure 1. Scored responses (hatched) over scorable sessions across the different potential behav-
ioral response categories and exposure types. The eight behavioral response categories (avoidance
response, orientation response, change in locomotion, change in dive profile, cessation of feeding,
cessation of resting, change in locomotion, change in dive profile, change in vocal behavior and
change in group distribution) are represented by a color code (e.g., blue for avoidance response). For
each of the four exposure types (NS, CAS, MPAS, HPAS), the total number of scorable sessions per
behavioral response category is represented by the width of the box, of which the number of scored
responses (i.e., non-zero value scores) is indicated as hatched. For example, for HPAS, there were a
total of 69 scorable potential responses, all behavioral response categories combined. The avoidance
behavioral response category was scorable in 10 out of the 11 HPAS exposure sessions, and scored
responses were attributed in two of these 10 exposures. By contrast, for NS, there were no avoidance
responses scored among the eight scorable sessions of the 12 conducted NS sessions. n: number of
exposure sessions; CAS: Continuous Active Sonar; MPAS: Medium-level Pulsed Active Sonar; HPAS:
High-level Pulsed Active Sonar; NS: No-Sonar control.

Typical feeding and resting behaviors were clearly identified based on characteristics of
the dive profile and vocal behavior (e.g., presence of buzzes indicating feeding activity) [24,25].
Scorers also assessed whether the behavior of the whale during the 60-min pre-exposure
period and the quality of the collected data allowed for a proper assessment of all behavioral
response categories. For instance, the assessment of cessation of resting or feeding was
conditional to whether the whale was resting or feeding at the time the exposure started.
Moreover, the whale’s geographic positions (visual or GPS fixes) and group size data could
be collected only when the whale was at surface (between dive cycles). Therefore, the ability
to assess potential ‘avoidance’ responses depended on the resolution of the whale track, and,
the evaluation of potential changes in group distribution could be achieved only if group size
data was recorded over the pre- and during-exposure phases. Non-focal whales were not
tracked visually, preventing data collection on group size.

To account for cases of inability to assess potential behavioral changes, we differenti-
ated a score “zero” (i.e., scorable, but no identified behavioral change judged to be response
to the exposure) from the absence of a score (i.e., impossible to assess because data were
missing or the behavioral context of the animal did not allow for it).

Once the two teams had reached a consensus on the scored putative responses, the
experimental conditions of all RE were revealed and the received levels of the onset times
of responses were identified. All unblinded data plots are published in Kvadsheim et al.
2021 [18].
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2.6. Behavioral Response Analyses

A descriptive analysis was conducted in order to assess whether the scorability of the
experiments, i.e., the ability to assess potential responses, was homogeneous across the
panel of behavioral response categories and exposure types, and to reveal the distribution
of the different behavioral response categories and magnitude (severity of scored responses)
across the exposure types.

For each exposure session, we calculated two variables. The first was the proportion
of scored behavioral responses (%), expressed as the total number of behavioral response
categories for which a non-zero score was attributed (i.e., scored responses), normalized to
the maximum number of potential scored responses (i.e., number of scorable behavioral
response categories for which potential scores could be assessed). The second was the
maximum score of severity among the different scored behavioral response categories.

Statistical analyses were carried out to model the proportion of scored responses
(of all behavioral response categories combined) and the maximum score of severity per
exposure session, in order to test the null hypothesis that the response variable was ran-
domly assigned with respect to the exposure types. Since the whales were exposed to
several exposure sessions, we used Generalized Estimating Equation (GEE) models that
accounted for repeated measures in R v.3.0.2 for binomial response variables (geepack [36]
in R Development Core Team 2013) and SAS 9.4 for categorical response variables (genmod
procedure in SAS Institute 2011). GEE models also tested for potential influence of the
first sonar exposure presentation compared to the subsequent sonar exposures (covari-
ate Order) as well as for the previous presence of blackfish (covariate Blackfish) on the
response variables.

Given that the protocol of exposures (range and direction of the approaching vessel
relative to the animal) was specifically designed in relation to the focal whale position, the
two non-focal whales (Table 2, sw17_182a and sw17_186a) received lower exposure levels
at greater distances than the focal whales. Consequently, the behavioral response scoring
data of the two non-focal whales were excluded from the statistical analyses.

2.6.1. Quantitative Analysis of the Proportion of Scored Responses and the Maximum
Score Per Session Variables

For both severity scoring response variables (i.e., Proportion of scored responses and
Maximum score per session) the full model tested whether the three covariates Signal,
Order and Blackfish had an effect on the response variable. The covariate Signal was
assigned with two factor levels, no-sonar and sonar, aiming at testing effect of sonar, or
with four factor levels, CAS, HPAS, MPAS and NS, that aimed at testing potential effect
of the sonar exposure type on the response variables. The covariate Order had two factor
levels: one noted « 1st » including the NS and first sonar exposure sessions, and one noted
« diff_1st » for which all subsequent sonar exposure sessions following the first sonar
session were assigned. The Blackfish covariate was encoded as a variable that linearly
decreases with time after a detected blackfish event (visually sighted and/or acoustically
detected from the tag recordings). Specifically, it corresponds to the duration needed
to recover at the start of exposure since the last identified blackfish event. We assumed
that a full recovery from a detected blackfish event lasted a maximum 15 h because this
corresponded approximately to the duration of data collection (i.e., programmed release
time of the tag) [19]. Therefore, the more recently the whale was exposed to blackfish, the
higher the value of the Blackfish covariate. If at start of exposure the whale had not been
exposed to blackfish for more than 15 h, then the Blackfish covariate was given a zero value
(blackfish event was considered as “absent”). If a blackfish event was detected within the
15 h preceding the start of exposure, the Blackfish covariate was 15 minus the number of
hours since the event (blackfish event defined as “present”). If the blackfish event was
detected during the exposure, the Blackfish was applied the maximum value of 15.
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Table 2. Overview of collected data. The whale ID code includes information regarding the species
(“sw” for sperm whale), the year (e.g., “16” for 2016), the Julian date (e.g., 126) and a letter (e.g., “a”)
identifying the tag deployed. Sixteen tagged whales were subjected to the exposure experiments,
from which 11 whales were equipped with a regular DTAG (version 3) and five had a mixed-DTAG
(including a GPS logger, indicated with a *). In two occasions, two whales were simultaneously
tagged, one focal whale and one non-focal whale (in italic), and both were exposed to the same
exposures. For one of the non-focal whales (sw17_186a), the tag came off before the last exposure
session started (MPAS). For each whale ID, the exposure sessions are listed by order of exposure.
Exposure sessions indicated in bold are those for which a blackfish event has been detected within
the 15-h period preceding the start of exposure or during the exposure. Blackfish events were defined
as acoustic and/or visual detections of blackfish presence (i.e., killer whales and/or long-finned pilot
whales) based on the visual sightings and inspection of the sound recordings on the tags. The focal
whale dataset includes a total of 34 sonar exposures (12 CAS, 11 MPAS, 11 HPAS) and 12 NS. See
abbreviations defined in Figure 1.

Whale ID. Exposure Sessions (by Order of Exposure)

Sw16_126a CAS, MPAS, HPAS
Sw16_130a NS, MPAS, CAS
Sw16_131a NS
Sw16_134a NS
Sw16_134b NS, CAS, HPAS, MPAS
Sw16_135a NS, HPAS, CAS, MPAS
Sw16_136a NS, CAS, MPAS, HPAS

Sw17_179a * MPAS, HPAS, CAS
Sw17_180a * NS, HPAS, MPAS, CAS
Sw17_182a *
Sw17_182b

NS, MPAS, CAS, HPAS
NS, MPAS, CAS, HPAS

Sw17_184a * NS, CAS, HPAS
Sw17_186a *
Sw17_186b

NS, HPAS, CAS
NS, HPAS, CAS, MPAS

Sw17_188a NS, MPAS, HPAS, CAS, CAS
Sw17_191a NS, HPAS, MPAS

For the multiple GEE models (i.e., with two or four factor levels for the covariate
Signal) applied on the two severity scoring variables, the full model with all three candidate
explanatory variables was first run. Hypothesis-based model selection using p-values given
by ANOVA (sequential Wald test) and backwards selection was conducted. After fitting
each model, an ANOVA was conducted and the covariate with the highest p-value was
removed and the GEE model refitted (for detailed method, see [37]). This was repeated
until all terms retained in the ANOVA were significant at 5% level. The best fitted GEE
models were then fitted to obtain results.

2.6.2. Dose–Response Function Analysis

To obtain probabilistic relationships of received level and response onset, we generated
dose–response functions by fitting marginal stratified Cox proportional hazards models to
the severity scoring data (see [38], for full details of this approach). This form of recurrent
event survival analysis allowed us to combine the results from individual CEE to estimate
the likelihood of response as a function of the acoustic dose while accounting for contextual
covariates. Models were stratified by severity level (i.e., low for severity 1–3, moderate for
severity 4–6, high for severity > 6) to produce the dose–response functions for different
severity levels from the same fitted model.

The input data for the stratified Cox models was the received SELcum of the sonar at
the first occurrence of each response level within each sonar exposure session. In the case of
a severity score of 0 (no response), we allocated the received SELcum of the entire exposure
session and labeled the data as right-censored. Statistical analyses were carried out to
model the dose–response function in order to test the null hypothesis that the response

242



J. Mar. Sci. Eng. 2021, 9, 444

variable (low or medium severity level) was randomly assigned with respect to the received
level and exposure types. The full candidate model consisted of the covariate Stimulus with
three factor levels (CAS, MPAS, HPAS) in addition to covariates Order and Blackfish (as
defined previously). All possible model combinations including the null model were fitted
and AIC-based model selection was used. The standard errors of the model estimates were
corrected for the correlations within individuals using a grouped jack-knife procedure [39].
For the selected model, we verified the assumptions of proportional hazards, no influential
outliers, and no interaction between covariates and strata [38,40]. Analyses were conducted
in R version 3.6.1 (R Core Team 2019) and the dose–response functions were generated as
survival curves using the survfit function package [41].

3. Results

In total we recorded behavioral data of 14 focal whales and two non-focal whales.
All whales were exposed from one to four exposure sessions except for whale sw17_188a
which was exposed to a 5th exposure (repeat CAS, see Table 2). The focal whale dataset
consisted of 46 exposure sessions including 12 NS control, 12 CAS, 11 MPAS and 11 HPAS
exposures, and the non-focal whale dataset included 2 NS, 2 CAS, 1 MPAS and 2 HPAS
exposures (Table 2).

3.1. Scorability of the Data Across the Behavioral Response Categories and Exposure Types

In order to investigate potential differences in the ‘proportion of scored responses’ and
‘maximum score per session’ variables across the exposure types, we first inspected whether
the scorability of experimental sessions, i.e., our ability to assess potential responses, were
similar for all behavioral response categories and across the four exposure types (Figure 1).

Most behavioral response categories (orientation response, change in locomotion,
change in dive profile, and change in vocal behavior) were scorable in all sessions, i.e., we
were able to assess whether a potential behavioral change occurred (non-zero score) or not
(zero score). In the focal whale dataset, for the four exposure types, the change in group
distribution was scorable for half of the exposure sessions and the avoidance response
category was scorable for two-thirds of the exposure sessions (Table S1). As predicted
by the location of the studied population (on their feeding grounds), most whales were
foraging immediately before an exposure session, making a potential cessation of feeding
scorable for most exposure sessions. By contrast, it happened twice that a whale was in
a resting mode at the start of an experimental session, making a potential cessation of
resting scorable only for these two cases, one in the focal whale dataset (sw16_134a exposed
to NS) and one in a non-focal whale dataset (sw17_182a exposed to MPAS). Therefore,
the cessation of resting category of behavioral response could not be investigated across
exposure types and was excluded from the statistical analyses.

The distribution of scorable sessions among all behavioral response categories except
cessation of resting, was homogeneous across the four experimental conditions (NS, CAS,
MPAS, HPAS), making the comparison of scored responses across the exposure types
suitable for the remaining seven behavioral response categories.

3.2. Overview of the Scoring of Behavioral Responses
3.2.1. Expert Scoring Process

The scores of severity of responses made by the two teams of expert scorers were
mostly the same and the adjudicator was needed only in two cases to achieve consensus
(Table S1). For four identified behavioral scored responses of the focal whale dataset
(sw16_126a exposed to MPAS: foraging and vocal behavior, sw17_191a exposed to NS:
dive profile and sw16_130a exposed to MPAS: locomotion) and one of the non-focal
whale dataset (sw17_182a exposed to HPAS: vocal behavior,), it was difficult to determine
whether the change in behavior was a response to the exposure or a coincidental change.
For instance, one focal whale (sw16_126a) was attributed a scored ‘cessation of feeding’ in
response to MPAS although the scorers reported a low confidence in assigning this scored
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response given that an interruption of buzzing had occurred also during the baseline
period. For those potential false positive cases, the scores of severity were noted as being
of “low confidence” (Table S1), with provided justification. For two exposures, sw17_182b
exposed to HPAS and sw16_134a subjected to NS, the tag came off prematurely about
halfway into the exposure, precluding assessment of the duration of identified responses
and of other behavioral changes that might have occurred over the remaining duration,
thus leading to minimum estimates of severity.

3.2.2. Summary of Scored Behavioral Responses

Only two out of 14 focal whales and one out of two non-focal whales were judged
not to have responded to any of the exposure types (i.e., no scored behavioral changes):
sw16_131 (exposed only to NS), sw17_184 (exposed to NS, CAS and HPAS) and non-focal
sw17_186a (exposed to NS, HPAS and CAS) (Table 2). Half of the 46 experimental sessions
in the focal whale dataset elicited at least one scored behavioral response, i.e., a score
different than zero attributed at least for one of the behavioral response categories assessed.
Specifically, scored behavioral responses were obtained in response to 5 out of 12 NS trials,
7 out of 12 CAS trials, 4 out of 11 HPAS trials and 7 out of 11 MPAS trials. A total of
48 putative scored responses were assigned, of which 31 had a severity 1–3 (24 in response
to sonar and 7 to NS) corresponding to responses considered not likely to influence vital
rate, and 17 had severity 4–6 (16 in response to sonar, and 1 in response to NS), thus
considered to have the potential to impact vital rates (Table 1). No behavioral response of
severity higher than 6 was identified in this data set.

3.3. Description and Distribution of the Types of Behavioral Responses within Exposure Type

There was a high diversity of scored behavioral response categories assigned to the
experimental exposures, with all behavioral response categories represented at least once in
the total set of scored responses (Figure 1). The two scorable ‘cessation of resting’ cases were
scored: one focal whale interrupted resting at least briefly in response to a NS exposure
session (severity ≥ 4), and one non-focal whale ceased resting in response to MPAS for
about the duration of the exposure (severity 6) (Table S1). The distribution of the other
scored behavioral response categories varied across the experimental conditions (Figure 2).
Scored behavioral responses to NS were mainly represented by orientation and locomotion
responses of low severity and changes in the dive profile (together representing 86% of
the scored responses), and to a lesser extent, by modifications in vocal behavior. Putative
responses were also observed during sonar exposure sessions (Figure 2). Most of them had
severities ranging from 1 to 3 (i.e., not likely to impact vital rates), and only two reached a
severity 4 (i.e., that could impact vital rate) during CAS sessions (moderate change in the
dive profile or moderate change in the vocal behavior).

Overall, changes in locomotion were mostly represented by a heading turn towards
the source, orientation responses included primarily vertical wiggles, and changes in the
dive profile corresponded mainly to switching to shallower and shorter dives (Table S1).
Changes in vocal behavior represented a large part of the scored responses to the sonar
exposures (30% for HPAS, 33% for MPAS, and 42% for CAS) compared to the NS (only 14%).
They involved modifications in the production of foraging sounds and/or social sounds,
and were scored more often in response to CAS (in 7 out of 12 CAS trials) compared to
other exposure types (4 out of 11 for both HPAS and MPAS trials, and only 1 out of 12 NS
trials). Modifications of social sound production included unusual occurrences of slow
clicks, codas or other types of social sounds (trumpet sounds, clangs).
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Figure 2. Distribution of the proportion of scored responses across the behavioral response categories, summing to 100%
within each exposure type. The figure includes the dataset of the focal whales tested in the present study with the four
exposure types NS, CAS, HPAS, and MPAS. A potential ‘cessation of resting’ could be assessed only once, for a NS see
Figure 1. because the whale was rarely resting at the start of exposure. This category of response could not be evaluated
(unscorable) for any of the other exposures and was thus excluded from this figure. n: number of scored responses per
exposure type. See Figure 1 for definition of abbreviations CAS, MPAS, HPAS, NS.

The scores of severity associated with changes in the production of social sounds had
a maximum severity 4, obtained once during a CAS exposure session, whereas they were
always ≤ severity 3 during HPAS, MPAS or NS sessions (Table S1). The production of codas
occurred in response to all three sonar exposure types but never during NS. Moreover, for
CAS sessions, 30% of the scored behavioral responses corresponded to changes in the dive
profile (Figure 2), during 5 out of 12 CAS sessions (Figure 1, Table S1). Most of these changes
in the dive profile were not accompanied with a scored cessation of feeding (i.e., the animal
was still buzzing while diving). By contrast, changes in the dive profile contributed to
less than 15% of the total scored behavioral responses for MPAS (only 1 out of 11 MPAS
trials) and for HPAS (2/11 HPAS) and were always associated with concomitant cessation
of feeding, i.e., interruption of buzzing (Figures 1 and 2).

In addition to these types of behavioral changes, the sonar exposures were scored
to have triggered changes in group distribution, and minor to moderate avoidance and
cessation of feeding responses. These represented 45% of the scored responses to HPAS,
25% for MPAS and 19% of responses to CAS (Figure 2). These categories of behavioral
response were never assigned a score in response to NS, indicating that these types of
behavioral changes were specifically induced in response to sonar transmissions and not
the vessel approach.

Avoidance and cessation of feeding were scored in response to all three sonar exposure
types and represented the highest levels of severity of responses with a maximum score
up to 5 for minor responses to CAS and up to 6 for moderate responses to both MPAS
and HPAS (Figure S3). Change in group distribution was scored only in response to one
sonar exposure session, a HPAS exposure (Figures 1 and 2), during which a solitary whale
(sw16_135a) grouped with another whale for at least the duration of one surfacing phase
during the exposure (severity ≥ 3, Table S1). The portion of the dive immediately preceding
the start of that exposure session coincided with sightings of killer whales (at about 5 min
before the exposure started).
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3.4. Quantitative Analysis of the Severity Scoring Variables in Relation to Exposure Type, Order
and Recent Exposure to Blackfish

Each of the three sonar exposure types (CAS, HPAS, and MPAS) was presented as the
first sonar exposure session four times, providing a well-balanced dataset for testing the
potential influence of the first sonar session compared to the subsequent sonar exposure
sessions (Table 2). Moreover, for about half of the total exposures of the focal whale
dataset (four NS, and six of each of the three sonar exposure types), the whales had been
subjected to a blackfish event within the 15 h preceding the start of exposure or during the
exposure, allowing for investigation of the potential influence of blackfish exposure on the
response variables.

The quantitative analysis was conducted on the focal dataset including the low con-
fidence scores and responses of potentially under-estimated severity (e.g., when the tag
had come off before the end of exposure, Table S1). Twelve out of the 14 focal whales were
judged to have changed behavior in response to at least one of the exposure types (Table 2).
Among the 10 responding focal whales exposed to both NS and sonar exposures, four
were attributed scored behavioral changes in response to both NS and at least one of the
sonar exposure sessions. In those four cases, the maximum of severity of scored responses
ranged from 2 to 6 in response to sonar, versus 1 to 3 in response to NS (Figure S3). The
six other whales were judged not to have responded to NS (severity 0 for all behavioral
response categories) but were identified as having responded to one or more of the sonar
exposure types, with a maximum severity score of up to 5.

The ANOVA conducted on the GEE models for the maximum score per session did not
support any of the factors Signal, Order and Blackfish at 5% significance level, indicating
that none of them substantially explained the variation in the dataset, precluding any
further quantitative analysis on this response variable.

For the proportion of scored responses, the ANOVA applied to the GEE models
retained the factors Signal (with Signal having two or four factor levels) and Blackfish
in the best fitted model (p < 0.05 for each factor, Table S2). However, the ANOVA did
not support Order in any of the models, indicating that there was no main effect of the
first exposures compared to the subsequent sonar exposures on the proportion of scored
responses (Table S2). GEE model with factor Signal represented by the two factor levels NS
and Sonar (i.e., including all sonar types) showed that the proportion of scored responses
was significantly higher in response to sonar exposures (18 ± 23%) compared to NS (7 ± 3%)
(Table S3), meaning that the whales were more likely to respond to the approaching vessel
towing a transmitting sonar than to the approaching vessel without sonar transmission.
The results of GEE models with Signal represented by four factor levels (NS, CAS, MPAS,
HPAS) showed that CAS led to a significantly greater proportion of scored responses
(21 ± 7%) compared to NS (7 ± 3%). The mean proportion of scored responses were
similar between MPAS (17 ± 5%) and HPAS (16 ± 9%), intermediate values compared
to the lowest and highest proportion of scored responses represented by NS and CAS,
respectively. However, MPAS and HPAS were not significantly different from CAS or NS
(p > 0.2 for the pairwise comparisons HPAS vs. NS, HPAS vs. CAS, MPAS vs. NS and
MPAS vs. CAS, Figure 3, Table S3).

For these GEE models (factor Signal with two or four levels), the Blackfish covariate
had a significant main effect on the response, showing that the proportion of scored
responses was more likely to be increased if whales had been recently exposed to blackfish,
independent of the exposure type (Figure 3).
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Figure 3. Proportion of scored responses per exposure type for focal whales (all behavioral response
categories combined), Figure 2. GEE results (detailed in Table S3) of paired comparisons between
exposure types are given for 5% significance level. For each exposure type, one dot represents the
value of one exposure session being labeled in black or grey in relation to, respectively, the presence
or absence of detected blackfish event within the 15 h preceding the start of exposure up to the end
of exposure. GEE results showed that the proportion of scored responses for CAS was significantly
higher than for NS (p < 0.0067). Moreover, the covariate Blackfish had a positive effect on response
occurrence (p < 0.005, Table S3), indicating that the more recently the whale had been exposed to
blackfish, the highest the proportion of scored responses. n: number of exposure sessions; see Figure 1
for definition of abbreviations CAS, MPAS, HPAS, NS.

3.5. Severity of Scored Response in Relation to Received sound Pressure Level

Changes in behavior were scored with response thresholds over a large range of
received sound pressure levels, from 86 to 175 dB re 1 μPa (SPLmax) and from 82 to 189 dB
re 1 μPa2 s (SELcum) (Figure S4). The most severe scored responses (severity ≥ 4) were
initiated by the tagged animal at received levels of 119–159 dB re 1 μPa (SPLmax) and
137–177 dB re 1 μPa2 s (SELcum) during CAS, and of 138–175 dB re 1 μPa (SPLmax) and
143–181 dB re 1 μPa2 s during PAS (HPAS and MPAS combined).

Stratified Cox models were fitted to the SELcum for responses of low (score 1–3) and
moderate severity (score 4–6), as responses of high severity (score 7–9) were not observed.
The selected model retained none of the covariates (Stimulus, Order or Blackfish). This
null model had a slightly higher AIC (ΔAIC = 0.03) than the candidate model with only
Stimulus, but two fewer degrees of freedom. All four candidate models with Blackfish
violated the proportional hazards assumption (global p-value from χ2 test < 0.05), indicating
a significant relationship between the Blackfish estimate and SELcum. They were thus
excluded on that basis during model selection, although those models had the lowest
AICs. Dose–response functions generated from the null model never reached a response
probability of 0.5 for responses of moderate severity (Figure 4). For responses of low
severity, a response probability of 0.5 was predicted to occur at a received SELcum of 173 dB
re 1 μPa2 s (Figure 4).
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Figure 4. Dose–response probability functions for the focal sperm whales’ dataset generated from the
selected stratified Cox proportional hazards model for low severity responses (score 1–3) on the left,
and moderate severity responses (score 4–6) on the right, with their 95% confidence limits in grey.

4. Discussion

The primary goals of the present study were to assess whether CAS leads to significant
effects on free-ranging sperm whale behavior, and to investigate whether these effects
differ in type and severity from previously reported effects of PAS (e.g., [14]). Using visual
observations and acoustic-movement tag data, we identified and described behavioral
responses of sperm whales to experimental exposure to CAS and PAS as well as to NS, and
scored their level of severity (depending on their type and duration) by the mean of an
objective scale [4].

Sonar exposures induced a higher diversity of scored responses across behavioral
categories, more scored responses, and greater severities of scored responses (up to sever-
ity 6) compared to NS (maximum severity 4 assigned in only one case). Avoidance and
cessation of feeding, typically associated with moderately higher severity scores (5–6) than
the other behavioral response categories, were only induced in response to sonar and not
to NS. Most other scored categories of behavioral response were common between CAS
and PAS but with a distribution that did differ across the sonar types. The proportion of
exposure sessions with scored responses was significantly higher during CAS compared to
NS—indicating that CAS transmissions led to a significant change in sperm whale behavior
beyond any effect of the approaching vessel. This higher proportion of scored responses to
CAS was not significantly different from the proportion of scored responses to PAS.

4.1. Responses to NS

Behavioral responses to NS allow separating the components of the responses specif-
ically exhibited in response to sonar from those that could occur in response to the ap-
proaching vessel alone. Previous CEEs carried out on several cetacean species including
sperm whales, and using the same basic experimental design as the one conducted in the
present study but for which NS and sonar exposures order were randomized, showed that
animals hardly changed behavior to NS, whether conduced as first or following previous
sonar exposures [14,16,17,26]. Results of these previous studies showed more severe behav-
ioral responses to sonar than to NS, and even more severe responses to predatory sounds
exposures compared to sonar (humpback whales [19], sperm whale [16,17]). Responses to
the predatory killer whale sounds playbacks conducted in 2008–2009 [14] and 2010 [17]
were used as a positive control for characterizing sperm whales’ responses to a natural
threatening stimulus, thus representing a yardstick of aversive reactions.

In the present study, NS was always conducted first allowing characterization of the
response to NS excluding the effect of any potential sensitization to the vessel if the whales
had been previously exposed to the vessel towing a transmitting sonar. When responding
to NS, the focal whales made slight changes in horizontal and vertical movements, scored
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to be low severity responses. Such responses, ranging from severity 1 to 3, are unlikely to
impact vital rate, and thus unlikely to lead to significant population effect. The fact that NS
triggered some responses indicates that either the approaching vessel was perceived as a
type of disturbance by the whales, and/or tendency of human observers to interpret and
attribute behavior changes in relation to the exposure, when in fact these changes could be
elicited by factors other than the experimental protocol.

In one single case of NS, a focal whale was attributed a scored response of moder-
ate severity (score ‘≥ 4′), for an identified interruption of resting with potential under-
estimated duration because the tag came off prematurely, ceasing data collection. Cessation
of resting is, similarly to cessation of feeding, considered to potentially impact fitness if
repeated with sufficient duration. The probability of whales to be in a resting state at start
of an exposure was lower than to be in a feeding mode, given their time budget predicted
about 80% of time spent in foraging mode versus 20% in resting and other activities [26].
There was a second case of scored cessation of resting obtained in a non-focal whale ex-
posed to MPAS (severity 6). Proximity to the sea surface during shallow resting dives [25]
could be a factor driving responsiveness to an approaching vessel, and further data would
be needed to compare the effects (probability and duration of response) of sonar and NS
on this behavioral response category.

4.2. Responses to Sonar and Influence of Exposure Type

Response durations to sonar were identified as brief (<5min) to moderate (i.e.,
30–60 min), with scored response severities ranging from 1–3 (not likely to impact vi-
tal rates) to 4–6 (considered to have potential to impact vital rates). No high-severity
responses (7–9, likely to impact vital rates) were identified. A high diversity in behavioral
response categories was found in response to all types of sonar: changes in the dive profile,
changes in vocal behavior, orientation and/or locomotion responses, as well as avoidance
and cessation of feeding. The two latter behavioral response categories were specific to
sonar (they never occurred in response to NS) and had the highest severity scores (5–6) in
the whole dataset. These two behavioral response categories carry a potential to impact
fitness even for relatively short-term responses (severity 4 for brief duration in the scale)
and they are typically part of an antipredator strategy. This highlights their biological
relevance and indicates that they represent higher level disturbance similar to immediate
predation risk.

The distribution of the other behavioral change categories varied with sonar exposure
type. In particular, changes in vocal behavior including changes in the production of
social sounds were more frequently observed in response to CAS than to PAS signals.
Given the high duty cycle of CAS, it is possible that animals need more adjustment in
their vocal behavior than when they are exposed to PAS, which leaves more time without
sound masking between the sonar pulses. Further studies could focus on vocal responses
to CAS to investigate masking effect and potential effects on the efficiency of foraging
(regular clicks and buzzes) and communicating with congeners (social sounds). Moreover,
changes in the dive profile in response to CAS were scored more often than for PAS, and
those changes were not always associated with a cessation of feeding response scored for
PAS sessions.

Four HPAS exposures were previously conducted in 2008 and 2009 (named as ‘LFAS’
exposures in [14]) using a similar experimental protocol as the HPAS exposures of the
present study except that the ramp-up period lasted 10 min followed by 30 min full-power
transmission and the vessel approach could turn towards the whale during the exposure
until it was 1km away from the whale (instead of 20 min followed by 20 min full power
in the present study, with the source vessel driven in a straight course throughout). The
suite of behavioral change types identified in response to HPAS conducted in the present
study was comparable to the one described to previously conducted HPAS exposures [14],
except for one HPAS session in our dataset that obtained a scored change in group distribu-
tion. The grouping behavioral response had previously only been observed in response to
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predatory sound exposures, not to sonar, thus had been interpreted as a specific response
component of the antipredator strategy [17]. It could be that some individuals perceive
HPAS as a particularly high level of threat, leading to potential behavioral response compo-
nents similar to antipredator behavioral strategy, such as the grouping behavior response.
The presence of killer whales during the pre-exposure period of this HPAS session, might
have sensitized those whales’ responsiveness to sonar, resulting in social cohesion.

Overall, 10 out of 12 focal whales responded during at least one exposure session,
however, half of the total exposure sessions obtained no scored responses i.e., they were
judged not to have induced any behavioral changes. This observation indicates the rela-
tively low probability of responses in the sample of tested subjects which concurs with
the observation made by Isojunno et al. [19] who pointed out that the current study’s
(2016–2017) sperm whale subjects appear less responsive than the subjects tested in the
same area 7–8 years ago with controlled PAS exposures (2008–2009, [14]). Moreover, the
maximum scores per session in the present study had broad ranges for all sonar types:
from 2 to 6 in response to HPAS, 1–6 in response to MPAS and from 2 to 5 in response to
CAS). This finding indicates interindividual or other interdeployment contextual variability
within exposure type, which contrasted to the consistent maximum score of 6 represented
by moderate avoidance or cessation of feeding responses obtained in the four subjects that
responded to the HPAS exposures conducted in 2008–2009.

In addition to the changes in exposure protocols detailed above, a possible explanation
of this apparent reduced sensitivity to sonar in the 2016–2017 individuals dataset could
be that these animals have been more exposed and habituated to the lower frequencies
used by modern naval sonars. Naval sonar in the 5–10 kHz band has been commonly
used in this area since the 1960s, but low frequency sonars in the 1–2 kHz band are a fairly
recent technological development only used frequently the last 10 years. The 1–2 kHz
sonar exposures conducted in 2008–2009 might have been perceived as a more novel
stimulus for the whale populations, than in the current dataset. Such apparent tolerance to
sonar could lead to underestimation of responses in a population living in a more pristine
habitat devoid of naval sonar exercises. Novelty has been indeed suggested to potentially
influence the probability of responses in marine mammals [42], including cetacean species
(e.g., long-finned pilot whales [43] and bottlenose whale [15]).

There were no clear trends of individuals responding with a higher probability to
one or the other sonar exposure types. The statistical analysis of the proportion of scored
responses confirmed this observation: the proportion of scored responses was not signif-
icantly different between CAS and PAS. However, the proportion of behavioral scored
responses to CAS was significantly higher compared to NS showing that CAS has a signifi-
cant effect on sperm whale behavior. The proportion of scored response was not found to
have been significantly different between PAS and NS. While our analysis accounted for
Blackfish presence, other contextual variability across exposure sessions is likely to explain
this result.

The motivation to include three sonar types (CAS, MPAS and HPAS) in the experi-
mental design was to disentangle the effects of duty cycle, sound energy (SEL) and sound
amplitude (SPL) as the main driver of behavioral responses. Using the same dataset,
Isojunno et al. [19] used quantitative state switching analysis focusing on the effects of CAS
vs. PAS on foraging effort. The authors found significant and similar reduction of foraging
effort in response to both CAS and HPAS, but not to MPAS. Since CAS and HPAS exposures
will have the same received sound energy level, but HPAS will have much higher peak
pressure level, this result led to the conclusion that received sound energy levels might be
an important driver of the response [19]. Here we did not find clear evidence of whether
duty cycle, sound energy or amplitude best predicted probability of response given there
was no significant differences of probability of scored responses between the three sonar
signals and that all of them could lead to a broad range of max scores ranging from low
(1–3) to moderate severities (4–6). The main difference between Isojunno et al. 2020 [19],
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and this study is that Isojunno et al. 2020 focused on feeding behavior, whereas our analysis
combines different behavioral response types into one metric of response.

Given only CAS led to significantly increased proportion of scored responses com-
pared to NS, one could conclude that the duty cycle might be a main predictor of response.
However, the proportion of scored responses was not significantly different between CAS
and PAS, refuting this hypothesis. The nonsignificant results to PAS vs. NS are likely
due to a combined low sample size and high interindividual variability. Comparing the
behavioral types between responses to MPAS and HPAS, there was no significant differ-
ences in their proportion of scored responses, and the description of max scores per session
showed comparable ranges between the two (max score 1–6 in response to MPAS, and
2–6 in response to HPAS). Since HPAS had higher SPL and SEL levels than MPAS, this
result indicates that received levels of sound are not a particularly reliable metric to predict
the severity of responses. Further data is needed to confirm this outcome, given the high
variability between individuals of the present individual dataset. Moreover, the MPAS
scores dataset contained some uncertainties (particularly with the low confidence scores)
which might have overestimated the proportion of scored responses to this sonar type.

In their study, using the same dataset, Isojunno et al. [19] found more cases where indi-
viduals switched from foraging to nonforaging states compared to the number of ‘cessation
of feeding’ events scored in the present study. Moreover, they found a significantly higher
reduced foraging effort in response to CAS and HPAS compared to MPAS whereas we did
not find any evidence of differences in the proportion of scored responses (combining all
response categories) across the three sonar types. In the present study, the distribution
of behavioral response categories across exposure type did not show indication of more
cessation of feeding in response to CAS and HPAS compared to MPAS. The reason for such
apparent differences between studies can be explained by different analytical approaches.
Here we looked at various potential behavioral response categories among which a ‘cessa-
tion of feeding’, that was defined as an interruption of buzzing, whereas Isojunno et al. [19]
quantified the alteration of foraging effort (activity time budget) and two proxies (i.e.,
fluke stroke rate and buzz presence, given an activity state, indicating locomotion costs
and foraging success, respectively). Movement behavior and the concurrent presence of
echolocation (irrespective of type—regular or buzz clicks) were used to inform about the
activity state of the whales, whereas here, buzzes were used as the primary indicator for
cessation of feeding; indeed, Isojunno et al. [19] did not find differences in buzz rates
between CAS vs. PAS exposure either. Moreover, in the present study, we tested for the
proportion of scored responses combining all types of behavioral response categories, not
only the cessation of feeding. With this analysis, we expect that the greater an individual
will be impacted, the higher the number of exhibited behavioral change types, so the higher
the proportion of scored responses (independently of their nature).

Previous meta-analysis study showed the importance and complementarity of differ-
ent analytical approaches to fully describe behavioral responses of whales to sonar or other
stimuli [17]. Similarly, the present study brings complementary information to the one of
Isojunno et al. [19].

4.3. Severity of Response to Sonar Related to RL Thresholds

It is useful to correlate responses to sonar with the dose of acoustic level received
by the whale, as this information can be used by navies and other anthropogenic noise
producers to predict the behavioral disturbance impact of their activities. Severity of scored
responses to sonar ranged from unlikely (1–3) to potentially (4–6) affecting vital rates,
with response onsets occurring over a broad range of received levels for all sonar types
(Figure S4). Overall, thresholds of RLs were higher for responses of moderate severity (4–6)
than for responses of low severity (1–3). Response thresholds in terms of SELcum ranged
from 114 to 181 dB in response to HPAS, from 82 to 166 dB in response to MPAS, and from
114 to 189 dB in response to CAS. By comparison, previous studies with HPAS also showed
a broad range of response threshold SELcum ranging from 120 to 168 dB re 1 μPa2 s [14].
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The dose–response functions derived from our data predicted a low severity response
probability of 0.5 at a received SELcum of 173 dB re 1 μPa2 s whereas there was no prediction
to reach a probability of 0.5 for moderate severity responses. Using the same type of
analysis, Harris et al. 2015 [38] found 0.5 probability of moderate severity responses
around 140 dB SELcum in feeding sperm whales in the same area. The fact that sperm
whales seem less sensitive in our study could be explained by a habituation over time to
low frequency sonar or the combination of an insufficient sample size for the responses
of moderate severity (the dose–response analysis only considered the first response onset
of the session irrespective of category) and interindividual variability of responses that
together prevented to reach the probability of 0.5. Our data suggested that the severity
of responses cannot be accurately predicted by the RL alone, because of large variability
in response threshold for most severity scores (Figure S4), which was also observed in
previous CEE studies conducted on sperm whales and other cetacean species [14,20].

Beside the potential of a higher tolerance of the sample of subjects to sonar compared to
the population tested in 2008–2009, that might partly explain interindividual variation in the
responses to sonar, other key questions remain regarding potential other influencing factors.

A large suite of other factors might have influenced responses to sonar: individual
factors such as age, body condition, experience (e.g., habituation), environmental variation
such as bathymetry, resource quality or distribution [44]. In addition, even when in the
feeding grounds, sperm whales could be in a different behavioral state and at different
stages of those behavioral states (at start or end of a resting phase for instance), which
might lead to different perceived trade-off between the costs and benefits of interrupting
their activity.

4.4. Responses Related to Order of Exposures

Previous studies pointed out potential short-term habituation or sensitization to
successive exposures (i.e., respectively, an attenuation or amplification of a response over
repeated exposures). For instance, Sivle et al. [20] showed that some humpback whales
responded less to a second sonar session compared to the first one. However, statistical
analysis did not support any order effect in previous sonar exposures conducted in sperm
whales and several other cetacean species [14]. That said, a small reduction in buzz rates
was found during and post repeated exposures when the first exposure was received at
high sound exposure levels [19].

Similarly, we show here that the order of exposure was unlikely to influence neither
the proportion nor severity of scored behavioral responses. Indeed, responses of moderate
severity (≥ 4) occurred during first or subsequent exposures. One individual (sw17_188a)
exposed to two successive CAS exposure sessions obtained in both cases scored changes in
the dive profile and in the vocal behavior showing no apparent habituation even in this
case when the same stimulus was repeated. Moreover, statistical analyses showed that the
proportion of scored responses was not significantly different between first and subsequent
exposures. However, further data are needed to test potential effect of the interaction
between the order and other covariates such as the exposure type, on the probability of
responses or other response variables.

4.5. Responses Related to Blackfish Presence

Effect of anthropogenic disturbances on prey behavior by increasing their level of
vigilance to predation is reviewed in [45]. However, the corollary, i.e., that increased
predation risk can influence the degree of alert/reaction to other stressors such as an-
thropogenic disturbances or other potential predators, has been much less considered
(e.g., in ungulate species: [46,47]). In the marine environment, herring (Clupea harengus)
exhibit stronger antipredator responses to visual predator cues when previously exposed
to predator sounds [48]. Heterospecific context could have potential influence on cetacean
responsiveness to anthropogenic disturbance such as sonar. The detection of potential
predatory killer whales triggers consistent and clear behavioral responses in many cetacean
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species including sperm whales [37,43,49]. Given blackfish species might represent poten-
tial threatening stimulus for sperm whales, we thus suspected that their presence could
influence the whales’ behavior and responses to sonar.

Our results clearly showed that whales were more likely to respond to sonar when
they had been recently exposed to blackfish events. These results are in line with previous
analyses using the same dataset that showed that the whales exposed to blackfish species
were more likely to switch from foraging to nonforaging active states during subsequent
sonar exposures [19]. Finding the same potentiating effect of blackfish species on the
response to sonar using two different analytical approaches and a range different response
metrics substantially increased our confidence in this result.

Moreover, the only case of grouping behavior in the present study was during a
HPAS exposure (sw16_135a) for which blackfish were present. Blackfish were acoustically
detected during the pre-exposure dive immediately preceding the surfacing during HPAS
exposure where the tagged whale was sighted together with other whales. It is possible
that this rarely observed grouping behavior, thought to be a specific component of the
antipredator behavioral response [49], was induced by the presence of killer whales rather
than in response to sonar. Other types of behavioral changes composing the antipredator
behavioral template such as the occurrence of codas production might have been also
potentiated by blackfish presence.

Killer whales present in the area are mostly fish-eating killer whales which might not
represent a predator threat for sperm whales. Sperm whales may be able to discriminate
acoustically between mammal-eating and fish-eating killer whales as has been shown
in other marine mammal species (pinnipeds: [50]; cetaceans: [43,51]). If not perceived
as a risk of predation, the presence of blackfish species might still represent a type of
threat associated to the competing interest with sympatric species to exploit of the same
habitat [43]. Moreover, it could be that both blackfish species, i.e., pilot whales and killer
whales, that we were not always able to distinguish, lead to different behavioral responses
and that they influenced the response to sonar differently. Pilot whales are not predators of
other cetacean species and detecting their presence might be perceived as less threatening
than detecting killer whales, so we could expect less costly responses in sperm whales
when exposed to pilot whales. Further studies are needed to characterize their reaction
to the detection of pilot whale or fish-eating killer whale presence and to disentangle the
potential different effects of the two blackfish species on sperm whale behavior.

Our results indicate that cumulating sonar exposure with natural stressors such as
threatening blackfish species present in the area can potentiate the probability of response
to sonar. An increased vigilance priming by predator presence or other interspecific threats
might further exaggerate such effects in a synergistic, rather than additive, cumulative impact.

4.6. Remarks on the Scoring Method

Another aspect that might have introduced variability in our data, and thus uncer-
tainty in the estimated sonar–response relationships, was some low confidence scores
which could have actually been no-responses, and the potentially underestimated scores
(noted as ≥). All these cases of uncertain scores were obtained for PAS sessions (mainly for
MPAS) and to a less extent to NS but never for CAS sessions. Moreover, some behavioral
changes could be caused by other factors rather than by our exposures and led also to low
confidence scores.

Some heterogeneity in the quality of the collected data could increase the difficulty
to identify behavioral changes. In particular, on a few occasions, the low quality of
the track and limited group size data prevented the possibility to assess avoidance and
group distribution behavioral response categories whereas the other behavioral response
categories were almost always scorable. In order to minimize the introduction of such
bias in the scoring data, the scoring protocol was supplemented by a judgment of scorable
versus unscorable behavioral response categories [17] and we decided to exclude for
some exposures, the behavioral response categories judged to be impossible to assess.
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Changes in horizontal movement and social responses are two main important aspects of
behavioral responses to sound stimuli in many cetacean species including sperm whales
(e.g., avoidance and grouping behavior). This highlights the importance of a sufficient
quality data on the related parameters i.e., the whale track and group size.

An improvement of the scoring protocol presented here compared to previous ones [14,20]
is the implementation of a blind procedure where scorers were blind to the experimental
condition. One caveat we think relevant to advise though is related to the fact that NS was
always the first experimental session, resulting in the pre-exposure immediately following the
baseline period only for the NS sessions and never for the sonar sessions. To deal with this
constraint and in order to prevent the identification of the sonar versus NS session types, we
had to disconnect the pre-exposure from baseline. Despite those adjustments, the feasibility
of a blinding procedure was proven in the present study, and we encourage its use in future
severity scoring studies.

5. Conclusions

This study provides rich descriptive material of the behavioral responses of free-
ranging sperm whales to short-term CAS and PAS naval sonar experimental exposures
and no-sonar controls.

The overall low probability of the animals to respond to sonar, high variability of
responses between individuals within exposure type, and the potentiating influence of
blackfish presence reduced the power of statistical analysis (e.g., for ‘max score per ses-
sion’ variable), weakening our ability to accurately disentangle substantial differences in
responses to the different sonar types.

However, the descriptive analyses clearly show that various behavioral change types,
including avoidance and cessation of feeding that are considered having some potential to
impact vital rate (if the exposure is of sufficient duration or repeated), occurred in response
to all sonar types, and that the distribution of the behavioral response categories could vary
with sonar type. Responding animals exhibited more responses, and more severe responses,
to sonar compared to no-sonar controls. Moreover, the statistical analysis showed that
the proportion of scored responses (all behavioral response categories combined) was
significantly greater in response to CAS compared to NS, but responses to CAS were not
statistically different from responses to PAS. Further data are needed to better characterize
differences in responses to CAS and PAS within each behavioral response category and to
understand the underlying mechanisms of such responses.
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Abstract: Anthropogenic noise has been recognized as a source of concern since the beginning of the
1940s and is receiving increasingly more attention. While international focus has been on the effects
of noise on marine mammals, Norway has managed seismic surveys based on the potential impact on
fish stocks and fisheries since the late 1980s. Norway is, therefore, one of very few countries that took
fish into account at this early stage. Until 1996, spawning grounds and spawning migration, as well
as areas with drifting eggs and larvae were recommended as closed for seismic surveys. Later results
showed that the effects of seismic surveys on early fish development stages were negligible at the
population level, resulting in the opening of areas with drifting eggs and larvae for seismic surveys.
Spawning grounds, as well as concentrated migration towards these, are still closed to seismic
surveys, but the refinement of areas and periods have improved over the years. Since 2018, marine
mammals have been included in the advice to management. The Norwegian case provides a clear
example of evidence-based management. Here, we examine how scientific advancements informed
the development of Norwegian management and how management questions were incorporated
into new research projects in Norway.

Keywords: management; fish; anthropogenic sound; seismic surveys; electromagnetic surveys

1. Introduction

Anthropogenic noise pollution is considered an important pollutant of terrestrial and
aquatic ecosystems [1–3]. There are few records of systematic underwater anthropogenic
noise measurements prior to 1990, but they show that ambient noise levels have increased
by as much as 12 dB in 30 years in some parts of the ocean [4–6]. Impulsive anthropogenic
sound is currently the subject of monitoring within the frame of the regional agreements
such as OSPAR. Maximum sound exposure levels have been proposed for marine mammals
and fish based on physical damage [7]. However, the masking of acoustic information
from the environment may affect animals at a much lower sound level, and, thus, further
away from the source. Most of the energy of anthropogenic caused sound lies in the lower
frequency ranges [8]. This may affect a wide range of animals. For example, all fish can
hear low-frequency sounds (<500 Hz) and can, consequently, be disturbed by man-made
sound activities [7,9].

Noise disturbance can affect the physical integrity (at very high levels), the physiology,
and the behavior of aquatic animals. This may affect individual fitness and could, ulti-
mately, lead to population and ecosystem-level consequences [10–12]. The effects of noise
on aquatic life have been reviewed extensively (e.g., [7,8,11–19]). These reviews highlight
the absence of observational evidence of population-level impacts. Experimental data
often show short-term damage or behavioral changes in individual animals only, while
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numerical models are needed to provide information on whether such changes can lead to
population-level effects.

In Norway, the first research on the effects of sound generated by seismic sources
has been developed in response to concerns from fishermen that fish may be scared away
from fishing grounds. Fishing, a key industry in Norway, has been influenced by oil and
gas exploration activities as the two industries operate in much of the same areas. Thus,
there have been demands for balanced coexistence between fisheries and the oil industry
since the start of the oil era in the 1970s, to ensure the acceptable development of both
industries [20]. Therefore, protecting core habitats and fishing grounds of commercially
important fish stocks with reproductive success from exposure to seismic surveys is an
important element within this balance and is of major importance for the management of
seismic surveys in Norway.

Reproduction is vital to population sustainability but can be very sensitive to stress
and changes in environmental conditions [21]. Even if yearly variations in spawning stocks
are not necessarily correlated to recruitment, long-term reduction in egg production is
expected to lead to a mean decrease in the population [22]. In addition, spawning is the
most clearly quantifiable investment in a specific mating and, as such, directly related to
fitness. Moreover, for many fish species, the spawning period may be highly sensitive to
impacts from noise, if individuals gather in dense, localized spawning aggregations [23].
Disturbances in the spawning period may thus affect a larger fraction of the population
than disturbances during other periods. Additionally, fish may be vulnerable to external
stressors during spawning [24], because fish are often in their poorest body condition in
this period [25,26].

In this study, we review how management advice has been given through a period
of about 30 years and how improved scientific knowledge has transferred into scientific
advice. There was an additional focus on how external drivers have induced scientific
questions and how weakly documented knowledge-based advice has exposed the need for
more research to obtain better and more scientifically based advice. This process is shown
in Figure 1.
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Figure 1. Overview of how management advice has changed since the beginning of the advisory practice in the late
1980s. The “Outer factor” column covers drivers from outside the scientific community that may induce new scientific
questions and lead to research activity. The “Scientific question” column lists the research questions being raised to improve
management advice, which may arise from outer factors or from existing research that raises new questions. The “Scientific
investigation” column briefly describes the main findings from research projects. The “Advice” column summarizes the
management advice from IMR to the Norwegian Petroleum Directorate and is divided into different advice given for three
specific groups of animals; plankton (small organisms with very little or no self-movement, including egg, fry, larvae, and
zooplankton), adult fish, and marine mammals. The “Reasoning” column describes the rationale for the particular advice
given. Timeline is indicative and not to scale. The numbers in the bottom corner refer to publications given in the reference
list; [27–46].

2. The Norwegian Story—A Journey through the History of Management Advice

Since the beginning of oil exploration in the 1960s, seismic surveys applying different
sound sources have been carried out within the Norwegian Exclusive Economic Zone (NEZ)
to locate and estimate oil and gas resources. To reach an optimal basis for development
it has been a goal for the Norwegian Government to have a good coexistence between
the traditionally existing fishing industry and the newly established oil industry. The
Norwegian Petroleum Directorate (NPD) issues licenses for seismic surveys in Norwegian
waters, but several stakeholders within governmental organizations have been asked for
advice since 1983. The Institute of Marine Research (IMR) is asked for advice on the
potential impact on biology and ecosystems, while the Directorate of Fisheries is asked for
advice on the likely impact and potential conflicts with ongoing fishery activities. In the
beginning, the advice from IMR was mainly based on a precautionary approach; preventing
potential impact on presumed sensitive habitats. Therefore, spawning areas and areas with
spawning migration, as well as areas with drifting eggs and larvae in the periods of the
respective migration, spawning, and drifting, were recommended to be closed for seismic
surveys to avoid impact on these volatile ecosystem compounds.

Recommendations from IMR on the regulation of seismic activity have always been
given in the form of geographical and temporal restrictions to avoid seismic exposure of
sensitive habitats, i.e., specifically to protect fish engaged in susceptible activities such as
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spawning and concentrated spawning migrations. The NPD and the seismic operator are
not obliged to follow the advice given, and, until the late 1990s, the NPD oversaw these
recommendations to some extent, but due to frequent contact and communication over the
years, the advice given today is almost always followed.

In July 1989, one particular incident brought attention to how sound from seismic
surveys could potentially affect fish; in a fish farm in Northern Norway, high mortality of
cod was observed after explosives for refractional seismic investigations were detonated
nearby [47]. This raised the question of how seismic exposures could potentially cause
damage in wild fish. In order to clarify these issues, several research projects were initiated
in the early 1990s. The main concern was that seismic blasting could cause injury and even
death in fish.

2.1. The Early 1990s: Physical Injuries and Death

Knutsen and Dalen [30] previously analyzed mortality and damage to fish eggs, larvae,
and small juveniles of cod (Gadus morhua) after exposure to seismic airguns, describing
that some of the larger larvae developed problems with their balance, but returned to
normal swimming after few minutes and, overall, there were no significant differences
in injuries and death between the control and exposed groups. A larger project was
initiated that investigated the effects of airguns on fish eggs, larvae, and juveniles of cod,
saithe (Pollachius virens), turbot (Scophthalmus maximus), plaice (Pleuronectes platessa), and
herring (Clupea harengus) [32]. Despite some differences between species, results showed
significantly increased mortality rates in exposed groups, but only rather close to the air
guns; up to 1.35 m for eggs, 0.9–3 m yolk sac larval stage, 2–5 m for larval stage, up to 1.5 m
for post-larval stages, and up to 1.3 m for the fry stages. Different sublethal effects, e.g.,
injuries to neuromats and swimbladder, and changes in behavior due to buoyancy were
observed for some species and life stages. The studies concluded that the highest mortality
rate was observed about 1.4 m from the airgun, with potential minor damages up to 5 m
away from the airgun [32]. These Norwegian studies were in line with similar international
studies at the time, documenting lethal and sublethal effects at distances equal or closer
than 3 m from the airguns on fish egg and larvae [47–49].

These results thus showed that fish at early life stages could experience both indirect
and direct mortality, but only at rather close range within a few meters of the air guns. To
propose realistic scenarios for impacts from a seismic survey, results from these experiments,
together with fish biology and physiology knowledge, the vertical distributions of larvae,
and the sound intensity output from the seismic source were included in a modeling study.
The results from this study demonstrated that adult fish would be able to swim away from
the spatial zone of potential injuries, while the smallest larvae and fry would not, as they
would suffer from total exhaustion, and, therefore, would not be able to escape from the
zone of injury [36,50].

In summary, these studies show that some injuries, including lethal ones, may occur,
but at ranges less than 5 m from the air gun. However, in a management context, the most
interesting issue is whether these effects can translate into the negative development of the
stock or stock recruitment. Sætre and Ona [37], therefore, used these results to assess the
potential total mortality rate on fish larvae from a regular 3D seismic survey. Assuming
a lethal radius of 2 m from the air guns, the mortality rate for cod larvae was 0.45%—in
a worst-case scenario, and 0.3‰ in a more realistic scenario, compared to a natural daily
mortality rate of 5–15%. Therefore, they concluded that the mortality due to 3D seismic
surveying is negligible compared to the natural mortality in the larval stage.

The conclusion was, therefore, that mortality can occur at the earliest life stages of fish,
but only at very close range, and that the risk that such mortality negatively affects recruit-
ment to the fishable stock is close to non-existent. Therefore, the recommendations were
updated to allow seismic surveys in areas and periods with drifting eggs and larvae [47].
This meant that larger areas of the NEZ became available for seismic surveys for a larger
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part of the year. The restrictions for spawning areas and areas with spawning migration,
however, were kept as before.

2.2. The Later 1990s: Reduced Catches and Behavioral Response

Based on the above documentation, it seemed clear that physical injuries occurred only
in the nearest few meters of the air gun and mostly affected early-stage larvae. However,
fishermen claimed reduced catches at much further distances from operating seismic
vessels than could be explained by the injured fish close to the air guns. This could only be
explained if the fish heard and responded to the sound of the seismic shooting.

Fish hearing was intensively studied in the 1960s, showing that fish hear well, with
the highest sensitivity below 1 kHz (e.g., [51–53]). Fish were also shown to be able to
discriminate the direction of sounds (e.g., [54–57]). Fish can, therefore, hear seismic noise
and determine the direction of its source [28,58,59]. In 1969, Chapman and Hawkins
reported that shoals of whiting (Merlangius merlangus) dive deeper and form more compact
schools in response to seismic air gun shots. Later in the 1980s, Dalen and Raknes (1985)
found fish distribution, mainly saithe (Gadus virens L.), cod, and haddock (Melanorammus
aeglefinus L.) recorded by echosounder and echo integrator to be reduced by 36%, and
for blue whiting (Micromesistius poutassou) by 54% after the previously compared seismic
blasting. Similar results were demonstrated for rockfish [58].

Reduced catches in areas of seismic investigations were, therefore, assumed to be
associated with the fish either avoiding the shooting area, or descending closer to the
bottom and thus becoming less catchable. Several research projects were initiated in the
early 1990s, with the purpose of documenting whether catches were actually reduced, as
well as trying to understand the underlying mechanisms. Holand et al. [38] conducted
a controlled experiment with cod swimming freely in a bay, and cod enclosed in a net
pen. They observed startle responses at the onset of the air gun, as well as that the largest
fish stopped feeding during exposures. While free-swimming fish did not react with an
increased heartbeat frequency, the enclosed fish increased their heartbeat after repeated
exposure. Løkkeborg and Soldal [39] analyzed catch records from logbooks of longliners
and trawlers operating in areas of ongoing seismic surveys, documenting that the lowest
catch rates were closest to the seismic survey area and then that the catch rates increased
with increasing distance from the seismic survey. These findings were, together with [31],
used to design a full-scale fishery experiment in the Barents Sea, using trawl, longline, and
acoustic quantity determination within and outside set distances from a seismic shooting
area of 3 × 10 nautical miles. Both trawl and longline catches of cod and haddock were
considerably reduced up to at least 18 nautical miles from the seismic blasting area [40].
The reduction was largest in the center of the area, with gradually decreased impact
towards the outer edges of the area. Acoustic quantity determination showed that the
decline in catch rates was caused by a reduction in spatial fish density in the area. These
studies all point in the same direction; seismic exposure appears to disturb the fish, and
responses may be in the form of avoidance of the exposed area and/or cessation of foraging.
Repeated exposure of enclosed fish, which are thus unavailable to avoid exposure, can
cause increased heartbeat frequency, indicative of an increase in stress level.

These results have had great importance for management advice. Before this, spawn-
ing areas of commercial fish were recommended to be closed to seismic surveys mainly on
a precautionary basis. Now, scientific results support this advice. Many of the offshore fish
populations are distributed over a large area most of the year, but gather within specific,
smaller defined areas during spawning. These areas are not random, but may have specific
characteristics, such as bottom type for the bottom spawners (e.g., herring and capelin
(Mallotus villosus)), and are localized so that the spawned eggs will drift with current to
favorable areas with the available food supply of specific zooplankton. The same holds
for the temporal component; the spawning period usually occurs so that the fish eggs
will hatch during the zooplankton spring bloom, ensuring food abundance. The scientific
studies as described above show that seismic may cause fish to swim away from an area of
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seismic exposure, and that such avoidance may be in the order of more than 18 nmi [40]. If
similar avoidance occurs when fish are at the spawning grounds, they may move too far
away from these optimal geographical and oceanographical conditions, or if they delay
or even stop their spawning, the spawning may be less successful with regards to time
and physical conditions. From 1996, therefore, scientifically based advice was given that
seismic surveys should avoid spawning areas during the spawning period. Additionally,
based on the result that several fish species moved away for a distance of at least 18 nmi
from the blasting area, an additional 20 nmi buffer zone around spawning grounds was
recommended to be closed for 3D seismic surveys [40,60,61].

2.3. Into a New Millennium with New Studies Drawing a More Complex Picture

Into the new millennium, behavioral responses continued to be the main topic of
interest and scientific focus. Until now, scientific results had shown a clear trend that fish
avoided areas of seismic exposure. However, as we shall exemplify here, more research
does not always draw a clearer picture.

Sometimes seismic surveys are conducted in areas and periods of potentially large
ecosystem consequences. This was the case for a survey in the Norwegian Sea in April
1999 overlapping with an area of a high density of migrating pelagic fish, mainly post-
spawned herring migrating out from the spawning areas at the coast. Therefore, the
advice from IMR was to postpone the survey. When this was not possible, IMR agreed to
monitor the fish density in the shooting area to make sure the density did not exceed a
predetermined limit, otherwise, the seismic survey had to be stopped. This monitoring
created the opportunity to study the abundance and vertical movement of pelagic fish
before, during and after a seismic survey. Results showed that schools of blue whiting
(Micromesistius poutassou) move deeper during exposure but found no horizontal or vertical
response of herring [62]. Furthermore, in 2009, NPD planned a 3D seismic exploration
in Vesterålen, an area normally closed to commercial seismic activity due to its status as
a highly important ecosystem. In order to evaluate the potential negative impact on fish
and fisheries, several studies were initiated. Løkkeborg et al. [63] summarize the findings
from acoustic mapping with echo sounders and gillnet and longline catches before, during,
and after the seismic survey, documenting that most fish species did not leave the area,
but rather changed their onsite behavior; increased catches in gillnets are likely caused
by increased swimming behavior, while reduced longline catches indicate less feeding
motivation. Another study showed that schools of young herring in the area did not
respond to the seismic blasting with changes in swimming direction, speed, or vertical
position in the water column [64].

Conflicts between seismic activity and fishing have occurred now and then and have
at times become quite harsh. This has also occasionally initiated research to clarify whether
there is any scientific basis for such claims. In Norway, a sandeel (Ammodytes marinus)
fishery in the North Sea, close to several oil and gas fields, is such an example. Fishermen
claimed to have reduced catches and explained this with the sound from seismic surveys
causing sandeel to migrate away, or to bury themselves in the sand during seismic exposure.
Video of caged sandeel during seismic exposure did reveal some alarm responses to the
sound, but no burrowing into the sand [65]. Similar claims have also been posed for
mackerel (Scomber scombrus), initiating a study where mackerel were kept in net pens
and exposed to a small, approaching air gun, with gradually increasing sound exposure.
Neither of these studies showed any particular reaction in terms of diving, startling, or
increased swimming speed in mackerel [66]. Similar conflicts have been reported elsewhere
in the world; scientific studies on seismic exposure in a redfish (Sebasteds sp.) fishery in
California revealed that fish elicit alarm responses [59] and reduced longline catches [67].
However, it should be noted that studies were conducted with caged fish, which may
influence the observed behavior, as well as inhibit larger-scale movements such as flight or
avoidance, although this depends on the size and design of the enclosure [18,68].
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These studies, as well as other studies conducted in other countries (e.g., [69–71]),
show that a behavioral response is not always present, and, by nature, will vary in charac-
teristic and strength. Some studies showed that the fish did not move away, while other
studies showed that the fish left the area of exposure. Hence, responses may depend
both on the species and the context. Throughout the first 10–15 years of the millennium,
new knowledge was evaluated as it emerged to improve management recommendations.
Despite the variable nature of how fish respond behaviorally during exposure to sound
from seismic surveys, there was still a core knowledge-based conviction that fish could
abandon their spawning sites if exposed to seismic blasting, so the advice to protect these
areas and periods was not changed.

2.4. The 2010s: Towards Better Basis for Exclusion Zones (Refining Spawning Maps)

To effectively protect spawning areas, good knowledge of the actual spawning areas
and periods of those species is crucial. An extensive report describing the spawning habi-
tats and periods with drifting eggs and larvae from historic and recent data acquisition
was published in 1991 [72]. These data were used to pinpoint areas and periods where
seismic surveys should be avoided. Spawning areas are, however, dynamic habitats and
change over time with changes in environmental variables, such as temperature (e.g., [73]).
To better ensure that the recommendations reflect the actual spawning habitats, as well as
to give more precise estimates of the relative importance of different spawning areas and
periods, two projects were initiated to improve existing information on spawning areas
and periods for the Norwegian and Barents Sea [41] and the North Sea [42]. These reports
also took into account both historic and new knowledge from spawning surveys, as well
as data from scientific surveys. Furthermore, data from fisheries on sampled egg and fish
larvae were back-calculated to their spawning position using drift models. The results
of these studies produced updated spawning maps, and, importantly, pinpointed those
areas where the most significant and concentrated spawning occurred in time and space.
For many species, restriction areas could be narrowed down to those most concentrated
areas, without jeopardizing the links to recruitment. In addition to the species of greatest
commercial importance that until now had been included in the advice, these projects also
provided data to map spawning areas of other fish species. New questions, therefore, arose
concerning which species to include in the advice in addition to those already included.
Based on the evaluation of ecological importance, stock condition, and data basis, several
species of less commercial importance, such as Greenland halibut (Reinhardtius hippoglos-
soides) and golden redfish (Sebastes norvegicus) were also included in the recommendations
given from around 2015.

2.5. 2015 Onwards; New Technical Achievements Require New Advice

Another emerging trend since the 2000s was the use of electromagnetic (EM) surveys
to more precisely locate and verify oil and gas deposits in the seabed. With this technique,
electric and magnetic fields are generated within the water column. Several species of
marine animals use electric and/or magnetic fields for orientation, migration, and prey or
predator detection [74–76] thus with the potential of disturbing that behavior. During the
first years of EM surveys, the recommendations from IMR for such surveys were the same
as for a seismic survey, and the same areas were restricted, only without a buffer zone. This
was, however, a highly questionable practice, as was pointed out by both the industry and
the scientific community. A literature study was initiated and the results indicated that the
main EM disturbances to fish species are likely to occur during their navigation during
migration [43]. In accordance with the general goal of the recommendations: to prevent
recruitment failure, the migration towards spawning grounds was considered to be most
important to protect. From 2019, recommendations for EM surveys were to avoid known
spawning migration routes during the migration periods.
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Further studies on how the EM field induced by these surveys affect orientation and
behavior of early-stage fish are currently (spring 2021) ongoing and the results thereof will
be implemented within the advice as they emerge.

2.6. The Late 2010s: Inclusion of Marine Mammals

While Norway may have been very early to include fish in management advice,
recommendations with respect to marine mammals have largely been lacking, and in
contrast to most other countries, no restrictions were made to protect this group from
potential effects from seismic blasting. The question of whether to include marine mammals
in management advice has been regularly raised, e.g., by environmental organizations, the
scientific community, and the general public. A challenge with including marine mammals
in management advice is that Norwegian waters have many species, which are distributed
over large areas, and that data on distribution, and, in particular, data on the relative
importance of different habitats, is largely lacking. In response to the increasing amount of
seismic activity in the Barents Sea, the demand for better management of seismic activity in
these important mammal habitats increased [77]. From 2018, a new regulation made ramp-
up procedures prior to seismic blasting mandatory by law to protect marine mammals from
hearing injuries. In this respect, IMR also saw the need for marine mammals to be included
in their recommendations. In the absence of specific studies on the impact of seismic
exposure on mammals in Norway, the evaluation of seismic exposure studies elsewhere,
as well as an extensive amount of scientific publications on exposure experiments of low-
frequency naval sonar, another high intensive sound source, in Norwegian waters with
different mammal species were considered as the basis for giving advice. Exposure to such
low-frequency sonar has been documented to reduce foraging in several common species
in Norwegian waters for humpback whales (Megaptera novaeangliae) [78], blue whales
(Balaenoptera musculus) [79], bottlenose whales (Hyperoodon ampullatus) [80], sperm whales
(Physeter catodon) [81], and killer whales (Orcinus orca) [82]. In particular, species that feed
intensively within a season and depend on dense prey concentrations can experience severe
consequences [79,83]. Baleen whales migrate to the Barents Sea to feed intensively during
summer and early autumn to feed on the large concentrations of zooplankton and small
fish [84]. Based on this knowledge, from 2019, areas and periods with intensive feeding of
baleen whales were included in the recommendations of where to restrict seismic activity.

2.7. Into the 2020s: Increasing Scientific Effort

Since the first advice was given, spawning habitats for fish have been recommended to
be avoided. As described above, the rationale for this recommendation is that if the sound
from seismic airguns causes fish to avoid these habitats, this can lead to failure of reproduc-
tion and stock recruitment. However, the question of whether spawning behavior is actually
hampered by the sound from seismic surveys has been raised repeatedly. Some argue that
the “drive” to reproduce is so strong that other behaviors, such as avoidance, are depressed,
and that they thus may likely ignore the seismic disturbance. If so, the need for strong
protection of spawning habitats may not be the most efficient advice to prevent potential
negative impacts on fish stocks. Therefore, a large project investigating the effects of seismic
on spawning behavior and spawning performance as well as avoidance was initiated in
2018; “Effects of sound on spawning behavior and reproductive success of cod” (Spawn-
Seis) (https://prosjektbanken.forskningsradet.no/project/FORISS/280367?Kilde=FORISS
&distribution=Ar&chart=bar&calcType=funding&Sprak=no&sortBy=score&sortOrder=de
sc&resultCount=30&offset=0&Fritekst=SpawnSeis, accessed on 17 April 2021) From this
project, there are indications that continuous noise may be more hazardous for fish repro-
duction than intermittent blasts [18]. However, loud impulsive noise has been shown to
produce stress, which could affect the spawning output. While the general literature on
fish reproduction shows that stress should be avoided during spawning, the buffer zones,
particularly, could be adjusted if the sound from seismic air guns does not seem to affect
spawning behavior at the levels of exposure in SpawnSeis. Results from three years of
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experimental work in net pens and in the field are currently being analyzed and will be
used to update advice.

Areas with drifting planktonic organisms have been excluded from the protection
zones since the mid-1990s. Despite some documented effects on increased mortality and
damage to zooplankton and other invertebrates, a large number of studies demonstrate the
lack of effects unless in the very vicinity of the air gun [30–33]. However, in 2017, McCauley
et al. [45] presented some noticeably contradictory results from Australian waters. Here,
the abundance of zooplankton exposed to experimental airgun signals decreased by more
than 50% in comparison with the control groups, and effects were observed up to 1.2 km
from the airgun source. They concluded that seismic surveys have a highly negative impact
on zooplankton, particularly, small copepods [45,85]. Thus, attention was created, as these
organisms constitute the basis of the food web and support many of the most important
fish stocks worldwide [86]. In contrast, a Norwegian study published in 2019 [46] found
such effects to occur only at distances of five meters or closer to the air gun on larger
copepods, and the increase in mortality did not exceed more than 30% at any distances
from the airgun. In addition, no effects on escape response nor important changes in genes
were detected. Together with previous similar results, these contradictions lead to the
initiation of a research project on understanding the mechanisms of potential impact from
the pressure and particle motion associated with seismic shooting (ZoopSeis). The project
started in 2020 and will continue until 2023 and the results will inform recommendations
as they emerge.

3. Advisory Tools

As described above, the recommendations from IMR on the regulation of seismic
activity have always been provided in the form of geographical and seasonal restrictions to
avoid sound exposure of sensitive habitats and periods. Such management rules are easily
expressed in a map, and maps of sensitive habitats have always been used as tools.

In parallel to the scientific investigations described in the previous sections, advisory
tools have been improved from relatively static maps in paper format to digital maps,
so-called restriction maps, showing the exact area to avoid in two-week periods throughout
the year (Figure 2). These maps include all the recommendations (spawning grounds,
spawning migration areas, and feeding areas for marine mammals as well as buffer zones)
in one map, and the operator can choose the type of survey (2D/3D seismic surveys, site
survey, or EM survey) and obtain a full overview of when and where advice not to conduct
seismic activity will be given. This approach simplifies planning for commercial seismic
companies, and may have increased the acceptance of the recommendations. The areas and
periods that are included in the restriction maps are evaluated once a year by experts on the
different species of fish and marine mammals. The latest ongoing development is that these
restriction maps are included in the online application process for seismic surveys. If the
planned surveys overlap with a restriction area, an automatic warning will be given when
either the area or the time period must be changed for the survey to be approved. Since
2018, IMR has published an annual report describing the restriction maps for that year and
the scientific background behind the recommendations. The newest report can be found at
https://www.hi.no/hi/nettrapporter/rapport-fra-havforskningen-2021-4 (accessed on
17 April 2021).
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Figure 2. Upper panel: Examples of maps of spawning areas of and of areas of drifting eggs and
larvae, as used to give advice in the period 1991 to 2014 [72]. These maps only existed in paper
format. Left: Spawning areas for cod, with restriction periods between 15 March and 15 May. Right:
Drifting cod eggs. Restriction periods between 1 April and 30 April. The restriction on drifting eggs
and larvae ended in 1996, while the restrictions on the spawning areas still hold, but the exact area
and period have been updated. Middle panel: Digital spawning maps available from 2014. Areas
divided into important and less important spawning areas. This example is for cod, with darker areas
being the most important ones. The important restrictions are applied in(dark) areas. Right: North
Sea cod. Left: Northeast Arctic cod. Lower panel: Spawning maps for each 2 week period of the year
merged into maps with restriction areas. Left: Important spawning maps for different North Sea fish
species (cod, Norway pout, saithe, herring). Right: Avoidance map for period 1 to 15 March. These
are made by combining all the maps for important spawning areas for those fish that spawn in this
period (which are those shown on the map to the left), as well as two buffer zones (dotted lines) of 5
and 20 nmi, and the advised restrictions for site surveys and regular seismic surveys, respectively.
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In parallel to advice from IMR on biological implications, the Norwegian Directorate
of Fisheries gives advice to all seismic surveys on potential conflicts with ongoing fishery
activity. In areas with traditional seasonal fishing grounds, such as those for herring and
mackerel, it is advised that seismic surveys are conducted either before or after the fishing
season. Additionally, their advice includes a requirement to always have a fishery liaison
officer on board the seismic vessel, to handle all communication between the seismic vessel
and fishing vessels in the area to ensure cooperation. The fishery liaison officer will inform
the captain on the seismic vessel, e.g., about the specifics of the fishing tools used in the
area and how to best avoid them, as well as talking to the fishers and telling them about
the seismic production and how they can best conduct their activity without being in the
way of the seismic vessel.

4. The Way Forward—The Science Needed to Make Good Management Decisions

The above example from Norway shows that scientific input can be routinely used in
management decisions by including scientific institutions in the management process. To
ensure that scientific research in the field is applicable to management, Prewlaski et al. [87]
highlight some important issues, including identifying useful metrics and species, and
the ability to generalize results to a certain degree among species and regions. Further,
to ensure that regulations are applicable, recommendations should be balanced between
highly restrictive regulations and the loss of resource benefits. Effective research-based
management, therefore, requires close collaboration between scientists, industry, and
regulators to frame scientific results into applicable regulations. For example, in theory,
there may always be one or more species spawning, mating, or feeding in an area that
can be argued as a reason for avoiding disturbance, and, hence, closing the area year-
round. However, such a strict regulation will never be applied by managers. Therefore,
instead of the manager taking a potentially arbitrary decision on where and when to allow
seismic survey, the scientist should help identify those areas and time periods that are most
important to protect.

During the past 20 years, several guidelines have proposed certain sound threshold
levels that should not be exceeded both for marine mammals [88,89] and fish [7,90]. Such
criteria are useful and relatively easy to apply. Such thresholds are effective to prevent
physical injury, as these are likely to arise when the animal is exposed to sound levels
exceeding a certain level. Behavioral responses, however, are far more complex and a
response may also depend on factors such as time of day [91], season [92,93], context [94,95],
and previous exposure (e.g., [96,97]). Hawkins et al. [98] highlight the need for research
on how fish respond to sounds at different levels and changes during the course of sound
presentation while the sound characteristics (pressure and particle motion) are carefully
measured. Further, Duarte et al. [19] emphasized that a new, globally binding agreement
on the regulation of anthropogenic sound in the sea is needed, e.g., by inclusion into the
UN Law of the Sea.

Some issues of high importance for better management decisions that remain unsolved
include the extent and duration of displacement, as well as the thresholds of received sound
levels or distances from the source that lead to avoidance of essential habitats, such as
spawning, mating, or foraging sites for various species and animal groups. Additionally,
studies should preferably enable an evaluation of how the measured effects could disturb
the population, stock, or habitat as a whole, as this is usually the main unit that is managed.

In Norway, management has focused on commercially important fish stocks. This
was related to a focus on sustainable management of fish stocks at IMR and a focus on
coexistence between oil exploration and fisheries at a government level. Currently, an
ecosystem-based approach is called for, as a more productive approach for the management
of sustainable harvest [99–101]. To reach this goal, a wider range of species should be
included in future management advice, including key species for the ecosystem and
threatened species. Because data availability is a limiting factor for many such species, this
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requires a continued effort to collect data on the reproductive behavior of such species in
relation to noise.

Furthermore, noise is not the only stressor that affects reproduction, and multi-stressor
approaches could provide more insight into anthropogenic effects on underwater life. Thus,
future management should also focus more on the overall effects of human impact on
the ecosystem, by integrating different types of pressures instead of managing them one
by one.
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Abstract: Boat noise is known to have a detrimental effect on a vulnerable Mediterranean sciaenid,
the brown meagre Sciaena umbra. During summer 2019, two acoustic surveys were conducted at
40 listening points distributed within the inlet areas of Venice (northern Adriatic Sea). Two five-
minute recordings were collected per each point during both the boat traffic hours and the peak of
the species’ vocal activity with the aims of (1) characterizing the local noise levels and (2) evaluating
the fish spatial distribution by means of its sounds. High underwater broadband noise levels were
found (sound pressure levels (SPLs)50–20kHz 107–137 dB re 1 μPa). Interestingly, a significantly
higher background noise within the species’ hearing sensibility (100–3150 Hz) was highlighted in the
afternoon (113 ± 5 dB re 1 μPa) compared to the night (103 ± 7 dB re 1 μPa) recordings due to a high
vessel traffic. A cluster analysis based on Sciaena umbra vocalizations separated the listening points
in three groups: highly vocal groups experienced higher vessel presence and higher afternoon noise
levels compared to the lower ones. Since the species’ sounds are a proxy of spawning events, this
suggests that the reproductive activity was placed in the noisier part of the inlets.

Keywords: coastal areas; fish; anthropogenic noise; passive acoustic monitoring; protected species;
reproduction

1. Introduction

Many human activities generate sounds in the aquatic environment that are very
different from those arising from natural sources both at the intensity and frequency levels;
as a result, man-made noise has changed the acoustic underwater landscape of many areas,
and it has become a pollutant of international concern, given its potential to harm marine
fish [1].

Living in a very noisy environmental condition represents a constraint for aquatic
species. It has been widely recognized that anthropogenic noise can threaten animals
at both the physiological and behavioral levels, increasing the hearing thresholds and
stress hormones and impacting their foraging and anti-predatory ability and reproductive
success, with potential consequences in terms of survival and fitness (reviewed in [2–4]).
In marine ecosystems, commercial shipping and recreational boating are common sources
of anthropogenic noise, and noise from vessel traffic along coastal areas is a widespread
stressor [5] to which animals have to cope. Vessel noise was demonstrated to affect
fish [6] by inducing changes in fish swimming, brooding, and anti-predator behaviors in
both laboratory and field environments, as well as impacting fish social communication
interfering with the receiver’s ability to hear the signal’s original content.

Continuous and chronic disturbance from boat noise is typically associated with
marinas, boat channels, and harbor entrances. This is also expected to be the case of the
inlets that allow for shipping traffic in and out of the Venice Lagoon; Venice is one of
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the principal ports of the northern Adriatic Sea, with a number of about 3500 port calls
for commercial vessels and cruise ships. The large number of fishing boats and motor-
and speed-boats operating along the inlets also gives a large contribution to the local
anthropogenic noise levels, particularly during the summer period [7].

On the other side, the Venice inlets, which are constituted by piers made by artificial
3-D structures, represent a standardized homogeneous habitat that has the potential to
attract and aggregate the local pelagic and benthic fauna in accordance with other artificial
structures in coastal areas [8]. In more detail, since they are constituted by rocky reefs
with holes and shelters close to the soft substrates that act as feeding grounds, the inlets
resemble the typical reproductive habitat of a small-sized sciaenid occurring along most
of the Mediterranean coast, the brown meagre Sciaena umbra [9,10]. A preliminary survey
confirmed the local presence of this species, with a variable number of heterogeneously
distributed individuals [11].

The brown meagre is a slow-growing species that can live for up to approximately
30 years and exceed 60 cm in total length [12,13]. In the Mediterranean, it is frequently
targeted by spear-fishers and caught by the coastal commercial fleet, leading to a change
in the abundance and composition of its populations [14,15]. As a result, it is listed in
the Annex III (Protected Fauna Species) of the Barcelona Conventions and classified as a
vulnerable species by the International Union for Conservation of Nature (IUCN), although
a slow recovery has been recently reported [16].

Sciaena umbra is sedentary with a limited capability for adult dispersal, particularly
during the autumn and winter months [14,17]. During the summer season, daytime site
fidelity is corroborated by underwater observations [18,19], whereas there is a general lack
of data on its nocturnal behavior; it is known that S. umbra feeds actively on crustaceans
during the night [10,14], but the spatial extent of its nocturnal movements is unknown.
Feeding has been proved to be mainly focused during the spring gonad maturation [17,20].

Sciaena umbra reproduces from late spring to autumn [20,21]. It emits drumming
sounds as part of its reproductive process [22–24], whose acoustic features are consistent
in space and time [25]. As a consequence, the species can be acoustically identified at
sea by mean of its vocalizations. S. umbra vocalizations consist of low-frequency pulsed
sounds with main energy below 1 kHz (mean dominant frequency of 200–300 Hz); they
are made of 4–7 pulses, with a pulse period of approximately 70–145 ms and a pulse
duration of approximately 16–27 ms [9,11,21,23,25,26]. Recently, a two-year continuous
acoustic monitoring at a study site inside the no-take Réserve de Couronne (near Marseille,
France) highlighted a strong consistency in the sound production along the reproduction
period [21], thus further confirming the site-fidelity for breeding, vocalizing individuals.

Being sedentary, S. umbra benefits from protection measures inside marine protected
areas (MPAs), where it is usually present at high densities [18,19,27,28]. Chorusing activity
produced by spawning aggregations has been recorded within fully protected zones of
old MPAs in the northwestern Mediterranean Sea, where S. umbra was present in approxi-
mately 70–80% of the monitored stations, though a generally lower probability of detecting
S. umbra calls was found in younger MPAs (approximately 30% of the stations; [21]).
Sound production has also been reported in anthropized coastal areas [9,11,21], where
the species could be nevertheless affected by the underwater noise produced by vessel
traffic. Thus far, S. umbra behavior and vocal activity have been proved to be influenced
by boat passages by two different studies run inside MPAs [19,29]. MPAs represent an
ideal situation to evaluate the impact of potential stressors on relatively pristine animal
populations. However, it remains unclear whether fish avoid high-noise areas. To explore
this question, the distribution of the protected fish species Sciaena umbra was analyzed here
in a potentially highly noisy area: the Venice inlets. This research aimed at (i) evaluating
the vessel traffic and the received sound pressure level of noise along the three Venice
inlets while considering the hearing thresholds of the target species; (ii) monitoring the
spatial distribution of S. umbra in the inlets by recording its acoustical activity, following a
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previous established methodology [9,11,21,24]; and (iii) observing and interpreting the fish
distribution in relation to the local underwater anthropogenic noise pressure.

2. Materials and Methods

2.1. Data Collection

During summer 2019, two acoustic surveys were conducted at 40 listening points
distributed along the three inlets that connect the Venice lagoon to the sea (Figure 1). The
total number of listening points (n = 40) were allocated into the three different sea inlets
(n = 13 Lido, north-eastern inlet; n = 15 Malamocco, the central inlet; and n = 12 Chioggia
south-western inlet; see Figure 1). They were distributed along both the internal and
external sides of the inlets, with each at about 300 m apart; this distance was based on the
sound source levels reported by [22], assuming a cylindrical spreading loss.

 

Figure 1. Map showing the 40 listening points in the three inlets (Lido, Malamocco, and Chioggia)
explored during the acoustic monitoring. The map also visualizes the stations characterized by
higher Sciaena umbra vocalization rates with different colors (black dots for group 1 and dark grey
dots for group 2), whereas white dots indicate stations characterized by lower vocalization rates
(group 3), in accordance with the results presented in this study.

Each listening point was replicated twice, one at the end of July and the other at
the end of August (5 and 29 August for the Lido inlet; 29 July and 28 August for the
Malamocco inlet; and 1 August and 27 August 2019 for the Chioggia inlet). Within the
above-indicated monitoring days, each listening point was also replicated twice per station:
one 5-min acoustic sample was collected in the late afternoon, corresponding to one of the
local peaks of boat traffic in the summer period (17–19); a second 5-min acoustic sample
was collected a few hours later, corresponding to the peak of the species’ vocal activity
(19.30–23) [23,25]. The earlier acoustic samples were mainly meant to instantaneously
evaluate the man-made noise pressure per listening point, whereas the sunset-nocturnal
ones locally monitored the presence of the target species by means of its reproductive
sounds. Sciaena umbra vocalizations consist of pulsed sounds with main energy below
1 kHz and a mean dominant frequency of 200–300 Hz; they are made of 4–7 pulses,
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with a pulse period of approximately 70–145 ms and a pulse duration of approximately
16–27 ms [23,25].

Recordings were obtained using a pre-amplified Colmar GP1280 hydrophone (sen-
sitivity of −170 dB re 1V/μPa and frequency range of 5–90 kHz) connected to a Tascam
Handy Recorder (Tascam Corporation, Santa Fe Springs CA, USA; sampling rate 44.1 kHz,
16 bit) generating Waveform Audio File Format (WAV). Prior to each survey, the signal
was calibrated using a generator of pure waves of known voltage. The hydrophone was
lowered from a 7.5 m open boat to an average depth of 4 m (range of 2–6 m in depth).
Sampling was carried out only in a sea state of less than two on the Douglas scale and
a wind speed of less than 10 km/h. Surface water temperature was measured prior to
each recording by using a digital thermometer (HANNA Checktemp® 1 HI98509 ± 0.1 ◦C),
resulting in an average of 27.4 ◦C (range: 26.6–28.5 ◦C) for the acoustic samples containing
S. umbra sounds.

A quantification of the traffic in the area was obtained by keeping a log of the vessels
visible by eye per each acoustic recording; this was further confirmed by scoring the number
of vessel signals that were visually and aurally identifiable for their unique signature in the
acoustic files. The same vessel was never included in two different acoustic files because of
a minimum of 10 min needing to pass from the end of one recording and the start of the
next one.

2.2. Data Analysis

A total of 160 5-min recordings were collected and analyzed minute by minute using
the Adobe Audition software by the aural and visual assessment of the spectrograms (sam-
pling rate—FS 44.1 kHz, 16 bit, resampled at 6 kHz, Fast Fourier Transform—FFT = 512,
and 50% overlap). This allowed us (i) to discriminate geophony (waves and currents),
biophony (i.e., S. umbra sounds), and anthropophony (vessels and cargo), as well as (ii) to
score their presence/absence per acoustic sample. The Adobe Audition software was also
used to quantify both the vessel passages and the S. umbra calls.

S. umbra produces low-frequency pulsed sounds with a main energy below 1 kHz that
are clearly detectable even in the presence of vessel noise (Figure 2). The pulses were iden-
tified and scored by an aural and visual assessment of the recorded file, following [11,26];
the number of pulses present per minute was defined as the pulse rate (PR). The PR
was further scaled on a quantitative scale (pulse code: PC) ranging from 0 (no sound)
to 5 (maximum pulse rate): 0 = no sound production, 1 = very few sounds (less than
50 pulses min−1), 2 = some sounds (30–50 pulses min−1), 3 = semi-continuous sound pro-
duction (>50 pulses min−1), 4 = continuous sound production (>100 pulses min−1), and
5 = ‘chorus’.

The acoustic samples were analyzed as instantaneous sound pressure level (SPL) by
using the software SpectraPlus 5.0 (Pioneer Hill Software, Sequim, WA, USA; Hanning
windows, 32768-pt FFT size, 75%FFT overlap, and averaging fast) previously calibrated
with a signal of 100 mV RMS at 1 kHz and the hydrophone sensitivity value. This software
utilizes the discrete fast Fourier transform algorithm to compute the frequency spectrum
among 1/3 octave bands (center frequencies of 50–20,000 Hz) and the broadband SPL
per each second. Per each sampling station, a single SPL value was further obtained
(i) for the 1/3 octave bands and (ii) along the whole broadband by log-averaging in the
dB domain the obtained values over the sample (300 s). Energy levels (hereafter called
“ELs”) were also calculated for the frequency range of 100–3150 Hz (EL100–3150; range:
89–3548 Hz), which was consistent with the species’ audiogram, and 200–630 Hz (EL200–630;
range: 178–708 Hz), which corresponded to the species’ best hearing range [30]. Energy
levels were calculated by summing the energy of the corresponding 1/3 octave bands by a
log-sum in the dB domain.
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Figure 2. (a) Spectrogram (FS = 44.1 kHz, resampled at 6 kH, FFT = 512, and 50% overlap) of an acoustic sample containing
both the noise of a distant cargo passing through the Venice inlet (most of the energy was located in the frequency range of
400–1100 Hz; blue line) and the sounds of the target species, Sciaena umbra, visible below 400 Hz (indicated by the purple
square and lines). (b) Spectrogram (FS = 44.1 kHz, resampled at 6 kH, FFT = 512, and 50% overlap) and waveform of four
Sciaena umbra sounds made by a series of low frequency pulses; the black bars indicate the number of pulses per sound, as
scored in accordance with [11,26].

Median one-third octave band levels generated from all the 5-min SPL averages were
compared to the S. umbra audiogram [30] to estimate which parts of underwater noise
spectra might be audible to the species. For a quantitative evaluation, the average difference
between the S. umbra audiogram and the median values in the sensitive frequency band
(EL200–630) was calculated for (i) the afternoon (n = 80) and (ii) night (n = 80) recordings,
(iii) the night recordings characterized by the S. umbra chorus (n= 11) and (iv) the recordings
containing more than three boat passages (n = 31); almost all the files containing more
than three boat passages were recorded in the afternoon in the absence of fish sounds (see
results). As a consequence, their ELs were representative of the anthropic contribution to
the local background noise in case of high boating traffic.

In order to group the recording stations of the three inlets according to the local vocal
activity of the target species, a hierarchical cluster analysis based on Ward’s algorithm was
applied to the listening points by using the S. umbra PC as a variable; for this analysis, the
PC values were standardized as (x − min)/(max − min), with x being the average PC value
over the 5-min-file recorded per single station and the min and max being the minimum
and maximum average PC recorded along all the monitored stations, respectively. The
cluster groups were calculated by using the Ward’s minimum variance method using
Euclidean distances. Groups were based on an a priori level of 70% of similarity.

To compare the collected data, statistical analyses were performed with non-parametric
tests, with an alpha level of 0.05: (1) the Kruskal–Wallis Test was used for spatial compar-
isons between the three inlets or for comparisons of the S. umbra vocalization rate or noise
levels between the groups of recording point, (2) the Mann–Whitney U Test was used for
temporal comparisons between the two surveys (end of July/beginning of August vs. end
of August), and (3) the Wilcoxon pair test was used for temporal comparisons between
afternoon vs. night collected data per each recording point.
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3. Results

3.1. Acoustic Characterisation of the Data Collected in the Venice Inlets

The acoustic data collected in the Venice inlets were characterized by the sounds
produced by the waves and the water current (present in 53% of the collected acoustic
samples), the irregular transit of different type of vessels (70%) or cargo (5%) contributing
to both the high and low frequency bands, and the sounds produced by biological sources
such as the snapping shrimps (100%) and Sciaenid fish vocalizations (50% of the collected
nocturnal acoustic samples).

From a quantitative point of view, the background noise (broadband) varied from 107
to 137 dB re 1 μPa in the afternoon recordings and between 109 and 133 dB re 1 μPa in the
night recordings. The broadband SPLs calculated per each listening point did not differ
between these two periods (Wilcoxon signed rank test, p = 0.38), suggesting a temporal
consistency of the noise levels within this broadband frequency spectrum. Furthermore,
no difference was found in the broadband SPLs of samples collected during the first (end
of July/beginning of August) vs. the second (end of August) surveys (Mann–Whitney
U test: p = 0.84 for the afternoon samples and p = 0.53 for the nocturnal samples) nor when
comparing the average SPLs recorded at the three inlets (Kruskal–Wallis Test: p = 0.49 for
the afternoon samples and p = 0.38 for the nocturnal samples).

The local SPLs were highly influenced by the vessel passages, as clearly shown by
Figure 3. A significantly higher presence of vessel passing along the inlets was detectable
in the afternoon (2.4 ± 2.2 vessel passages per five-minute sample, corresponding to about
30 vessel passages per hour along the 17–19 period) compared to the night (0.8 ± 0.8 vessel
passages per 5-min sample, corresponding to about 10 vessel passages per hour along
the 19.30–23; Wilcoxon signed rank test, p < 0.001). As a result, 30 out of 31 acoustic files
containing more than three boat passages were recorded in the afternoon in the absence of
fish sounds.

Figure 3. Variation of the mean (±standard error) sound pressure levels (SPLs) of recordings
containing a variable number of boat passages.

The background noise, as described by the 1/3 octave band spectrum (Figure 4),
showed consistently high SPLs at low frequency, which increased above 2 kHz with a
peak around 4 kHz, which was mainly attributable to the activity of snapping shrimps
(the Alpheus and Synalpheus genera). After comparing the recorded levels with the Sciaena
umbra audiogram (Figure 4), an overlap of the background noise with the species hearing
thresholds was evident.

An average EL100–3150 value of 113 (±5 SD) dB re 1 μPa and an EL200–630 value of 103
(±7 SD) dB re 1 μPa were found along the S. umbra hearing frequencies (100–3150 Hz)
and the restricted range of 200–630 Hz, respectively. The average difference between the
S. umbra audiogram and the median EL200–630 in the sensitive frequency band (200–630 Hz)
was equal to approximately 10 dB re 1 μPa for both the afternoon (10.7 dB re 1 μPa; n = 80)
and night (10.3 dB re 1 μPa; n = 80) recordings. This increased to 16.6 dB re 1 μPa for
the afternoon recordings containing more than three boat passages (n = 31) and to 14 dB
re 1 μPa for the night recordings characterized by the S. umbra chorus (n = 11). It has to
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be noticed that out of eleven files with chorusing activity, only two contained the signals
produced by one passing recreational boat.

Figure 4. One-third octave band levels (median) related to (a) the afternoon (a-50th; 17–19, sample size of n = 80) and night
(n-50th; 19.30–23, sample size of N = 80) recordings; (b) the afternoon recordings containing three or more boat (b-50th;
sample size of N = 31) passages and the nocturnal Sciaena umbra chorus (c-50th; sample size of n = 11). The levels are
compared to the Sciaena umbra audiogram; noise above the audiogram lines is expected to be audible.

The background noise for each recording point was slightly higher in the afternoon
than in the night recordings when considering the 100–3150 Hz (EL100–3150 = 114 ± 5 dB re
1 μPa vs. EL100–3150 = 112 ± 4 dB re 1 μPa; Wilcoxon signed rank test, p = 0.027) but not
the 200–630 Hz frequency ranges (EL200–630 = 104 ± 7 vs. EL200–630 = 103 ± 7 dB re 1 μPa,
respectively; Wilcoxon signed rank test, p = 0.131). In the 200–630 Hz range, however, the
S. umbra nocturnal chorus was responsible for increased values, like the ones resulting
from the boat noise contributions observed in the afternoon (Figure 4) [31].

The afternoon SPL levels were similar across the three inlets for both the 100–3150
and 200–630 Hz frequency ranges (Kruskal–Wallis test: EL100–3150, p = 0.07 and EL200–630,
p = 0.25, respectively), indicating a spatial homogeneity in accord with the case of the
broadband SPLs.

3.2. Sciaena umbra Vocalizations

Sciaena umbra vocalizations were recorded at sea only after the sunset. About half of
the collected nocturnal samples included these sounds (39 out of a total of 80). During the
first and second surveys, S. umbra sounds were found in 21 and 18 out of 40 listening points
(i.e., in 52% and 42% of points), respectively. The species’ PR (i.e., the number of pulses
per minute) ranged between 0 and 350 pulse min−1 (mean: 68 pulse min−1 ± 125 SD), not
being consistent along the monitored area. In detail, the mean PR varied across the three

281



J. Mar. Sci. Eng. 2021, 9, 237

tested inlets (Kruskal–Wallis test, p = 0.04), with a mean of 100 pulse min−1 (±21 SD) and
113 pulse min−1 (±23 SD) at the Lido and Malamocco inlets, respectively, whereas a mean
of only 11 pulse min−1 (±4 SD) was recorded at the Chioggia inlet. Boat noises were
present in about half of the samples containing S. umbra vocalizations (19 out of a total of
39; in six cases, one of the noise sources was a cargo ship).

A cluster analysis based on the S. umbra pulse code (PC) created a total of 14 possible
groupings, one for each node at descending Euclidean distances (Figure 5). The grouping
produced at a distance of 0.3 have three distinct assemblages that clearly differed for the
species vocalizations activity: group “1” included seven points characterized by a higher
vocalization rate (PC = 4.3 ± 0.3, i.e., characterized by a continuous sound production of
>100 pulses min−1 and/or the chorus, following [11]) distributed mainly in the internal side
of the Lido and Malamocco inlets (see also Figure 1) whereas group “3” contained nineteen
points with a very low vocalization rate (PC = 0.1 ± 0.08, i.e., characterized by less than
30 pulses min−1, following [11]), mostly facing the external sea side of the inlets and/or
located in the Chioggia inlet. Group “2” consisted of an intermediate vocal activity of the
target species (PC = 1.5 ± 0.3, i.e., characterized by 30–50 pulses min−1, following [11]).

 

Figure 5. Tree diagram provided by cluster analysis using the pulse code to visualize which listening points were more
similar in the Venice inlets; colored lines refer to points located at Malamocco internal side (red), Malamocco external sea
side (orange), Lido internal side (blue), Lido external sea side (light blue), Chioggia internal side (green), and Chioggia
external sea side (light green). The positions of the points in the inlets are highlighted in Figure 1 (black dots are used for
group coded “1,” dark grey dots are used for group coded “2,” and white dots are used for group coded “3”).

The three groups of locations produced by the cluster analysis were characterized by a
slightly but significantly different background noise levels along the afternoon recordings
(Kruskal–Wallis test, broadband p = 0.001; EL100–3150 p = 0.018, EL200–630 p = 0.017), with
group 1 and 2 having higher values compared to group 3 for all considered frequency
ranges. Figure 6a shows the case of EL200–630. Consistently, groups 1 and 2 were charac-
terized by a higher number of vessel passages compared to group 3 (Kruskal–Wallis test,
p = 0.021; Figure 6b).

On the contrary, neither the SPLs and ELs (Kruskal–Wallis test, p = 0.1, 0.4, and
0.5 for the broadband, EL100–3150, and EL200–630, respectively) nor the number of vessel
passages (Kruskal–Wallis test, p = 0.602) varied between the three groups of locations
during the night recordings. Though not significant, a slightly higher value was evident
while comparing the average EL200–630 of group 1 vs. group 3 (Figure 7a). This was likely
due to the contribution of the S. umbra vocalizations, given the overall low number of
vessel passages after sunset (Figure 7b).
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(a) (b) 

Figure 6. Mean (±standard error) (a) noise levels (energy level (EL)200–630, dB re 1 μPa) and (b) number of vessel passages
at the listening points belonging to the three groups highlighted by cluster analysis for the afternoon recordings.

Figure 7. Mean (±standard error) (a) noise levels (EL200–630, dB re 1 μPa) and (b) number of vessel passages at the listening
points belonging to the three groups highlighted by cluster analysis for the night recordings.

4. Discussion

The Venice lagoon, located in the northern part of the Adriatic Sea, is one of the largest
lagoons in Europe. Its port is characterized by a double function: a passenger port in the
lagoon city (hosting two million passengers and providing services to 200 mega-yachts)
and a commercial port on the mainland. It is therefore not surprising that such vessel traffic
influences the underwater acoustics in the inlet areas, resulting in high underwater noise
levels (overall recorded SPLs50Hz–20kHz ranging from 107 to 137 dB re 1 μ), with maximum
values similar to those reported in other Italian and Portuguese areas (i.e., Gulf of Trieste:
SPLs50Hz–20kHz 76–141 dB re 1 μPa; Gulf of Naples: SPLs16Hz–40kHzH 108–140 dB re 1 μPa;
and Port of Civitavecchia: SPLs12.5–16 kHz 45–158 dB re 1 μPa) [32–34]. Noise levels at the
low-frequencies are mainly produced by vessel engines, electrical machinery, and propeller
cavitation (<3 kHz [35,36]). They were found to be slightly, but significantly, higher during
the afternoon than night-recordings, mirroring the number of operating vessels in the inlets.
A similar pattern was recently found by the authors of [37] in a large Portuguese coastal
lagoon: during summer, the underwater noise tended to remain sustained from 7 to 17
at levels that approached or exceeded 120 dB re 1 μPa, with a smooth and progressive
variation at dawn and evening as a result of the reduced boat traffic nearby.

The present study could not fully define a continuous and extremely variable phe-
nomenon such as marine background noise by using a non-continuous monitoring ap-
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proach; nevertheless, the acquired data are indicative of an environment saturated by
the anthropic presence at the lower frequencies (<2–3 kHz) during the afternoon period,
whereas the vessel presence was found to be reduced at night. Vessels generated acous-
tic signals that were unpredictable in intensity, in a context of a persistent low intensity
background. According to the present paper, the background noises were at similar levels
to the Sciaena umbra audiogram. Further, if vessel activity expanded into evening hours,
then the associated acoustic input associated to boating had the potential to exceed the
S. umbra vocalizations even during chorusing activity. This likely led to a reduction in
the detectability of signals of interest. This effect was supported by a laboratory study,
where the playback of one single recreational boat noise (mean ambient noise—LLeq,1 min
132 dB, with a maximum instantaneous SPL of 138 dB re 1 μPa) induced an upward shift
in the S. umbra auditory threshold by about 25 dB and a reduction of the species acoustic
communication from 500 m under ambient noise to only about 1 m under the boat noise
conditions [22].

Boat noise is known to affect the efficiency of fitness-related fish behaviors such as for-
aging and antipredator behaviors, risk assessment, nest-defense, and parental care [38–44].
Fish responses, however, depend on many variables, including boat and engine types, boat
speed, distance from noise source, motivational and physiological fish state, and the social
context [41,43,45]. Therefore, there can be a continuum of responses to disturbance in in
situ conditions ranging from mild to more severe forms.

In the context of conservation, the critical factor is whether a disturbance results in
lower population sizes, especially in case of an already vulnerable species, such as the
brown meagre. Usually, these assessments rely on proximate measures as the behavioral
responses to a stimulus. In this context, the in situ exposition to boat noises (the mean SPL
ranged from 134 to 146 dB re 1 μPa) did not cause displacement or elicit any significant
activity changes in S. umbra groups (for a total of 65 tested brown meagres) living in an
Italian MPA besides a reduction in the duration of active swimming [19]. An individual
variability in response was found by the authors: on average, one third of exposed fish
in a group reacted to noise by flighting and hiding. They resumed behavior quickly
after exposures.

Conversely, visual-based methods could not be applied to the Venice inlets due to the
risks connected with high boating and cargo traffic. As a consequence, it was not possible
to investigate the S. umbra behaviors in relation to the local traffic. Since S. umbra is a
vocal fish, the passive acoustic method (PAM) was the best option for the species-specific
recognition of its presence and distribution in the inlets.

Noise effects could also be evaluated by relating the presence of animals to varying
rates of disturbance across a number of sites [46]. Along the Venice inlets, brown meagre
vocalizations were found in about 50% of the investigated points; this was an intermediate
value compared to the case of the old and younger MPAs investigated in the northwestern
Mediterranean Sea, where S. umbra was found to be present in approximately 70–80% and
30% of the monitored stations, respectively [21]. Such a result is somehow surprising: since
animals select a location based upon its perceived quality, areas degraded by anthropogenic
(noise) disturbance are expected to be poorly occupied.

Following [19], brown meagre groups were reported to remain on site year by year
despite high boat traffic (18.7 boat passages h−1 during the tourist season), showing
a higher abundance than other surrounded less anthropized sites. The present study
also indicated that the brown meagre did not avoid the Venice inlets despite a vessel
traffic corresponding to an estimation of 10–30 boat passages h−1 on average due to
motorboats, cargos, or cruises. Interestingly, most of the listening points characterized
by a high S. umbra pulse rate (groups 1 and 2) were located in the internal side of the
inlets. These areas represent the only water connections between the inner lagoon and
the sea and are therefore characterized by a high boating traffic. Given the sedentary and
site-related S. umbra attitude [14,18,19], the nocturnal distribution is expected to mirror the
diurnal distribution.
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Furthermore, only the busiest locations in the internal side of the inlets were character-
ized by chorusing (group 1). Since the latter is a reliable natural indicator of the S. umbra
breeding sites [24], we conclude that the brown meagre does reproduce in these sites, de-
spite the relatively high anthropogenic noise levels experienced mostly but not exclusively
during the diurnal hours. This result was also unexpected if we consider that a reduction
in the ability to detect conspecific signals due to boat noise [22,47] could potentially affect
the courtship efficacy. It has to be stressed, however, that in the inlets, the vessel traffic was
reduced during the sunset-nocturnal hours, when the brown meagre vocalized. In its turn,
this could result in a lower masking effect on the species calls, thus diminishing the costs
expected for the animals living in the area.

The animals could be following the best-of-a-bad-job strategy: if the resources found
in the Venice inlets are unique in the local coastal area, the fish will not leave them. Exposed
fish could increase tolerance by a declining response from learning that the stimulus does
not have any detrimental consequences or through shifts in hearing sensitivity thresholds.
Behavioral and physiological attenuation have been found in fish after the repeated play-
back of the same motorboat-noise [48]; accordingly, the responses to motorboat noise in
wild endemic cichlids in Lake Malawi were lower in areas with higher levels of motor-
boat disturbance [49]. One way to potentially assess this effect would be to generate and
compare audiograms of the fish living in the three groups of locations in the inlets.

The decision of whether or not to stay in disturbed areas is determined not only by
the quality of the site but also by the distance to and quality of other suitable sites and/or
their relative risk of predation, the availability of prey, the density of competitors, and the
investment that an individual has made for establishing a territory, gaining dominance
status, and so on [46]. The Venice inlets are a structurally homogeneous area made by
artificial standard blocks that are matched by distance to the shore. Theoretically, there are
plenty of suitable sites for S. umbra along the inlets where noise disturbance is minimal,
such as the locations facing the open sea. Therefore, these sites were expected to be more
exploited by the species. As this was not the case, other factors (current, water depth,
salinity, bottom composition, and so on) seem to be crucial for the species, “forcing” it to
remain in some areas regardless of whether or not noise represents a disturbance. A deep
assessment of the habitat characteristics of those areas, where the vocal production and
likely the reproductive activity was more intense, should be carried out in future studies.
In other words, we need to address the structure of the reproductive habitat of the brown
meagre in this highly anthropic ecological context. Such information could help to evaluate
the suitability of surrounding locations for the reproduction of the target species. It could
also be used to evaluate the real extent of disturbance on the local fish population: if there
are relevant, less disturbed, but not exploited areas in the surroundings, we can conclude
that S. umbra is not strongly affected by boat noise. On the contrary, the species is likely
to be impacted by the anthropic pressure because it is constrained to stay and to tolerate
the costs of disturbance [46]. Data are currently being acquired to confirm the observed
spatial distribution of S. umbra in the Venice inlets and to evaluate the role of environmental
factors leading the habitat selection of this species.
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Abstract: Global change is the origin of increased occurrence of disturbance events in natural com-
munities, with biological invasions constituting a major threat to ecosystem integrity and functioning.
The apple snail (Pomacea maculata) is a freshwater gastropod mollusk from South America. Con-
sidered one of the 100 most harmful invasive species in the world, due to its voracity, resistance,
and high reproductive rate, it has become a global problem for wetland crops. In Catalonia, it has
affected the rice fields of the Ebre Delta since 2010 with significant negative impact on the local
economy. As a gastropod mollusc it possesses statocysts consisting of a pair of sacs, one located
on each side of the foot, that contain multiple calcium carbonate statoconia. This study shows the
first ultrastructural images of pathological changes in the sensory epithelium of the statocyst of
apple snail adults with an increase in the severity of the lesions over time after exposure to low
frequency sounds. Sound-induced damage to the statocyst could likely result in an inhibition of its
vital functions resulting in a potential reduction in the survival ability of the apple snail and lead to
an effective mitigation method for reducing damage to rice fields.

Keywords: apple snail; Pomacea maculata; acoustic trauma; scanning electron microscopy; invasive
species; plague; mitigation method

1. Introduction

The introduction of invasive biological species as a result of globalization represents a
worldwide threat to the integrity of ecosystems. Invasive species are one of the main causes
of biodiversity loss, as they are the second main cause of species extinction, especially in
ecosystems that are geographically and evolutionarily isolated, such as small islands [1,2].
To understand the factors that determine the success of the invasion and its effects on
native species most studies have focused on individual species or taxonomic groups. As a
result of trophic and non-trophic interactions (e.g., mutualism) invasions can profoundly
alter the structure of the entire food web [3]. A holistic view of the problem that considers
species interactions within trophic networks can contribute to a better understanding of the
effects of invasions on complex communities. Aspects to be considered in this global view
are the local biodiversity, diet amplitude, number of predators, or bioenergetic thresholds
below which invasive and native species become extinct [3,4]. Simpler food webs are more
vulnerable to invasions and relatively isolated mammals are amongst the most successful
invaders. Invasive species modify the food web structure by decreasing biodiversity [4].
Resident species, on the other hand, evolve to try to tolerate or exploit invaders, a process
that can lead to a more well-adjusted food web and may help to avoid extinctions [3]. A
comprehensive approach identifies combinations of trophic factors that facilitate or prevent
the introduction of new species and provides contrasting predictions about their effects on
the structure and dynamics of ecosystems [4], enabling global problem management.

Another aspect to consider is climate change. Global warming allows alien species
to settle in new ecosystems by locally increasing temperatures or eliminating the winter
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hypoxia that prevented their survival in the past [5]. In addition, global warming is
increasing the competitive and predatory effects of invasive species on native ones and will
enhance the virulence of some diseases [5]. Invasive species may constitute a health risk,
such as the introduction of disease and parasite vectors that can lead to global pandemics,
and/or an economic risk, as in the case of agricultural pests. Predation is the most dramatic
damage to invaded ecosystems and often affects primary producers [3].

The apple snail (Pomacea maculata) is a freshwater gastropod mollusc (Ampullariidae)
from the Amazon basin (Brazil, Bolivia and Argentina). Considered one of the 100 most
harmful invasive species in the world, due to its voracity, resistance, and high reproductive
rate it has become a global problem (USA, Southeast Asia (China, Japan, Taiwan, Cambodia,
Malaysia, Pakistan, and the Philippines), Israel and Europe (Spain and Belgium)) for
wetland crops [6–8] (Figure 1).

Figure 1. (A): P. maculata world distribution. Reproduced with permission from CABI 2021 [8] (B): Different images of P.
maculata specimens used in the experiments.

There are two vectors that increase the risk of introduction of P. maculata in new
habitats, the aquaculture industry and the aquarium trade. The necessity of replacing
expensive sources of protein with cheaper alternatives at the global level has resulted in
the deliberate introduction of apple snail into new areas (from South America to Asia) as a
potential source of food [9]. But in Asia the market for P. maculata did not develop because
it was not well liked as a food [10]. The deliberate release into agricultural or natural
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ecosystems and the abandonment of snail farms allowed P. maculata specimens to escape
and become agricultural pests. The pet trade has been another cause of the introduction of
apple snails. Pet stores receive freshwater snails from multiple sources. P. maculata was
probably introduced in the southeastern USA, Belgium, Israel, and Spain via the aquarium
trade [11–14]. Once introduced, P. maculata spreads naturally by floating in canals and
rivers, during flooding or by attaching to birds, as has been reported in Hawaii [15]. People
may also act as an introduction vector by accidentally transporting eggs on boats [12].

As most ampullariids, adult and juvenile P. maculata can be considered a particularly
voracious generalist herbivore that feeds on diverse aquatic plants [16]. They can affect two
aquatic crops, taro (Colocasia esculenta) and rice (Oryza sativa) and can feed on macroalgae,
submerged plants or freely floating macrophytes. Typically, the P. maculata female size
exceeds the male in size. They reproduce by internal fertilization and oviparous develop-
ment [6]. Their female lays clutches of pink eggs out of the water on an emergent substrate.
Their reproductive capacity is bigger than other Pomacea species [17]. Egg clutches take
10–14 days to hatch [6] and hatchlings fall into the water trying to adhere to some type of
substrate. P. maculata can survive long periods without access to water [18] under muddy
substrates by closing the shell with the operculum. They can breathe with their lung rather
than their gill and survive brief periods out of the water (e.g., during egg laying).

Herbivory by apple snails impacts habitats and the biodiversity of ecosystems. As
generalist herbivores they can opportunistically consume available resources very quickly
(e.g., can quickly eliminate aquatic machrophytes). In populations with high densities
this behaviour increases its ecological impact, for example changing the stable state of
a lake from a clear to turbid condition [19]. The impact of P. maculata on biodiversity
could occur through several mechanisms like competition [20–22] or hybridization with
local species, or influencing the foraging behaviour of native species and consequently
negatively influencing higher trophic levels [23]. In addition, this snail acts as a vector of
various parasites including Angiostrongyulus cantonensis, a nematode which causes human
eosinophillic meningitis [10].

Early detection and eradication together with transport regulatory legislation are the
best measures to fight against the introduction of invasive species and to prevent their
evolution to a pest. The first sign of P. maculata infestation is the presence of pink eggs
highly visible above the water line. Eradication by removing the eggs manually or by
trapping the snails is only possible when the population is small and restricted to one area.
But when a bigger population is stablished this control treatment is ineffective [11].

Biological control of P. maculata has been tried in Alabama by introducing native redear
sunfish (Lepomis microlophus) which eat the snail hatchlings [11]. The species eradication
was unsuccessful but this trial suggested that some species of fishes could help in the
control of the snail hatchlings. In Asia, fire ants (Solenopsis geminate) feed on eggs and
juveniles of apple snails and have been suggested as possible biocontrol agents [24], but
the introduction of a new invasive pest species would be inappropriate.

Limited success has been achieved by chemical control of P. maculata. Traditional
pesticides failed because the apple snails close the operculum for long periods of time. The
use of chelated copper or copper sulphate in the USA provoked high snail mortality but
some large, adult snails still survived by filling their shells with air and floating away from
the pesticide, and the eggs survived until the next year [11]. The copper treatments are
very expensive and there is very little research on the indirect impacts of the pesticide on
ecosystems, by poisoning not only the snails but also other invertebrates in the ecosystem,
desirable or not, native or introduced.

In Catalonia, the species has affected the rice fields of the left hemi-delta of the Ebre
Delta since 2010 [25]. P. maculata moves, actively, against the current on the bottom or,
passively, closing the operculum and floating in the direction of the current. It is currently
occupying part of the hydraulic network and could also affect the river itself in the near
future. As a gastropod mollusc, the apple snail presents statocysts, the organs responsible
for determining position with respect to gravity, as well as acoustic perception [26]. The
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ability of aquatic invertebrates, both larvae and adults, to perceive gravity and live under
gravitational load is critical to their survival. In snails, statocysts consist of a pair of sacs,
each located on a side of the foot, which contain multiple calcium carbonate statoconia in
adulthood. Noteworthy in terms of their physiological relevance, they are the first neural
structures to appear in larval development. A change in the snail position causes movement
of the statoconia which in turn mechanically press the hair cells leading to a modification
of the perception of gravity. These cilia act as transducers of the information that reaches
the snail’s nervous system, triggering a regulatory response based on its needs [27,28].

Research on the sensitivity of aquatic invertebrates to noise have determined ultra-
structural effects of anthropogenic sound on cephalopods, cnidarians, and crustaceans even
though they lack proper auditory receptors [29–33]. Only a few works reported the effects
on behavior and development of gastropods and bivalves after sound exposure [34–37],
but there are no studies reporting lesions on sensory epithelia of snail statocyst. Given our
previous experience on the determination of the effects produced at ultrastructural and
physiological levels in the statocyst of invertebrates exposed to artificial sounds [30–32],
we hypothesized the possibility, by applying the same approach, of affecting snail sen-
sory epithelia through exposure to sound. We present here the first images of P. maculata
sensory epithelia after sound exposure. Presumably, ultrastructural effects, which cause
behavioural effects, as observed in work on cephalopods—loss of appetite and decreased
reproductive rate (see [38])—would be an effective and applicable measure in the fight
against the apple snail plague in the Ebre Delta.

2. Methods

2.1. Sound Exposure Protocol

Sequential Controlled Exposure Experiments (CEE) were conducted on individuals
of P. maculata (n = 40). An additional set of individuals (n = 25) was used as control.
Individuals were maintained in the LAB maintenance tank system (see detailed system
description and exposure protocol in [38]. The maintenance tanks consisted of a closed
system where the two tanks (control and exposed animals) were connected. Controls and
exposed animals were kept in the same conditions (natural freshwater at 20–25 ◦C and
natural oxygen pressure). The exposure consisted of 50–400 Hz sinusoidal wave sweeps
with 100% duty cycle and a 1 s sweep period for two hours. The sweep was produced
and amplified through an in-air loudspeaker (QSC KW153) while the level received was
measured by a calibrated B&K 8106 hydrophone. Figure 2 displays the power spectral
density of the signal received by the hydrophone (RL). The average level calculated over
the sweep was 157 ± 5 dB re 1 μ Pa2/Hz with peak levels up to 175 dB re 1 μ Pa. The
controls were placed in the exposure tank for as long as those exposed (2 h), without any
sound playback (Figure 3A). The sequential sacrificing process after exposure was identical
for controls and exposed animals. Five animals were sacrificed to obtain statocyst samples
upon arrival at the LAB as initial controls. Following exposure, samples were obtained
from individuals (exposed, n = 20; and controls, n = 10) at 48 h and 120 h after sound
exposure (Figure 3B).

2.2. Removal of Statocysts

The animals were euthanized with anaesthesia (magnesium chloride 25 g/L), extracted
from the shell and the anterior portion of the body was sectioned through a dorso-ventral
cut that revealed the statocysts. This anterior body section was detached and chemically
fixed for observation and analysis. The two statocysts were analysed for each snail, taking
special care to prevent mechanical damage to the tissues and making sure to expose the
sensory epithelia overlaid by multiple statoconias.

292



J. Mar. Sci. Eng. 2021, 9, 969

Figure 2. Power spectral density of the 50 to 400 Hz sweep as received by the hydrophone on top
with below the background noise level recorded just before exposure.

2.3. Scanning Electron Microscopy

One hundred and thirty statocysts from sixty five P. maculata were used for this study.
Fixation was performed in 2.5% glutaraldehyde for 24–48 h at 4 ◦C. Statocysts embedded
on the snail muscular mass were dehydrated in graded ethanol solutions and critical-point
dried with CO2 in a Bal-Tec CPD 030 unit (Leica Mycrosystems, Austria). The dried
samples were mounted on specimen stubs with double-sided tape. The mounted tissues
were gold coated with a Quorum Q150R S sputter coated unit (Quorum Technologies, Ltd.
Laughton, East Sussex, United Kingdom) and viewed with a variable pressure Hitachi
S-3500N scanning electron microscope (Hitachi High-Technologies Co., Ltd., Tokyo, Japan)
at an accelerating voltage of 5 kV at the Institute of Marine Sciences of the Spanish Research
Council (CSIC) facilities.

2.4. Quantification and Data Analysis

We selected the sensory areas of the statocyst. The surface of these statocyst areas
comprising hair cells was determined for each sample. Sampling squares of 400 μm2

(20 μm × 20 μm) were placed in this area at 20%, 40%, 60%, and 80% along its centre
axis (Figure 4). Hair cell damage was analysed by classifying them as intact (hair cell
undamaged), damaged (kinocilium or surrounding stereocilia partially or entirely missing
or fused), extruded (hair cell partially extruded of the epithelium) and missing (hole in the
epithelium caused by the total extrusion of the hair cell). The severity of the lesions was
quantified as the percentage of extruded and missing hair cells with respect to the total
hair cell count of the sampling square. The damaged category encompassed a wide range
of different types of lesions with different severities; this made direct comparison between
animals more difficult. The extruded and missing categories were well-defined and easily
compared, and the presence of extruded cells showed the limit of severe damage after
sound exposure. Two statocysts of each exposed animal were analysed; the hair cell counts
of the statocysts were combined to obtain a single measurement per region per animal.
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Figure 3. Sound exposure protocol, sampling collection, and analysis. (A): Sound exposure protocol. P. maculata were
maintained in tank A until some were transferred to an independent experimental tank C where they were exposed to sound
(1). At the end of the exposure experiments, the snails were transferred to tank B (2) that presented the same environmental
conditions as tank A. Control specimens were transferred to tank C for 2 h without any playback and after that, they were
taken back to tank A (2). Samples of control and exposed plants were sequentially taken for analysis (3). (Figure modified
from 38). (B): Sampling collection and analysis. Before the sound exposure started, control specimens were taken and
analyzed at the arrival of the laboratory facilities. Samples of control and exposed snails were sequentially analyzed at 48 h
and 120 h after sound exposure.
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Figure 4. (A): Each individual of P. maculata was characterized through its shell dimensions (length,
width and aperture length). (B): Hair cell bundle count locations (sampling squares) on the P. maculata
statocyst. Hair cell counts were sampled at four predetermined locations: 20%, 40%, 60% and 80%
of the total statocysts length. A 400 μm2 box was placed at each sampling area and hair cells were
counted within each box. Scale bar: (B) = 100 μm.

The influence of recovery time after sound exposure in groups of animals sacrificed
48 h vs. 120 h after sound exposure was tested comparing the mean damage count between
groups using permutation tests repeated multiple times with N = 1000. To evaluate the
difference in damage between regions, the median hair cell counts between all regions
(for control and exposed animals at 48 h and 120 h separately) were compared using a
Kruskal–Wallis test.

3. Results

3.1. P. maculata Statocyst Morphology

All the animals used in this study were adult snails with 3–5 cm shell length, 2–4 cm
shell width and 4–5 cm shell aperture length (Figure 4A). P. maculata individuals presented
two statocysts, 340–350 μm in diameter, located in the foot and linked ventrolaterally to
each pleural ganglion (Figure 5A). Statocysts consisted essentially of a cavity, covered by
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an epithelium of mechanosensitive hair cells, which contained a fluid and a large number
of highly morphologically dissimilar aragonite (calcium carbonate) crystals, statoconia
(Figure 5B–D). Two types of epithelial cells were found on the statocyst: small supporting
cells carrying microvilli and sensory hair cells which in addition of a crown of stereocilia
bear one large kinocilia (Figure 5E). The hair cells projected the kinocilia into the lumen of
the statocyst, which also contained endolymph and statoconia. The majority of statoconia
were oval shaped with smoothened edges (Figure 5B,C). The individual statoconia filled
all the statocyst cavity and were constantly moving independently of each other.

Figure 5. SEM. Internal morphology of P. maculata statocyst. Control animal. (A): Dorso-ventral cutting of the body anterior
portion showing the statocyst location in the snail foot and linked ventrolaterally to each pleural ganglion (PG: pleural
ganglion, St: statocyst). (B): Opened statocyst completely filled with statoconia (asterisk). (C): Differently sized statoconia.
(D): Internal cavity of the statocyst covered by the sensory epithelium. Some of the aragonite crystals are visible (asterisk).
(E): Inner statocyst sensory epithelia. Arrowheads point to the hair cells exhibiting their lonely kinocilia surrounded
by a crown of stereocilia. Between them microvilli of the supporting cells are visible (arrows). Scale bar: (A) = 1 mm.
(D) = 200 μm. (B) = 100 μm. (C) = 50 μm. (E) = 5 μm.

3.2. Ultrastructural Analysis of the Statocyst Sensory Epithelium

The exposed animals presented lesions in the statocyst sensory epithelium that incre-
mented against time. In comparison with the control animals (Figures 5E and 6A), dam-
aged hair cells on exposed animals presented swelling (Figure 6B) or missing (Figure 6C–E)
kinocilia or the whole hair cell was missing or extruded (ejected) from the sensory ep-
ithelium into the statocysts cavity (Figure 6F–H). A considerable number of hair cells had
totally lost the unique kinocilium (Figure 6E) and the crown of stereocilia surrounding the
large kinocilium was totally fused (Figure 6D) or lost (Figure 6E). Some ejected hair cells
presented spherical holes (Figure 6H), probably due to the cell swelling and the extrusion
of the inner cellular material.
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Figure 6. SEM. P. maculata statocyst sensory epithelium. (A): Control animal. (B–D): 48 h after sound exposure. (F–H):
120 h after sound exposure. (A): Healthy hair cells show the kinocilia surrounded by a crown of stereocilia (arrowheads).
(B): Some hair cells present swollen kinocilia (arrows). (C): Arrowheads point to the holes left by the single kinocilia after
their ejection. (D): Detail from (C). Surrounding the hole left by the ejected kinocilia a crown of stereocilia are fused in a
compact structure. (E): Detail from (C). The hair cells have lost the entire kinocilia and the crown of stereocilia (arrowheads).
(F): The hair cells show severe damage. Most hair cells are (asterisks) ejected from the sensory epithelium. (G): Detail from
(F), shows the cellular body of the sensory cells extruded from the epithelium (asterisks). (H): Two extruded hair cells show
spherical holes in the body due to the extrusion of the inner cellular material (arrows). Their kinocilia has lost the stereocilia
crown. Scale bar: (A,B,D,E,H) = 5 μm. (C,G) = 10 μm. (F) = 20 μm.

3.3. Image and Data Analysis

The abnormal features we identified on the surface of sound exposed epithelia in-
cluded damaged (kinocilium or surrounding stereocilia partially or entirely missing or
fused), extruded (hair cell extruded from the epithelium) and missing hair cells (hole in
the epithelium caused by the total extrusion of the hair cell). The number of damaged,
extruded and missing hair cells was counted for each image. The severity of the lesions
was chosen to be quantified as the percentage of extruded and missing hair cells because
these were well-defined and easy-to-compare categories. The damaged category was not
useful for this purpose as with increasing physical damage it was increasing and then
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decreasing again as a damaged hair cell was at an intermediate state. Therefore, in order to
be able to quantify the magnitude of overall damage to the sensory organs “lesion severity”
was based on the combination of extruded and missing hair cells. The presence of extruded
cells showed the start of severe damage after sound exposure. None of the control animals
showed extruded or missing hair cells on the sensory epithelia and all exposed animals
had various degrees of damage.

First, we analysed if there was a difference in lesion severity between the different
regions. No difference in hair cell counts would allow us to sum the counts over all the
regions for each animal, without the need to consider weighting factors. Comparing the
median counts between the regions of all control animals (in this case summing the counts
across all categories for each region together as the categories considered for lesion severity
have a 0 count), each region appeared to have a similar median count with p = 0.074.
Performing the same test for the exposed animals, but now considering the extruded and
missing categories, we found for the animals sacrificed at 48 h that median counts were
dissimilar with p = 0.027 and at 120 h they were similar again with p = 0.73. Taking a closer
look at 48 h, we performed the KW test with the regions 40% to 80%, leaving out the 20%
region resulting in p = 0.91. Considering these outcomes, we concluded that there was no
significant difference in hair cell count or hair cell damage between regions (Figure 7A–C;
Figure 8B,C).

Figure 7. (A–C): Mean intact, damaged, and extruded/missing hair cells at 20%, 40%, 60%, and 80% of the total length
of sensory epithelium on P. maculata statocyst (48 h and 120 h after sound exposure versus control animals). Note the
increase of damaged, extruded, and missing cells versus controls with increase in time. (D): Mean (±SE) intact, damaged
and extruded/missing hair cells after sound exposure (n = 80) versus control (n = 50) on statocyst sensory epithelium
of P. maculata. Each bar is the average over the 4 regions with the line indicating the standard error. The percentage
was computed by dividing by the total count for each individual sample. The lesion severity (see text for definition)
of the sound exposure group was found to be significantly higher than that of the control group with p = 9.99 × 10−4

(* significant difference).
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Figure 8. (A): Mean (±SE) intact, damaged, extruded/missing hair cells over the total length of sensory epithelium on
P. maculata statocyst (48 h versus 120 h after sound exposure). The lesion severity was found to be significantly higher at
120 h than at 48 h (p = 9.99 × 10−4; n = 40). (* significant difference). (B): Hair cell counts between the different regions
in animals 48 h after sound exposure. The lesion severity was found to be similar between 40%, 60%, and 80% regions
(p = 0.91; n = 40; see text for 20% region consideration). (C): Hair cell count between the different regions in animals 120 h
after sound exposure. Each bar is the average over the 4 regions with the line indicating the standard error. The percentage
was computed by dividing with the total count for each individual sample. The lesion severity was found to be similar
between all regions (p = 0.73; n = 40).

4. Discussion

Our study not only shows the first ultrastructural images of P. maculata statocyst sensory
epithelium but also describes pathological changes after sound exposure in these tissues.

The apple snail sensory epithelia and statoconia presented a similar structure as in
other pulmonate gastropods [39–41]. As in terrestrial pulmonate snails [42] the presence of
small and very small statoconia together with large statoconia in the same statocyst suggest
their state of generation and growth during the whole life of the animal.

The sensory epithelium hair cell death and damage in vertebrates after loud or pro-
longed noise exposure or ototoxic drugs can consist of a dysfunction of mechanotransduc-
tion complex, loss of ribbon synapses or hair cell death by apoptosis or necrosis [43]. Noise
trauma produces an increase in calcium levels in hair cells, which leads to the stimulation
of reactive oxygen species (ROS) production. In addition, higher metabolic demand in hair
cells during exposure to sound could also lead to increased ROS levels, leading to various
forms of damage in the cell (including apoptosis or necrosis) [44]. These dying cells are
eliminated from the sensory epithelium by extrusion, a mechanism used to eliminate unfit,
excess, or dying cells [45]. The apex of the hair cell or its entire body is expelled from the
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epithelium [44] and the lost hair cells are replaced by expansion of adjacent supporting
cells, which form a scar. This process has been observed in vertebrates [44] and some
invertebrates, specifically in cephalopods and cnidarians [32,38]. The lesions observed on
P. maculata statocysts sensory epithelium showed similarities in their nature and intensity
to those described in cephalopod statocysts (hair cells partially or totally ejected from the
sensory epithelium into the statocyst cavity; swollen, bent, fused or lost kinocilia) after
being exposed to the same low-frequency sounds [30,46], as well as in cnidarians [32]
and crabs [47]. The consequences for the cephalopod’s species exposed to low-frequency
sounds were an immediate loss of the ability to orient, mate, and feed. Probably due
the similarity of their sensory systems, because of their taxonomic proximity (both are
molluscs) sound exposure in P. maculata would affect the physiology and functioning of
the P. maculata statocyst. Further investigation is needed to determine threshold levels and
to explain these effects in apple snail species.

In regards to pathology findings, there was an increase in the severity of the lesions
over time after exposure to low frequency sounds. The increase of the damage severity
with time after sound exposure in the sensory epithelia affected by acoustic trauma is a
common process described in vertebrate and invertebrate species. In mammals this can
provoke the entire destruction of the Corti organ [48]. In birds, hair cells which are affected
by apoptosis within the basilar papilla after sound exposure continue degenerating after
the beginning of the cell regeneration [44,49]. In invertebrates [30,32,38,50] and plants [33]
similar degeneration processes of hair cells increases with time after the exposure.

The Ebre Delta is a particularly sensitive area that has experienced successive intro-
ductions of invasive species that have become real pests to their ecosystems. A non-
exhaustive list of the most recently introduced species includes red swamp crayfish
(Procambarus clarkii), which was initially introduced to the river in 1979 for commercial
purposes. Artificial introduction of wels catfish (Silurus glanis), the largest-bodied Euro-
pean freshwater fish, ocurred in 1983. Since 1993, black fly (Simuliidae) have had periodic
episodes in the area. Since 1997, piranha (Serrasalmus sp.) individuals have been detected
in the Ebre River, probably originating from aquarofilia installations. To date, zebra mussel
(Dreissena polymorpha) has been the most aggressive freshwater invader worldwide and is
present in Ebre Delta since 2001. Since the beginning of the twentieth century red palm
weevil (Rhynchophorus ferrugineus) has been reported as one of the most important pests
of ornamental and oil palms and it represents a plague for the palms on the Delta since
2003. In 2008, the first apple snail (P. maculata) was detected. Since 2012 the American
bullfrog (Lithobates catesbeianus) and American blue crab (Callinectes sapidus) have become
new plagues in the Ebre Delta [8]. After some years of detection of the P. maculata pest in
the Ebre Delta a new invasive species was established in the same area, the American blue
crab Callinectes sapidus. Although this species has been present in Europe (Atlantic cost of
France, North Sea, Mediterranean Sea, Baltic Sea, Black Sea) since the early years of the 20th
century [51], where multiple independent introductions may have taken place through
ballast water, it was not detected at the Ebre Delta until 2012 [52]. The future impact of
this new pest on the Delta ecosystem is unclear, but at this moment the crab is acting as a
biocontrol agent of P. maculata, reducing its population by feeding on them. In any case,
the introduction into the ecosystem of a foreign species that is particularly voracious and
has a high reproduction rate, such as C. sapidus, cannot be a long-term solution because of
the problems that accompany such an invasion.

Different treatments have been used to fight the P. maculata rice crops invasion of Ebre
Delta: sea water flooding of the rice fields, chemical treatments with saponin, winter drying,
channel cleaning, manual removal of the eggs clutches, traps, and advance obstructions [53].
None of these treatments had an acceptable success, and due to the severe infestation of
the species in the area a total eradication is non-viable. In this context, the use of an
alternative treatment such as exposure to sound would be an innovative and ecological
option. The results obtained in the present study are consistent with the hypothesis that
exposure to sound may impair the sensory perception of P. maculata. Sound-induced
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damage to the statocyst could likely result, as in cephalopods [38], in an inhibition of its
vital functions, which would result in a dramatic reduction of the survival ability of the
apple snail. Cellular effects, which can trigger behavioral effects (e.g., in cephalopods,
loss of appetite and a decrease in the reproductive rate) would be an effective measure
to fight apple snail plagues over the world. However, further efforts should analyse the
possible interactions of the method with other trophic levels in the ecosystem, in order to
manage the problem holistically and avoid damage to other native species. This is essential
to provide global benefits for complex communities. The choice of the sound parameters
(frequencies, amplitudes, and exposure times) used during this study was made for the
sole purpose of verifying the possible harmful effects of exposure to acoustic sources on
apple snails and not to determine a precise threshold for inducing effective lesions. Further
investigation is also needed to determine the levels that produce lesions in association with
behavioural changes, which would result in a pest reduction, while at the same time being
innocuous for the other species and the ecosystem as a whole.

This method is patented (WO 2018/167003 A1) and could become a valuable approach
to mitigate the invasions of any aquatic alien species that are expected to interfere with
ecological communities due to the increasing negative effects of climate change.
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Abstract: In recent years, Taiwan’s government has focused on policies regarding offshore wind
farming near the Indo-Pacific humpback dolphin habitat, where marine mammal observation is a crit-
ical consideration. The present research developed an algorithm called National Taiwan University
Passive Acoustic Monitoring (NTU_PAM) to assist marine mammal observers (MMOs). The algo-
rithm performs whistle detection processing and whistle localization. Whistle detection processing is
based on image processing and whistle feature extraction; whistle localization is based on the time
difference of arrival (TDOA) method. To test the whistle detection performance, we used the same
data to compare NTU_PAM and the widely used software PAMGuard. To test whistle localization,
we designed a real field experiment where a sound source projected simulated whistles, which were
then recorded by several hydrophone stations. The data were analyzed to locate the moving path of
the source. The results show that localization accuracy was higher when the sound source position
was in the detection region composed of hydrophone stations. This paper provides a method for
MMOs to conveniently observe the migration path and population dynamics of cetaceans without
ecological disturbance.

Keywords: marine mammal; whistle detection; time difference of arrival; underwater acoustic;
underwater sound sensing; ocean sound measurement

1. Introduction

Currently, most of Taiwan’s raw materials for energy production, including coking
coal, fuel coal, crude, and liquefied natural gas [1], are imported and have a large and
immediate impact on the environment. Therefore, the government has actively developed
green energy, including offshore wind farms [2], but most sites overlap with Indo-Pacific
humpback dolphin reservation zones. The noise from pile driving during construction may
impact marine mammals and cause auditory injury, ranging from temporary threshold
shift (TTS) to permanent threshold shift (PTS) in hearing [3]. To minimize the noise-
induced impact on cetaceans caused by construction and the operation of wind turbines,
establishing a marine mammal detection mechanism is a priority. The traditional method to
detect cetaceans is visual, whereby marine mammal Observers (MMOs) work from vehicles,
using the naked eye to search for cetaceans, an operation that is expensive and offers only a
low probability of success; moreover, it is limited to daylight hours. Underwater acoustics
provide an alternative technique to detect marine mammals, and the cetacean call can be
used as a specific characteristic of detection. We used passive acoustic monitoring (PAM)
to develop an algorithm and NTU_PAM to monitor cetacean calls followed by motion
tracking. In addition to overcoming the weaknesses of the visual method, NTU_PAM can
show the correlation between the results of the visual method and PAM.
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Cetaceans produce two major types of cetacean calls [4,5]: (1) the “whistle” is a
continuous, narrow-band, and frequency-modulated signal that is thought to be a form of
social communication; (2) the “click” is considered a bio-sonar and is a short, broadband,
and directional impulse signal used to navigate, detect, and identify objects. In marine
mammal research, PAM has proved a useful tool. For example, (1) Spaulding et al. [6] built
a near-real-time buoy system to automatically detect North Atlantic right whale calls in
Cape Cod Bay and near the Boston Harbor. When the buoy system detects a whale call, an
alarm signal is transmitted and the call is recorded. (2) Linnenschmidt et al. [7] equipped
an acoustic data logger on a porpoise to record clicks and determine the relationship among
the click, movement, and diving behavior. (3) Akamatsu et al. [8] used an underwater pulse
event recorder (A-TAG) to record clicks and analyze critical parameters such as interclick
interval (ICI).

Previous studies of cetacean whistle detection have been vigorous. Gannier et al. [9]
developed Seafox software to extract whistle characteristics (length, beginning frequency,
ending frequency, maximum frequency, minimum frequency, etc.) on a time spectrogram
and used a regression tree to classify five dolphin species. Lai [10] used the mel-frequency
cepstral coefficient to simulate human auditory features, namely the critical band and
auditory masking, and to extract the characteristics of the whistle. The whistle character-
istics were then used in a support vector machine (SVM) to identify the cetacean species.
Caldwell and Caldwell [11–13] hypothesized that signature whistle variations, which dol-
phins emit and which carry information, are required so distinctive whistles can be used to
identify individual dolphins. Datta and Sturtivant [14] considered two whistle features
on a spectrogram (overall contour shape and detailed contour structure difference) as
parameters of the signature whistle and grouped whistles using the hidden Markov model
(HMM) method. Bahoura and Simard [15] used an artificial neural network to classify
blue whale calls. The above research is based on supervised machine learning methods
requiring numerous sets of clean training data, manually labeling the calls, and building
the model. These models are only suitable for specific or regional species.

To avoid the disadvantages of labeling, training, and specific targeting, Gillespie
et al. [16] developed a whistle detector based on image processing on a spectrogram which
is implemented as the Whistle and Moan Detector module in PAMGuard. PAMGuard soft-
ware includes a user-friendly, human–machine interface and modules for data processing
and marine mammal detection [17] and has been widely used for real-time marine mammal
monitoring. Lin [18] devised a non-targeted algorithm on the MATLAB platform that helps
users grasp the position of whistles across many audio files, making further processing
convenient. Lin et al. [19] first denoised the spectrogram and then detected the whistle
characteristics. Gillespie’s and Lin’s methods include four main steps: (1) spectrogram,
(2) image processing, (3) whistle feature extraction, and (4) combination of the whistle data
points. We applied the same pattern to develop the whistle detection algorithm. A similar
concept is applied in steps 2–4, but the detailed methods are different. We also compared
NTU_PAM and PAMGuard, which is regarded as a standard of whistle detection.

Tracking cetaceans is another recent primary research subject. Janik et al. [20] deployed
three hydrophones to form a two-dimensional, triangular array in Beauly Firth, Northern
Scotland, U.K. The interhydrophone distances were 208, 513, and 506 m. An artificial sound
was then projected at a depth of 1 m. The time difference of signal arrival for each pair of
hydrophones became markers to conduct localization of a sound source. Wang et al. [21]
deployed a two-dimensional, cross-shaped array consisting of five hydrophones from the
side of the boat at a depth of 1 m in Pearl River Estuary, China, and Beibu Gulf of Guangxi,
China. The inter-hydrophone distances were 1.47, 1.54, 2.08, and 2.18 m. The boat followed
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the dolphin group at a close distance to receive the dolphin call, and they used the difference
in arrival time of a sound at each hydrophone pair to localize the targets. Wiggins et al. [22]
deployed a tracking high-frequency acoustic recording package (HARP) [23] consisting
of four hydrophones at 3 m above the seafloor offshore of Southern California to track
beached whales and dolphins. Wiggins et al. [24] also deployed four HARPs offshore of
Southern California to track whistling dolphins. Both of Wiggins’s methods used the TDOA
method. Building on the demonstrated effectiveness of TDOA for tracking and localization,
we utilized four hydrophone stations to form a kilometer-scale array for tracking the source
based on TDOA.

We designed an experiment that simulated different whistle types in the real field and
developed four PAM stations to track the artificial source. Four stations were deployed near
Taichung Harbor to record the simulated calls. After processing the detected algorithm,
finding the whistle time, and tracking the source, we compared the results from the
algorithm and the moving path of the boat carrying the sound source. In this study, we
developed an algorithm that does not require a trained model for the automatic detection
of the whistle. The algorithm is based on the time length and frequency band of the whistle
feature. Furthermore, the automatic detection algorithm and localization method were
combined as NTU_PAM. NTU_PAM can work as an auxiliary tool for MMO during the
daytime, and it can function as the main monitoring tool at night.

2. Whistle Detector Algorithm

Passive acoustic monitoring has been used widely in marine monitoring to amass
longitudinal data and requires high-efficiency algorithms to assist researchers in finding
the required file segments. We developed a whistle detector algorithm, which was then
improved according to Li’s prototype algorithm [25]. The algorithm can detect any creature
producing a whistle and the whistle’s detected frequency range, depending on the species.
There are six main processes in the algorithm:

1. Transfer time-series data to a spectrogram by short-time Fourier transform (STFT);
2. Remove the noise on the time axis of the spectrogram;
3. Remove the salt and pepper noise in the spectrogram;
4. Find the data point that satisfies the condition of the power spectral density (PSD)

and signal-to-noise ratio (SNR);
5. Extract data points using the features of whistles;
6. Cluster data points into different whistles.

A flow chart of the algorithm is shown in Figure 1. In order to present whistles clearly
on the spectrogram, some processes are based on image processing. Each process will be
described in detail. Figure 2 shows each step of the results.

 
Figure 1. Whistle detector algorithm flow chart.
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Figure 2. Each step of the results.

2.1. Spectrogram

We used the STFT [26], which adds a window function to obtain the frequency domain
information changed by the time domain. This establishes a frame to slide on the time
domain signal and extracts the signal in the frame, which convolves with the window
function to perform the Fourier transform. This information is used to produce the spec-
trogram. The window function is the Hamming window [27], the frame length is 0.01 s,
and the overlap is 90%. The STFT formula is shown in Equation (1), where w(t) is window
function and x(t) is raw data.

St, f =
∫ +∞

−∞
w(t − τ)x(t)e−i f tdt (1)

2.2. Denoising on the Time Axis of the Spectrogram

Whistle length is long compared to impulse noise; therefore, we use the moving
average method to remove impulse noise on the spectrogram. Every 20 points on the
time axis of each single frequency band are averaged to build a new spectrogram; the
formula is shown in Equation (2), where St, f is the original spectrogram and S′

t, f is the new
spectrogram after denoising.

S′
t, f =

1
20

19

∑
n=0

St−n, f (2)
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2.3. Removing Salt and Pepper Noise

A median filter, often used in image processing and a technique for nonlinear signal
processing, was used to remove salt and pepper noise [28]. The median of every 3-by-3
matrix on the spectrogram is calculated. The formula is shown in Equation (3), where S′

t, f is
the spectrogram after the denoising and S′′

t, f is the spectrogram after using the median filter.

S′′
t, f = median

(
S′

t+i, f+j

)
; i, j = −1, 0, 1 (3)

2.4. Satisfying PSD and SNR Conditions

Since a whistle is a narrow frequency band signal, with the occurrence of a whistle,
its PSD is much larger than that of the point whose frequency is very close to the whistle.
The definition of SNR in this study is shown in Equation (4). If the PSD is larger than
the PSD threshold and the SNR is larger than the SNR threshold simultaneously at a data
point, the data point will be replaced by one. If this is not the case, the data point will be
replaced by zero. The formula is shown in Equation (5). The new spectrogram Bt, f is a
binary image. The default value of the SNR threshold and the PSD threshold are 6 dB and
40 dB (re 1 μPa2/Hz), respectively.

SNR =
2S′′

t, f(
S′′

t, f+1 + S′′
t, f−1

) (4)

Bt, f =
1, SNRt, f ≥ SNRthreshold & S′′

t, f ≥ PSDthreshold

0, otherwise
(5)

2.5. Extracting the Whistle

As mentioned in Section 2.4, the whistle is a narrow frequency band and a continuous
signal. In this method, the nearby data points whose value is one are connected and labeled
as a segment. Next, two conditions are set: the frequency bandwidth threshold and the
time length threshold. Lastly, the segments whose frequency bandwidth is smaller than
the frequency bandwidth threshold and whose time length is longer than the time length
threshold are retained. The binary image Bt, f will be refreshed as a new image B′

t, f . The
default values of frequency bandwidth threshold and time length threshold are 300 Hz and
0.06 seconds, respectively.

2.6. Clustering

The k-means method [29] is used to cluster the data points in B′
t, f . According to

the difference of frequency and time, some of the whistle segments from Section 2.5 and
above are merged. If the time interval of two segments is smaller than 0.3 seconds and
the difference of frequency between two segments is smaller than 1 kHz simultaneously,
two segments will be considered as one whistle segment. After merging, the k (number
of clusters) is decided by the new number of segments. Each data point automatically
combines into k whistles by calculating Euclidean distance of frequency and time index in
B′

t, f . Each whistle’s start time, end time, start frequency, and end frequency are recorded
after k-means.

3. Localization Method

TDOA was used to track the whistle. We devised an experiment to track the moving
path of the artificial source by a whistle detector algorithm and TDOA.

3.1. Time Difference of Arrival (TDOA)

TDOA is often used in signal source positioning [30]. It only requires the received
signal time and the speed that the signal travels. Once the signal is received at the two
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receiving stations, the difference in arrival time can be used to draw the hyperbola of
possible location by the equation shown in Equations (6) and (7). If we have three receiving
stations, least two hyperbolas are produced, as shown in Figure 3, and their intersection
will be the signal source location. To realize this hypothesis, the receiving stations must be
time-synchronized.√

(x − x1)
2+ (y − y1)

2 −
√

(x − x3)
2+ (y − y3)

2 = c(t1 − t3) (6)√
(x − x2)

2+ (y − y2)
2 −

√
(x − x3)

2+ (y − y3)
2 = c(t2 − t3) (7)

where t1, t2, and t3 are the times when the same signal arrives at different hydrophones;
(x, y) is the position of the unknown signal source; and c is the sound speed from the local
sound speed profile.

Figure 3. TDOA schematic.

3.2. Taichung Harbor TDOA Experimental Configuration

We deployed four hydrophone stations near Taichung Harbor, an area where Indo-
Pacific humpback dolphins are extremely active [31,32]. The locations of the hydrophones
are shown in Figure 4, and the exact latitude and longitude are shown in Table 1. The
Beaufort Sea state was below 3, and the ambient noise is illustrated in Figure 5 as a
percentile level. The highest PSD was around 95 dB (re 1 μPa2/Hz) from 60–70 Hz on L50,
possibly produced by shipping noise, and the PSD from 3 kHz–10 kHz was around 65 dB
(re 1 μPa2/Hz).

Figure 4. Hydrophone station locations.
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Table 1. Latitude and longitude of hydrophone stations.

Station Latitude (N) Longitude (E) Depth (m)

J1 24.3305◦ 120.4788◦ 29.1
J2 24.3101◦ 120.4861◦ 28.7
J3 24.3305◦ 120.5259◦ 8.0
J4 24.2588◦ 120.4851◦ 11.0

Figure 5. Ambient noise percentile level: Ln is the noise level exceeding n% of the measurement time,
i.e., L50 is the noise level exceeding 50% of the measurement time.

The SoundTrap ST500 hydrophone recorder was used at point J3, and three Wildlife
Acoustics SM3M hydrophone recorders were used at points J1, J2, and J4. They were
deployed using the bottom-mounted method with sampling frequency set to 96 kHz.
To achieve time synchronization for all recorders, we produced an impulse signal as a
benchmark for correcting the time before deploying. To simulate the whistle of an actual
Indo-Pacific humpback dolphin, which features a frequency range of 3–9 kHz, three kinds
of artificial sound signals were employed: (a) rising frequency (5–9 kHz), (b) U-type
(9–5–9 kHz), and (c) decreasing frequency (9–5 kHz), with a time length of one second, as
shown in Figure 6. The source level (SL) was 160 dB (re 1 μ Pa at 1 m). The underwater
acoustic projector SQS-23 was placed at a water depth of 5 m (Figure 7), since Indo-Pacific
humpback dolphins often stay about 5 m below sea level [33]. Figure 8 shows where
the artificial sound signals were played, every 10 seconds for 10 minutes, in the 15 spots
(T1–T15) outside Taichung Harbor.

(a) (b) (c) 

Figure 6. (a) Rising frequency; (b) U-type; (c) decreasing frequency.
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Figure 7. Schematic of the installation position of the projector.

 
Figure 8. Locations of the signal sources.

3.3. Experimental Data Analysis Method

In this experiment, the SNR of the received signal was larger than 10 dB, exceeding
the NTU_PAM-recommended SNR threshold of 6 dB. The signals recorded by each of
the hydrophones at the four stations when the source was at point T10 are shown in
Figure 9. To find the artificial whistle within the sound file, NTU_PAM was used to extract
information, namely the start and end times from the raw data of the four hydrophones.
However, the extracted time information was not precise enough for TDOA. For increased
accuracy, the raw data of the start and end times of the whistle were directly analyzed
without being processed by the algorithm. The time of the J2 station was considered as the
central time, and cross-correlation analysis with the full frequency band raw data of the
central station and three other stations was performed to determine the time difference,
as shown in Equations (8) and (9), where X2 is J2 station’s whistle raw data; Xo is the
three other stations’ whistle raw data; R is the result of cross-correlation; and td is the time
difference, which was used to obtain the location of the signal source by the TDOA method.

R(τ) =
∫

X2(t)Xo(t − τ)dt (8)

td = max(R(τ)) (9)
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Figure 9. Received signal of each station when the source was at point T10. (a) J1 station; (b) J2
station; (c) J3 station; (d) J4 station.

4. Results

4.1. Comparison with PAMGuard

As mentioned, PAMGuard software is widely used in the field of marine mammal
observation. In this research, the performance of NTU_PAM and the Whistle and Moan
Detector module of PAMGuard were compared using the same hardware (an i9-9900 CPU
from Intel Corporation with 64 GB of memory). The test audio is a two-minute sound file,
rich in whistles and with a sampling frequency of 96 kHz, recorded near the sea area of
Yunlin, Taiwan [34]. We manually confirmed that the file contained a total of 33 whistles.

When the PAMGuard Whistle and Moan Detector’s parameters were set at a window
length of 2048 data points (0.02 s) and 1024 data points (0.01 s), and when the overlap ratios
were 50% and 90%, the NTU_PAM’s recommended window length was 0.01 s with an
overlap ratio of 90% and SNR set to 6 dB. As shown in Table 2, PAMGuard with settings of
window length at 1024 data points, 90% overlap ratio, and 6 dB SNR shows the closest result
of the 47 detected whistles to the manually confirmed 33 whistles. A total of 30 whistles
were detected by NTU_PAM.

Table 2. Comparison of results.

Algorithm Parameters Detected Numbers

Manually confirmed - 33

PAMGuard
Window = 2048
Overlap = 50%

SNR = 6 dB
79

PAMGuard
Window = 2048
Overlap = 90%

SNR = 6 dB
50
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Table 2. Cont.

Algorithm Parameters Detected Numbers

PAMGuard
Window = 1024
Overlap = 50%

SNR = 6 dB
91

PAMGuard
Window = 1024
Overlap = 90%

SNR = 6 dB
47

NTU_PAM
Window = 0.01 s
Overlap = 90%

SNR = 6 dB
30

4.2. Experimental Results

At least three signal receiving stations were used to calculate TDOA. When the inter-
section of the hyperbolic curves is plural, the center point is taken as the final judgment
location. To verify localization accuracy, GPS data from the experimental ship bearing the
sound source were compared to results from TDOA.

In the series of graphs in Figure 10, the blue dot is the hydrophone station position (J1,
J2, and J4), the red dot is the signal source position of the experimental ship’s GPS record,
and the yellow star is the TDOA positioning result. The results from the first experiment
testing the rising frequency (5–9 kHz) signal are shown in Figure 10a. The positioning
accuracy was higher when the sound source was nearer to the center positions J1 and J2
from the group of hydrophone stations. The nearest positioning points T4 to T11 showed
an average positioning error of 24.7 m, and the overall positioning error was 143.5 m, which
was affected by the lower accuracy of the outer point.

(a) (b) (c) 

Figure 10. (a) Result of rising frequency signal; (b) result of decreasing frequency signal; (c) result of U-shaped signal.

The second experiment was the decreasing frequency (9–5 kHz) signal, and its po-
sitioning trend was similar to the rising frequency signal (Figure 10b). It also showed
higher positioning accuracy when the signal source was close to the J1 and J2 stations. The
average positioning error of T4 to T11 was 44.8 m, larger than that of the rising frequency
signal, and the overall positioning error was 145.9 m. Finally, the U-shaped (9–5–9 kHz)
signal displayed a similar trend as the aforementioned signals (Figure 10c). The average
positioning error of T4 to T11 was 39.6 m, but the overall positioning error was the smallest
of the three signals at 116.1 m.
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5. Discussion

In the comparison between PAMGuard and NTU_PAM, the results were close to the
number of whistles that was manually confirmed and showed that both performed well on
whistle detection. The reason for the different numbers detected may be that PAMGuard
is a real-time auxiliary tool mainly provided to visual method researchers for detecting
the occurrence of a call; as such, it only needs a few window lengths of data to detect the
whistle. As to the amount of audio data required, NTU_PAM needs one second or more
of data to build a spectrogram and to initiate processing. However, PAMGuard may, at
times, break one call into several calls, as shown in Figure 11. According to the results,
NTU_PAM is suitable for to processing measurements captured over a longer duration,
and it proves as robust as PAMGuard.

 
(a) (b) 

Figure 11. Output results of rising frequency signals: (a) NTU_PAM; (b) PAMGuard with 1024 data points window length,
90% overlap ratio and 6 dB SNR.

In the localization experiment, the TDOA method proved useful for localizing the
whistle source. Figure 12 plots the errors of the three different types of signals at each
spot and indicates that the error is small when the source is inside the region of the four
hydrophone recorders (points T4–T11); when outside the region (points T1–T3 and T12–
T15), location was only approximate (Figure 13). The results of this experiment indicate
strengths in using the NTU_PAM for successful tracking of cetaceans.

 

Figure 12. Distribution of localization errors.
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Figure 13. Detection region consisted of hydrophones.

6. Conclusions

In this research, we devised and developed the NTU_PAM algorithm, which performs
whistle detection and whistle localization based on the TDOA method. The results showed
NTU_PAM is able to localize and track the whistle sound source with high accuracy. In the
future, MMOs can monitor the moving path of marine mammals via the visual method
combined with NTU_PAM, making it possible to monitor cetaceans without being limited
by daylight hours.
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Abstract: Underwater sound is modelled and mapped for purposes ranging from localised envi-
ronmental impact assessments of individual offshore developments to large-scale marine spatial
planning. As the area to be modelled increases, so does the computational effort. The effort is more
easily handled if broken down into smaller regions that could be modelled separately and their results
merged. The goal of our study was to split the Australian maritime Exclusive Economic Zone (EEZ)
into a set of smaller acoustic zones, whereby each zone is characterised by a set of environmental
parameters that vary more across than within zones. The environmental parameters chosen reflect
the hydroacoustic (e.g., water column sound speed profile), geoacoustic (e.g., sound speeds and
absorption coefficients for compressional and shear waves), and bathymetric (i.e., seafloor depth and
slope) parameters that directly affect the way in which sound propagates. We present a multivariate
Gaussian mixture model, modified to handle input vectors (sound speed profiles) of variable length,
and fitted by an expectation-maximization algorithm, that clustered the environmental parameters
into 20 maritime acoustic zones corresponding to 28 geographically separated locations. Mean zone
parameters and shape files are available for download. The zones may be used to map, for example,
underwater sound from commercial shipping within the entire Australian EEZ.

Keywords: underwater noise; sound propagation modelling; multivariate mixture model; acoustic
zone; ship noise; Australian EEZ

1. Introduction

Australia, continent and island country, has the third largest Exclusive Economic Zone
(EEZ) after France and the United States of America. Australia’s EEZ covers 8.5 Mkm2,
which is a rather large region to manage for a country with <25 M citizens. Management
of an EEZ involves administration, surveillance, and enforcement, as well as research
and planning [1].

In the era of blue economy, pressure on our ocean resources is increasing from in-
dustries that include fisheries and seafood, oil and gas, minerals, renewable energies,
biotechnology, defence, tourism, and transport. Concerns for the marine ecosystem range
from overexploitation to pollution. One aspect of pollution is marine noise. No blue indus-
try can proceed without the generation of underwater noise; and so ocean management
increasingly involves the assessment and regulation of marine noise emission [2].

The first step in the noise assessment and permitting process is typically the quantifica-
tion and charting of noise (to be) emitted. In many cases, the activity to be permitted might
be limited in time and space. For example, pile driving for bridge construction might last a
few weeks to months and occur right at the location of the bridge, ensonifying an area of
a few tens to hundreds of square-kilometres (e.g., [3]). Similarly, a seismic survey for oil
or gas might last several weeks, during which an array of seismic airguns is discharged
every few seconds and every few metres, covering tens to hundreds of kilometres of line
transects and ensonifying an area of hundreds to thousands of square-kilometres (e.g., [4]).
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In the case of shipping, the noise sources are distributed over the entire EEZ and
each ship emits noise continuously while en route. Quantifying this noise and charting the
ensonified areas is a big task. To be computationally practicable, the EEZ needs to be broken
down into a number of smaller regions that can be more efficiently and accurately modelled.
These smaller regions would ideally be defined based on their acoustic properties so that
one sound propagation model may be set up and applied throughout an entire region and
a different model set up for the neighbouring regions.

The propagation of sound in the ocean is affected by the hydroacoustic parameters of
the water, the geoacoustic parameters of the seafloor, and the bathymetry [5]. From the
sea surface to the seafloor, temperature and salinity vary, yielding site-characteristic sound
speed profiles in the water column. Changes in the speed of sound evoke changes in the
direction of sound propagation (via Snell’s law). Minima in sound speed as a function
of depth may give rise to sound channels within which sound may propagate with little
loss over vast ranges, crossing entire oceans. The more pronounced this minimum in the
sound speed profile is, the stronger the focussing of sound propagation paths about the
channel axis (which is located at the depth of the minimum sound speed). Above the axis,
the sound speed profile is downward refracting, below upward refracting. At the seafloor,
some of the sound is reflected back into the water and some sound is transmitted into
the seafloor. The amounts of acoustic energy that are reflected and transmitted depend
on the density and sound speed (i.e., both compressional and shear sound speeds) of the
seafloor and on the angle of incidence (hence, bathymetry). Regions with similar acoustic
properties will conduct sound in similar ways. It is thus both sensible and desirable to
partition the EEZ into a series of distinct acoustic zones, which was the goal of our study.

2. Materials and Methods

The idea was to cluster the hydroacoustic parameters of the water, the geoacoustic
properties of the seafloor, and the bathymetry such that a manageable number of acoustic
zones would emerge. As the upper water column parameters may vary over the course
of the year, season might affect the zoning. We selected values representative of the
austral winter.

2.1. Data

All the data were collated and projected to be on a common 10 × 10 km grid in UTM
coordinates for the Australian EEZ. The parameters that affect acoustic propagation and
the databases from which they were extracted are listed in Table 1.

The water column was characterised by sea surface temperature and salinity taken
from [6,7] and sound speed profiles [8]—all for the month of July. The latter was com-
puted with the formulae by Mackenzie [9] applied to monthly average temperature and
salinity data (as a function of depth below the sea surface) from the Generalized Digital
Environmental Model—Variable Resolution (GDEM-V) [10].

For the seafloor, compressional and shear sound speeds, compressional and shear
wave attenuations, and density were computed as a weighted sum from the %clay, %silt,
%sand, and %gravel measures [11], based on the geoacoustic properties of typical seafloor
materials (Table 1.3 in [5]). The %mud provided in [11] was split into %clay and %silt by
considering grain size from [12]. Sediment thickness was taken from [13]. It refers to the
combined thickness of unconsolidated and consolidated sedimentary layers. The Aus-
tralian continental shelf consists, where known, of a calcarenite seabed [14,15]. Bathymetry
was obtained from the Geoscience Australia bathymetry and topography grid [16]. The
slope is the gradient of the bathymetry and was calculated as the maximum rate of change
of the surface from the centre cell to its eight neighbours.
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Table 1. List of input and derived variables that affect sound propagation.

Group Variable Derived Variable Input Variable Source

Water Column
sea surface temperature sea surface temperature [6]

sea surface salinity sea surface salinity [7]

sound speed gradient profile sound speed profile [8]

Seafloor

compressional sound speed, shear sound speed, compressional
absorption coefficient, shear absorption coefficient, density

% clay

% silt [11]

% sand

% gravel

sediment thickness sediment thickness [13]

bedrock type bedrock type [14,15]

Bathymetry water depth water depth [16]

2.2. Clustering Model

The input variables to the clustering model were derived from the variables affecting
sound propagation (Table 1). The input variables representing the water column were sea
surface temperature and salinity, and parameterised sound speed gradients. The salinity
data had significant gaps in coastal waters. However, the speed of sound is a function
of salinity. Therefore, we estimated sea surface salinity from the speed of sound at 0 m
depth, by fitting a spatial generalised additive model as a tensor of sound speed at 0 m
and longitude, using the mgcv library in R [17]. With regards to the speed of sound at
deeper depths, the absolute speed at which sound arrives at a receiver does not matter
for cumulative noise mapping. What matters is how sound travelling along different
paths converges and diverges. The direction in which sound travels and the changes in
direction depend on the sound speed gradient (a vector quantity) over the water column.
We therefore parameterised the first derivative of sound speed at seven depth points (20,
40, 100, 200, 400, 1000, and 2000 m), and used these scalar quantities, together with sea
surface temperature and salinity, in the clustering model.

Representing the seafloor, compressional and shear sound speeds, compressional
and shear absorption coefficients, and density of the seafloor surface layer were highly
correlated, and so only the least correlated variables were used in the clustering model:
the compressional sound speed and the shear absorption coefficient. The sediment layer
(combined unconsolidated and consolidated) was thick across much of the EEZ. While only
the geoacoustic properties of the upper seafloor (<~200 m) matter much in underwater
sound propagation, there is rather little detail available on the ocean seafloor in general
(compared to information on ground geoacoustics on land). Hence, we decided to keep
sediment thickness in the clustering despite its relatively low variability across most zones.
The bedrock was assumed to not vary across the Australian EEZ and was, therefore, ex-
cluded from clustering. It should, however, be used for later sound propagation modelling.
Water depth (i.e., bathymetry) was the final input into the clustering model. Seafloor slope
was excluded, because it was large only along short and thin lines corresponding to the
edges of subsea canyons and had limited spatial variability everywhere else.

The clustering model was a multivariate Gaussian mixture model [18]. Let the p-
dimensional data of size n be denoted by y = {y, . . . yn,}, then each data point is modelled
by the probability density function

f (y; θ) =
g

∑
i=1

πi N(y;μi, Σi),
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where the mixing proportions πi are ≥ 0 and sum to 1, and where N is the multivariate
normal probability density function with mean μi and covariance Σi. Thus, the unknown
parameters are θ = {πi,μi, Σi} for i = 1, . . . , g. The model was fitted via the Expectation-
Maximization (EM) algorithm [19], implemented in R/C++. Mixture models provide
a flexible framework allowing any distribution to be used in the model. After some
preliminary analysis, we decided on one of the simplest parameterisations of a mixture:
normal distributions with equal diagonal covariance matrix Σ. This will favour elliptical
clusters of similar shape and size that have axes parallel to the variable axes. Although
this application is obviously highly spatial in nature, for simplicity, we chose to ignore the
spatial context of the data and cluster only on data values. The spatial correlation of the
underlying data meant clusters were generally spatially continuous.

We modified the mixture model to deal with the absence of deep sound speed gradient
values in shallow water. The water column sound speed vector is only as long as the water
is deep, and so at locations <2000 m deep, the deep sound speed gradient values were
absent. The likelihood at each location was calculated on the sound speed gradient values
that were defined at that location, and the number of dimensions of the normal density
was adjusted accordingly.

An important and difficult question in clustering is how many clusters there are in
the data. However, in this application, the number of clusters is not as important an issue,
because the goal was to discretise variables. That is, we are not necessarily looking for
clumps of denseness in the variable space, but rather wish to simply segment or discretise
the variables such that the data points within a segment are distinct from other segments
in multi-dimensional space. For example, if data were spread perfectly uniformly in space,
from a clustering perspective, this would be seen as not having clusters, whereas for
our purpose, we would hope to divide the data into a specified number of bins equally
sized in the parameter space. If we think of this analysis as discretising the variables, the
number of clusters is more a question of how accurately we wish to represent the data.
From this viewpoint, the answer is to use as many clusters (i.e., acoustic zones) as we can
practically manage in any subsequent acoustic mapping analysis. From the perspective
of future sound propagation modelling, the fewer zones there are to handle, the simpler
the modelling exercise. However, matrix sizes relative to typical computer random access
memory and computation time (which is a function of grid size and vessel density) limit
how large any one zone can be. In this application, we settled for a trade-off aiming at
20–30 acoustic zones for future acoustic modelling.

An overview of the clustering process is given in Figure 1. The EM algorithm requires
starting values. We used a combination of 100 random starts and 100 k-means to initialise
the algorithm. Each start was run for a set of 100 initial iterations and the start that gave the
best fit (highest likelihood) was chosen, and 1200 further iterations were done to refine the
result. The number of clusters was fixed at 20. This model was fitted using the 10 × 10 km
data and was then used to predict/allocate cluster labels for a finer 5 × 5 km grid. This
allowed for efficient and fast model fitting while producing a fine scale over a large area. In
post-processing, spatially disjoint areas were identified using the image analysis function
connectedComponents from the Rvision library, which is based on OpenCV [20] and disjoint
areas were then assigned different zone labels. Finally, any spatial zone less than 30,000 km2

in area was combined with the neighbouring or surrounding zone that was predicted most
likely by the mixture model’s posterior probabilities. This size limit corresponds to a radius
of just under 100 km, which is often the maximum range over which sound is propagated
in noise maps (e.g., [21,22]).
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Figure 1. Flow chart of the clustering process.

3. Results

The clustering model resulted in 20 acoustic zones, eight of which were represented
twice in geographically separated locations within the EEZ and so consequently there were
28 geographically separated zones. The 20 acoustic zones resulting from the clustering
model are mapped in Figure 2, while the distributions of input variables amongst zones
can be examined from the box-and-whisker plots in Figures 3 and 4.

When mapping some of the environmental variables across the zones (Figure 5),
a natural division of the clusters appears at the edge of the continental shelf (~250 m
bathymetric contour; Figure 5, Depth). The zone separation along the continental shelf is
not completely surprising given the abrupt change in depth along the continental slope. It is
further acoustically meaningful, given the importance of water depth in sound propagation.
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The inshore continental shelf was characterised by shallow water with a sandy seafloor,
and included five of the twenty zones—1, 4, 6, 10, and 20 (Figure 5, %Sand). Among these
zones, there was an expected latitudinal difference in the more dynamic variable of sea
surface temperature, and to a lesser extent sea surface salinity. Sea surface temperature
ranged from hot (tropical) in the North to cold in the South (Figure 5, SST). Salinity was
lowest in the Gulf of Carpentaria and highest at temperate latitudes (Figure 5, Salinity).

Zones 2 and 15 straddled shallow shelf and deep waters. Zone 2 occurred once within
the Gulf of Carpentaria and once offshore in the Northwest. The specifics of Zone 2 include
a high mud percentage (Figure 5, %Mud) and a very steep downward refracting sound
speed profile (Figure 6). Sediment thickness was the driving parameter in Zone 15, being
significantly greater than elsewhere (Figure 5, Sediment).

The offshore zones (3, 5, 7–9, 11–14, and 16–19) were characterised by deep water with
a mostly muddy seafloor. There was a latitudinal separation driven by gradual changes
in sea surface temperature, sea surface salinity, and water column sound speed gradients.
The southernmost and coldest zones (11 and 12) exhibited the least sound-focussing sound
speed profiles.

Table 2 summarises the features of the 20 marine acoustic zones of Australia. Table 3
presents the means and standard deviations of the acoustic zone parameters. As some of
the zones occur multiple times in separate locations (e.g., on the East and West coasts), we
also offer the acoustic zone parameters for 28 renumbered zones, so that geographically
split zones may be modelled separately with slightly better accuracy (see Appendix A).

Figure 2. Map of the 20 acoustic zones of the Australian Exclusive Economic Zone (EEZ) for
austral winter.
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Figure 3. Box-and-whisker plots of July sound speed profile gradients (in units of (m/s)/m) at selected depths, by zone
(x-axes show zone number).
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Figure 4. Box-and-whisker plots of various variables by zone (x-axes show zone number): Sea surface temperature (SST)
[kelvin], sea surface salinity [psu], compressional sound speed at the seafloor (Cp) [m/s], shear sound speed at the seafloor
(Cs) [m/s], compressional absorption coefficient at the seafloor (∝p) [dB/λ], shear absorption coefficient at the seafloor (∝p)
[dB/λ], density of the top seafloor layer [1000 kg/m3], thickness of the unconsolidated and consolidated sediment [m],
water depth [m], and seabed slope [degrees]. Variables used directly in the clustering model are in green boxes.
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Figure 5. Cont.
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Figure 5. Maps of selected physical variables with acoustic zones overlaid: Sea surface temperature
(SST), sea surface salinity, seafloor %mud, seafloor %sand, sediment thickness, and water depth.
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Figure 6. Sound speed profiles representative of the month of July, coloured by zone. The mean profile
for each zone is drawn as a line on top of all profiles within that zone, which are merely shaded.

Table 2. Interpretation of zones given by the clustering.

Zone Name Description

1 Northern Tropical Shelf Hot northern zone, shallow water with low salinity. Borders appear to align with salinity change.

2 Muddy Tropical Shallow Two areas of northern Australia, one offshore in the West and one in shallow water in the Gulf of
Carpentaria. Their predominant features are a muddy seabed, hot temperature, and low salinity.

3 Eastern Tropical 1
Excludes coastal waters but spans a range of depths. Separate from neighbouring Zone 5 to the
South by water column sound speed profile. Zones 1–3 and 20 have the steepest downward
refracting gradients. An abrupt change in salinity defines the border with Zone 1.

4 Tropical Shelf Exists on both coasts. Mostly shallow, sandy, coastal water. Hot temperature, medium salinity.

5 Eastern Tropical 2 Geoacoustic parameters drive the border with Zone 4, hydroacoustic parameters (i.e., sound speed
profiles) drive the borders with Zones 3 and 7.

6 Sub-Tropical to Temperate Shelf Exists on both coasts. Warm, shallow, sandy.

7 Eastern Sub-Tropical Deep Inner bound at continental shelf. Hydroacoustic parameters drive the separation from Zone 8.

8 Eastern Temperate Deep 1 Inner bound at continental shelf. High sea surface salinity. Less downward refracting than Zone 7.

9 Eastern Temperate Deep 2 Inner bound at continental shelf. High salinity. Less downward refracting than Zone 8.

10 Southern Temperate Shelf Shallow water bounded by the continental slope. High salinity. Sandy seafloor.

11 Southern Cold Covers shallow coastal Tasmania but also extends to deep water South-East of Tasmania. Cold
water with a strong surface duct in July.

12 Southern Cold Deep Most southerly zone. Cold. Less saline surface water than Zone 11. The least sound-focussing
sound speed profiles.

13 Great Australian Bight Temperate
Deep 1 Southern, cold, deep. Inner bound at continental shelf. Shallower yet thicker sediment than Zone 14.

14 Great Australian Bight Temperate
Deep 2 Southern, cold, deep.

15 Southern Thick Sediment An area (2 locations) between Zones 10 and 13 with very high sediment thickness.

16 Western Temperate Deep 1
Offshore with a sandy, shallower band resulting in different seabed acoustic properties from
neighbouring Zones 14 and 17. Sound speed gradients at 40–1000 m different from neighbouring
zones. Inner bound at continental shelf.

17 Western Temperate Deep 2 Inner bound at continental shelf. Cooler and more saline than Zone 18 to the North.

18 Western Sub-Tropical Deep Offshore, warm. Inner bound at continental shelf.

19 Western Tropical Offshore Warm-hot. Downward refracting July profile. Inner bound at continental shelf. Shallower than
Zone 2 to the North and Zone 18 to the South.

20 Western Tropical Shelf Shallow water. Wide, sandy continental shelf. Hot sea surface; strongly downward refracting.
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Table 3. Average (±SD) parameters of the 20 acoustic zones produced by the clustering model: Water depth, seafloor slope,
sediment thickness, compressional (cp) and shear (cs) speeds, compressional (αp) and shear (αs) absorption coefficients, and
density. λ is the acoustic wavelength.

Zone Depth [m]
Slope

[Degrees]
Sediment

Thickness [m]
Cp [m/s] Cs [m/s] αp [dB/λ] αs [dB/λ]

Density
[kg/m3]

1 51 ± 49 0.1 ± 0.5 990 ± 139 1635 ± 23 107 ± 9 0.80 ± 0.02 2.05 ± 0.18 1833 ± 45
2 2583 ± 2047 1.5 ± 2.4 917 ± 160 1584 ± 12 88 ± 4 0.84 ± 0.01 1.65 ± 0.10 1720 ± 26
3 2460 ± 1230 1.4 ± 1.8 580 ± 132 1617 ± 13 101 ± 5 0.81 ± 0.01 1.70 ± 0.09 1770 ± 24
4 94 ± 131 0.4 ± 1.0 1076 ± 230 1662 ± 23 117 ± 10 0.78 ± 0.03 2.17 ± 0.13 1882 ± 37
5 1773 ± 966 1.6 ± 2.2 764 ± 114 1624 ± 13 103 ± 5 0.80 ± 0.01 1.89 ± 0.09 1800 ± 23
6 146 ± 200 0.5 ± 1.2 1225 ± 194 1654 ± 16 113 ± 7 0.79 ± 0.02 2.24 ± 0.12 1878 ± 29
7 3354 ± 1085 1.8 ± 2.7 1163 ± 231 1603 ± 11 95 ± 4 0.83 ± 0.01 1.83 ± 0.10 1765 ± 24
8 3151 ± 1438 1.6 ± 2.5 976 ± 154 1603 ± 13 95 ± 5 0.82 ± 0.01 1.76 ± 0.11 1757 ± 26
9 3588 ± 1452 1.6 ± 2.6 1008 ± 287 1623 ± 15 102 ± 5 0.81 ± 0.01 1.93 ± 0.17 1803 ± 37

10 126 ± 265 0.5 ± 1.9 1727 ± 386 1650 ± 17 112 ± 7 0.79 ± 0.02 2.25 ± 0.12 1874 ± 32
11 3032 ± 1758 1.4 ± 2.4 1278 ± 316 1638 ± 13 108 ± 5 0.80 ± 0.01 2.06 ± 0.11 1836 ± 26
12 3821 ± 1057 1.9 ± 2.6 988 ± 490 1603 ± 22 95 ± 8 0.82 ± 0.02 1.77 ± 0.21 1758 ± 51
13 3899 ± 1505 2.0 ± 3.1 2401 ± 730 1580 ± 11 87 ± 4 0.84 ± 0.01 1.62 ± 0.12 1711 ± 27
14 5240 ± 364 2.3 ± 3.5 840 ± 498 1578 ± 9 86 ± 3 0.84 ± 0.01 1.57 ± 0.08 1704 ± 20
15 2157 ± 1413 2.6 ± 3.2 5848 ± 1120 1596 ± 30 92 ± 11 0.83 ± 0.02 1.73 ± 0.24 1745 ± 65
16 3616 ± 1252 2.5 ± 3.5 1339 ± 553 1597 ± 14 92 ± 5 0.83 ± 0.01 1.81 ± 0.16 1755 ± 36
17 4478 ± 1388 1.8 ± 3.4 1094 ± 317 1579 ± 6 86 ± 2 0.84 ± 0.00 1.60 ± 0.08 1708 ± 16
18 3180 ± 1587 1.9 ± 2.6 1163 ± 225 1586 ± 8 89 ± 3 0.84 ± 0.01 1.70 ± 0.10 1728 ± 22
19 1515 ± 692 1.0 ± 1.1 1269 ± 171 1591 ± 9 90 ± 3 0.84 ± 0.01 1.75 ± 0.10 1740 ± 22
20 135 ± 0134 0.3 ± 0.7 1200 ± 49 1655 ± 28 115 ± 12 0.78 ± 0.03 2.07 ± 0.13 1861 ± 40

4. Discussion

The acoustic zones are based on the clustering of hydroacoustic, geoacoustic, and
bathymetric variables. These three types of variables have different drivers and their spatial
patterns are quite different. Therefore, the clustering process is a compromise, which results
in different variables dominating the separation of different acoustic zones.

The water column parameters, on which the zones are based, vary with season (i.e.,
sea surface temperature, sea surface salinity, and sound speed). While we used parameters
from the austral winter, the clusters might be different in the austral summer.

The benefit of this clustering model is that we can predict the zones of new data;
for example, if we wish to increase the resolution. It is a useful feature of the clustering
approach that once the model has been developed, it can be used to predict zoning at
any grid resolution—as long as the environmental covariate data are available at that
resolution. However, when increasing the resolution, computational effort and time will
also increase. For example, modelling of acoustic propagation from ships in split zone 17,
a medium-sized zone with 16 340 source cells, took 55 h to complete, using full capacity
on a MacBook Pro laptop with a 2.9 GHz 6-Core Intel Core i9 processor and 32 GB 2400
MHz DDR4 memory (5 km resolution). Increasing to 2.5 km resolution added 20 h of
computation time.

The geographically separated (split) zones (Figure A1 and Table 1) are perhaps more
manageable in size than some of the unsplit zones (Figure 2). In particular, if sound
propagation modelling is required on only one of the coasts, using the split zones avoids
handling unnecessary regions. Having recomputed the means of the acoustic zone pa-
rameters, Table 1 offers slightly improved accuracy over Table 3, given the parameters are
presented in 28 instead of 20 clusters. When modelling small regions, accuracy may be
improved even further, by using raw, gridded acoustic parameters instead of their zone
means. However, most of the parameters are not available on a spatially fine resolution—
except for depth. Thus, while depth played an important role in the clustering, sound
propagation modellers will most likely use finer bathymetry data within each zone.

Having these zones, a sound propagation model can be set up for each zone separately
and sound sources (such as ships, seismic surveys, sonars, whales, dolphins, and fishes,
covering a frequency range from a few hertz to tens of kilohertz) can be modelled within
each zone. Noise maps can then be merged into an EEZ-wide map. At the zone boundaries,
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the sound from sources within one zone needs to be modelled into the neighbouring zones,
adding to the sound map of each of the neighbouring zones. Care must be taken not
to model any source locations near boundaries multiple times; in other words, source
locations must be uniquely mapped to a zone. The resulting area-wide maps can ultimately
inform the management of marine noise, identifying “hot-spots”. If noise maps are overlain
with habitat and species distribution maps, areas of concern (i.e., high biodiversity and
animal density, and high noise) and areas of opportunity (i.e., high biodiversity and animal
density, and low noise) will emerge, potentially informing the establishment of marine
protected areas [21,23,24].
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Appendix A

Figure A1. Acoustic zones after geographically separated zones were split and given a new zone label.
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Table 1. Average parameters (±SD) of the 28 spatially separated acoustic zones: Water depth, seafloor slope, sediment
thickness, compressional (cp) and shear (cs) speeds, compressional (αp) and shear (αs) absorption coefficients, and density.
λ is the acoustic wavelength.

Split
Zone

Zone Depth [m]
Slope

[Degrees]
Sediment

Thickness [m]
Cp [m/s] Cs [m/s] αp [dB/λ] αs [dB/λ]

Density
[kg/m3]

1 1 51 ± 49 0.1 ± 0.5 990 ± 139 1635 ± 23 107 ± 9 0.8 ± 0.02 2.05 ± 0.18 1833 ± 45
2 2 54 ± 9 0 ± 0.1 1013 ± 26 1599 ± 12 93 ± 5 0.83 ± 0.01 1.76 ± 0.10 1752 ± 26
3 3 2460 ± 1230 1.4 ± 1.8 580 ± 132 1617 ± 13 101 ± 5 0.81 ± 0.01 1.70 ± 0.09 1770 ± 24
4 4 118 ± 166 0.5 ± 1.3 876 ± 53 1654 ± 23 114 ± 10 0.78 ± 0.02 2.12 ± 0.13 1866 ± 37
5 5 1773 ± 966 1.5 ± 2.2 764 ± 114 1624 ± 13 103 ± 5 0.8 ± 0.01 1.88 ± 0.09 1800 ± 23
6 6 136 ± 166 0.6 ± 1.5 1100 ± 131 1659 ± 13 115 ± 6 0.78 ± 0.02 2.27 ± 0.11 1888 ± 21
7 7 3354 ± 1085 1.8 ± 2.7 1163 ± 231 1603 ± 11 95 ± 4 0.83 ± 0.01 1.83 ± 0.10 1765 ± 24
8 8 3151 ± 1438 1.6 ± 2.5 976 ± 154 1603 ± 13 95 ± 5 0.82 ± 0.01 1.76 ± 0.11 1757 ± 26
9 9 2590 ± 1398 1.1 ± 1.2 808 ± 138 1619 ± 7 101 ± 2 0.81 ± 0.01 1.85 ± 0.08 1789 ± 17
10 9 4375 ± 909 1.9 ± 3.3 1165 ± 275 1626 ± 18 103 ± 6 0.81 ± 0.01 2.00 ± 0.19 1814 ± 43
11 10 106 ± 176 0.5 ± 1.7 1741 ± 509 1655 ± 16 114 ± 7 0.79 ± 0.02 2.28 ± 0.12 1884 ± 29
12 11 3032 ± 1758 1.4 ± 2.4 1278 ± 316 1638 ± 13 108 ± 5 0.8 ± 0.01 2.06 ± 0.11 1836 ± 26
13 12 3821 ± 1057 1.9 ± 2.6 988 ± 490 1603 ± 22 95 ± 8 0.82 ± 0.02 1.77 ± 0.21 1758 ± 51
14 13 4389 ± 1310 2.4 ± 3.5 2768 ± 768 1579 ± 8 86 ± 3 0.84 ± 0.01 1.59 ± 0.07 1706 ± 17
15 14 5258 ± 380 0.9 ± 1.6 1099 ± 471 1575 ± 5 85 ± 2 0.84 ± 0.00 1.54 ± 0.04 1696 ± 10
16 15 1867 ± 1527 2.4 ± 2.8 5704 ± 1083 1606 ± 34 96 ± 12 0.82 ± 0.03 1.83 ± 0.30 1768 ± 77
17 10 133 ± 289 0.6 ± 2.0 1723 ± 333 1649 ± 17 111 ± 7 0.79 ± 0.02 2.24 ± 0.12 1870 ± 32
18 15 2406 ± 1256 2.8 ± 3.6 5972 ± 1137 1588 ± 23 90 ± 9 0.83 ± 0.02 1.65 ± 0.13 1726 ± 45
19 13 3674 ± 1535 1.8 ± 2.8 2232 ± 645 1581 ± 12 87 ± 4 0.84 ± 0.01 1.63 ± 0.13 1714 ± 30
20 14 5229 ± 353 3.2 ± 4.1 672 ± 439 1580 ± 10 87 ± 4 0.84 ± 0.01 1.60 ± 0.09 1709 ± 23
21 16 3616 ± 1252 2.5 ± 3.5 1339 ± 553 1597 ± 14 92 ± 5 0.83 ± 0.01 1.81 ± 0.16 1755 ± 36
22 17 4478 ± 1388 1.8 ± 3.4 1094 ± 317 1579 ± 6 86 ± 2 0.84 ± 0.00 1.60 ± 0.08 1708 ± 16
23 6 156 ± 229 0.4 ± 0.8 1349 ± 164 1648 ± 17 111 ± 7 0.79 ± 0.02 2.21 ± 0.12 1867 ± 32
24 18 3180 ± 1587 1.9 ± 2.6 1163 ± 225 1586 ± 8 89 ± 3 0.84 ± 0.01 1.69 ± 0.10 1728 ± 22
25 19 1515 ± 692 1.0 ± 1.1 1269 ± 171 1591 ± 9 90 ± 3 0.84 ± 0.01 1.75 ± 0.10 1740 ± 22
26 4 65 ± 54 0.1 ± 0.2 1319 ± 81 1671 ± 20 121 ± 9 0.77 ± 0.02 2.24 ± 0.11 1901 ± 24
27 2 3244 ± 1782 1.9 ± 2.6 891 ± 170 1580 ± 8 87 ± 3 0.84 ± 0.01 1.62 ± 0.08 1712 ± 19
28 20 135 ± 134 0.3 ± 0.6 1200 ± 49 1655 ± 28 115 ± 12 0.78 ± 0.03 2.07 ± 0.13 1861 ± 40
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Abstract: While the effects of sound pressures in water have been studied extensively, very much
less work has been done on seabed vibrations. Our previous work used finite element modeling
to interpret the results of field trials, studying propagation through graded seabeds as excited by
impulsive energy applied to a point. A new simulation has successfully replicated further features of
the original observations, and more field work has addressed other questions. We have concentrated
on the water-particle motion near the seabed, as this is well known to be critical for benthic species.
The evanescent pressure sound fields set up as the impulsive vibration energy passes are expected to
be important for the local species, such as crabs and flatfish. By comparison with effects occurring
away from boundaries, these seismic interface waves create vigorous water-particle motion but
proportionately less sound pressure. This comparative increase ratio exceeds 12 for unconsolidated
sediment areas, as typically used for piling operations.

Keywords: seismic interface waves; dispersion; water-particle velocity; seabed vibration

1. Introduction

1.1. The Need for More Research into Seabed Vibration

Sound pressure waves within the marine environment are regularly monitored and
regulated to minimize adverse effects on marine life [1–6]. In contrast, few authors have
raised concern over the potential effects of seabed vibration. The topic is more complex for
many reasons. First, there are a large range of seabed types. Many measurements have
been made, and the reviews by E.L. Hamilton [7] have been found useful. This work has
concentrated on flat areas of saturated sediments.

Where seabed structures have been considered in acoustic modeling, most consider
the seabed to be a fluid, as did Heaney et al. [8]. This reduces the complexity of the
calculation, but also misses many of the effects discussed here. There have been other
approaches to modeling the seabed structure that will be discussed later. Hawkins et al. [9]
have called for a better approach.

The initial work was driven by a desire to understand measurements made at various
sites, as well as effects reported in the literature. The relatively simple propagation in
the open water environments inhabited by the more charismatic species, such as marine
mammals, is here contrasted with highly selective and delayed propagation through the
sediment structure. There are some useful analogies with the ducted pathways found
in the ocean, such as the mixed-layer water-surface duct described by Urick [10]. If the
surface waters are isothermal, the refraction of sound is controlled by a gradual increase of
the speed of sound with depth as the pressure rises. This causes energy to be returned to
the sea surface following circular pathways, and reduces the geometric attenuation with
distance near the surface. However, attempts to use this increase for communication are
affected by unpredictable converging paths.
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1.2. The Issues Addressed in the Paper

The paper is structured as follows: We discuss the choice of physical models and
the care required to obtain valid results with the transient finite element (FE) modeling
technique. We then present summary results from the ongoing research with some new
conclusions regarding the predicted effects on those creatures inhabiting the benthic region
in and on the seabed. We compare results with the mathematics of continuous waves.
A separate section will discuss some additional measurements made to study the water
motion induced by seismic interface waves in a reservoir.

2. Using Models to Understand the Observations

2.1. Modeling the Physical Environment

A quantitative study of seabed propagation requires the adoption of a physical model.
One proposed by Lord Rayleigh [11] used an infinite interface, such as a horizontal division
of all space. Rayleigh assumed a uniform solid under a vacuum. He showed how the
waves that travel along this idealized interface show many properties of earthquakes. Such
seismic interface waves create coupled horizontal and vertical motions with a characteristic
difference in phase. Later, Scholte [12] added a fluid upper half-space with similar results.

A notable flaw in these models is the lack of any dispersion. Observed seismic interface
waves are seen as wave packets (see Stein and Wysession [13]), wherein various frequency
components travel at different speeds. Typically, a short packet becomes extended in its
duration, so that the peak intensity is reduced as the energy is distributed in time.

As pointed out by Shearer [14] and Achenbach [15], dispersion does not occur in either
of the half-space models of Rayleigh or Scholte. We used a more realistic half-space model
from our earlier work [16] with gradually increasing material stiffness with depth. This
is seen to support vibration wave modes that travel at different speeds. However, in this
work we also compared these modes with those created by a sharply layered substrate.
Results from this layered model contrasted strongly with those of the graded sediment
model. A layer of much stiffer material, with its second distinct interface, created a defined
depth with a strong effect on the modal structure of the response.

2.2. The Smoothly Graded Sediment Model

The graded half-space model is based on the Scholte model [12], but with a steady
increase of the solid material stiffness with depth below the seabed, rather than a uniform
material. This stiffness can be described by the speed of shear waves, Vs, as propagated
within a uniform material. Material properties can be defined by this and the speed
of compressive waves, Vp, plus the solid density, ρs. Published data was reviewed by
Hamilton [7] in this format to provide a range of measured seabed properties. We set a
constant solid density of 2250 kg/m3,, which was not found critical. Vp, the value of the
solid compressive wave speed at the interface, was set at 1520 m/s. The water density was
set at 1000 kg/m3, while the speed of waves in water, cw, was set at 1500 m/s. Again, these
are not critical properties.

Unlike the model proposed by Godin and Chapman [17] we specified a step change
of material shear speed, Vs, at the interface, followed by a linear increase with sediment
depth, rather than their power-law increase, with its imperceptible initial change at the
interface. Our choice of parameters was based on Hamilton’s data, mainly lying within the
considerable variation he described. The initial fit by Hazelwood and Macey in 2016 [18]
was simplified for the 2018 paper [16] to a linear increase of Vs with depth d. The function
Vs(d) then has a gradient, gr.

Vs (d) = Vs(0) + gr d (1)

Typical gradients of around 4 (m/s)/m were also discussed in Jensen et al. [19].
Specifying this parameter creates an energy duct with some similarities to the surface
mixed water duct described by Urick [10]. The linear gradient gives rise to refraction of
wave energy back towards the interface, where it combines to form seismic interface waves.
These trap the energy as an elastic wave travelling close to the interface. Our studies used
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transient finite element techniques (FE) to show the nature of the coupling of the solid
motion with that of the adjacent sea water. Note that we did not specify any absorption, or
consider the effects of gravity. We considered the material within each element as isotropic
without the internal structure described by the Biot theory [20]. We are only studying
wavelengths much bigger than the element size.

We can define the graded physical model with one additional condition, that of
Poisson’s ratio at great depth. In our model, this tended towards a value of 0.25, creating
a solid similar to granite, a type known as a Poisson solid. This controlled the increase
in Vp with depth as set out by Hazelwood and Macey 2018 [16]. These few parameters
were judged to be reasonably realistic, and their consequences were used to make useful
predictions, some of which remain to be tested.

2.3. The Sharply Layered Model

The smoothly graded model can be contrasted with a sharply layered model, wherein
different adjacent layers have quite different material properties, rather than a gradual
change. Such models are much used by seismologists, as the reflected waves yield useful
information on the location of minerals, but we are more interested in the seabed interface
and its substrate.

We investigated this using the mathematics given by Fahy [21] for a flexural wave
excited in a steel plate, which then excites an adjacent fluid volume. This would apply
equally to a rock layer, but we have kept the steel layer, with its well-defined material
properties, for our computer analysis and comparison of the FE results with continuous
wave theory.

3. The Mathematics of a Continuous Evanescent Pressure Field

Most available mathematics use continuous waves with no start time that extend
throughout all space, but yield convenient mathematical forms such as the sine wave.
They can be compared to excitation by an impulse, such as that used for our computer
modeling. The mathematical nature of these pressure fields was discussed by Fahy [21].
He showed that when the speed of the solid wave is less than that of the pressure wave in
the adjacent fluid, there will be no radiation of energy from the plate into the fluid. The
resultant exponential decay of the acoustic pressure with increasing distance from the plate
is described as an evanescent field.

The decay can be described by a field thickness δ. While both particle velocities and
pressures decay at the same rate, it is convenient to consider the variation of the acoustic
pressure, p:

p = p0 e−
z
δ (2)

The pressure at the interface p0 will have dropped to a fraction 1/e when the dis-
tance from the interface z is equal to δ. This field thickness will vary with the oscillatory
frequency and other parameters. This exponential decay is similar to the “skin effect” of
electromagnetic theory.

The evanescent field thickness is proportional to the wavelength of the interface wave,
λ:

δ =
λ

2π
√
(1 − ( cd

cw
)

2
)

≈ λ

2π
when

cd
cw

is small (3)

where cw is the compressive water wave speed and cd is the particle displacement interface
wave speed. This equation has been reconfigured to use the wavelength, λ, from Fahy’s
original, which used the wavenumber. When cw >> cd, δ becomes close to λ/2π, the inverse
of the wavenumber, k, for the wave being driven along the solid interface, is given by:

k =
2π

λ
=

2π f
c

(4)
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In Equation (3), Fahy’s wavenumber ratio has been replaced by a ratio of wave speeds.
Since both waves have the same frequency, f, their ratio is the inverse of the wavenumber
ratio.

4. Results from Transient Finite Element (FE) Modeling

4.1. The FE Graded Model

Unlike an infinite physical model, the FE mesh is finite. We created a set of elements
by defining a data file of their properties for the computation. These small contiguous
blocks had specified isotropic material properties, which were then subjected to small
elastic deformations by the imposed force. These deformations were transmitted from
element to element by a large number of elastic responses between the elements. The FE
process is linear, in that if the force is doubled, all responses are also doubled. We thus
used an arbitrary 1 MN peak force to generate realistic responses. A benefit of the transient
analysis is the ability to use an impulsive excitation force. This has to be kept short in both
time and space to avoid unwanted errors, but will track changes with time. We used a
more flexible impulsive force for this work than those we used previously.

The FE model was a pair of stacked discs, shown in cross-section in Figure 1. The
lower disc was solid, with a depth usually specified as 128 m, of which just over 2 m
is shown, but the disc radius varied, often set to 256 m. Many thousands of elements
were defined, with the smaller elements shown by the grid in this figure being 0.125 m
square. These needed to be kept small compared with the wavelength. By doing so, the
discrete divisions between the elements had little effect, and the FE model could simulate
the continuous variation in material properties of the physical model.

The displacement waves are shown by an exaggerated deformation of the interface.
Here, five troughs or dips are shown with a wavelength of approximately 12 elements or
1.5 m. The upper disc is water, with a depth of 16 m, of which the lower 1.7 m is shown.
Note that this model assumed axisymmetry, with no circumferential variation.

Defined points in the FE model are called nodes, corresponding to particles of solid
or water. Node 700 is marked on the interface. This is halfway out from the centre at
128 m radius. Node 920 is within the water at 0.5 m above the interface. More effort was
placed on the analysis of such nodes in this paper than in our previous work. The primary
calculation for these acoustic elements is of the acoustic pressure, but postprocessing can
be done to recover the water-particle motion.

4.2. The FE Layered Model

The layered physical model is more easily rendered by the FE technique, as the
substrate layer is finite. Steel was used, with its well-defined material properties, but the
mathematics will be similar for a rock layer.

The diameter was made large enough to be able to avoid confusion between the
outgoing wave and the return after a reflection at the circumference. This FE model will be
referred to as the tank model, representing a 16 m deep water tank of diameter 512 m with
a 0.125 m thick steel base. Excitation forces were applied downward to the tank centre,
using low frequencies (e.g.,16 Hz) to create an evanescent pressure field in the water near
the bottom.

Although the motion of the steel plate was primarily vertical, the adjacent water
motions retained the substantial horizontal velocities of the graded model. This indicated
that these water-particle velocities were a consequence of the intrinsic fluid mechanics
within the evanescent field, and were independent of the horizontal motion of the solid
below. The fluid as modeled had no viscosity.
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Figure 1. An enlarged view of a section through the FE model shows two parts. The upper section
has been processed as a fluid (water) to give a distribution of acoustic pressures. The lower section
has been processed to show the deformation of the solid. A colour barcode shows the range of the
vertical displacements, from +0.4 mm to −0.4 mm. The upper section was connected by computation
to the lower section to create the acoustic pressure range ±20 kPa. This snapshot view was at a time
of 1.2 s, after 6000 computational time steps had been completed.

4.3. The Nature and Influence of the Energy Source

Both the graded and layered FE models were excited by a force applied as a downward
thrust at the centre of the substrate disc. This was chosen to represent the actions of a pile
driver or dredger. However, there was limited realism in this choice. The FE method had
difficulty in modeling a cutting action. Both piling and dredging require the rupture of the
seabed material, and this was outside the scope of this work. However, the elastic waves
as modeled showed most features of the observed seabed vibrations, so we studied the
propagation from the idealized thrust to the consequent motion.

The displacements of the particles as shown in Figure 1 created two particle velocity
components, described henceforth as upward and outward. In contrast, the applied thrust
was only vertical, and applied to a point at the centre of the model. The horizontal velocities
that were integral to the seismic interface wave structure were thus generated within the
model, as the energy was converted from that of a vertical thrust into a two-dimensional
velocity vector. There was no circumferential velocity in this axisymmetric model. This
conversion process may have some similarity to the process that converts a fluctuating
volume source (a “simple source” as described by Kinsler et al. [22]) into a plane pressure
wave within open water. This is usually described by comparing the simple physics of
the near field to that of the far field, with a more complicated structure as the conversion
proceeds.
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4.4. The Energy-Source Time Profile

Our 2016 work used a polynomial variation of thrust with time over a defined period,
designed to limit the acceleration values. For the 2018 work, this was changed to a Ricker
pulse, an infinite pulse profile, with very low values at times well away from the peak. The
profile was truncated at a time when the level was extremely low.

Both these pulse forms have been replaced in this work by a truncated windowed
cosine form. The cosine form was windowed by a Gaussian “bell” curve, as seen in Figure 2.
In addition to the cosine frequency f, set here to 40 Hz, the bell curve was specified by a
time width, tw, and a peak time, t0. The peak amplitude force F was set at an arbitrary
K = 1 MN. Here, the window width tw = 0.0226 s.

F = K e−(
t−t0
tw )

2

cos 2π f (5)

 
Figure 2. An example of a time profile used in recent FE work.

The envelope form is shown in Figure 2 by the bold black line, while the applied force is
shown by the lighter grey line. This improved impulse driver allowed the frequency of the
propagated displacement wave to be set. However, it was not based on any measurements
of piling action, but rather adopted to replicate features of the observed waveforms.

4.5. The Time Profile of the Response

The form of the time response is shown in Figure 3 at two positions, 64 m and 128 m
from the centre of the model. The response at a radius of 128 m was taken at node 920,
which is labeled in Figure 1. The water-particle kinetic energy depended on the particle
speed, a scalar found by combining the upward and outward velocity components.

Notably, it was the time profile of the particle speed that followed the form of the
applied impulse window function, the envelope shape of the wave packet. This bell shape
was seen to propagate unchanged from the node at radius 64 m to that at 128 m. In contrast,
the individual velocity components of the displacement wave followed the more rapid
oscillations of the applied force. At different positions, the peaks and troughs of the two
components occurred at different times within the envelope. This was a consequence of the
displacement wave speed being faster than the speed of the envelope. This behaviour is
well documented for other branches of physics, in which they are referred to as the “phase
velocity” and “group velocity”, respectively. These include ocean surface waves, controlled
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by gravity, where the wave structure is highly dispersive, with a characteristic ensuing
chaotic motion.

 
Figure 3. The response of the FE graded model to a Gaussian windowed cosine impulse is shown
at two positions, each plotted against time. The two velocity components (upward (dark blue) and
outward (mauve)) are combined to show the vector magnitude, the particle speed (black). The
pressures (light blue) at this height (0.5 m above the seabed) matched the shape of the outward
velocity component.

4.6. Dispersive and Nondispersive Groups: A Comparison with a Dispersive Substrate

Dispersive mechanisms are best displayed using animations, and good examples are
available online from ISVR [23], and also on Wikipedia as “phase velocity”. As shown
in Figure 4, these wave packets can propagate without dispersion, but with the packet
continuously changing in form as the peaks apparently move through the envelope. The
stability of the bell shape was tracked in our models for more than a 500 m range, showing
that there was no dispersion within the packet.
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Figure 4. The difference between a dispersive wave packet and a nondispersive wave packet. The
latter shows a uniform frequency content, and remains compact as it travels.

The observed structure of the groups or modes generated within the graded sediment
substrate could be compared with a dispersive substrate, that of a steel tank base. Trans-
verse (here, “upward”) vibrations within such plates will radiate sound into an adjacent
fluid space if the wavelength within the plate is larger than the corresponding wavelength
within the fluid. However, if the wave speed within the vibrating solid is less than that of
the compression waves within the fluid, an evanescent pressure field is set up in the fluid
near the interface.

The steel baseplate of the tank model was made 0.125 m thick to give a suitably
slow speed for 16 Hz flexural waves, a frequency commensurate with results for the
graded seabed model. The solid motion was predominantly vertical, but the water particle
response shown in Figure 5 had both horizontal and vertical motion.

Figure 5. A water-particle response in a dispersive-tank model. The envelope is no longer symmet-
rical with time, being stretched on its trailing edge by dispersion in the flexural waves of the tank
baseplate.

The underlying dispersion is described by the mathematics of the flexural (bending)
waves being driven in the baseplate, as given by Fahy [21]:

c2
b = 2π f

√
D
m

(6)
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The propagation speed, cb, for these bending waves is dependent on the frequency,
f, as well as the material properties, including the mass per unit area, m. The bending
stiffness D is given by the Young’s modulus, E; the Poisson ratio, ν; as well as the plate
thickness, h. (Timoshenko et al.) [24].

D =
E h3

12 (1 − ν2)
(7)

The dispersive character could be clearly seen in snapshot views of the impulsive
wave train as it propagates.

At 0.35 s, the wave train was well established, seen in Figure 6 as a snapshot including
node 600 at radius 64 m. The acoustic pressures in the water were well correlated with the
deformation of the adjacent steel plate.

 
Figure 6. A snapshot view of the flexural wave as an exaggerated displacement of the baseplate.
This is shown as a horizontal black line between its exaggerated displacements, in colour, peaking at
50 μm. The water finite element edges are not shown here, but a set of monitor nodes are numbered
in the water column up to the water surface (16 m deep). The oscillating pressures covered a range
±3 kPa.

In Figure 7, at 0.8 s the pulse has moved out from node 600 to include node 800 at a
192 m radius. The strong dispersion dramatically increased the length of the wave train.
This view had a reduced magnification, with the extended wave train almost extended to
the edge of the FE model at a 256 m radius. Note the lack of significant reverberation at
this time.

4.7. A Comparison of Different Modes in the Graded Model

The bell envelope shown in Figure 3 occurred again (Figure 8), showing two separate
bell-shaped modal envelopes in water. The variation with time of the water particle velocity
components were plotted, as was the vector magnitude, the particle speed.
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Figure 7. A second snapshot at 0.8 s also shows the numbered nodes at the edge of the model at a 256 m radius.

Figure 8. A time series from 1.5 s to 2.4 s shows an early mode that is less intense.

The early mode data in Figure 8 was selected (1.5 s to 1.95 s) and plotted as a hodograph
below the time series. This shows the locus of the motion of the water particle as the early
mode passed. A second hodograph shows the data for the period 1.95 to 2.35 s, after a brief
moment of inactivity.
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This hodograph data display was so named by W.R. Hamilton [25], and provided
additional insight into the motion. Unlike the solid motion, the water particles followed a
nearly circular path. As more cycles were included within the envelope, more circuits were
observed. For a continuous wave, a single circle would be followed repeatedly, but for an
impulse, the motion had to start and stop at the origin.

The arrows show the direction of circulation, which is described as retrograde, with
the horizontal velocity being at a maximum in the direction of the source at the moment
the upward displacement was at a maximum.

In Figure 9, the motion of a solid particle at the interface is shown. Now the hodographs
are highly contrasting both in shape and direction. The less-intense early mode travelled
faster (~140 m/s) than the more intense mode, which was slower (~117 m/s).

 
Figure 9. The time series for a solid particle at the interface is shown for the same period of
1.5–2.4 s. Two periods were selected for the hodographs shown below, which differ in both shape
and circulation direction.

The more intense retrograde mode is that which we previously studied, but we
intended to further investigate the prograde mode, which cannot exist in the Rayleigh
half-space model, but propagates stably in the graded half-space.

In Figure 10, both hodographs are prograde, but with contrasting shapes. These
examples show how the graded model dispersed energy between modes, but we found no
evidence of dispersion within individual modes. In 2018, we showed this by tracking their
peak intensities against travel time. There was a good fit for the cylindrical spreading of
peak energy, as the wave circumference increased without dispersion.
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Figure 10. At greater depths, such as 2.5 m below the interface, both modes became prograde.

For the later mode, a change in direction of the solid motion occurred at a critical depth
(~1.1 m) below the interface. Here, there was no horizontal motion. This phenomenon
was described by Rayleigh for the interface waves in a solid half-space, and this similarity
showed how the later mode in the graded seabed model was a version of the “Rayleigh
wave”. The existence of prograde waves at depth was thus expected, but the Rayleigh
theory only predicted retrograde motions at the surface with no dispersion.

In contrast, the energy in the graded model was dispersed into at least two modes
that travelled at different speeds, and thus reduced the intensity to be found at a distance,
but this dispersion was still much less than that to be expected over a layered seabed.

4.8. The Contrasting Group and Phase Velocities

Time profiles at two positions were used to measure the travel speed. The Gaussian
envelope bell form helped by allowing a precise fit to the data extracted from the FE
analysis. This speed was found to be 117 m/s when the material shear speed, Vs(0), at the
interface was specified as 128 m/s. This ratio of 91.4% can be compared with the interface
wave speed for the Rayleigh model given by Achenbach [15] as varying from 86.7% to
95.5% dependent on the Poisson ratio of the uniform solid in the half-space. We estimated
the precision of our measurement at ±0.5 m/s, but recognize the uncertainty of the FE
procedure, which depends on the accuracy of many successive calculations.

A mathematical analysis of the impulse clearly would be better, if one could be found
to give a closed-form solution. However, a discussion with Godin (private communication)
suggested that his published method [17] for a power-law depth profile cannot cope with
the step change at the interface of our model.
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4.9. The Influence of the Depth Profile Gradient on the Speed of the Displacement Wave

The gradient of the material shear wave speed with depth has been found to influence
the speed of the displacement wave, cd. We know that the greater this depth profile
gradient, the more rapidly the wave energies are refracted back to the interface.

Figure 11 shows a snapshot view that was used to measure the wavelength. With a
specified frequency of 80 Hz, this determined the displacement (or “phase”) wave speed.
The smallest elements in this fine-mesh density model were only 0.0625 m wide.

 
Figure 11. By increasing the mesh density and frequency, the wavelength can be better measured.

Five whole waves were selected, and the corresponding number of elements was
found to be 119. This gave a wavelength of 1.4875 m and a wave speed of 119 m/s. The
gradient in this model was 4 (m/s)/m. FE models in a sequence were run, each with
different values of the gradient. The results are shown in Table 1. They were of limited
precision, estimated at ±0.5 m/s, but showed a clear trend.

Table 1. The variation of wave speed with depth profile.

Shear Speed Profile Gradient, gr, (m/s)/m 2 4 6 8 10

Displacement wave speed, cd, m/s 118 119 120 120.7 121.7

Improved methods for using the FE methodology to determine cd are being considered,
including better postprocessing. The precision was increased by using a finer mesh density,
but at the expense of much longer run times and large data files.

Making these changes also helped to show that the results were not an artifact of the
modeling process. Other checks on the validity of the FE process include changing the
boundary conditions of the FE model. A change from a rigid boundary (no motion) to a
soft boundary (no forces) would change the phase of any reflected waves, so that the extent
of any such reverberation can be monitored and shown not to affect the conclusions.

4.10. The Evanescent Form of the Associated Pressure Fields in the FE Modelling

Figure 1 shows the distribution of acoustic pressures within the water as the wave
passed. A rapid reduction in amplitude is shown by the green coloration well away from
the interface. This distribution was typical of an evanescent field. No energy was radiated
away from the interface, with the stored energy being supplied by the travelling seismic
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interface wave, and recovered for onward transmission, assuming there were no losses. In
practice, there will be absorption, as the acoustic energy is converted to heat, but that will
depend on the local circumstances, and was not modeled here.

Figure 12 shows the acoustic water pressures as a function of the height above the
interface. Notably, the waveforms of these time profiles were all in alignment, with peaks
occurring simultaneously.

 
Figure 12. The pressures created at a distance of 256 m from the source are shown at different heights
above the seabed. They oscillated simultaneously, independent of height.

The good fit to the straight line of the continuous wave theory in Figure 13 shows that
the evanescent water field followed an exponential decay within this FE model. The field
thickness was 0.6 m for the fitted line, shown for a frequency of 32 Hz. The deviations at
greater heights were due to reverberation in the model, but were small compared with the
pressure levels at the interface.

 
Figure 13. The pressure amplitudes (peak to peak) plotted on a log scale against height.

The displacements below the interface were also shown to be evanescent, with an
eventual exponential decay occurring at depths >10 m, but these fields were more compli-
cated than those in the water above. Different modes travelled at different speeds, with
changes in the direction of the motion at defined depths, as can be seen in contrasting
Figures 9 and 10. However, the simpler evanescent water pressure field was independent
of the horizontal motion of the solid.
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4.11. Linking the Acoustic Pressure and the Horizontal Water-Particle Velocity

For continuous plane waves in open water, well away from boundaries, the ratio
of acoustic pressure to the water particle speed is called the specific acoustic impedance
(Kinsler et al. [22]). This is a scalar, dependent on the water density, ρw. Only compression
waves are propagated in a fluid, and the particle motion lies along the direction of energy
propagation, so that the speed is just this velocity component. However, in an evanescent
field, the water particles move with velocities that have components in multiple directions.

It is then appropriate to use the inverse of the impedance, the admittance, as a complex
vector, which is the water-particle velocity vector, u, divided by the scalar pressure, p. The
complex vertical admittance component is imaginary, the pressure waveform is out of
phase with the vertical velocity, and there is then no work done on the fluid by the motion of
the solid (Fahy [21]). We denoted the vertical velocity component as uv and the horizontal
component as uh.

Then, the vertical admittance becomes:

uv

p
=

j
ρwcd

√
(1 − (

cd
cw

)2) (8)

The horizontal admittance is a real quantity and derived in the same way as that for
continuous plane waves (Kinsler et al. [22]), but is dependent on the displacement wave
speed, cd.

uh
p

=
1

ρwcd
(9)

The square root term in Equations (3) and (8) can now be considered as a “shape
factor”, since it will control the shape of the water-particle hodographs. When cw >> cd,
this factor is close to unity, and the hodograph is circular, but as the ratio decreases, the
hodograph becomes elliptical with comparatively reduced vertical motion.

4.12. A Comparison of Water-Particle Motions in the Evanescent Field to Those in Plane Waves

With the knowledge that it is the water-particle motion that is sensed by many subsea
creatures, it is common to infer this parameter from a measured acoustic pressure, using
the specific acoustic impedance, ρwcw. However, this inference is invalid when the acoustic
pressure is created by a seismic interface wave and the displacement wave speed, cd, should
be used in place of cw.

It is convenient to use a unitless velocity-to-pressure ratio (VPR). This is done by
comparing the evanescent field horizontal admittance to the value for acoustic plane waves
in open water. From the data shown in Figure 3, we found a VPR just over 12.0 for the
windowed wave packet used.

In contrast, if we used Equation (9) for a continuous wave, with the value for cd of
119 m/s for a value of gr = 4 (Table 1) and a value of cw = 1500 m/s, we calculated a VPR
of 12.6. More work is planned to investigate how this difference was influenced by other
factors, such as the properties of different finite-length wave packets. However, it was
clear that the VPR was substantial in all realistic cases, and a value of 12 provided a fair
working estimate. This showed how much more significant the water-particle motions
were in comparison to the acoustic pressures in the evanescent field.

It is also interesting to measure this ratio in practice by comparing the values from a
hydrophone with a water-particle velocity sensor.

5. Additional Field Trials

5.1. Methods

The prediction of the strong linkage between the local evanescent pressures and the
horizontal water particle velocity led to a trial in the still waters of Wraysbury reservoir,
where a test facility is operated by the National Physical Laboratory (NPL) Teddington,
London.
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Figure 14 shows the stainless-steel sledge fitted with various instruments on cables
to allow their deployment onto the clay bed 20 m below the raft. The central housing
contained a set of three orthogonally mounted geophones. This is the same instrument
that was deployed into the Rhine estuary at Kinderdijk and reported by Hazelwood and
Macey 2016 [18]. As before, the deployment used an extra line attached to the sledge prow
(Figure 14) to tow the sledge a short distance, thus aligning it with respect to the raft.

 
Figure 14. The test rig ready for deployment at Wraysbury in March 2017.

Two additional instruments were added, each with their own cables. A hydrophone
was supplied by NPL, and an experimental glass buoy was held in a holster, which allowed
it to float clear once deployed into the water. This was then held down by a light coiled
spring, which had been previously tested to give a vertical resonance with a low natural
frequency <5 Hz.

One of the set of geophones in the buoy can be seen through the glass. The use of
more geophones allowed the same low-noise, low-impedance preamplifiers to be used as
developed for the Kinderdijk trial. These geophones were well adapted to sense velocity
over the frequency range 10–200 Hz, with a flat sensitivity of 20 V/(m/s). It was thus useful
to compare their outputs with that of the hydrophone, which had a pressure sensitivity
that was flat over the same frequency range.

The seismic interface wave was generated by the impact of a 20 kg bronze cylinder with
the bed of the reservoir, after being dropped from the raft. The cylinder was streamlined
with a cylindrical rear fin to maintain its attitude during the descent, and recovered by
winch using a rope, flaked out on the raft deck before the drop to minimize drag. Several
drops were made with similar results.

5.2. Results

The principal finding shown in Figure 15 was that the shape and phase of the hy-
drophone time series (dark blue) largely matched that of the horizontal y velocity compo-
nent (green) given by one of the geophones. The data shown was used to estimate the VPR.
The peak-to-peak (p-p) amplitude of the y component data was 43.6 μm/s. The amplitude
of hydrophone data was 16.5 Pa. The ratio of pressure to velocity was 378 Pa/(mm/s).
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Figure 15. Test results from the trial showed three velocity components and the acoustic pressure.
The right side vertical scale applies to the hydrophone pressure data, the left side to the geophone
water-motion data. The plots are offset for clarity. The recorded values returned to zero after the
wave had passed.

Comparing this with a typical open water impedance of 1500 Pa/(mm/s) gave a
VPR of 4.0, much less than the continuous wave theoretical value of 12.6 or the FE model
VPR of 12.0. This was disappointing, and suggested the need to further investigate the
performance of the experimental glass geophone buoy. We also recognized the risk that the
heavy sledge may have affected the nearby water motion, and that we did not have details
of the properties of the sediment. However, the confirmation of the wave-packet shape
was encouraging.

6. Conclusions

The change of the forcing impulse in the FE model provided more results for higher
frequencies than the previous papers. The Gaussian windowed cosine form allowed
comparisons with analytic mathematical theory for continuous waves, showing similar
effects, but with some changes in magnitude.

Additional analysis of the water-particle motions generated by the seismic interface
waves showed a Gaussian bell-shaped time series for the water-particle kinetic energies
in various modes. This was used in a fit procedure for the wave envelope to allow more
precise timing to give better data for the envelope speed.

The displacement wave speed was shown to be controlled by the rate of increase
with depth of the material shear wave speed. It was faster than the wave envelope
speed, creating apparent movement of the displacement wave peaks through the envelope
window. This explained the morphing effect reported for the pulses seen in earlier work.

The retention of energy within the most intense mode, as reported before, was con-
firmed by the contrast in the dispersion between the modes in the graded model, as well
as that for modes generated by a layered model. Other modes were seen to have a quite
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different structure in the solid, without a change from retrograde to prograde predicted by
Rayleigh [11] for the uniform half-space.

Evanescent pressure fields in the water have been analysed both by flexural plate
theory and by the use of FE models, both for the graded seabed and a single-layer substrate.
The water-particle motions were shown to be large by comparison to the acoustic pressures,
with a large velocity pressure ratio when comparing this effect to that found in open water.

The study has also raised many questions that it is hoped can be answered by future
work. More measurements and theory could help further explain the features outlined
here.
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Abstract: Concerns about the potential environmental impacts of geophysical surveys using air
gun sources, coupled with advances in geophysical surveying technology and data processing, are
driving research and development of commercially viable alternative technologies such as marine
vibroseis (MV). MV systems produce controllable acoustic signals through volume displacement of
water using a vibrating plate or shell. MV sources generally produce lower acoustic pressure and
reduced bandwidth (spectral content) compared to air gun sources, but to be effective sources for
geophysical surveys they typically produce longer duration signals with short inter-signal periods.
Few studies have evaluated the potential effects of MV system use on marine fauna. In this desktop
study, potential acoustic exposure of marine mammals was estimated for MV and air gun arrays
by modeling the source signal, sound propagation, and animal movement in representative survey
scenarios. In the scenarios, few marine mammals could be expected to be exposed to potentially
injurious sound levels for either source type, but fewer were predicted for MV arrays than air
gun arrays. The estimated number of marine mammals exposed to sound levels associated with
behavioral disturbance depended on the selection of evaluation criteria. More behavioral disturbance
was predicted for MV arrays compared to air gun arrays using a single threshold sound pressure
level (SPL), while the opposite result was found when using frequency-weighted sound fields and a
multiple-step, probabilistic, threshold function.

Keywords: animat; air gun; impact assessment; marine vibroseis; marine mammal; sound prop-
agation; ocean noise; underwater noise modeling and mapping; underwater noise effects; ocean
noise regulations

1. Introduction

Compressed air sources, commonly referred to as seismic air guns, are the most
common marine geophysical survey sound source for oil and gas exploration [1] and
are also used for construction siting and studying subsea geomorphology. Substantial
technological and geophysical data processing advancements, combined with concerns
about potential effects of seismic air gun sources on marine fauna, are driving a resurgence
in research and commercial development of alternate technologies. Vibroseis technology,
used extensively on land, has been investigated for marine use since the 1970s, but it had
limited success until recently.

Marine vibroseis (MV) systems produce controllable acoustic signals through volume
displacement of water using a vibrating plate or shell that, unlike air guns, produce
broadband acoustic signals when an ejected air bubble collapses in water. The output
signals of MV are often narrowband tones or swept frequency signals, but they can be
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tuned to produce a variety of waveforms (e.g., pseudorandom noise, upsweeps, and
downsweeps). Compared to air gun signals, MV signals are generally lower in zero-to-
peak sound pressure level (PK) and root-mean-square sound pressure level (SPL), and they
have reduced bandwidth [2–4]. To obtain enough return of acoustic energy for seismic data
processing, MV signals are typically longer waveforms with shorter inter-signal intervals
than air guns.

This study builds on previous modeling assessments of MV sources [5], comparing
signal characteristics and estimated sound exposures to assess the potential effects on
marine mammals using MV versus air gun sources. Here, modeled results for a generic
MV array configuration are compared to a realistic operational air gun array, in three
acoustically different hydrocarbon-producing basins. Except where otherwise indicated,
acoustical terminology follows ISO 18405:2017 [3]. Underwater acoustic metrics used in
this study are listed in Table 1.

Table 1. List of underwater acoustic metrics. dB: decibel; μPa: micropascal.

Metric Symbol Units Definition

Sound pressure level (SPL) Lp dB re 1 μPa The root-mean-square (rms) pressure level in a stated
frequency band over a specified time window.

Peak sound pressure level (PK) LPK dB re 1 μPa The maximum instantaneous sound pressure level, in
a stated frequency band, within a specified period.

Sound exposure level (SEL) LE dB re 1 μPa2·s
A cumulative measure related to the sound energy in

one or more pulses or sweeps, within a
specified period.

Zero-to-peak source level (SLPK) - dB re 1 μPa m The sound level measured in the far field and scaled
back to a standard reference distance of 1 metre from

the acoustic centre of the source.
Source level (SL) - dB re 1 μPa m

Evergy source level (ESL) - dB re 1 μPa2·s m2

2. Methods

2.1. Scenarios

Marine geophysical surveys are performed globally in widely different ocean envi-
ronments where differing biota may be present. To address this variability, three survey
environments were defined (Table 2) based on water depth regimes, the likely occurrence
of oil and gas exploration, and the presence of marine mammals: a Transition Zone offshore
Indonesia (10–25 m), a Shallow Water area in the northern North Sea (110–130 m), and a
Deep Water area in the Gulf of Mexico (>1000 m). In each study area, the source array,
survey design, and month were selected from the most common survey parameters and
operational seasons. In total, four scenarios were evaluated: one in the Transition Zone,
two in the Shallow Water area, and one in the Deep Water area (Table 2).

Table 2. Summary list of scenarios.

Scenario Area Month
Water

Depth (m)
Survey Line
Spacing (m)

Survey Line
Length

(m)

Air Gun
Array

Chamber
Volume

MV
Configurations

1 Transition Zone
(Java Sea) July 10–25 100 25,000 12,290 cm3

(750 in3)
18 elements,
15 × 16 m

2 Shallow Water
(North Sea)

August 110–130
100

25,000 67,680 cm3

(4130 in3)
18 elements,
15 × 16 m3 500

4 Deep Water
(Gulf of Mexico) February 1500–1600 500 50,000 67,680 cm3

(4130 in3)
18 elements,
15 × 16 m

MV and air gun arrays were configured to produce a similar broadband energy source
level (ESL) in the vertical direction: 223 dB re 1 μPa2·s m2 per sweep for the MV array
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and 218–233 dB re μPa2·s m2 per pulse for the air gun array. Two survey patterns were
evaluated: a tight-spaced (100 m) pattern and a wide-spaced (500 m) pattern. A tow speed
of 2.3 m/s (4.5 knots) and acquisition spacing of 25 m was used for all surveys.

2.2. Comparison

To compare potential effects on marine mammals from sounds produced by MV and
air guns, we compared the characteristics of modeled received signals and estimated marine
mammal exposure to injury and disturbance thresholds. The received signal characteristics
studied were PK, sound exposure level (SEL), pulse duration, duty cycle, and the time
and frequency domain representations of the received signal. To calculate the received
pulse duration, the SPL was calculated using a 0.125 s sliding window and compared to
the estimated ambient level in each region (see Sections 2.3.2 and 2.3.4). The duty cycle
was defined as the percentage of time when the received signal was more than 6 dB above
ambient level (see Section 2.3.4).

The probability of detecting and discriminating a signal in the presence of noise
increases as a signal becomes louder relative to the noise [6]. The signal-to-noise ratio
(SNR) is often used in signal detection theory to estimate when a signal can be reliably
detected. While humans can detect speech in noise when the signal is about the same level
as the noise (SNR ≈ 0 dB), many factors contribute to this performance such as signal
redundancy and the direction of the signal compared to the direction of the noise (e.g., [7]).
Given that in this study we did not know the amount of redundant information in the
signal nor did we know the direction of the signal relative to the noise, we assumed that
reliable detection would occur when the signal had a sound pressure level 6 dB higher
than the ambient noise. The critical ratio level is the difference between the SPL of a barely
audible pure tone in the presence of a continuous noise of constant spectral density and
the spectral density level (SDL) for that noise [3]; it depends on frequency and duration
of the signal. In other words, it is the minimal ratio between a signal and noise levels at
which the signal can be perceived. For marine mammals, the critical ratio level is ~10 to
35 dB re 1 Hz [8]. The chosen SNR threshold of 6 dB, for a noise bandwidth of 25 kHz,
corresponds to a ratio of 50 dB re 1 Hz, which exceeds the largest critical ratio level for
marine mammals, indicating that the chosen SNR threshold is conservative. In cases where
detection requires a greater SNR (e.g., the signal is relatively new or non-redundant, or
the direction of the signal is the same as that of the noise), the reported pulse duration and
duty cycle would be overestimates. In cases where animals could detect signals closer to
ambient levels (i.e., for smaller SNR), the reported values would be underestimates.

These received signal characteristics were compared at multiple distances from the
sources. This comparison highlights the differences between the air gun array impulsive
sounds (typically <<1 s) and the MV array non-impulsive sounds (>>1 s) [9,10]. Impulsive
and non-impulsive sounds affect marine life differently, especially in terms of their potential
to cause injury [9,11]. Thus, the inherent difference between the sources required the
application of different criteria when predicting and comparing their potential effect on
marine mammals. The relative novelty of the MV technology and lack of research on its
effect on marine mammals means, however, that no effect criteria or guidelines are specific
to this type of seismic source. The comparison of received signal characteristics may be
useful in the development of MV-specific effect criteria.

Estimated marine mammal exposure to injury and disturbance thresholds were also
compared. These exposure estimates were calculated using an agent-based model (see
Section 2.3.5) and the current effect criteria that are most likely to be applied, based on the
best available science today.

The injury criteria recommended by Southall et al. [12] and the US National Marine
Fisheries Service (NMFS) [13] were used to calculate exposure estimates. They are the
most commonly used criteria for estimating the potential for injury to exposure to air gun
sounds, and both criteria provide acoustic thresholds for the onset of permanent threshold
shift (PTS) for impulsive (air gun array) and non-impulsive (MV array) sounds. They rec-
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ommend using dual criteria for assessing exposures to potentially injurious sound levels:
a frequency-weighted SEL metric, which accumulates over a set exposure duration (i.e.,
24 h), and a PK metric, which is a measure of acute exposure to high-amplitude sounds.
These criteria also divide marine mammals into functional hearing groups (low-, high-, and
very high-frequency cetaceans, phocids, and otariids [12]), each with different threshold
levels and weighting functions applied to the sound field to account for the hearing sensi-
tivity as a function of frequency for the hearing group. The auditory weighting functions
associated with the Southall et al. [12] set of criteria are similar to those recommended by
the NMFS [13], only the name of the hearing groups differ. Here, the NMFS [13] names
have been used; Table 3 shows the PTS onset thresholds used in this study.

Table 3. Summary of PTS onset acoustic thresholds from NMFS [13]. Lpk, flat: unweighted zero-
to-peak sound pressure level referenced to 1 μPa; LE: frequency-weighted sound exposure level
accumulated over a 24 h period referenced to 1 μPa2·s; the subscript associated with LE thresholds
indicates the designated hearing group and the associated frequency-weighting function.

HEARING GROUP Impulsive Source Non-Impulsive Source

Low-frequency (LF) cetaceans Lpk,flat: 219 dB
LE, LF,24h: 183 dB LE,LF,24h: 199 dB

Mid-frequency (MF) cetaceans Lpk,flat: 230 dB
LE,MF,24h: 185 dB LE,MF,24h: 198 dB

High-frequency (HF) cetaceans Lpk,flat: 202 dB
LE,HF,24h: 155 dB LE,HF,24h: 173 dB

Phocid pinnipeds
(in water; PW)

Lpk,flat: 218 dB
LE,PW,24h: 185 dB LE,PW,24h: 201 dB

Otariid pinnipeds
(in water; OW)

Lpk,flat: 232 dB
LE,OW,24h: 203 dB LE,OW,24h: 219 dB

Despite numerous studies on behavioral responses of marine mammals to sound,
there is little consensus among the scientific community on the most appropriate approach
for assessing noise as an impact producing factor. Behavioral responses to sound are
highly variable and depend on the context in which a sound is received. Many factors may
contribute to the likelihood of a response in addition to the received sound level [9,14].
Here, two different criteria were used to evaluate potential behavioral disturbance. The
first set of criteria involves thresholds of unweighted SPL as currently used by NMFS [15]:
160 dB re 1 μPa for impulsive sounds and 120 dB re 1 μPa for non-impulsive sounds. These
thresholds have been used for many years by NMFS and other agencies around the world
to assess behavioral impacts from various sound-producing offshore projects (seismic or
other). Alternative methods to these simplistic thresholds that are based on observations of
mysticetes alone [16–19], have been proposed (e.g., [14,20]). Alternative criteria used in
this study include frequency-weighted SPL step functions proposed by Wood et al. [21] for
impulsive sounds, and frequency-weighted SPL values adopted by the US Department
of the Navy (DoN) [22] for non-impulsive sounds. These criteria associate a series of
increasing sound level thresholds with increasing probability of behavioral response. The
DoN criterion uses a smooth continuous function, adapted from Feller [23]. We discretized
the DoN function at 10%, 50% and 90% probabilities of response, corresponding to the
Wood et al. [21] step functions, giving weighted SPL of 155, 165, and 180 dB re 1 μPa,
respectively.

2.3. Computation
2.3.1. Sources Levels
Marine Vibroseis (MV)

Few measured output signals from marine vibrators were publicly available at the time
of this study; none showed spectral levels at more than ~100 Hz. The MV array layout and
synthetic source waveform [3] in this study were based on publicly available information
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for General Dynamic’s CoHerent Acoustic Modulation Projector (CHAMP) system [24].
This system consists of three strings of six identical vibrators units (18 elements in total)
towed at 6 m depth (Figure 1). It was designed to produce signals at frequencies between 5
and 100 Hz and includes an adaptive, in-line, compensation filter that uses acceleration
data at the piston assembly for gain control (along with other controller technology) to
reduce sound levels at frequencies outside the desired frequency band [25].

Figure 1. Illustration of MV layout B. Port and starboard arrays are assumed to be identical.

In general, three signal types are possible from MV elements: linear frequency sweeps,
logarithmic frequency sweeps [26], and pseudorandom noise (PRN) [27–31]. Here, we
studied the most common signal type, a linear frequency upsweep, with specifications
within the Marine Vibrator Joint Industry Project (MVJIP) guidelines [32,33]. This input
signal is defined as:

p(t) = A(t) sin
(

2πt
[

fo +

(
d f
dt

)
t
])

, (1)

where df /dt is positive (upsweep), fo is the starting frequency, and A(t) is the amplitude
of the signal. The synthetic signal is a 5 s linear upsweep from 5 to 100 Hz, with a 10 dB
amplitude ramp up from 5 to 10 Hz and cosine taper of 0.1 s at the start and end of
the signal to reduce transients produced in real systems during abrupt signal changes.
Harmonics will arise from distortion of signals in marine vibrator systems, but their nature
is not empirically characterized. Harmonics were added to the synthetic MV signal based
on the progression of a damped harmonic oscillator whose amplitude decreased linearly
with time and exponentially with harmonic order. For this study, the amplitude of the
source waveform of one MV element was set to 5 kPa (zero-to-peak source level (SLPK) [34]
of 194 dB re 1 μPa m), resulting in an energy source spectral density level (ESSL) [35] of
178 dB re 1 μPa2·s m2/Hz from 10 to 100 Hz. Harmonics were assumed to be at least 20 dB
below the main signal spectral level for frequencies ≤150 Hz (i.e., with an ESSL of 158 dB
re 1 μPa2·s/Hz at 5 Hz, decreasing linearly with time and exponentially with harmonic
order) and at least 40 dB less than the main signal spectral level for frequencies ≥150 Hz,
as prescribed by the MVJIP guidelines [32,33].

The array source waveform was modeled by summing the contributions of the 18 indi-
vidual MV elements using linear superposition of signals from individual vibrator elements.
While the signal parameters were well informed by industry experts involved in develop-
ing the technology, the modeled output signals have not been compared to measured MV
signals. Mutual impedance (the load on one piston due to the pressure waveform from the
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other elements in the array) may be important for some arrays [36–38]. This physical effect
is not currently implemented in the MV source waveform model because of the lack of
available output signal measurements that would allow proper benchmarking of the model.
The studied MV array synthetic sound waveforms and ESSL are presented in Figure 2; the
corresponding ESSL is shown for two frequency ranges (1 Hz to 25 kHz; Figure 2, left). The
array signal outputs (source levels) are summarized in Table 4.

 
Figure 2. MV array 5–100 Hz linear upsweep (left) source waveform and (right) energy source spectral density levels (ESSL)
for broadside (perpendicular to tow direction), endfire (directly aft of the array), and vertical directions. The ESSL is shown
on two frequency scales (1 Hz to 25 kHz). Tow depth 6 m.

Table 4. Marine vibroseis source levels. SLPK: zero-to-peak source level [34]; SL: source level [3];
ESL: energy source level [3].

Specifications Broadside Endfire Vertical

SLPK (dB re 1 μPa m) 218.6 218.8 219.1
SL (dB re 1 μPa m) 210.6 213.7 216.1

ESL (dB re 1 μPa2·s m2) 0.05–0.1 kHz 217.2 218.2 222.9
ESL (dB re 1 μPa2·s m2) 0.05–1 kHz 217.2 218.2 222.9
ESL (dB re 1 μPa2·s m2) 1–25 kHz 101.7 99.9 107.0

Air Gun Arrays

Seismic air gun arrays comprise individual air guns with different air chamber vol-
umes. Air gun arrays are configured to generate a desired dominant low-frequency beam
pattern by placement of the individual air guns. Two hypothetical air gun arrays were
modeled in this study: a relatively small volume, 12,290 cm3 (750 in3) array operating in
the Transition Zone (scenario 1), and a larger 67,680 cm3 (4130 in3) array operating in the
Shallow Water and Deep Water areas (scenarios 2–4). The smaller volume array consisted
of one triangular cluster towed at 6 m depth (at the cluster center; Figure 3). The cluster was
made of three identical 4100 cm3 (250 in3) air guns with a 0.9 m spacing separation between
elements. The larger volume array consisted of 31 elements on three strings, towed at 6 m
depth (Figure 4), with individual volumes ranging from 660 to 4100 cm3 (40 to 250 in3). In
each array, the air guns simultaneously released compressed air pulses at a firing pressure
(chamber pressure relative to atmospheric pressure) of 13.8 MPa (2000 lbf/in2).
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Figure 3. A 750 in3 air gun array.

Figure 4. A 4130 in3 air gun array.

The source waveforms of the air gun arrays were predicted using JASCO’s Air gun
Array Source Model (AASM) [39], which is based on the physics of oscillation and ra-
diation of air gun bubbles [40]. Physical effects accounted for in the simulation include
pressure interactions between air gun array elements, port throttling, bubble damping, and
generator-injector element [41–43]. The high-frequency module of AASM uses a stochastic
simulation to predict the sound emissions of individual elements above 800 Hz using a
multivariate statistical model. A global optimization algorithm tunes free parameters in
the model to a large library of air gun source waveforms. AASM has been tuned to fit a
large library of high-quality, air gun source, waveform data [44].

The horizontal source waveforms and corresponding ESSL for each air gun array were
computed at frequencies up to 25 kHz (Figure 5; Table 5). Figure 5 (right) presents the ESSL
over the same frequency range (1 Hz to 25 kHz) as for the MV array results (Figure 2);
levels above 2 kHz decreased at an average rate of 23 dB per decade. The source waveforms
consisted of a strong primary peak related to the initial pulse followed by a series of pulses
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associated with bubble oscillations. Most acoustic energy was produced at frequencies
below 500 Hz, and the spectra showed peaks and nulls resulting from interactions between
the array elements (Figure 5 right).

 

 

Figure 5. (Top) 12,290 cm3 (750 in3) and (bottom) 676,780 cm3 (4130 in3) air gun array (left) source
waveform and (right) energy source spectral density levels (ESSL) for broadside (perpendicular to
tow direction), endfire (directly aft of the array), and vertical directions. The ESSL is shown on two
frequency scales (1 Hz to 25 kHz). Surface ghost effects are not included in the presented source
waveform and spectra.

Table 5. Air Gun array source levels. SLPK: zero-to-peak source level [34]; SL: source level [3]; ESL: energy source level [3].

Specifications
12,290 cm3 (750 in3) Air Gun Array 67,680 cm3 (4130 in3) Air Gun Array

Broadside Endfire Vertical Broadside Endfire Vertical

SLPK (dB re 1 μPa m) 241.1 239.3 240.5 249.6 247.3 258.4
SL (dB re 1 μPa m) 224.1 223.4 223.8 236.3 235.7 240.9

ESL (dB re 1 μPa2·s m2)
0.05–0.1 kHz

218.2 218.1 218.1 229.1 228.8 231.4

ESL (dB re 1 μPa2·s m2)
0.05–1 kHz

218.6 218.3 218.5 229.7 229.0 232.7

ESL (dB re 1 μPa2·s m2)
1–25 kHz

182.9 179.6 181.3 187.2 191.1 199.9

2.3.2. Sound Propagation
Sound Propagation Models

Sound propagation was modeled using JASCO’s Marine Operations Noise Model
(MONM), which combines a wide-angle parabolic equation model [45–48] and a ray-tracing
model [49], and JASCO’s Full Waveform Range-dependent Acoustic Model (FWRAM; [50]).
Both models have been extensively validated with experimental data from several under-
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water acoustic measurement programs [48,51–58]. MONM and FWRAM incorporate the
following site-specific environmental properties: a bathymetric grid of the modeled area,
underwater sound speed as a function of depth, and a geoacoustic profile based on the
overall stratified composition of the seafloor. The models account for the reflection loss
at the seabed, which results from partial conversion of incident compressional waves to
shear waves at the seabed and sub-bottom interfaces, and they include wave attenuations
in all layers.

Per-pulse SEL sound fields over the frequency range 4 Hz–25 kHz, in decidecade
frequency bands, were predicted using MONM. (A decidecade is one tenth of a decade.
One tenth of a decade is approximately equal to one third of an octave. For this reason, a
decidecade is sometimes incorrectly referred to as a “one-third octave”.) Three-dimensional
(3-D) acoustic fields were modeled by computing the propagation loss along 36 two-
dimensional (2-D) vertical planes radiating from the source with a 10◦ angular step and
adding the directional source levels (presented in Section 2.3.1). The full-wave modeling
approach (FWRAM) was used to calculate time-domain waveforms along eight radials
to then calculate a range-dependent conversion factor. This factor was applied to convert
the predicted sound fields in terms of per-pulse SEL to SPL. Sound fields in terms of PK
were calculated directly from the time-domain waveforms. All sound fields were modeled
to a distance of up to 30 km in the Transition Zone and 50 km in the Shallow Water and
Deep Water areas. The computation range step decreased from 30 to 1 m with increasing
frequency. The output field was sampled at depths spanning the entire water column, with
step sizes ranging from 1 to 100 m, increasing with depth.

Environmental Parameters

To address the variability in ocean environments where geophysical surveys are
performed, three sound propagation environments were modeled (Table 2). Profiles of
geoacoustic properties characterizing each survey area (Table 6) were developed using an
empirical relationship between the sediments physical and acoustic properties [59,60]. The
area-specific sediment properties (i.e., grain sizes and sediment porosity) were gathered
from publicly available borehole data and borehole logs. The seabed in the Transition
Zone (Java Sea) consisted of young sediments made of sand and muddy swamp deposits,
reaching a thickness of ~20 m [61]. This surficial sediment layer overlaid claystone with
sandstone, conglomerates, and limestone [62]. The Shallow Water area (Northern North
Sea) was modeled with a hard to very hard sandy clay layer, 700 m thick [63]. The Deep
Water area (Gulf of Mexico) was modeled with a layer of unconsolidated sediments at least
several hundred meters thick [64].

One representative sound speed profile in each area was derived from the US Naval
Oceanographic Office’s Generalized Digital Environmental Model (GDEM) V 3.0 [65,66].
Monthly averaged temperature–salinity profiles were converted to sound speed profiles as
described by Coppens [67]. The final profiles represent the monthly climatic conditions in
the water column.

In the Transition Zone, the sound speed profile for July was used, representing a
time of the year suitable climate wise (June to August) for geophysical surveys for oil
and gas exploration (known as seismic surveys) and the most suitable for long-distance
propagation. In the Shallow Water area, the profile for August was assumed to best
represent a time of the year suitable climate wise for survey operations. In the Deep
Water area, the profile for February was used, representing the time of the year most
suitable for long-distance propagation, due to the weak surface sound channel to a depth
of 100 m, a strong downward refracting environment to 800 m depth, and a weak upward
refracting environment below that depth. Figure 6 presents the profiles associated with
each survey area.
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Table 6. Estimated geoacoustic properties of the sub-bottom sediments as a function of depth below the seafloor. P wave:
compressional wave; S wave: shear wave.

Depth Regime Depth (m)
Density
(g/cm3)

P-Wave Speed
(m/s)

P-Wave
Attenuation(dB/λ)

S-Wave Speed
(m/s)

S-Wave
Attenuation(dB/λ)

Transition Zone

0–5 1.5–1.6 1500–1535 0.16–0.26

150 3.6

5–10 1.6–1.7 1535–1565 0.26–0.32
10–20 1.7–1.8 1565–1630 0.32–0.37
20–50 2.2 1800–1900 0.8–1.1
50–100 2.2 1900–2150 1.1–1.6
100–250 2.2 2150–2300 1.6–2.0
250–500 2.2 2300–2625 2.0–2.3

>500 2.2 2625 2.3

Shallow Water
0–50 1.70–1.95 1550–1650 0.60–0.82

150 3.050–700 1.95–2.20 1650–1800 0.82–0.8
>700 2.40 2200 0.2

Deep Water

0–50 1.5–1.6 1500–1550 0.14–0.42

100 0.1
50–180 1.6–1.8 1550–1670 0.42–0.50
180–250 1.8–2.0 1670–1900 0.50–1.70
250–1000 2.0–2.5 1900–2200 1.70

>1000 2.5 3000 0.20

 

Figure 6. Sound speed profile for (left) July in the Transition Zone, (middle) August in Shallow Water, and (right) February
in Deep Water.

Ambient Sound Levels

Ambient spectral levels (Figure 7) were estimated based on published data near the
modeled areas or in similar environments. Broadband levels were used to compute the
received signal duration and duty cycle (as defined in Sections 2.2 and 2.3.3) and spectral
levels (integrated over the period of the modeled received signal) were compared to the
modeled received spectral levels (presented in Section 3.1).

Published data on ambient sound levels in the Java Sea were inadequate for this study;
representative ambient levels in the Transition Zone area were based on measurements
from the shallow waters of the southwestern Bay of Bengal [68]. The measured levels
during the transition period between monsoon seasons were used to derive spectral levels
at frequencies between 150 and 5000 Hz. For frequencies 20–150 Hz, the spectral levels were
assumed to be equal to the level at 150 Hz. Ambient levels measured in four decidecade
frequency bands, centered at 63, 125, 250, and 500 Hz [69,70], were used to estimate spectral
levels for the Shallow Water survey area. The spectral levels were interpolated between
56 and 560 Hz based on the published decidecade-band SPL values. For frequencies
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20–56 Hz, the levels were assumed to be equal to the level at 56 Hz. Ambient spectral levels
measured at the Green Canyon monitoring station between 10 and 1000 Hz [71] were used
for the Deep Water survey area. In all areas, the spectral levels were extrapolated below
20 Hz by assuming an 8 dB per decade increase with decreasing frequency, and above the
maximum available spectral level, assuming a 22 dB per decades decrease with increasing
frequency [72].

 

Figure 7. Estimated ambient sound spectral density levels in the survey areas (Transition Zone,
Shallow Water, and Deep Water).

2.3.3. Surveys Characteristics

In all scenarios, both sources were simulated with a 2.3 m/s (4.5 knots) tow speed
and emitting one pulse every 25 m along the survey lines. Therefore, the duty cycle of
the MV array was 45% (5 s sweep every 11 s) and the duty cycle of the air gun array was
<9%. Marine animal exposure was calculated over a 24 h of survey and averaged over
7 days (Section 2.3.5). To do so, per-pulse sound fields were computed at three locations in
each survey area, with different water depths, and transposed geographically along the
survey lines to simulate a moving source. Because of the low variability in water depth
within the Shallow Water survey area (North Sea), the per-pulse sound field was calculated
at one location, in the center of the survey area. Two survey types were modeled: tight
surveys (scenarios 1 and 2; Table 2) and wide surveys (scenarios 3 and 4; Table 2). The
adjacent lines in the tight survey were surveyed consecutively using half “dog-bone” turns.
A “racetrack” pattern was used for the wide survey with half-circle turns with a radius
of 2500 m (5 survey lines). For both survey types, the arrays were fully active during the
turns (as opposed to using one mitigation element or ramp up).

2.3.4. Received Signal Characteristics

PK, SEL, duration of the signal, duty cycle, and time and frequency domain represen-
tations of the received signal were calculated as a function of distance from the sources
from the synthetic pulses modeled by FWRAM. Broadband SPL (4 Hz to 25 kHz) was
calculated over a 0.125 s sliding time window (as an approximate integration time of the
mammalian ear [73], which is believed to be similar for land and aquatic mammals [74,75]).
The time interval over which the SPL exceeded the estimated broadband (5–25,000 Hz)
ambient level by more than 6 dB was used as a proxy for the audible duration of the signal.
This approach was not species specific; it did not consider frequency-dependent hearing
sensitivities of various species. The duty cycle was defined as the percentage of time, over
a time interval common to all sources, when the broadband SPL of the received signal was
more than 6 dB above ambient level; a common period of 11 s was chosen.
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The per-pulse sound field modeled at the center location of each survey area was used
to calculate the received signal characteristics. The signal characteristics were sampled
at up to 10 distances between 50 m and 50 km from the source along one representative
azimuth.

2.3.5. Agent-Based Model

The acoustic effects criteria (Section 2.2) indicate the lowest received sound levels that
could result in injury or behavioral disturbance. To use the criteria in a realistic context,
the sound levels received by animals must be estimated considering the time-evolving
distance of animals relative to a source. An agent-based model was used to predict the
probability that animals could be exposed to sound levels exceeding sound threshold
criteria. In this approach, simulated animals (animats) moving in a realistic way are used
to sample the sound fields. The combined received levels of many animats generates a
probability density function (PDF) predicting animal exposure in the evolving sound field.
This repeated random sampling (Monte Carlo method) yields an estimate of the probability
that animals are exposed above effects thresholds.

The JASCO Animal Simulation Model Including Noise Exposure (JASMINE) used in
this study is based on the open-source Marine Mammal Movement and Behavior Model
(3MB) [76], one of several animal movement models [76–78], and is integrated with MONM
and FWRAM acoustic propagation models (Section 2.3.2). JASMINE includes survey
source track inputs and allows animats to change behavioral states based on time and
space dependent variables, such as received sound level history.

JASMINE’s behavioral input parameters include travel rate and direction, dive details
and surface intervals. Animats were randomly seeded within the simulated environment at
an animat density of 0.5 km−2. The simulation area for potential behavioral responses was
limited in this analysis to a maximum distance of 30 km from the simulated survey tracks
in the Transition Zone (scenario 1) and 50 km in other areas (scenarios 2–4). Seven-day
simulations were modeled for each scenario (Section 2.3.3) to achieve multiple examples
of exposures and to mimic the approximate scale of the animal movement data [76]. The
average number of exposures above threshold levels per 24 h period was calculated over
the duration of the simulation. The thresholds used (discussed in Section 2.2) were based
on the recommendation by NMFS [13].

To obtain the number of real-world animals predicted to be exposed to levels at or
exceeding threshold values, the output PDF was scaled by the ratio of the estimated real-
world density to simulation density. Each survey area contains more than 20 species of
marine mammals. We selected a representative species from each functional hearing group
(as recommended by Southall et al. [12] and NMFS [13]) in each area. Other behaviorally
sensitive species were added to represent different behavioral categories, such as Cuvier’s
beaked whales in the Deep Water survey area. The species considered are listed in Table 7.

Density estimates in Indonesia (Transition Zone) were from a variety of sources,
including best estimates for humpback whale using habitat-based models [79]. Bottlenose
dolphin density estimates were from Kreb and Budiono [80], finless porpoise density
estimates were based on Shirakihara et al. [81], and sea turtle density estimates were best
estimates from Reyne et al. [82]. Density estimates for most marine mammal species in the
North Sea were obtained from Hammond et al. [83], with the assumption that densities were
constant across seasons. Harbor seal density estimates were from the US Navy OPAREA
Density Estimate NODE; NODE; [84] model. The marine mammal density data used in this
assessment for the Gulf of Mexico region were from the Duke University Marine Geospatial
Ecological Laboratory model [85]. The sources of animal density information in Indonesia
are limited relative to the compiled data and models for the Gulf of Mexico [85], so their
uncertainties were higher. Because the same marine mammal and sea turtle densities were
used in each area, the same level of uncertainty relating to animal density was expected for
both source types.
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Table 7. Representative species used in exposure models for each survey area, classified by hearing group, as defined by
NMFS [13].

Hearing Group [13] Transition Zone Shallow Water Deep Water

Low-frequency (LF) cetaceans Humpback whale
(Megaptera novaeangliae)

Minke whale
(Balaenoptera acutorostrata)

Bryde’s whale
(Balaenoptera edeni)

Mid-frequency (MF) cetaceans Bottlenose dolphin
(Tursiops truncates)

Bottlenose dolphin
White-beaked dolphin

(Lagenorhynchus
albirostris)

Bottlenose dolphin
Sperm whale

(Physeter macrocephalus)Cuvier’s
beaked whale

(Ziphius cavirostris)

High-frequency (HF) cetaceans Finless porpoise
(Neophocaena phocaenoides)

Harbor porpoise
(Phocoena phocoena)

Pygmy sperm whale
(Kogia breviceps)

Phocid pinnipeds (in water; PW) N/A Harbor seal
(Phoca vitulina) N/A

3. Results

3.1. Signal Characteristics with Distance

The received signal characteristics were compared to highlight the differences between
the air gun array impulsive sounds and the MV array non-impulsive sounds. The modeled
sound fields were sampled at 10 distances along one direction in each survey area; the
direction was selected to be representative of the entire (360◦) field. At each sampling dis-
tance, the PK, SEL, duration of the signal, and duty cycle were calculated as the maximum
broadband (4 Hz to 25 kHz) value over all modeled depths. The results are presented in
Figure 8.

Because of propagation loss effects, the difference in received PK (Figure 8, top left)
between MV and air gun sounds decreased somewhat as the distance from the sources
increased. Our results indicated, however, that large differences in PK remained over
several kilometers in all modeled environments. In the Transition Zone, PK values remained
at least 10 dB greater for the air gun array (black line; Figure 8) than the MV array (grey
line; Figure 8), up to 30 km (maximum modeled distance). In the Shallow Water and Deep
Water environments, the air gun array PK values (blue and red lines; Figure 8) remained at
least 20 and 17 dB greater than those for the MV sources (cyan and yellow lines; Figure 8),
respectively, up to 50 km (maximum modeled distance).

Because MV arrays have lower source levels (SL; compare Tables 4 and 5), the sweeps
produced must have a longer duration to result in a signal with similar SEL as air gun
array pulses (Figure 8, top right and bottom left). The longer duration means shorter
periods of quiet time between MV sweeps than between air gun pulses (~55% quiet time
per period (the complement of duty cycle) for MV array at less than 1 km, compared to 90%
for air gun array; see bottom right plot in Figure 8). However, because the SL for the MV
array was lower than for the air gun arrays, its received SPL decreased below detectable
levels (considered here as 6 dB above ambient levels) at a shorter distance. In the studied
environments, this resulted in the signal duration for the MV array becoming shorter than
that of the air gun array, and the duty cycle becoming shorter, between 2 and 5 km from
the sources.
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Figure 8. Received peak sound pressure levels (Lpk; top left), sound exposure levels (LE; top right),
pulse duration (bottom left) and duty cycle (bottom right) as a function of distance. LE, pulse
duration and percentage of quiet time are calculated over a common time interval of 11 s.

Figure 9 presents the received signals as sound pressure (left) and spectral density
levels (right). For conciseness, only the results in the Shallow Water area, sampled in
approximately the middle of the water column (50 m), are presented here; results were
similar for all scenarios. The dash line on the spectral density levels plots represent the
ambient levels integrated over the same period as the modeled received signal (10 s for
the MV array and 1 s for the air gun array). Note that the same scale was used to present
the sources spectral density levels (left), but different scales had to be used to present the
sound pressure (right).

Figure 9 shows that at all modeled distances both sources produced similar spectral
levels below 100 Hz, while the spectral levels at higher frequencies were much higher for
the air gun array. Here, results show MV sound above 200 Hz was below ambient levels at
distances as short as 100 m, while spectral levels for the air gun array in the same frequency
band remained above ambient levels for several (>10) kilometers.

Per-pulse frequency-weighted SEL sound fields over the frequency range 4 Hz–25
kHz (in decidecade frequency bands) were predicted using MONM and then input to
JASMINE. Figure 10 presents an example of received frequency-weighted SEL for the MV
array (left) and the air gun array (right), at 1000 m from the arrays in the middle of the
water column (50 m; scenario 2). This example illustrates the effect of frequency weighting
on the received sound field, following the NMFS guidance [13].
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Figure 9. MV array (red) and 4130 in3 air gun (black). Sound pressure (left) and energy spectral
density levels (right) received at three sampling locations: 100 m (top), 1000 m (middle), and 10 km
(bottom). The ambient level (dashed lines, right) was based on the integration period of 10 s. Results
are shown along the tow direction (0◦) at a depth of 50 m in the Shallow Water area (scenario 2;
Table 2).

 

Figure 10. Example of received frequency-weighted sound exposure levels (SEL) in decidecade bands for the MV array
(left) and the air gun array (right). Results are shown at a distance of 1000 m from the arrays, along the tow direction (0◦),
at a depth of 50 m in the Shallow Water area (scenario 2; Table 2). The frequency weighting was applied according to the
designated NMFS [13] hearing group and the associated frequency-weighting functions.
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3.2. Exposure Estimates from Agent-Based Model

The agent-based model was used to estimate marine mammal exposure to injury and
behavioral thresholds for each scenario. The mean number of marine mammals exposed to
sound levels above injury thresholds based on NMFS guidelines [13] due to MV and air
gun sounds are presented in Table 8. The mean number of marine mammals exposed to
sound levels above behavioral thresholds based on frequency-weighted step functions and
on single unweighted values (discussed in Section 2.2) are shown in Table 9.

Table 8. Mean number of marine mammals expected to be exposed to sound levels at or above injury
thresholds during a 24 h survey period. Peak sound pressure level (PK) and sound exposure level
(SEL) thresholds based on NMFS [13]. SEL sound fields were frequency-weighted and accumulated
over a 24 h survey period according to the NMFS guidelines [13].

Scenario Species Name
MV Array Air Gun Array

SEL PK SEL

1
Humpback whale <0.01 <0.01 0.03
Bottlenose dolphin <0.01 0.07 <0.01

Finless porpoise <0.01 24.07 <0.01

2

Minke whale <0.01 0.26 0.45
Bottlenose dolphin <0.01 <0.01 <0.01

White-beaked dolphin <0.01 0.01 <0.01
Harbor porpoise <0.01 12.9 0.10

Harbor seal <0.01 0.08 0.08

3

Minke whale <0.01 0.27 0.47
Bottlenose dolphin <0.01 <0.01 <0.01

White-beaked dolphin <0.01 0.01 <0.01
Harbor porpoise <0.01 13.6 0.06

Harbor seal <0.01 0.13 0.06

4

Bryde’s whale <0.01 <0.01 <0.01
Sperm whale <0.01 <0.01 <0.01

Bottlenose dolphin <0.01 <0.01 <0.01
Cuvier’s beaked whale <0.01 <0.01 <0.01

Pygmy sperm whale <0.01 <0.01 <0.01

Although the ESL of MV and air gun sounds were similar, applying the frequency-
weighting functions and the SEL-based injury criteria resulted in fewer predicted exposures
to levels at or above injury thresholds from the MV array than the air gun array (Table 8) be-
cause the MV energy is concentrated at lower frequencies than the air gun array (Figure 10).
In this study, however, SEL for both sources quickly decreased to below injury thresholds,
such that few marine mammals were predicted to be exposed to injurious acoustic levels in
any of the scenarios (Table 8).

Increasing the width between survey lines (scenarios 2 and 3; Table 2), increased the
area ensonified at or above the injury thresholds for air gun array sounds. This resulted in
a small increase (≤0.7) in the number of marine mammals potentially exposed to injurious
acoustic levels from the air gun array. The variation in the survey line spacing did not
affect the results for the MV array.

A change in behavioral criteria resulted in the reversal of conclusions regarding which
source was likely to cause more behavioral disturbance. Results showed a higher number
of animals exposed to acoustic levels at or above the regulatory-defined thresholds for
behavioral response (single unweighted values) when exposed to MV sounds compared to
air gun sounds. In contrast, when frequency-weighted step functions were used, a higher
number of animals were predicted to be exposed to sound levels resulting in behavioral
responses when exposed to air gun sounds versus MV sounds.
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Table 9. Mean number of marine mammals expected to be exposed to sound levels at or above
behavioral thresholds during a 24 h survey period. Step function thresholds are based on DoN [22]
for MV array and Wood et al. [21] for the air gun arrays; single-value thresholds are based on
NMFS [86].

Scenario Species Name

Step Function
Thresholds

Single-Value
Thresholds

MV Array
Air Gun

Array
MV Array

Air Gun
Array

1
Humpback whale 0.06 0.08 0.09 0.09
Bottlenose dolphin 2.95 8.89 23.1 13.9

Finless porpoise 107 239 266 172

2

Minke whale 1.76 15.3 44.2 23.6
Bottlenose dolphin 0.01 0.08 0.24 0.12

White-beaked dolphin 0.20 3.05 7.82 5.33
Harbor porpoise 26.4 175 113 64.3

Harbor seal 0.23 1.32 3.84 1.95

3

Minke whale 1.75 15.6 45.8 23.9
Bottlenose dolphin 0.02 0.14 0.38 0.22

White-beaked dolphin 0.17 3.21 8.40 5.72
Harbor porpoise 28.7 183 120 68.9

Harbor seal 0.24 1.50 4.23 2.30

4

Bryde’s whale <0.01 0.05 0.28 0.05
Sperm whale 0.03 0.70 6.89 1.24

Bottlenose dolphin <0.01 <0.01 0.20 <0.01
Cuvier’s beaked whale 0.05 0.62 0.81 0.12

Pygmy sperm whale <0.01 <0.01 0.92 <0.01

4. Discussion

From a biological point of view, one advantage of MV arrays is their lower SLPK;
MV arrays are expected to have a lower potential than air gun arrays to cause onset of
permanent or temporary threshold shift in marine mammals or to cause mortality and
injury in fish and other animals. In the current study, SLPK values for the air gun arrays
were 21 to 39 dB higher than for the MV array (see Table 5). Our results indicated that a
large difference in PK persist over several kilometers (>30 km). Thus, the likelihood of
injury due to high PK values was much lower for an MV array than for an air gun array.

To acquire the desired geophysical data, a certain level of energy must be produced
by the seismic source. Therefore, for similar SEL and lower PK levels, the MV array must
produce a much longer signal than the air gun array. The longer duration means there
is less opportunity for “dip-listening” between MV sounds than between air gun pulses.
This would appear to be a clear advantage of air guns over MVs in terms of a lower risk
of masking effects, but the lower SPL of MV array sounds means the distances within
which this masking may occur (considered here as the maximum distance where per-pulse
duration was greater than zero) is shorter than for air guns (~5 km for the MV array versus
10 to 50 km for the air gun arrays, for the modeled scenarios). Additionally, if the harmonic
content of MV array sounds above ~100 Hz is kept low (i.e., the MV array follows the
specifications required by the MVJIP), then potential masking of mid- and high-frequency
cetaceans may be negligible and greatly reduced for low-frequency cetaceans.

Responses to disturbance include a variety of effects, ranging from subtle to conspicu-
ous changes in behavior, movement, and displacement. Available detailed data on reactions
of marine mammals to air gun sounds (and other anthropogenic sounds) are limited to
relatively few species and situations (see reviews in [9,87–92]). Behavioral reactions to
sound are highly variable and context specific, and they may differ for species, state of
maturity, experience, current activity, reproductive state, time of day, and many other
factors [9,87,90,91,93,94].
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Given the many uncertainties in predicting behavioral responses in marine mammals,
it is common practice to assume that behavioral responses will occur if an animal is within
a predicted distance, as is done with the single-value criteria currently used by NMFS [86].
Even though MV arrays have lower source amplitudes, the distances to the estimated
behavioral response SPL isopleths are longer than for the MV arrays. Therefore, when these
single-step threshold criteria were used in exposure modeling simulations, results showed
a higher number of animals exposed to MV sounds than air gun sound (Table 9). This was
due to the substantially lower NMFS SPL threshold for non-impulsive sounds compared
to that for impulsive sounds (120 vs. 160 dB re 1 μPa). It is therefore imperative to either
have clear rules for determining the impulsiveness of the sound produced or to develop
criteria that do not depend so critically on this distinction. While the duration of a signal
at its source has historically been used to separate sources into two groups (impulsive vs.
non-impulsive), other metrics such as kurtosis [95], crest factor, and the Harris impulse
factor are being proposed to quantify the impulsiveness of ocean sounds [10].

As an alternative to the single-value criteria currently used by NMFS [86], animal
exposure to sound potentially resulting in behavioral disturbance was calculated using
weighted sound fields to account for the hearing range of the animals, and a 2- or 3-step
(depending on the species and activity group) probability of response to impulsive sounds,
as proposed by Wood et al. [21], or a continuous probability of response function, for
non-impulsive sounds, as used by DoN [22]; the two probability of response functions are
similar. Because of the effect of frequency weighting, distances to behavioral disturbance
thresholds are much shorter for MV sounds than air gun sounds. Therefore, exposure
modeling using the graded probability thresholds resulted in a smaller estimated number
of exposures to the MV array than the air gun array (Table 9).

The reversal of conclusions regarding which source was likely to cause more behavioral
disturbance depending on the assessment criteria used was notable, although perhaps not
surprising given the differences in the criteria (with vs. without frequency weighting; step
function vs. single value; difference in thresholds for impulsive vs. non-impulsive sound).
If the graded probability of response functions [21,22] better reflects actual behavioral
responses when frequency-weighting functions are applied, then MV arrays may elicit
substantially fewer behavioral disturbances than air gun arrays. However, the variability in
observed behavioral response to anthropogenic sounds [9] and the importance of context [90]
means that we do not know how animals might respond to sounds from MV arrays.

Because MV is a new technology still largely under development, there are no data
available documenting injury or behavioral responses of marine mammals to sounds pro-
duced by this source. Some naval sonar sources produce sounds of similar durations but
at somewhat higher frequencies (100–500 Hz for low-frequency active sonar, 1–8 kHz for
mid-frequency active sonar). A recent review of behavioral responses to naval sonar source
(from 1–8 kHz) shows similarly high levels of variability among species and individuals
as observed for other sources [91]. Systematic well-controlled studies of animal responses
to MV sounds are necessary before the relative behavioral responses from MV and air gun
sources can be meaningfully compared.

5. Conclusions

The goal of this study was to quantify the potential effects of MV array sounds by
comparing the signal characteristics and estimate marine mammal exposures associated
with geophysical surveys conducted using MV arrays versus air gun arrays. Various survey
designs scenarios were selected to allow meaningful comparisons among representative
survey operations in three different environmental settings. Because of the difference in
signal type (impulsive versus non-impulsive), different acoustic thresholds were necessarily
applied for each seismic source, complicating the comparison. Nonetheless, the results
of this study provide important insights into the relative potential for the two sources to
cause injury and behavioral disturbance.

374



J. Mar. Sci. Eng. 2021, 9, 12

The lower source amplitudes of MV array sounds mean that they are less likely than
air gun arrays to exceed the currently prescribed marine mammal injury thresholds based
on PK levels. For arrays with similar energy source levels (ESL), the frequency weighting
used in estimating distances to injurious thresholds for most marine mammal hearing
groups has a greater filtering effect on the sound field of the MV than the air gun array.
This is due to differences in acoustic energy propagating at frequencies outside the main
frequency band of interest for seismic surveys; the spectral levels for the MV array are
expected to be much lower than that of the air gun array above 100 to 200 Hz. Therefore,
MV arrays with well-suppressed harmonics are expected to exceed the studied SEL injury
thresholds at shorter distances than air gun arrays with similar ESL. However, sounds
from air gun arrays typically decrease to below current injurious thresholds at relatively
short distances (tens of meters in this study, depending on the hearing group). None
of the scenarios in this modeling study, regardless of source, resulted in more than 25
regulatory-defined injurious exposures (Table 8).

The single-step unweighted SPL thresholds currently used by NMFS [13] resulted
in higher estimates of behavioral effects from MV arrays than air gun arrays, primarily
as a result of the lower SPL threshold (120 dB re 1 μPa) used for non-impulsive sounds.
Because it is unlikely that sounds outside of the hearing range of an animal will result in
behavioral response, it can be argued that frequency weighting should be applied and that
a more statistical approach should be used when assessing behavioral effects on marine
mammals. When the frequency-weighted and multiple-step functions proposed by Wood
et al. [21] and DoN [22] were used, the modeled air gun arrays are predicted to cause
more behavioral disturbance than the MV array. This is primarily caused by the higher
frequency-weighted source pressure levels of air gun arrays resulting in longer distances
to nearly equivalent behavioral response threshold levels for the two source types.
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Abstract: Evidence for synaptopathy, the acute loss of afferent auditory nerve terminals, and de-
generation of spiral ganglion cells associated with temporary threshold shift (TTS) in traditional
laboratory animal models (e.g., mice, guinea pigs) has brought into question whether TTS should
be considered a non-injurious form of noise impact in marine mammals. Laboratory animal studies
also demonstrate that both neuropathic and non-neuropathic forms of TTS exist, with synaptopathy
and neural degeneration beginning over a narrow range of noise exposures differing by ~6–9 dB, all
of which result in significant TTS. Most TTS studies in marine mammals characterize TTS within
minutes of noise exposure cessation, and TTS generally does not achieve the levels measured in neu-
ropathic laboratory animals, which have had initial TTS measurements made 6–24 h post-exposure.
Given the recovery of the ear following the cessation of noise exposure, it seems unlikely that the
magnitude of nearly all shifts studied in marine mammals to date would be sufficient to induce
neuropathy. Although no empirical evidence in marine mammals exists to support this proposition,
the regulatory application of impact thresholds based on the onset of TTS (6 dB) is certain to capture
the onset of recoverable fatigue without tissue destruction.

Keywords: permanent threshold shift; synaptopathy; neuropathy; auditory brainstem response;
behavioral thresholds

1. Introduction

The last two decades have seen an explosion in the scientific literature related to the
impact of anthropogenic noise on marine mammals. Arguably, the topic also dominates the
distribution of research dollars related to marine mammal science. Research investment
has sought to provide insight on the types of responses that marine mammals exhibit
when exposed to anthropogenic noise, and more importantly, the short- and long-term
consequences of such exposures. Relationships between animal responses and signal
frequency, level, duration, and duty cycle, as well as the importance of novel to repeated
exposures, have been the focus of many studies, the results of which have informed
regulatory practices of countries actively engaged in the marine mammals and noise issue.

The avoidance of injury to marine mammals incidentally exposed to anthropogenic
noise is a common goal of regulators. However, there is a lack of legal and regulatory
consensus among countries with environmental management frameworks as to what
defines an ‘injury’. This contributes to differences in the noise exposure thresholds at
which impacts are regulated, an issue that has particular relevance when considering direct,
physiological impacts to the auditory system. For example, under the authority of the
Marine Mammal Protection Act (MMPA), the National Marine Fisheries Service (NMFS)
regulates noise producers in US territorial waters that have the potential to impact marine
mammals. As part of its regulatory framework, NMFS adopted a definition of injury
that involved the destruction of tissue [1,2]. This definition formed the basis for a legal
distinction under the MMPA between two forms of noise-induced hearing loss (NIHL)–a
temporary elevation of hearing threshold (temporary threshold shift, or TTS), which was
believed to be a fully recoverable form of auditory fatigue, and permanent threshold shift
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(PTS), which was a permanent loss of hearing sensitivity believed to arise from damage to
the auditory system tissues (e.g., disarticulation of the middle ear bones, loss of hair cells).
The occurrence of TTS was not considered injury under this regulatory interpretation,
whereas PTS was. In contrast, all forms of hearing impairment caused by exposure to
anthropogenic noise are considered injury under German regulation: “An injury within
the meaning of the prohibition on taking under species protection law is an impairment of
an animal’s physical welfare or damage to its health. This encompasses any impairment of
its physical integrity [3].” Thus, a TTS is considered an injury under German law once the
threshold for TTS has been exceeded.

There has been a greater focus in recent years on whether TTS is truly non-injurious
under an injury definition that incorporates the destruction of tissue [4]. Indeed, since TTS
magnitude grows with the degree of noise exposure and eventually becomes PTS, there is
obviously some threshold of noise exposure beyond which tissue damage occurs. What
was historically less apparent was whether the onset of PTS and the onset of tissue damage
were due to equivalent exposures. In 2009, Kujawa and Liberman [5] provided evidence
that fully-recoverable threshold shifts in mice could be associated with the permanent
loss of tissues within the auditory system. The question that followed for the marine
mammal community was a natural extension of the findings–if TTS can be associated
with the destruction of tissue, then at what magnitude of TTS can injury be present in
marine mammals?

2. TTS and the Loss of Auditory System Tissues

There are relatively few studies demonstrating that TTS can be associated with the
destruction of tissue. To date, relevant studies have only been performed in terrestrial
laboratory animals. Kujawa and Liberman [5] exposed mice (Mus musculus) to octave-band
noise (8–16 kHz) for two hours at a sound pressure level (SPL) of 100 dB re 20 μPa. Utilizing
measurements of the auditory brainstem response (ABR), they measured a ~40 dB TTS in
the mice 24 h after the noise exposure. (Note that a 40 dB shift reflects a several order of
magnitude reduction in hearing sensitivity relative to the 6 dB of shift used to define the
onset of TTS in some marine mammal regulations.) Kujawa and Liberman demonstrated
that the mice suffered an acute loss of afferent nerve terminals, termed synaptopathy, while
cochlear sensory (hair) cells remained intact. Degeneration of the cochlear nerve (loss of
spiral ganglion cells) was also observed, although it occurred slowly over the course of
one to two years. The magnitude and cochlear placement of the syanptopathy and nerve
degeneration were spatially related to the corresponding frequency at which the greatest
threshold shift was observed. Both phenomena were noted concomitant with hearing
thresholds that returned to baseline days to weeks after the exposure, suggesting that
conventional threshold testing alone was insufficient to determine pathologies associated
with noise over-exposure.

Subsequent work has reinforced these findings. Lin and colleagues [6] performed a simi-
lar experiment to that of Kujawa and Liberman [5] but utilized guinea pigs (Cavia porcellus) in
order to address concerns that neurons of the mouse ear might be particularly susceptible to
noise over-exposure. Subjects were exposed to octave-band noise (4–8 kHz) for two hours
at SPLs of 106 and 109 dB re 20 μPa. Again, utilizing ABR measurements, the magnitude of
TTS 24 h after the noise exposure was found to be ~50 dB, but returned to normal by ten
days after the exposure. Significant synaptopathy was noted at this time, although there
was no loss of either inner or outer hair cells (IHCs and OHCs, respectively). Long-term
monitoring subsequently showed the slow loss of spiral ganglion cells over the course of a
two-year period, with losses closely associated with the sites of synaptopathy.

Wang and Ren [7] performed a noise exposure experiment in mice similar to that of
Kujawa and Liberman [5] but utilized a repeated exposure paradigm in which a subset
of mice were exposed to fatiguing stimuli, either two or three times following recovery
of the initial ABR threshold shift. Mice were exposed to octave band noise centered at
12 kHz for two hours at ~100 dB re 20 μPa, and as in previous studies, ABR thresholds
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were measured prior to and 24 h after the exposure. For mice receiving a single noise
exposure, threshold shifts were initially found to be about the same as observed in previous
experiments (30–40 dB), recovering to normal in approximately the same time. Similarly,
the occurrence of synaptopathy without the loss of IHCs or OHCs was observed, although
the loss of spiral ganglion cells was not investigated.

Collectively, these studies provide a small but sufficient amount of evidence to suggest
that a fully recoverable TTS can occur despite permanent auditory system tissue damage.
Further, progressive loss of auditory system tissues, specifically spiral ganglion cells, can
occur long after recovery of hearing thresholds. How this applies to marine mammals
warrants discussion, and the relevance of laboratory animal work conducted to date
requires consideration in the context of marine mammal TTS studies.

3. Relevance of Laboratory Animal TTS Findings to Marine Mammals

To reconcile the findings of the TTS literature demonstrating tissue damage with the
TTS work performed in marine mammals, there must first be an understanding of the
magnitude of threshold shifts achieved in traditional laboratory animal models and the
time courses at which shifts were measured. Threshold shifts for which tissue damage has
been associated in laboratory animals range from ~30 to 50 dB of TTS [5–7]. Threshold
shifts in these studies were measured 24 h post-exposure, and the measurements were
made using ABR threshold procedures. The majority of marine mammal TTS studies
have behaviorally measured smaller amounts of TTS (<20 dB) within minutes of noise
exposure (for review, see [8]; for studies after 2015, see [9–14]), though initial threshold
shifts measured behaviorally have occasionally been greater than 40 dB [15]. A smaller
number of studies have measured ABR threshold shifts and found initial shifts as high as
63 dB when measured within a couple of minutes of the cessation of noise exposure [16].
Behavioral and ABR measurements are not equivalent, however, and reconciling threshold
shifts measured with the two approaches requires an understanding of the differences
between them [8].

Behavioral measurements of hearing sensitivity require an animal to act in response
to hearing a sound (e.g., paddle push, produce a whistle), thus providing an integrated
response that includes the animal’s perception of the sound and its decision to respond.
ABR measurements of hearing sensitivity do not reflect this integrated animal response but
measure only voltages generated by portions of the ascending auditory system. Temporary
threshold shifts determined from ABR measurements generally demonstrate an earlier
onset of TTS, generally characterized as 6 dB of threshold shift, larger shifts than those ob-
served with behavioral methods and longer recovery times than observed with behavioral
methods. This suggests that some mechanism accommodates the restoration of the hearing
threshold even though the auditory system has not fully recovered from the fatiguing
noise exposure [8,17]. Finneran et al. [17] showed that TTS measured with ABRs could be
19–33 dB greater than those measured behaviorally and that ABR threshold shifts of ~10 dB
could be found in the absence of a behavioral shift. The time courses of recovery measured
with ABRs were always longer than those measured behaviorally. In a subsequent study of
TTS induced by exposure to air gun impulses, no behavioral threshold shifts were observed,
whereas a small amount of TTS was detected by measuring ABR thresholds [14]–in one
dolphin, a 9-dB TTS was measured at a test frequency of 8 kHz. Thus, caution should be
exercised in making comparisons between studies that used behavioral or ABR threshold
measurement methods, and the synthesis of findings across studies should account for
these differences.

If the difference between the magnitude of ABR and behavioral threshold shifts
measured following noise exposure is consistent across mammals in general, then the
modest behaviorally measured threshold shifts from marine mammal studies could appear
similar to the ABR threshold shifts observed in laboratory animals that have been associated
with tissue damage (e.g., a 20 dB behavioral TTS could potentially correspond to a 50 dB
TTS measured with ABRs). However, the initial TTS measurements in marine mammal
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studies are typically made within minutes of noise exposure, not 24 h after the exposure
(as described for traditional laboratory animal models). Recovery from TTS induced by
narrowband or tonal noise can crudely be described as a function of the logarithm of time
with recovery rates increasing in variability as recovery time increases. In marine mammals,
measured recovery rates range from ~4 to 23 dB/decade of time [12,17–27] and generally
demonstrate a positive relationship with the magnitude of the initial threshold shift. Thus,
TTS measured within minutes of the noise exposure would be much higher than that
measured 24-h after the exposure. Comparisons between laboratory animal studies with
24-h post-exposure TTS measures and marine mammal studies made within minutes of
exposure cessation must keep this difference in mind, particularly since marine mammal
TTS studies often recover to baseline thresholds within 24 h of noise exposure, even when
TTS measured behaviorally and immediately following the noise exposure was as high
as ~30 dB. It is important to note that in the one marine mammal study in which PTS was
observed, the behavioral threshold shift was ~30 dB 24 h after the exposure, which could
equate to an ABR threshold shift as high as 60 dB [24].

Little information exists on the relationship between the growth of TTS and quantifi-
able tissue damage in terrestrial mammals, and none exists in marine mammals. How-
ever, some limited work in mice demonstrates that there exist both neuropathic and non-
neuropathic levels of TTS. Mice exposed to octave-band (8–16 kHz) noise exposures ranging
from 91 to 100 dB re 20 μPa for periods of two hours demonstrated significant synaptopathy
at exposures >97 dB re 20 μPa, but not at exposures <94 dB re 20 μPa [28–30]. The degree
of synaptopathy appeared progressive and frequency-dependent, i.e., the degree of synap-
topathy varied as a function of the cochlear frequency-place map, as previously observed.
The magnitude of TTS measured after noise exposure ranged from up to 55 dB measured
6 h after exposure to ~35–40 dB measured 24 h after exposure in non-neuropathic mice,
showing substantial TTS could occur without the presence of synaptopapthy. However,
the observance of synaptopathy onset at noise exposures that differed by as little to 6–9 dB
from those that were non-neuropathic suggested a narrow range over which the onset and
growth of synaptopathy occurs. Thus, the limited evidence that is available suggests that
relatively large TTS (>30 dB, 24-h post-exposure) can occur without tissue damage, but that
damage begins to occur along some noise exposure continuum as noise exposures (and
TTS) increase.

4. Discussion

A limited amount of evidence from terrestrial laboratory animals suggests that both
neuropathic and non-neuropathic TTS are feasible, with the onset of neuropathology
occurring at noise exposures well exceeding those corresponding to the onset of TTS. Given
this evidence, it is probable that threshold shifts in marine mammals can occur with noise
exposures that also range in magnitude and effect from fully recoverable TTS without tissue
damage, through fully recoverable TTS with tissue damage, to the destruction of tissue
producing PTS. In other words, TTS is a graded phenomenon that is fully recoverable
at low levels but can lead to tissue damage as it becomes more extreme–not all TTS
results in the destruction of tissue. The threshold of exposure at which neuropathy would
occur is unknown and likely varies between marine mammal species, as does the noise
exposure required for the onset of TTS [8]. Based on laboratory animal studies, the onset of
neuropathic TTS would appear to occur at only more extreme threshold shifts, exceeding
the magnitude of TTS commonly induced in the marine mammal studies conducted thus
far. Nevertheless, if a legal definition of injury includes the destruction of tissue, then
synaptopathy qualifies as injury and must be considered in the framework of potential
acoustic impacts to marine mammals.

Countries actively regulating the potential impact of ocean noise to marine mammals
often employ thresholds for the onset of injury that would be conservative relative to the
findings related to neuropathic TTS, regardless of whether following a broad definition
of injury that encompasses impacts to behavior or one that more narrowly relies on a
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definition involving the destruction of tissue. In the least conservative case, such as is
employed by US regulators [31], the use of an initial (i.e., measured minutes after exposure)
40 dB of TTS as the onset of injury falls below the magnitude and time scale of TTS
associated with neuropathic TTS (i.e., 30–50 dB of TTS measured 24 h after noise exposure)
observed in conventional laboratory animal models. Therefore, even though it has been
demonstrated that a fully-recoverable TTS of sufficient magnitude can result in underlying
tissue damage [5], the implementation of regulatory thresholds based on TTS onset should
encompass recoverable auditory fatigue without the occurrence of tissue damage [32].
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Abstract: Underwater sound generated from human activities has been long recognized to cause
adverse effects on marine mammals, ranging from auditory masking to behavioral disturbance
to hearing impairment. In certain instances, underwater sound has led to physical injuries and
mortalities. Research efforts to assess these impacts began approximately four decades ago with
behavioral observations of large whales exposed to seismic surveys and rapidly progressed into
the diverse field that today includes studies of behavioral, auditory, and physiological responses of
marine mammals exposed to anthropogenic sound. Findings from those studies have informed the
manner in which impact assessments have been and currently are conducted by regulatory agencies
in the United States. They also have led to additional questions and identified information needed
to understand more holistically the impacts of underwater sound, such as population- and species-
level effects, long-term, chronic, and cumulative effects, and effects on taxa for which little or no
information is known. Despite progress, the regulatory community has been slow to incorporate the
best available science in marine mammal management and policy and often has relied on outdated
and overly simplified methods in its impact assessments. To implement conservation measures
effectively, regulatory agencies must be willing to adapt their regulatory scheme to ensure that the
best available scientific information is incorporated accordingly.

Keywords: underwater sound impacts; marine mammal conservation; impact assessment; behavioral
disturbance; hearing impairment; auditory masking

1. Introduction

Since the Industrial Revolution, with the mechanization and expansion of human
activities into the sea, humans have been introducing pervasive anthropogenic sound
into the marine environment [1]. Given that many marine species rely on acoustic cues
for their life functions, such as communication, sensing the environment, migration, and
detecting predators and prey, elevated anthropogenic sound can have detrimental effects
on them [2,3]. To address these concerns and to provide sound scientific information
for the conservation of marine mammal species, interdisciplinary studies have been con-
ducted over the past four decades to support impact assessments by various regulatory
entities [4,5].

Those assessments typically follow the source–path–receiver model, where the “source”
is the anthropogenic sound source, “path” is the underwater sound propagation, and “re-
ceiver” is the marine mammal that is exposed to the sound [6]. The former two aspects
lie within the field of underwater acoustics, while the latter is addressed in animal bio-
and psychoacoustics. An overview of the application of underwater acoustics in marine
conservation, which focuses on knowledge gained regarding anthropogenic sound sources
and sound propagation relevant to impact assessments is discussed in a companion review
paper [7]. Here, we provide a review of the application of psychoacoustics in marine
mammal impact assessments that support management and policy in the United States.
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2. An Early History of Research Involving the Effects of Sound on Marine Mammals
and Its Application in Impact Assessments: Up to 2000

The invention of an underwater acoustic transducer to aid navigation and to engage
anti-submarine warfare at the turn of the 20th century opened a new field of research
in underwater acoustics [8,9]. However, it was not until almost half a century later that
researchers first documented underwater sound production and communication by marine
mammals [10–13]. In the early 1970s, a group of researchers began to recognize the potential
adverse effects of anthropogenic sound on marine species, particularly marine mammals.
Payne and Webb were the first to hypothesize that sound emitted from modern ships
significantly reduced the communication range of 20 Hz fin whale calls by up to 3000
nautical miles [14]. Using audiograms of the bottlenose dolphin (Tursiops truncatus), harbor
seal (Phoca vitulina), and California sea lion (Zalophus californianus), Myrberg proposed
that auditory masking of these species could occur from vessel traffic and industrial
activities [15].

With the passage of the National Environmental Policy Act (NEPA) in 1969, the Marine
Mammal Protection Act (MMPA) in 1972, and the Endangered Species Act in 1973 in the
United States [16–19], government agencies faced the challenge of properly regulating
various human activities that had been overlooked previously. The lack of science-based
information to implement regulatory requirements and to assess environmental impacts
from those activities prompted numerous studies investigating the effects of underwater
sound on marine mammals [4,5,20].

Some of the initial pressing questions were focused on the impacts that underwater
detonations, typically used during naval shock trials and other exercises, may have on
marine mammals [21]. Underwater detonation experiments were conducted using live
animals such as sheep, dogs, and monkeys submerged in water to extrapolate the poten-
tial physical injuries and mortalities to marine mammals [21–23]. Those extrapolations,
along with additional theoretical analysis on potential hearing impairment [24] and field
observation of behavioral disturbance from sound exposure [25], were the basis for the U.S.
Navy’s (the Navy) environmental impact statement (EIS) for the shock trial of the Seawolf
submarine [26].

In addition, from the early 1980s through the 1990s, the U.S. Minerals Management Ser-
vice (MMS, the predecessor of the current Bureau of Ocean Energy Management (BOEM))
funded a number of studies to investigate adverse effects of oil and gas development activ-
ities on marine mammals in the Arctic. Most of those studies were based on aerial or vessel
observations of marine mammal behavioral responses and movements when exposed to
industrial activities, such as oil and gas exploration using seismic airgun arrays [27–39].
Many of those studies were reviewed by Myrberg [40] and summarized in a landmark
book “Marine Mammals and Noise” by Richardson et al. [6].

A relatively simple scheme for assessing the impacts of sound on marine mammals
was proposed by Richardson et al. [6] using the source–path–receiver model. In the model,
potential adverse impacts from a given intense sound source are based on the distance of
the source from the receiver (animal) (Figure 1). When the animal is in close proximity to
the source, the impacts would be expected to be “severe” and physical injury could occur.
When the animal is farther away from the source, the expected impacts would gradually
decrease, until a distance at which the impacts would be negligible [6].
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Figure 1. A simple acoustic impact model based on the distance of the source from the receiver
(animal). PTS = permanent threshold shift; TTS = temporary threshold shift. See text for explanation.

Contrary to the simplicity of the model, the relationship between a given sound
exposure level and the severity of the impact expected is not well defined. To delineate
and assess impacts in a more meaningful manner, the 1994 amendments to the MMPA
included definitions for both Level A and Level B harassment [41]. Based on the 1994
amendments, Level A harassment “has the potential to injure a marine mammal or marine
mammal stock in the wild,” while Level B harassment “has the potential to disturb a
marine mammal or marine mammal stock in the wild by causing disruption of behavioral
patterns, including, but not limited to, migration, breathing, nursing, breeding, feeding,
or sheltering.” A simple interpretation of Level A vs. Level B harassment is that Level A
harassment could cause physical injury to a marine mammal, while Level B harassment
could result in behavioral disturbance or displacement.

Given the lack of a standard for each type of impact, a number of different criteria,
thresholds1, and metrics have been proposed and used in the impact assessment and
review processes over the years (see [42]). For example, the Navy used the 50 percent
tympanic membrane rupture criterion as onset of auditory injury for Level A harassment
based on an energy flux density (EFD) of 1.17 in-lb/in2 (equivalent to 205 dB re 1 μPa2-s)
in its EIS for the Seawolf shock trial [20,26,42]. In the same EIS, the Navy used dual criteria
(based on two acoustic metrics) for Level B harassment: (1) an energy-based temporary
threshold shift (TTS) threshold2 of 182 dB re 1 μPa2-s and (2) a peak pressure-based TTS
threshold of 12 lb/in2 (or psi) [26,42]. At the time, the U.S. National Marine Fisheries
Service (NMFS) used interim acoustic criteria for marine mammal harassment: 70 dB
over a hearing threshold defined behavioral harassment, 80–100 dB over the threshold
defined TTS, 133 dB over the threshold defined pain, and 155 dB over the threshold defined
permanent threshold shift (PTS) [42,43].

Since information was unavailable concerning the onset of hearing injury in the form
of PTS for marine mammals, an expert working group, the High Energy Seismic Survey
Team (HESS Team) was convened by MMS in 1996 to provide a “roadmap” for applicants
that used airgun arrays to acquire geophysical data and needed to comply with the various
environmental statutes and regulations [43]. In its 1997 workshop, the HESS Team reached
a consensus that exposures to root-mean-square sound pressure levels (SPLrms or Lp,rms)
greater than 180 dB re 1 μParms were likely to have the potential to cause serious behavioral,

1 Only in-water thresholds are described in detail herein. Details regarding in-air thresholds are beyond the scope of the paper.
2 The metric considered the total energy of all exposures based on the greatest EFD in any one-third octave band for frequencies greater than 100 Hz

for odontocetes and 10 Hz for mysticetes.
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physiological, and hearing effects [43]. Thus, 180 dB re 1 μParms became the Level A
harassment threshold for cetaceans, and 190 dB re 1 μParms was used for pinnipeds [44].

Malme et al. [29] documented that migrating gray whales (Eschrichtius robustus)
avoided areas when exposed to continuous low-frequency sound levels above 120 dB
re 1 μParms but female-calf pairs exhibited behavioral disturbances when exposed to impul-
sive sound levels above 160 dB re 1 μParms [28,29]. Richardson et al. [32,35,45] documented
similar responses in migrating bowhead whales. The 120 and 160 dB re 1 μParms sound
levels were subsequently used as the onset Level B harassment thresholds for marine
mammals when exposed to continuous and impulsive sound, respectively [44]. These
Level B harassment thresholds continue to be used by the regulatory agencies for certain
sound sources (e.g., seismic and high-resolution geophysical surveys, vibratory and impact
pile driving, drilling).

Although hearing impairment, including TTS and PTS, had been widely documented
in psychoacoustic studies on humans [46,47] and some terrestrial mammal species [48–50],
the effects on marine mammals were only hypothesized until the mid-1990s (e.g., [4,6]). As
a result, many of the impact assessments, with the exception of a few high-profile cases
(e.g., Navy shock trials [26], military sonar [51], and the Acoustic Thermometry of Ocean
Climate (ATOC) experiment [52]), did not consider the effects of TTS or PTS.

3. Advances in Marine Mammal Psychoacoustic Research and the Consideration of
Frequency-Based Auditory Responses in Impact Assessments: Since 2000

The last 20 years have seen great progress in marine mammal psychoacoustic research,
especially in the field of noise-induced threshold shift (NITS) studies. The first instance
of NITS in a marine mammal was documented by Kastak and Schusterman [53], when
a harbor seal was inadvertently exposed to intense broadband construction sound for 6
days, which resulted in a TTS of 8 dB at 100 Hz. Soon afterwards, the U.S. Office of Naval
Research funded a number of NITS studies to investigate marine mammal TTS by exposing
the animals to various types of intense sounds (e.g., [54–59]). Many of the earlier studies
were conducted on animals that were trained to respond to acoustic stimuli (behavioral
or psychophysical methods), but more recently auditory evoked potentials (AEP) mea-
surements (electrophysiological methods) have been used to study NITS (e.g., [60–64]).
A comprehensive review of marine mammal NITS studies up to 2015 was provided by
Finneran [65]. The results of those studies, coupled with behavioral and electrophysiolog-
ical audiograms of approximately 20 marine mammal species, basic knowledge of their
hearing capabilities (e.g., [6,66,67]), and known noise-induced PTS in humans, provided
the foundation for assessing auditory injuries in marine mammals.

Around the same time in the early 2000s, naval exercises involving mid-frequency
active sonar3 (MFAS) were purportedly linked to mass strandings of various deep-diving
cetaceans, particularly beaked whales [68–72]. One of the hypotheses suggested that mor-
talities associated with sonar exposure-linked strandings were the result of decompression
sickness (i.e., “the bends”) due to rapid ascension to the sea surface by the mammals
when exposed to MFAS sounds [73–75]. To fully understand whether behavioral responses
from sonar exposure could be the cause of cetacean strandings, the Navy funded sev-
eral controlled-exposure experiments (CEEs) beginning in the late-2000s (e.g., [76]). The
researchers attached dataloggers equipped with various sensors (e.g., accelerometers,
acoustic and pressure sensors) to individual whales and conducted playbacks of simulated
MFAS or other anthropogenic sounds to the tagged animals. Behavioral responses of the
exposed animals were analyzed from the recovered dataloggers [76–78]. More recently,
actual naval sonar has been used to determine whether and how marine mammals respond
to MFAS, e.g., [79]. Despite several large-scale CEEs that have been conducted around the
world to address the effects of naval sonar on marine mammals, results have shown that

3 Which is termed by the Navy as sonar within the 1–10 kHz range. Other navies, particularly those in Europe, define a portion of the MFAS range as
low-frequency active sonar (LFAS), whereas LFAS in the United States is any sonar that operates below 1 kHz.
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responses are highly variable and may not be fully predictable with only sound level-based
thresholds, e.g., [79–87].

Based on comprehensive review of the then up-to-date best available information,
Southall et al. recommended a set of criteria for assessing sound exposure in marine
mammals [88]. In their recommendations, marine mammals were grouped into five
functional hearing groups based on their generalized auditory frequency responses and,
for pinnipeds, the medium in which they listen. The functional hearing groups were: low-
frequency (LF) cetaceans (all baleen whales), mid-frequency (MF) cetaceans (delphinids,
beaked whales, and the sperm whale), high-frequency (HF) cetaceans (porpoises, river
dolphins, and Kogia spp.), pinnipeds in water, and pinnipeds in air. An “M-weighting”
function representing a generic auditory frequency response was established for each of
the five functional hearing groups using the paradigm similar to the human 100-phon
equal-loudness function (or “C-weighting”) [88].

Three sound types were identified in Southall et al.’s [88] criteria: (1) a single pulse,
(2) multiple pulses, and (3) nonpulses. The distinction between pulse and nonpulse was
determined based on a 3 dB difference between the continuous and impulse setting of a
sound level meter (SLM). Specifically, if the SLM measurement from the impulse setting
(35 ms) was 3 dB or greater than the continuous setting (1 s) for the sound, that sound
would be classified as a pulse, otherwise it would be deemed a nonpulse [88,89].

For assessing onset of auditory injury (defined as PTS), Southall et al. [88] recom-
mended dual criteria for impact assessments, similar to the TTS criteria for the Seawolf
shock trial EIS. The instantaneous pressure criteria were based on certain received peak
sound pressure levels (SPLpeak or Lpk) above which PTS could occur, while the total energy
criteria were based on received cumulative sound exposure levels (SELcum or LE) above
which PTS could occur. The SELcum criteria also incorporated the M-weighting functions
such that the sound source’s frequency content, as well as its broadband sound levels, were
considered, while the SPLpeak criteria only considered the overall broadband sound levels
absent frequency weighting. The authors further recommended that whichever criterion is
exceeded first (e.g., that which resulted in the largest impact zones) should be used as the
operative injury criterion. The specific PTS thresholds were established by interpreting the
available marine mammal TTS data and adding 6 dB to the TTS thresholds for the peak
pressure metrics and 15 dB for the energy metrics [88]. For marine mammals where TTS
data were lacking, such as LF cetaceans, their auditory anatomy (e.g., [66]) was considered
along with extrapolations from MF cetacean TTS values [88].

For the onset of behavioral disturbance thresholds for single pulses, similar dual
criteria were recommended based on marine mammal TTS-onset thresholds for cetaceans,
pinnipeds in water, and pinnipeds in air [88]. For sound exposure from multiple pulses
and nonpulses, Southall et al. [88] were not able to recommend a single value for each
functional hearing group and acoustic metric. Instead, the authors conducted an extensive
literature review and developed a “severity scale” system to rank the observed behavioral
responses of marine mammals (both free-ranging and captive) exposed to a variety of
anthropogenic sound with differing received SPLrms values [88]. At the time, the authors
argued against using a single value for onset of behavioral disturbance from multiple
pulses and nonpulses due to the vast variability and context-specific nature of animal
responses to those types of sound.

The concepts from Southall et al.’s [88] recommendations soon became widely ac-
cepted and served as the basis for a renewed approach for conducting marine mammal
impact assessments. In 20124, the Navy released its first comprehensive compilation of the
various criteria and thresholds for assessing impacts on marine mammals from acoustic
and explosive sources [92]. Those criteria further updated the Southall et al. [88] recom-

4 At the same time, Wood et al. [90] developed simple probabilistic dose response functions for seismic surveys based on a given received level at 90,
50, and 10 percent response rates for porpoises and beaked whales, migrating mysticetes, and all other species—the dose response functions also
were intended to be used with the M-weighting functions. Variations of the Wood et al. [90] dose response functions have been used only once by
the U.S. regulatory community [91].
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mendations by modifying the M-weighting functions for cetaceans. Specifically, the Navy
developed Type II weighting functions to account for both Type I weighting functions that
were the same as, or similar to, M-weighting functions from Southall et al. [88] and an
equal loudness weighting function that incorporated the increased susceptibility to sound
observed by Finneran and Schlundt [93] in bottlenose dolphins. The Navy’s 2012 criteria
also divided pinnipeds into two functional hearing groups: phocids (eared seals or “true
seals”) and otariids (sea lions and fur seals) and added sirenians (manatees and dugong) to
the phocid functional hearing group and odobenids (walruses), mustelids (sea otters and
marine otters), and ursids (polar bear) to the otariid functional hearing group. In addition,
the Navy’s 2012 criteria consolidated various criteria into a set of six categories that were
specific to underwater explosive sources: mortality, slight lung injury, gastrointestinal
(GI) tract injury, PTS, TTS, and behavioral disturbance [92]5. Instead of using NMFS’s
generic 120 and 160 dB re 1 μParms thresholds for onset of behavioral disturbance for
acoustic sources, the Navy’s 2012 criteria relied on behavioral response functions (BRFs)6

that were based on probabilistic Feller [94] functions it developed for its TAP I EISs7 for all
functional hearing groups except beaked whales and harbor porpoises. The Navy used
unweighted 140 and 120 dB re 1 μParms thresholds for assessing impacts on beaked whales
and harbor porpoises, respectively, from acoustic sources. For explosive sources, the Navy
used behavior thresholds that were 5 dB less than the TTS thresholds for each functional
hearing group8. The Navy’s 2012 criteria and thresholds were used in multiple Phase II
EISs for the Navy’s training and testing activities.

In 2016, the Navy drafted another technical report that provided updated marine mam-
mal auditory weighting functions based on the human 40-phon equal-loudness function
(or “A-weighting”) and revised TTS and PTS thresholds [96]. Besides modifying various
variables, methods, and functions for determining onset of TTS and PTS, the report also
established sirenians as a separate functional hearing group [96]. The Navy also provided
a singular equation to determine the weighting function amplitude, W(f ) in dB, at a given
frequency, f in kHz:

W( f ) = C + 10 log10

⎧⎪⎨⎪⎩ ( f / f1)
2a[

1 + ( f / f1)
2
]a[

1 + ( f / f2)
2
]b

⎫⎪⎬⎪⎭ (1)

where C, f 1, f 2, a and b are constants that define the shape of the filter for each functional
hearing groups [96].

In the same year, the Navy’s 2016 in-water criteria were incorporated into NMFS’s
technical guidance for assessing the effects of underwater sound on species under its
jurisdiction (i.e., cetaceans and pinnipeds except odobenids) [97]. In 2018, NMFS released a
revision to its 2016 technical guidance [98]. However, there were no substantial differences
in the weighting functions or thresholds between the 2018 revision9 and the 2016 version.
These criteria and thresholds currently are used by U.S. regulatory agencies for marine
mammal impact assessments, primarily PTS for Level A harassment under the MMPA.

5 The Navy used many of the same criteria in its EISs for previous shock trials and for training and testing activities analyzed under the Tactical
Training Theater Assessment and Planning (TAP I) documents.

6 Along with Type I weighting functions.
7 For more than two decades, the Navy also has used a metric it has termed “single ping equivalent” (SPE) to estimate behavioral responses of

marine mammals to Surveillance Towed Array Sensor System Low Frequency Active (SURTASS LFA) sonar. SPE is a quasi-metric that the Navy has
used to apply its SPE-based behavioral risk function, even though the metric is not based on any sort of physical quantity nor is it recognized by
either the American National Standards Institute or the International Organization for Standardization. The U.S. Marine Mammal Commission, an
independent oversight agency, has reviewed the deficiencies and inappropriatness of SPE and the underlying behavioral risk function [95].

8 The Navy, and thus NMFS, maintained and continues to maintain that the behavior thresholds only apply to multiple underwater detonations, not
single detonations regardless of the net explosive weight.

9 Southall et al. [99] also recommended that the same weighting functions and TTS and PTS thresholds be used. However, the authors termed MF
cetaceans as HF cetaceans and HF cetaceans as very high frequency (VHF) cetaceans. Southall et al. [99] developled a modified nomenclature that
accounted for additional subdivisions within the LF and HF cetacean functional hearing groups but acknowledged that there were insufficient data
to define further the exposure criteria within those subdivisions.
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TTS thresholds are considered Level B harassment under the MMPA and are used to assess
impacts only from acoustic sources used in military readiness activities and from explosive
sources used both in military readiness and construction activities. A summary of the
current onset TTS and PTS thresholds for marine mammals, which originated from the
Navy’s 2016 technical report, is provided in Table 1.

Table 1. Summary of current marine mammal onset TTS and PTS thresholds (data from [96]). SELcum

thresholds in dB re 1 μPa2-s, SPLpeak thresholds in dB re 1 μPapeak.

Functional Hearing Group

Impulsive Non-Impulsive

TTS PTS TTS PTS

SELcum SPLpeak SELcum SPLpeak SELcum SELcum

LF 168 213 183 219 179 199
MF 170 224 185 230 178 198
HF 140 196 155 202 153 173
SI 175 220 190 226 186 206

OW 188 226 203 232 199 219
PW 170 212 185 218 181 201

Notation: LF = low-frequency cetaceans; MF = mid-frequency cetaceans; HF = high-frequency cetaceans; SI =
sirenians; OW = otariids in water (also includes odobenids, mustelids, and ursids); PW = phocids in water.

In 2017, the Navy released another round of updates to its marine mammal criteria
and thresholds for the Phase III EISs for its training and testing activities [100]. The
2017 technical report retained all previous auditory weighting functions and the TTS and
PTS thresholds but revised the Navy’s behavior thresholds for acoustic sources10 and
the mortality and slight lung and GI tract injury criteria and thresholds for explosive
sources. Most notably, “cut-off distances” were introduced and defined as the distances
beyond which significant behavioral responses to acoustic sources are unlikely to occur
and harassment under the MMPA would not occur. The cut-off distances were used in
conjunction with the unweighted 120 dB re 1 μParms threshold that the Navy continues to
use for harbor porpoises and the Navy’s revised BRFs for all other species. The Bayesian
biphasic BRFs explicitly were intended to describe both level- and context-based responses
as proposed by Ellison et al. [101]. At higher amplitudes, a level-based response relates
the received sound level to the probability of a behavioral response, whereas, at lower
amplitudes, sound can cue the presence, proximity, and approach of a sound source and
stimulate a context-based response based on factors other than received sound level (e.g.,
the animal’s previous experience, separation distance between sound source and animal,
and behavioral state including feeding, traveling) [101].

4. Application of Psychoacoustics in the Marine Mammal Regulatory Scheme:
Successes and Deficiencies

Decades of marine mammal psychoacoustic research has provided the much needed
scientific basis for marine mammal management and policy. However, incorporation of
scientific information into the regulatory scheme has proven to be a protracted process.

Among one of the biggest achievements in the application of best available science
was the adoption of marine mammal auditory weighting functions for assessing auditory
impacts, particularly for Level A harassment under the MMPA. This was a significant
improvement from the previous generic Level A harassment thresholds of 180 and 190 dB
re 1 μParms. Since the weighting function equation can be easily solved analytically to
derive the weighted SELcum thresholds at a given frequency or frequencies, it is possible
to estimate distances at which Level A harassment could occur using a spreadsheet and
simplified assumptions [102]. However, such a simple approach for estimating injury

10 For explosive sources, the Navy again used behavior thresholds that were 5 dB less than the TTS thresholds for each functional hearing group and
assumed that the behavior thresholds only apply to multiple underwater detonations.
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zones may not always be accurate. First, the simplified spreadsheet approach only uses
geometrical spreading for sound propagation [7], and under certain circumstances (e.g.,
a moving source), only spherical spreading is incorporated [103]. Second, the estimation
of SELcum for transient sounds does not consider potential recovery between exposures—
but neither does sophisticated modeling. Third, and the most serious shortcoming, the
simplified spreadsheet approach assumes a stationary receiver that is exposed for the
entire duration of the sound exposure, which can last as long as 24 h. Often times, the
distances at which Level A harassment can occur exceed the distances at which Level B
harassment, specifically behavioral responses, occur [104–108]. To address this issue, as
well as to calculate more realistic marine mammal take estimates, several models have been
developed to incorporate simulations of marine mammal movements [109–114]. Those
models include: Acoustic Integration Model (AIM) [109], Marine Mammal Movement and
Behavior (3MB)11, Navy Acoustic Effects Model (NAEMO) [110,111], and JASCO Animal
Simulation Model Including Noise Exposure (JASMINE) [115]. The parameters that seed
the virtual marine mammals, or animats, are based on known animal distribution, behavior,
and movement under various conditions [116–118]. Animat modeling can be embedded
within simple spreadsheet tools to better inform the distances at which Level A harassment
can occur and to avoid results that are contrary to common sense.

Regarding behavioral harassment and despite the large volume of studies conducted
in the past few decades on marine mammal behavioral response to anthropogenic noise
exposure, regulatory agencies continue to use the existing rudimentary thresholds of 120
and 160 dB re 1 μParms for onset of behavioral disturbance or Level B harassment under the
MMPA for all activities except military readiness and underwater or confined detonations.
The overly simplified threshold of 160 dB re 1 μParms that originally was intended to
apply only to impulsive sounds has been systematically applied to all intermittent sounds,
both impulsive and non-impulsive, by one regulatory agency, e.g., [119,120] and to all
sounds—continuous, intermittent, impulsive, and non-impulsive12—by another agency,
e.g., [121–123]. The rudimentary thresholds are not only outdated and not based on best
available science, but they are being used in a manner that was never intended.

The Navy has made considerable progress in updating its behavior thresholds by way
of its Bayesian BRFs for acoustic sources. The Bayesian BRFs were based on more applicable
data and were a much needed update to the Navy’s original Feller [94] function BRFs.
However, use of cut-off distances by the Navy and subsequently NMFS has completely
undermined the Bayesian BRFs’ original intent. Specifically, inclusion of additional cut-off
distances13 contradicts the data underlying the Bayesian BRFs, negates the intent of the
functions themselves, and ultimately underestimates the numbers of takes, e.g., [124]. To
investigate this issue further, Tyack and Thomas [125] compared results between setting
a threshold where 50 percent of the animals respond and using the actual Bayesian BRF.
Setting the threshold at a 50 percent response led to an underestimation of effect by a factor
of 280 [125]. Given that the arbitrary cut-off distances were synonymous with an up to
45 percent response, the behavioral impacts and numbers of takes of the various species
would have been underestimated as well [124]. As noted by Tyack and Thomas [125], given
the shape of the dose–response function and how efficiently sound propagates in the ocean,
the number of animals that are predicted to have a low probability of response may in fact
represent the dominant impact from a given sound source.

For explosive sources, the behavior thresholds have yet to be updated and continue to
be based on a value that was derived from observed onset behavioral responses of captive
bottlenose dolphins during non-impulsive TTS testing of 1 sec tones [57]. In addition, the
regulatory community only applies the behavior thresholds to multiple detonations and
assumes that marine mammals would not be impacted by single detonations, including

11 3MB is available at http://oalib.hlsresearch.com/Sound%20and%20Marine%20Mammals/3MB%20HTML.htm (accessed on 29 March 2021).
12 Including drilling, vibratory pile driving and removal, dynamic positioning systems and other vessel sounds.
13 Furthermore, the distances themselves are unsubstantiated.
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those with high net explosive weights. The justification for such an assumption is lacking.
Moreover, the derivation of mortality and serious injury (GI tract and slight lung) thresholds
continue to be based on terrestrial and domestic animals. While it is clear that directed
research on these types of adverse impacts likely would not be permitted for marine
mammals, the applicability of the previous studies to marine mammals is questionable.
Such deficiencies highlight the importance of prompt retrieval, imaging, and necropsy of
animals unintentionally killed by underwater detonations, i.e., common dolphins killed at
Silver Strand [126].

Despite the availability of tools to assess the impacts of sound on marine mammals,
the regulatory community has yet to incorporate the latest scientific information or use
the tools (e.g., animats) and models (e.g., sound propagation models) in-house for its
impact assessments [7]. This has prevented regulatory agencies from determining more
realistic estimates when calculating harassment takes. Rather, the agencies generally
use the simplest arithmetic method of calculating marine mammal takes (N) using the
equation [127]:

N = D × A × T (2)

where D is the animal density (number/km2) in the area, A is the ensonified area (km2),
and T is the project duration (days).

The failure to incorporate information on marine mammal behavior, distribution, and
densities to ground-truth arithmetic results has often yielded unrealistic take estimates. For
example, when assessing the potential behavioral disturbance of harbor seals from a small
mooring float construction project at Sentinel Island in Alaska that involved installing
up to six 24 in piles on up to six days, one regulatory agency estimated that a total of
36,180 harbor seal takes could occur, among a presumed local population of approximately
134 animals [128]. Since the same regulatory agency assumes that a marine mammal can
be taken only once on a given day, the maximum number of takes for the project would
have been less than 1000 seals. Although determining whether and how to use pinniped
haul-out counts appropriately, when such counts should be adjusted based on haul-out
correction factors or time spent at sea (e.g., [124,129–132]), and whether certain animal
movement models (e.g., [133]) are appropriate may be challenging, such evaluations are
necessary for ensuring that take estimates are informed by the basic biology of the species.

5. Future Needs in Marine Mammal Psychoacoustic Research

Despite the achievements made in the first 20 years of the 21st century toward un-
derstanding marine mammal NITS, auditory effects on many taxa (or functional hearing
groups) have still not been studied empirically. Specifically, there are no audiograms or
TTS data from mysticetes (LF cetaceans). Hearing sensitivities of those species only have
been derived theoretically based on anatomical observation and modeling [134–139].

Similarly, for many large odontocetes, such as the sperm whale (Physeter macrocephalus)
and beaked whales (Ziphiidae), there are very few measured audiograms [140–142]. There-
fore, hearing sensitivity and TTS thresholds for those species are largely extrapolated from
a few species of delphinids (MF cetaceans). The same is true for HF cetaceans, which
include a number of species from different taxa but the composite audiogram was derived
from the harbor porpoise (Phocoena phocoena), finless porpoise (Neophocoena pocaenoides),
and three species of river dolphins [88]. Data similarly are scant for otariids, walruses, sea
otters, and sirenians and non-existent for polar bears [88]. Further research on audiograms
and TTS for data-poor marine mammal species will provide further insights needed to
validate or revise the existing weighting functions used by the regulatory community [99].

While it has been recognized that impulsive sounds generally are more harmful than
non-impulsive sounds in terms of auditory effects [143–148], there are certain situations
where both impulsive and non-impulsive sound occur simultaneously. For example, down-
the-hole (DTH) pile installation is one such source that generates complex sounds [149].
The authors are unaware of any NITS study that has been conducted on marine mammals
exposed to complex sounds, despite the fact that studies on human and terrestrial species
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have shown that exposure to such sounds is more detrimental than to pure non-impulsive
continuous sounds [150–154].

Additionally, neither sufficient nor appropriate data currently exist to develop sophis-
ticated BRFs for sources other than MFAS [100,155,156]. For example, data are lacking
regarding near-field behavioral response effects from seismic surveys and in general for
behavioral responses of species other than mysticetes and sperm whales, e.g., [157–160].
Similarly, near-field behavioral response data are lacking for pile-driving and -removal
activities for all species, while far-field data generally exist only for harbor porpoises and
harbor seals, primarily from studies at large-scale wind farms in Europe where larger di-
ameter piles are installed14 than for coastal construction projects, e.g., [162,163]. A plethora
of monitoring data are available for coastal construction projects in the United States15.
However, much of the data have not been collected in a manner or with sufficient specificity
to determine what, if any, behavioral response may have occurred at a given received level.
Moreover, behavioral response data are lacking for LFAS sources, such as SURTASS LFA
sonar, and underwater and confined detonations. Further research is needed to inform
source-specific16 BRFs for the various groups of marine mammals.

The interpretation of behavioral response data in relation to biologically significant
impacts remains a challenge. Many factors, such as age and sex, behavioral context,
motivation, and naivety of the animal need to be considered when interpreting behavioral
response, or the lack thereof [101]. Many of these factors cannot be easily quantified
(see [88]). Regardless, the current step function thresholds for the onset of behavioral
disturbance for two generalized sound types are overly simplistic. At a minimum and until
such time that more sophisticated BRFs are developed, dose response functions similar to
those from Wood et al. [90] should be adopted to better assess behavioral disturbance of
marine mammals. Researchers developing BRFs also should provide quantile response
data at given received levels (see Table IV in Miller et al. [156]) to allow regulators that
are unable to implement dose response functions to implement the quantiles using simple
spreadsheets [125].

Quantifying how sub-lethal impacts, particularly behavioral disturbance, translate
to population-level impacts has been challenging for the regulatory community. In more
recent years, frameworks have been developed and various case studies have been in-
vestigated to link quantitatively behavioral responses of individuals to impacts to the
population as a whole, see [164–170]. For many marine mammal populations, baseline
data necessary to inform such analyses are lacking [171]. As such, basic demographic,
physiological, and health data should be collected to inform future population-level impact
assessments.

Compared to behavioral disturbance, auditory masking is a relatively less studied area
in marine mammal psychoacoustic research [172,173]. Auditory masking of biologically
important acoustic signals can lead to a reduced communication space [14,174,175] and,
for species that largely rely on acoustic cues for their life functions, should be considered
a significant issue in marine mammal conservation [176,177]. This is particularly true in
regard to vessel traffic, which is not currently regulated by U.S. regulatory agencies.

Marine mammals exposed to elevated background sound have been observed to
change their vocal behaviors to compensate, including increasing the length or repetition
rates of the calls [160,178–181], shifting call frequencies [182], or increasing call intensi-
ties [181,183–189] (which also is known as Lombard effect [190]). It is likely that some of
these vocal behavioral changes could be energetically costly [191–193].

14 Acoustic deterrent devices also are used to deter marine mammals from close ranges, which add a confounding factor to any behavioral response
data collected [161].

15 https://www.fisheries.noaa.gov/national/marine-mammal-protection/incidental-take-authorizations-construction-activities (accessed on 29
March 2021).

16 Or groups of similar sources. For example, BRFs could be developed for vibratory pile driving and drilling combined or BRFs for seismic surveys
could apply to underwater and confined detonations if data are lacking.
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While there are many studies on the cause–effect relationship between chronic sound
exposure and physiological stress and overall health in humans [194–199], fewer studies
have been conducted on marine mammals. Based on evidence from terrestrial mammals
and humans, it has long been suspected chronic sound exposure is a potential source of
stress for marine mammals [200]. Although numerous techniques are widely used to assess
marine mammal health status by examining stress-related hormone biomarkers or gene
expression index [201–205], the cause and effect that links sound exposure to physiological
impacts or health status are often difficult to ascertain due to the compounding nature of
the stressors.

It also is worth noting that anthropogenic sound is just one of the many stressors that
may affect marine mammals. As the marine environment is undergoing unprecedented
changes, cumulative effects arising from a wide range of stressors, such as climate change,
overfishing, pollution, habitat loss, and ocean acidification, must be considered [206–209].
The specific topic of cumulative impacts is beyond the scope of this paper. Nevertheless,
additional research is needed to incorporate and evaluate multiple stressors and assess
the cumulative impact of those stressors on marine mammals, similar to what has been
described by the National Academies of Sciences [207].

Last but not the least, all the scientific and technological advances in marine mam-
mal psychoacoustics will not improve management and implementation of appropriate
conservation measures if regulatory agencies do not have the expertise and skills to trans-
late science into policy. It is encouraging that several government agencies, such as the
Navy [210,211] and BOEM17, have taken tremendous steps in building their internal capac-
ity by funding underwater acoustic studies and conducting modeling for environmental
impact assessments, while other agencies have yet to do so. All agencies with regulatory
responsibilities for evaluating the potential impacts of sound on marine mammals must
make it a priority to bolster their internal capacity, in terms of both determining whether
the analyses provided are scientifically sound and incorporating the most recent and best
available science into their marine mammal take assessments. A lack of science-based
management can have legal and, more importantly, conservation implications for marine
mammals, including for those populations that are declining.
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Abstract: The interdisciplinary field of assessing the impacts of sound on marine life has benefited
largely from the advancement of underwater acoustics that occurred after World War II. Acoustic
parameters widely used in underwater acoustics were redefined to quantify sound levels relevant
to animal audiometric variables, both at the source and receiver. The fundamental approach for
assessing the impacts of sound uses a source-pathway-receiver model based on the one-way sonar
equation, and most numerical sound propagation models can be used to predict received levels at
marine animals that are potentially exposed. However, significant information gaps still exist in
terms of sound source characterization and propagation that are strongly coupled with the type
and layering of the underlying substrate(s). Additional challenges include the lack of easy-to-use
propagation models and animal-specific statistical detection models, as well as a lack of adequate
training of regulatory entities in underwater acoustics.

Keywords: underwater acoustics; underwater sound impacts; marine conservation; impact assess-
ment

1. Introduction—Historical Perspective

As a visually oriented species, it is not surprising that our knowledge of the world
has been based largely on reasoning and experimentation through visual means. This
includes research on marine organisms whose natural habitats beneath the ocean surface
are mostly beyond visual observation, e.g., [1,2]. Moreover, the lack of an auditory system
that functions efficiently underwater led humankind to consider the marine environment
as a “silent world” for eons, e.g., [3].

The need for navigational safety, especially after the sinking of the HMS Titanic as a
result of striking an iceberg in the North Atlantic Ocean, and to detect enemy submarines
(i.e., antisubmarine warfare or ASW) and warships during the two world wars prompted
tremendous advancements in the field of underwater acoustics between the 1910s and
1950s [4,5]. However, it was not until the discovery of underwater sound production and
orientation [6–8] and communication [9,10] in several cetacean species that marine biolo-
gists began to investigate the potential effects of underwater sound on marine mammals.

While it was widely recognized before the 1970s that high sound levels, either from
elevated ambient sound or from sonar ping reverberation, could adversely affect signal
detection in the naval sonar community [4,5], Payne and Webb [11] were the first to
document that long-distance acoustic communication ranges could be greatly reduced as a
result of increased background sound levels from ships. By using simple sonar equations,
Payne and Webb [11] determined that, with the advent of propeller-driven ships, the
transmission range of 20-Hz fin whale calls was reduced by nearly 100 and 3000 nmi using
spherical and cylindrical spreading models, respectively.

Some of the greatest achievements in environmental conservation in the United
States occurred in the 1970s with the enactment of various laws, including passage of
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the Marine Mammal Protection Act (MMPA) in 1972 and the Endangered Species Act (ESA)
in 1973 [12–14]. Implementation of the MMPA led to strict regulations by U.S. Federal
agencies to reduce the incidental taking of marine mammals, initially in regard to fishery
bycatches [15,16].

The need to implement measures to mitigate impacts on marine mammals from hu-
man activities beyond commercial fisheries led to many government-sponsored studies
and workshops. For example, in the early 1980s through the 1990s, the U.S. Minerals
Management Service (MMS, the predecessor of the current Bureau of Ocean Energy Man-
agement (BOEM)) funded several studies investigating disturbance of marine mammals
from oil and gas development activities in the Arctic [17]. Many of those studies provided
novel information on how underwater sound from various industrial activities affected
marine mammals [18–21].

In the early to mid-1990s, two global oceanographic experiments became controversial
based on the concern that the intense underwater sound used for climate research would
harm whales [22]. The Heard Island Feasibility Test (HIFT) and the subsequent Acoustic
Thermometry of Ocean Climate (ATOC) used sufficiently intense low-frequency signals to
measure large-scale and long-term temperature changes in the upper ocean layers [23–25].
The acoustic signal used in HIFT had a source level of 221 dB re 1 μPa at 1 m with a center
frequency of 57 Hz [24], while the signal used in ATOC operated at 420 W (or 197 dB re
1 μPa at 1 m) and was centered at 75 Hz [26]. To address the concerns of potential impacts
from the sound emitted, extensive field studies were conducted on marine mammals and
other marine organisms, e.g., [27–32].

Besides industry and academia, the military—particularly, the naval community—
produces intense underwater sound for various purposes. The sound sources include naval
sonars, live-fire munitions, and underwater detonations used during training and testing
activities and ship shock trials. However, the acoustic impacts from those sources were
not broadly known until the early 1990s [33]. The situation changed dramatically in the
late-1990s to early 2000s when several marine mammal mass-stranding events occurred in
areas where the U.S. and North Atlantic Treaty Organization (NATO) navies had conducted
exercises involving the use of active sonars, e.g., [34–38]. Those stranding events received
considerable attention from environmental organizations, academia, and the public, which
led to a surge in field and laboratory studies that have greatly increased our knowledge
regarding the impacts of sound on marine mammals, as well as other marine life, including
fish and invertebrates, in the past two decades [39–43].

Although our understanding of the impacts of sound on marine organisms has in-
creased, the regulatory community has struggled to evaluate and incorporate new findings
and data into impact assessments and environmental policies in general [44]. Since assess-
ing acoustic impacts on marine life is an interdisciplinary field, it requires that regulators
and policymakers have knowledge and education in both underwater acoustics and ma-
rine biology [45]. Therefore, a solid understanding of physical principles in acoustics is
imperative for assessing the impacts of underwater sound.

This paper addresses many of the physical principles in underwater acoustics that
have been and currently are applied to the regulation and management of underwater
sound and what information needs to be obtained in the future.

2. Application of Underwater Acoustic Principles in Marine Conservation and
Policy—Current Status

Impact assessments of various anthropogenic sound-generating activities involve
the evaluation of the physical characteristics of the sound sources and the propagation
of sound in the marine environment. Most of the concepts used in these assessments
are based on the field of underwater acoustics. These include acoustic parameters, the
characterization of underwater sources (measurements and modeling), the application of
the sonar equation, and sound propagation modeling.
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2.1. Acoustic Parameters

A number of physical quantities can be used to describe underwater sound in terms of
acoustic energy (in joules), power (in watts), intensity (in watts per unit area), and pressure
(in pascals or micropascals or μPa). However, more commonly, the quantity of sound
is expressed in a relative unit of decibels (dB), which is a logarithm (base 10) ratio of a
physical quantity to a reference quantity, as expressed in the following equation:

SPL = 10 log10

(
p
p0

)2
(1)

where SPL is the sound pressure level, p is the acoustic pressure, and p0 is the reference
acoustic pressure.

This expression converts the physical unit to a “level”. For example, the sound
pressure (in μPa) can be expressed in the sound pressure level (SPL) in dB in reference
to 1 μPa (dB re 1 μPa), which is the standard reference unit in underwater acoustics. For
airborne sound, the standard referenced sound pressure level is 20 μPa. The mismatch of
acoustic impedance between water and air due to the differences in the sound speeds of
these two media results in different acoustic pressures from a source with the same acoustic
intensity. Specifically, for a plane wave with a far-field intensity of I, the underwater
acoustic pressure pw and airborne acoustic pressure pa are

pw =
√

Iρwcw
pa =

√
Iρaca

(2)

where cw and ca are the sound speed in water and air, and ρw and ρa are the density of water
and air, respectively. The product ρc is referred to as a characteristic acoustic impedance.
Given that the nominal sound speed in water is 1500 m/s, the nominal sound speed in
air is 340 m/s, the density of water is about 1000 kg/m3, and the density of air is about
1.225 kg/m3, the underwater acoustic pressure from a sound source with the same intensity
would be approximately 60 times great than that in the air.

For example, for a sound source with an intensity of 1 W/m2, the underwater and
airborne acoustic pressures would be approximately 1225 Pa and 20 Pa, respectively, based
on Equation (2), and the underwater and airborne SPLs would be 182 dB re 1 μPa and
120 dB re 20 μPa, respectively. These issues often create confusion among lay persons and
regulators who may not be well-versed in physical acoustics [46].

Notwithstanding the simple definition of SPL provided herein, several variations of
broadband “sound levels” are tailored to address different types of source characteristics
that are pertinent to various marine organisms that have different vibroacoustic sensitivi-
ties1 and exhibit varying responses [47,48]. Some of the commonly used sound levels are
the peak sound pressure level (Lpk, L0-pk, or SPLpk); root mean square (rms) sound pressure
level (Lp,rms or SPLrms); sound exposure level (LE or SEL)l single-strike (single-shot or
single-ping) sound exposure level (LE,ss, LE,sp, or SELss); and cumulative sound exposure
level (LE,cum or SELcum). The usage of these sound level metrics is summarized in Table 1.

1 The authors acknowledge the importance of particle motion. However, particle motion, velocity, and acceleration are beyond the scope of this paper.
Please see [47,48] for more details regarding particle motion.
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Table 1. Summary of the sound level metrics commonly used in assessing the impacts of underwater sound on marine life.

Metric & Notation Equation for Derivation Usage in Impact Assessment

Peak sound pressure level (Lpk, L0-pk,
or SPLpk) Lpk = 10 log10

(
ppk
p0

)2

The maximum instantaneous sound pressure,
which is used to assess a potential permanent
threshold shift (PTS) and temporary threshold
shift (TTS) in the hearing of marine mammals
[49–51], gastrointestinal tract injury in marine
mammals [52], and mortality and injury in fish
and sea turtles [53] exposed to impulsive sound.

Root-mean-square sound pressure
level (Lp,rms or SPLrms) Lp,rms = 10 log10

[
1
T
∫

T
p2(t)

p2
0

dt
]

The square root of the average of the sound
pressure squared over a given duration, which is
used to assess potential behavioral disturbance
in marine mammals [54] from impulsive and
non-impulsive sound exposure—a time window
that consists of 90% of the acoustic energy is
used to calculate Lp,rms for impulsive sound [55].
It also is used to assess the potential mortality,
injury, or TTS in fish and sea turtles exposed to
non-impulsive sound [53].

Sound exposure level (LE or SEL) LE = 10 log10

[
1
T0

∫
T100

p2(t)
p2

0
dt
] A 1-s normalized LE is used to characterize the

source level for non-impulsive sound [56].

Single-strike, single-shot, single-ping
sound exposure level (LE,ss, LE,sp,

or SELss)
LE,ss = 10 log10

[∫
T100

p2(t)
p2

0
dt
] For impulsive or non-impulsive intermittent

sounds, this is the LE for a single hammer strike
for pile driving [56,57], a single air gun shot for a
seismic survey, or a single ping for sonar.

Cumulative sound exposure level
(LE,cum or SELcum) LE,cum = 10 log10

[∫
Tcum

p2(t)
p2

0
dt
]

This is the LE for the entire duration of sound
exposure. It is used to assess potential PTS and
TTS in marine mammals when exposed to
impulsive or non-impulsive sounds [49–51] and
the mortality or injury of fish and sea turtles
exposed to impulsive sound [53].

Notation: ppk = peak acoustic pressure in a time series, p(t) = time varying acoustic pressure in a waveform, p0 = referenced acoustic
pressure, which is 1 μPa, T = duration of the time series, T100 = the entire (100%) time duration of the time series, T0 = a referenced time
interval of 1 s, and Tcum = the entire duration of sound exposure.

2.2. Source Characterization

In acoustics, a source is a physical device or object that generates acoustic distur-
bance(s) in a medium. A simple point source can be viewed as a pulsating sphere with its
radius varying sinusoidally with time. The acoustic pressure generated by such a sphere is
time-varying and contains one or more frequencies.

Similar to almost all real-world sources, very few anthropogenic sources can be treated
as a simple point source. Sound sources that have routinely been evaluated for adverse
impacts on marine mammals include seismic air guns, military sonars, various types
of in-water pile driving, underwater detonations, drilling, and, to some extent, civilian
sonars and high-resolution geophysical (HRG) devices. Although it is well-recognized
that vessel noise is the most pervasive source of anthropogenic sound both in terms of
temporal and spatial extents in the marine environment [58,59], its potential impacts are
not well-addressed, nor is it currently regulated in most countries. Additionally, with the
exception of certain military and civilian sonars, the majority of these sound sources are
considered broadband.

Based on the temporal characteristics and the types of impacts2, underwater sound
sources are classified by the following categories: impulsive, non-impulsive, continuous,

2 In the U.S. regulatory framework, impacts on marine mammals are classified into two categories: Level A harassment, which has the potential to
cause injury, and Level B harassment, which has the potential to cause behavioral disturbance, as well as temporary threshold shifts (TTS).
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and intermittent. It should be noted that the definitions of these four categories within
the regulatory community generally are qualitative, although quantitative methods have
been proposed in a few cases when clear-cut distinctions between categories are evident.
For example, when differentiating between impulsive and non-impulsive sources, a 3-dB
difference in measurements between the continuous and impulse settings of a sound level
meter (SLM) has been used [57]. Specifically, if the SLM measurement from the impulse
setting (a 35-ms window) is 3 dB or greater than the continuous setting (a 1-s window),
the sound should be classified as impulsive [60]. A recent study by Martin et al. [61]
used the kurtosis of a 1-min time window to determine whether a sound was impulsive
or non-impulsive.

However, not all of these categories are mutually exclusive. For example, a source that
is impulsive is typically intermittent (e.g., impact pile driving), but a source that is non-
impulsive can be either continuous (e.g., vibratory pile driving and removal) or intermittent
(e.g., sonar). In addition, not all sources fit into a single category. For example, down-
the-hole (DTH) pile installation produces both percussive hammering and continuous
drilling sounds, while HRG devices can emit impulsive or non-impulsive intermittent
sounds. Some common examples of the source categories used by the U.S. regulatory
community are provided in Table 2. An explanation of how these different categories of
sound sources should be analyzed under the MMPA is provided in a User Spreadsheet
Tool by the National Marine Fisheries Service [62]3.

Table 2. Examples of common categories of sound sources regulated by the U.S. regulatory community.

Source Type For Assessing PTS and TTS
For Assessing Behavioral

Disturbance

Seismic air gun Impulsive Intermittent

Impact pile driving Impulsive Intermittent

Underwater detonations Impulsive Intermittent

Vibratory pile driving and
removal Non-impulsive Continuous

DTH pile installation Impulsive and non-impulsive Intermittent and continuous

Sonar Non-impulsive Intermittent

HRG devices Non-impulsive and impulsive Intermittent

Drilling Non-impulsive Continuous

Icebreaking Non-impulsive Continuous
Notation: DTH = down-the-hole and HRG = high-resolution geophysical.

For the most part, source levels are based on broadband sound levels measured at
given locations back-calculated to 1 m from the source or modeled (in which case, the
spectra also are considered). For in-water pile driving for construction activities, the term
“source level” used by the regulatory community in the United States typically refers to the
broadband sound level (Lpk, Lp,rms, or LE,ss) measured at or normalized to 10 m as opposed
to the more conventional 1 m from the pile, e.g., [56]. For seismic air guns, source levels are
obtained from in situ measurements at various distances back-calculated to 1 m from the
source, e.g., [63–67]. For many sources for which measurements are not available, source
models (e.g., Gundalf, Nucleus, and Airgun Array Source Model (AASM)) are used to
estimate the source levels that then are fed into sound propagation models, e.g., [68].

3 The User Spreadsheet Tool is available at https://media.fisheries.noaa.gov/2020-12/2020_BLANK_USER_SPREADSHEET_-508_DEC.xlsx?null
(accessed on 2 February 2021).
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2.3. Sound Propagation

As with all underwater acoustic analyses, the basic sonar equation with only the
geometric spreading loss term is most commonly used by conservation biologists and
regulators to estimate received sound levels. That equation is expressed in dB as

TL = F log10(R) (3)

where TL is the transmission (or propagation)4 loss [4,45,69–72], F is a coefficient for the
TL, and R is the distance from the source to receiver (i.e., the animal). For a simple point
source within a lossless infinite medium, F is 20, which implies the “spherical spreading”
of acoustic energy. In a shallow-water environment, the boundary condition dictates that
the acoustic energy predominantly follows a “cylindrical spreading” model, where the
transmission loss would be expressed as 10log(R) [4,69]. In addition, there is a “combined
spreading loss” model that calculates transmission loss using spherical spreading to a
certain range H where the sound reaches the sea floor—after which, cylindrical spreading
is assumed [73].

The combined spreading loss is expressed as

TL = 20 log10(H) + 10 log10

(
R
H

)
(4)

at a range (R) greater than the water depth (H). Although additional loss mechanisms such
as absorption and scattering (i.e., volume and boundary scattering) also contribute to the
decay of acoustic intensity over range, models that incorporate absorption and scattering
terms are seldom used by regulators, mainly due to the fact that such models cannot be
solved analytically. Similarly, transmission loss models that incorporate low-frequency
cutoffs or leakages in shallow water also are rarely used by regulators.

To account for the additional losses due to absorption and scattering, and to partially
account for acoustic energy that is confined within the boundaries, regulatory agencies
often use 15 (i.e., the arithmetic mean between 20 and 10) as the transmission loss coefficient
and define it as “practical spreading”. The practical spreading model primarily is used to
assess the impacts from pile-driving activities, e.g., [74]. Other transmission loss coefficients
that have been used include the derivation of decay slopes from linear fit models of field
measurements at varying distances, e.g., [75]. However, transmission loss coefficients
obtained using field measurements are location- and season-specific, because received
sound levels at distances from the source are products of multiple attenuation mechanisms.
Factors such as sediment type, bathymetry, and temperature/salinity profiles of the water
column often dictate far-field sound level measurements.

However, sophisticated numerical sound propagation models (such as ray theory,
wavenumber integration, normal mode, the parabolic equation, etc.; see [69]) generally
are not used by the regulatory community. Regulatory agencies typically rely on results
provided by applicants or their contractors who have those modeling capabilities, e.g.,
[76,77]. In those cases, it sometimes is unclear whether the regulatory agencies adequately
evaluated or validated the modeling results.

2.4. Impact Assessment Analyses

In general, the underlying approach for assessing the impacts of underwater sound
on marine life uses a source–path–receiver model, where the source is the anthropogenic
sound emitted, the path describes the assumed sound propagation, and the receiver is the
animal(s) that detects the sound.

4 The authors recognize the difference between “transmission” and “propagation” under certain circumstances, where “transmission” could mean
traveling of the acoustic wave from one medium to another. However, these two terms are used interchangeable herein, because the term “TL” is
more widely used for “transmission loss” than “PL” for “propagation loss” in the underwater acoustics literature; see [4,45,70–73].
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This model can be best presented in the form of a simple passive sonar equation:

RL = SL − TL (5)

where RL5 is echo level or received level, SL is source level, and TL is transmission
loss [4,71].

The metrics used for received levels mirror those of acoustic parameters described
herein; however, the numerical values of the levels, or thresholds, have been revised, as
more studies have been conducted investigating the acoustic impacts of underwater sound.
For example, the auditory injury thresholds (defined as permanent threshold shift (PTS))
were revised from the Lp,rms thresholds of 180- and 190-dB re 1 μPa for cetaceans and
pinnipeds, respectively [54], to the dual criteria of LE,cum and Lp,pk, with the incorporation
of frequency-based, auditory weighting functions for the LE,cum metric [49,50].

The receivers that are pertinent to impact assessment analyses include all aquatic
organisms that are sensitive to underwater sound and vibroacoustic disturbance. The levels
upon which adverse impacts occur depend on the taxonomy, physiology, and behavioral
ecology of specific species or individual animals, which is not within the scope of this
paper. Interested readers are referred to several research, review, and guidance papers for
the relevant information, e.g., [45,49–53,60,78].

The statistical detection theory at the receiver (i.e., the animal) is not currently con-
sidered in impact assessments of underwater sound. Such considerations would include
quantitative studies of detection thresholds, the minimum signal-to-noise ratio needed
to perceive the signal, the frequency spectrum and bandwidth of the signal, and the
ambient sound, as well as receiver operating characteristic (ROC) curves, which de-
scribe the probability of detection at the receiver given a detection threshold and the
signal-to-noise ratio [5].

Additionally, receiver (animal) movement modeling can be used to better inform an
impact assessment by estimating the number of animals, in the form of “animats” that
could be affected (taken). Animal movement modeling falls within the field of behavioral
ecology; therefore, it is not discussed further. However, multiple animal movement models
do exist; see [79] for information on the Marine Mammal Movement and Behavior (3MB)6

and [80] for information on the Navy Acoustic Effects Model (NAEMO).

2.5. Chronic Impact Assessment and Soundscape Analyses

Over the past decade or so, there has been increased interest in addressing potential
chronic and cumulative impacts from low-intensity sound sources (e.g., commercial ships
and smaller vessels) that are not typically regulated [81,82]. Many of these studies have
shown that chronic exposure to low-intensity sound can cause various adverse effects,
such as communication masking, changes in vocalizations and echolocation, and increased
stress levels [83].

With the recent advances in underwater acoustic sensing technology available to
nonmilitary researchers, the accessibility of large acoustic datasets from global sensor
networks, and the enhanced computational resources for signal processing of large acoustic
datasets, the large-scale, long-term monitoring of the underwater acoustic environment is
feasible. These new opportunities have created considerable possibilities for studying the
relationship between underwater acoustic and biological phenomena [84].

Many of these studies build on earlier research on ambient sound by analyzing
spectral contents of long-term acoustic recordings. A frequency–time analysis has been
used to investigate the inter-relationships of three sound types—biophony, geophony,
and anthrophony—within an ecosystem. This relatively new subfield, ecoacoustics and

5 In most underwater acoustics literature, “EL” (echo level) is typically used to indicate the received (echo) level at the receiving transducer, and “RL”
is reserved for the reverberation level in the sonar equation (e.g., [5,60,70,73]. However, this paper uses “RL” to indicate “received level”, which is a
more common practice within the ocean sound community (e.g., [39]).

6 3MB is available at http://oalib.hlsresearch.com/Sound%20and%20Marine%20Mammals/3MB%20HTML.htm (accessed on 8 February 2021).
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soundscape ecology [85,86], takes a holistic approach for studying underwater sound
and their relationship to marine life. Ecoacoustics and soundscape ecology allow for the
assessment of the overall health of the ecosystem by including the acoustic component, a
very important element that has been long overlooked.

2.6. Knowledge and Expertise of Regulatory Community

The regulatory community that oversees the implementation of marine conservation
and policy measures concerning the impacts of underwater sound primarily are composed
of conservation biologists and environmental policy specialists, many of whom lack a
formal educational background in physics, mathematics, or underwater acoustics. Staff an-
alysts and managers who conduct impact assessments and make regulatory decisions may
receive on-the-job training through seminars and web-based tutorials, such as those on the
Discovery of Sound in the Sea website (https://dosits.org/, accessed on 2 February 2021).
However, such ad hoc training is inadequate to bring analysts within the U.S. regulatory
community beyond the level of performing simple analytical calculations of sound propa-
gation using scripted spreadsheets. Few are able to evaluate sophisticated acoustic models
or sound source measurements. The regulatory agencies have yet to prioritize the knowl-
edge and skills of physical acoustics that are necessary to conduct impact assessments of
underwater sound. These shortcomings have resulted in frequent errors, the omission
of pertinent information, and inconsistencies in agency decision-making documents, as
documented in multiple comment letters from the U.S. Marine Mammal Commission, an
independent oversight agency, e.g., [87–96].

For example, when addressing the potential impacts of the relatively novel DTH pile
installation method, one regulatory agency repeatedly mischaracterized the source, used
inappropriate thresholds, and underestimated the source levels, which resulted in much
smaller impact zones [89,92–94]. In another example, the same agency fabricated a method
termed “log average of the sources”—taking a log average of log-based sound levels
to derive a source level for DTH pile installation—which is not rooted in the principles
of underwater acoustics [89]. The agencies also have routinely used inappropriate and
inconsistent source levels for pile driving and removal, as well as inappropriate thresholds
in general [87,88] and inappropriate assumptions and inputs for estimating the extents
of the various impact zones [89,91–93]. The aforementioned issues result in inaccurate
and often underestimated impact zones, which are used to determine whether and how
an animal may be affected and to inform the mitigation measures necessary to minimize
those impacts.

3. Needs for Using Underwater Acoustics in Marine Conservation

While underwater acoustic concepts are well-understood, information gaps exist, and
training is necessary to improve the accuracy of and consistency among impact assessments.
Data and information needs include source characteristics of novel sound sources; robust
and easy-to-use sound propagation models; and statistical detection models, as well as
quantitative exposure models that evaluate the acute, chronic, and cumulative impacts on
marine organisms. While the last topic is addressed primarily by the field of bioacoustics,
the knowledge of behavioral ecology and physiology needs to be incorporated into any
impact assessment [38] and is beyond the scope of this paper. The research needs regarding
source characterization, propagation modeling, and detection theory are provided herein.

3.1. Source Characterization

Despite the numerous technical reports that involve measurements of underwater
sound generated by various sound sources, robust data are still lacking concerning some
of the sound sources. Those deficiencies include: (1) novel sound sources, (2) uncommon
sources for which few data exist, and (3) a lack of scientific rigor in measurements. Large
variations in source levels also are evident among the same source type, which adds another
complicating factor.
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Some sound sources are novel, which either have not been used in the marine en-
vironment until recently or have not been well-documented. For example, in-water pile
installation using DTH pile installation is a relatively new application in the marine en-
vironment and uses a combination of percussive and drilling mechanisms [57]. During
DTH pile installation, a percussive hammer acts directly upon the bedrock to create a hole
for the pile to enter, while the drill cuttings and debris at the rock surface are removed
by an airlift exhaust through the inside of a pile. Therefore, the sound generated from
DTH pile installation contains both impulsive, intermittent components (from percussive
hammer strikes) and non-impulsive, continuous components (from drilling actions and
airlifts of debris). Currently, only a few studies have conducted measurements of DTH
pile installations [57,97–101]. Additionally, in situ measurements of DTH pile installations
have been limited to piles with diameters of only 0.20 m, 0.46 m, 0.61 m, and 1.07 m. Those
data are scant and inadequate, particularly for larger-sized piles. Piles used in coastal
construction projects can be larger and are generally much larger for offshore wind turbine
structures. In addition, the substrates associated with the measured sound levels often are
not specified.

Other sound sources that lack the full complement of the relevant acoustic information
include various nonmilitary shipboard or towed sonars, transducers, other HRG sources,
and acoustic deterrent devices. While potential effects from exposure to these sources are
still under debate due to their generally lower intensity and high-frequency components
(which are subject to greater absorption losses) [102–105], the source levels of these devices
have not been well-documented beyond the manufacturer specifications, e.g., [106].

There also are new sources that are being developed. One example is marine vibroseis,
a source that is being developed to replace a conventional air gun array with much reduced
SPLs [107–109]. Source characteristics of marine vibroseis are mostly modeled; there are
few in situ measurements of sound levels of marine vibroseis to date [110].

While a number of models were developed and countless measurements were made
for open-water underwater detonations years ago (as one of the sound sources for under-
water acoustics research was small charges), e.g., [4,111–114], few studies are available on
sound characteristics and propagation from detonations that are embedded in bedrock or
other structures, e.g., [115,116]. The lack of measurements from confined underwater deto-
nations presents significant challenges when assessing environmental impacts for projects
that use such methods, particularly for shipping channel deepening or structure removal.

Conversely, sound generated from marine seismic surveys using air guns have been
well-documented since the 1980s [45]. Numerous measurements of seismic air gun arrays
have been acquired in the Arctic for the purpose of environmental compliance from the mid-
2000s to early 2010s, e.g., [63–67,117–119]. Nevertheless, due to differences in the volumes
of air gun arrays and their deployment configurations, those measurements were only
pertinent to those specific surveys. Industrial standard models such as Gundalf [120,121],
Nucleus [122], and AASM [123] have been used to predict air gun array sound levels to
form the sound propagation modeling used in impact assessments; however, none of the
models are available to the regulatory community for use at this time. In addition, the
accuracy of these models is still being evaluated by the underwater acoustic modeling
community, e.g., [124,125].

Similar issues exist for in-water pile-driving data. Despite the fact that large quantities
of pile-driving sound level measurements exist, e.g., [56], the regulatory community has
struggled to use representative source levels consistently for specific pile materials and
dimensions. Some of the inconsistencies are due to differences in bathymetry, substrate type,
hammer energy, and other environmental parameters at the locations where measurements
have been collected. An attempt is underway by one of the authors to review and analyze
all available pile-driving measurement data and to recommend a set of “generic” 10-m
normalized source levels based on the various pile types and diameters. Similar to air
gun source models, models for pile-driving sound sources also exist, e.g., [126–128]. None
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of these models are readily available for use by the regulatory community to form its
environmental impact assessments.

In addition to the need to characterize broadband levels from many of the afore-
mentioned sound sources, spectral information regarding these sources is in demand,
as impact assessments of auditory effects are often frequency-dependent, especially for
marine mammals [50].

Finally, most sound level measurements have been conducted for the purpose of
environmental compliance and were collected and analyzed by contractors of regulated
entities with varying professional experience and/or knowledge in underwater acoustics.
Most of these measurements exist in the form of gray literature, e.g., [56], and few of them
have been peer-reviewed or published in peer-reviewed journals. Therefore, the quality of
some sound source measurements is questionable and should be evaluated further.

3.2. Sound Propagation Models

Although numerous models exist for underwater sound propagation [69], the majority
of these models assume that the source is in the open water. However, sources from some
of the regulated activities occur within sediment or structures (e.g., confined underwater
detonations) or are coupled with the sediment (e.g., DTH pile installation). The authors are
unaware of an available propagation model for these sources, despite the increasing use of
these sources in recent years.

For the majority of sources that are used in a water column, the existing propagation
model commonly used by the regulatory community is a simple spreading model with a
transmission loss coefficient of 20 or 15, depending on the source. Given that underwater
sound propagation is almost always a complex process that involves bathymetry and
topography of the location, substrate layers and types, temperature and salinity profiles
of the water column, sea surface conditions, and the frequency spectrum of the source,
sophisticated numerical modeling typically is required to obtain the reasonably accurate
results needed for impact assessments.

Although many of the sophisticated numerical propagation models are derived from
well-established propagation theories [129], the implementation of these models is beyond
the expertise of the regulatory community due to the lack of necessary technical skills
within the agencies. For example, high-level programming languages such as MATLAB or
Octave are not among the standard software used by the U.S. regulatory community for
conducting impact assessments.

Given these resource and technical limitations, it is beneficial to develop relatively
simple numerical models that can be incorporated into an Excel spreadsheet format. For
example, the U.S. National Marine Fisheries Service has developed a simple spreadsheet
tool that incorporates the frequency of absorption and beam width for determining sound
propagation and estimating the distances at which behavioral harassment could occur in
marine mammals [130].

In another example, a damped cylindrical spreading (DCS) model-based spreadsheet,
or DCSiE, was recently developed with funding from the BOEM to estimate the distances
of certain received sound levels from impact pile driving for offshore wind turbine installa-
tions [131]. This spreadsheet tool incorporates information related to bathymetry and the
substrate type, in addition to the measured sound level at a reference distance (typically, no
less than three times the water depth at the source). It is based on a reasonably simple but
more accurate DCS model [132–134]. To implement DCSiE properly for estimating impact
zones, one must have an understanding of the sediment composition and the layering
of those sediments (including the sediment porosity and particle size) in the project area.
Unfortunately, these data are lacking in most regions and are not routinely described when
pile-driving measurements are collected. In addition, a comparable sound propagation
model for vibratory pile driving and removal and DTH pile installation currently does
not exist.
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Although these spreadsheet tools can perform simple propagation modeling to a
certain degree, they cannot replace sophisticated numerical models that are commonly
used by the underwater acoustics community. To address such deficiencies, a standalone
software package that does not require programming skills needs to be developed for the
regulatory community.

3.3. Statistical Detection Models

None of the impact assessment tools for underwater sound currently address statistical
signal detection at the receiver. The received level at the animal is therefore considered
the level of exposure. Such an approach generally is acceptable when assessing the PTS
or temporary threshold shift (TTS), as most data on those effects are based on direct
measurements at the animals. However, they may not be accurate for quantitatively
addressing behavioral disturbances and acoustic masking. Most research on marine animal
audiograms and hearing thresholds is conducted in the absence of background sound or
at very low ambient conditions with a higher signal-to-noise ratio than is typical in the
marine environment. Only a few studies have addressed signal detection in the presence
of noise, which could elucidate detection thresholds of some marine mammal species,
e.g., [135–137] and review [138]. The authors are not aware of any such studies in species
other than marine mammals. Although the detection theory falls within the fields of
auditory physiology and behavioral psychology, the information from such studies is
critical in the application of underwater acoustics to impact the assessments of sound. The
lack of information on the auditory detection thresholds under various noise conditions by
many marine species makes it impossible to conduct assessments of masking using the
well-established statistical detection theory with ROC curves [5].

3.4. Needs for Chronic Impact Assessment and Soundscape Analyses

Despite the recent progress in understanding the impacts of chronic low-intensity
sound on marine life (e.g., [83]), most of the regulatory community has been slow to
implement the associated analyses. For example, shipping noises receive relatively little
consideration during conservation planning and regulatory management. One of the
reasons appears to be that the adverse effects from the low-intensity sound are difficult
to quantify on a project and area basis, which is the main mechanism underpinning the
various regulations. Therefore, models that can quantify fine-scale and project-specific
impacts from low-intensity sound exposure should be developed. These models would be
able to assess the energetic cost to marine life from sound exposure in the form of behavioral
modification, changes in vocalizations and echolocation, communication masking, habitat
displacement, and increased stress levels.

Another “low-level” impact that has received little consideration is reverberation—
specifically, the reverberation field between intense intermittent sounds due to multipath
propagation [139–141]. It has been suggested that the elevated background sound levels
from reverberation have the potential to mask vital marine mammal acoustic cues [142].
However, there are few studies that provide quantitative data on the threshold level
associated with auditory masking [143].

In addition, further studies are needed to investigate how the soundscape changes as
a result of long- and short-term habitat modifications, which may affect certain species and,
in turn, set off a cascade through various trophic levels and affect the ecosystem as a whole.
While most of the questions being addressed lie in the field of ecoacoustics, the technical
capability required to analyze large amounts of acoustic data that are being collected
continuously by many global observation networks is a critical need to be addressed
[144–146].

3.5. Needs for Expertise and Knowledge within the Regulatory Community

Last, but not least, advancements in the knowledge of underwater acoustics and
its applications are not possible without a regulatory community that is well-versed in
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underwater acoustics. Since assessing acoustic impacts on marine life is an interdisciplinary
field that involves physical acoustics, oceanography, and biology, scientifically sound
environmental policy and conservation measures can only be developed through a solid
understanding of the scientific principles within these fields. Specifically, the knowledge,
skills, and expertise in performing and evaluating numerical source and propagation
models; acoustic measurements; and exposure and impact models are key areas where
gaps currently exist. It is imperative for regulatory agencies to integrate professional
physical acousticians into their hierarchy, rather than relying on policy experts that lack
formal education in and an understanding of physics, mathematics, or engineering. As
the renowned acoustician Dr. Allan D. Pierce stated, “a deep understanding of acoustical
principles is not acquired by superficial efforts” [147].

4. Conclusions

The field of the environmental conservation that addresses the impacts of underwater
sound on marine life has advanced considerably over the past half-century. Although one
of the initial concerns involved ever-increasing ocean ambient impacts on the communi-
cation space of baleen whales [11], the field advanced most readily when acute impacts
from ATOC sources, seismic air guns, and military sonar were investigated [17,27,34].
The environmental impact assessments of these sound sources were assisted largely by
knowledge within the field of underwater acoustics, e.g., [29,39,45].

Over the years, assessing the impacts of underwater sound has gradually evolved into
a research area with its own unique definition of acoustic parameters, sound sources, prop-
agation modeling, and measures of biological impacts, e.g., [51,52,60]. Besides addressing
the direct and acute impacts of sound, which is largely under the purview of natural re-
source agencies that implement various regulatory statutes and measures [49–52,54], recent
developments in this field include research that addresses the overall acoustic environment.
These new studies have broadened the scope of the relatively narrow-focused field that
only addressed acute impacts into the emergent subfield of ecoacoustics and soundscape
ecology [85,86]. Holistic approaches for studying underwater sound in relation to marine
life allow for the assessment of the overall ecosystem health, which includes an acoustic
component, and of certain elements that have long-term and chronic adverse effects on
marine life (e.g., low-intensity but pervasive sound from ships).

As with all emerging scientific fields, many information gaps still exist and likely will
exist for the foreseeable future. Sound characteristics of many known and novel emerging
anthropogenic sound sources have yet to be assessed and validated. Data on sediment
composition and associated layering are lacking in many regions, which compromises the
integrity and accuracy of any sophisticated sound propagation model. Sound propagation
modeling, though firmly established within the underwater acoustics field, needs to be
made accessible to the regulatory community, which is largely composed of conservation
biologists and environmental policy specialists. Simple analytical computational methods
and/or standalone software that does not require programming skills are desirable and
need to be developed for regulators to conduct impact assessments. Finally, prioritizing the
hiring of scientists who have formal educations in physics, mathematics, or engineering to
co-lead or co-manage environmental impact assessments is essential to forming scientifi-
cally sound policy and conservation measures that minimize the impacts of underwater
sound on marine life.
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Abstract: Pile driving is one of the most intense anthropogenic noise sources in the marine environ-
ment. Each foundation pile may require up to a several thousand strokes of high hammer energy to be
driven to the embedded depth. Scientific evidence shows that effects on the marine environment have
to be anticipated if mitigation measures are not applied. Effective mitigation measures to prevent and
reduce the impact of pile driving noise should therefore be part of regulation. The role of regulators is
to demonstrate and assess the applicability, efficiency and effectiveness of noise mitigation measures.
This requires both, scientific knowledge on noise impacts and the consideration of normative aspects
of noise mitigation. The establishment of mitigation procedures in plans and approvals granted by
regulatory agencies includes several stages. Here, we outline a step-wise approach in which most of
the actions described may be performed simultaneously. Potential measures include the appropriate
maritime spatial planning to avoid conflicts with nature conservation, site development for offshore
wind farms to avoid undesirable activities in time and space, coordination of activities to avoid
cumulative effects, and the application of technical noise abatement systems to reduce noise at the
source. To increase the acceptance of noise mitigation applications, technical measures should fulfil
a number of requirements: (a) they are applicable and affordable, (b) they are state-of-the-art or at
least advanced in development, (c) their efficiency can be assessed with standardised procedures.
In this study, the efficiency of noise mitigation applied recently in offshore wind farm construction
projects in the German North Sea is explained and discussed with regard to the regulation framework,
including the technical abatement of impulsive pile driving noise.

Keywords: ocean noise mitigation; ocean noise regulation; ocean sound measurement

1. Introduction

An essential characteristic of the human being is the ability to reach ever new ho-
rizons. The development of new technologies is increasingly expanding the reach of human
influence on the sea. For a decade now, this has also included the first-time and large-scale
exploration of nearshore and offshore sea regions for the generation of green energy as part
of the growing Blue Economy. Today’s generations of people are shaping and experiencing
this new type of development at sea. However, we should bear in mind that marine species
also experience the effects of these human activities. The reconciliation of both needs, those
of humans and those of marine species, is therefore a process that must accompany these
new developments. The most common installation method for foundations of offshore
structures in the (southern) North and Baltic Sea is pile driving [1]. A major effort has
been made to better understand the risks for adverse effects on the marine environment
due to underwater noise during foundation installations by pile driving. These risks
have been found to include very relevant adverse effects, such as impaired hearing and
temporary habitat loss. Effects of pile driving on marine life and the need for environmental
monitoring and noise mitigation measures that invariably accompany impact pile driving,
particularly in biologically sensitive subsea habitats, are well described [2]. Alternative
installation methods such as gravity foundations, suction buckets or vibratory pile driving
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are either still under development or to date only applicable to specific site conditions. Due
to local site conditions, including geological conditions and technical developments, pile
driving is expected to remain one of the most common installation methods for the next
decade [2–4].

The presence of underwater noise in the ocean and its impacts on marine life have
received increasing attention in recent years [5–10]. Science has made progress on both
related aspects, the physics of underwater noise and the effects of noise on marine or-
ganisms. At the same time, work is underway to research or develop underwater noise-
reducing technologies for various anthropogenic activities [11,12].

Since 2011, guidance documents for underwater noise measurements during con-
struction of offshore wind farms have been published in Germany, the Netherlands and
the UK to provide advice on good practice and to make data comparable [13–15]. This
was followed by an international effort to establish a common terminology for underwater
acoustics that defines terms and expressions used in the field of underwater acoustics,
including natural, biological, and anthropogenic sound by ISO [16]. ISO 18406:2017 [17]
describes the methods, procedures and measurement systems for measuring radiated un-
derwater sound generated by pile driving operations using hammer strokes. Furthermore,
many research projects have developed models to describe sound generation in the near
field and sound propagation during pile driving activities [18–21].

The description of noise criteria and frequency weighting functions for marine mam-
mals grouped according to their hearing abilities [22] has supported noise regulation
and mitigation efforts worldwide. In 2019, the proposed noise criteria were revised and
evaluated in the light of new scientific findings. Dual exposure metrics are provided for
impulsive noise criteria, including the frequency-weighted sound exposure level (SEL) and
the unweighted peak sound pressure level (SPL) (expressed in units relative to 1 μPa for
water). Exposures exceeding the respective criterion level for each exposure metric are
interpreted as causing a predicted temporary threshold shift (TTS) or permanent threshold
shift (PTS) onset [22].

The critical role of exposure context in addition to received noise levels has been
extensively studied. One review of studies on noise criteria found that behavioural re-
sponses in cetaceans (measured using a linear severity scale) are best described by the
interaction between sound source (continuous sound, sonar or seismic/explosion) and
functional auditory group (a proxy for hearing capabilities) [10]. Importantly, more severe
behavioural responses were not consistently associated with higher received noise levels
and vice versa. The authors recommend replacing the severity score of behavioural re-
sponse with a dichotomous approach (response/no response) that can provide a measure
of impact in terms of habitat loss and degradation [10].

Based on scientific results, efforts were made to describe regulatory frameworks
for mitigating noise from impulsive sources. Further, a frequency-dependent weight-
ing function and numerical thresholds for the onset of temporary threshold shift (TTS)
and permanent threshold shift (PTS) were derived for each group of marine mammals
from the available data describing the hearing ability and the effects of noise on marine
mammals [23].

Acoustic thresholds based on TTS and PTS onset levels for marine mammal audi-
tory groups for assessing the effects of anthropogenic sound were updated and included
in a technical guidance published by NMFS [24] for regulatory purposes. The acoustic
thresholds according to NMFS [24] are based on dual metrics of cumulative sound exposure
level (SELcum) and peak sound level (Lpeak) for impulsive sounds and on SELcum for non-
impulsive sounds.

Policy options to mitigate underwater noise and employ noise abatement systems to
reduce the impact on marine life have recently been reviewed [25]. Today, noise emissions
can be reduced by placing acoustic barriers around the pile driving operation. Various
designs have been developed, using air bubbles, solid barriers, or combinations of these.
However, regulatory responses to offshore wind farm construction noise have differed.
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As noted in [25], in Germany and several other Western European countries (e.g., the
Netherlands and Denmark), regulations are routinely applied which de facto mandate the
use of noise abatement measures such as bubble curtains (see below). On the other hand,
noise abatement has not yet been implemented in other countries, including two of the
three largest offshore wind energy producers by wattage. Looking at the economic factors,
the author [25] concludes that the German approach, based on a command-and-control
regulation, has substantially reduced noise pollution from pile driving while allowing
renewable energy development to continue, and is therefore the most effective noise
management model currently available.

Here, we outline a possible way to build a mitigation strategy and detail a step-wise
approach for implementing noise mitigation measures in practice. Furthermore, we present
and discuss recent examples of such a regulation scheme in regard of noise mitigation of
impulsive pile driving noise by considering representative examples of monitoring data
from acoustic measurements with regard to current conditions at offshore construction sites.
Moreover, we analyse the noise emissions of mitigated piling in the German Bight from an
offshore wind farm cluster at different distances. Additionally, we discuss implications for
future monitoring requirements in terms of the variety of processes at the construction site.

2. Materials and Methods

As a strictly protected species according to the Habitat directive (92/43/EWG) and
the Federal Nature Conservation Act in Germany, the harbour porpoise represents the key
species in German waters of the North Sea and Baltic Sea and temporary hearing threshold
shift (TTS) in harbour porpoises is classified as injury. Since 2008, the com-pliance with a
dual sound pressure threshold criterion for pile driving activities has been mandatory for all
wind farm construction projects in the German exclusive eco-nomic zone (EEZ) approved
by BSH in order to prevent TTS in harbour porpoises. Fol-lowing the precautionary
principle for the protection of harbour porpoises and the marine environment, noise
emissions from pile driving at a measuring distance of 750 m from the piling location must
not exceed the dual criterion given by

- an unweighted sound exposure level SEL (LE) of 160 dB re 1 μPa2s,
- a zero-to-peak sound pressure level (Lpeak) of 190 dB re 1 μPa.

Frequency weighting has not been included intentionally. Since several thousand
blows are required to reach the final penetration depth, a percentile statistic was chosen
to account for multiple blows. In this sense, the SEL05 describes the sound exposure level
exceeded by 5% of the total number of SEL measurements.

The sound exposure E is defined as

E =
∫ T2

T1

p(t)2dt (1)

and has the unit Pa2s. T1 and T2 indicate the start and end of the evaluated time span
respectively, which includes exactly one hammer stroke here. p(t) is the time-variant sound
pressure. For the calculation of the dimensionless level, this ex-pression is divided by the
reference E0

E0 = p2
0 T0 (2)

where T0 is defined as 1 s and p0 is defined as 1 μPa. The SEL is thus given by

SEL = 10 log10

⎡⎣∫ T2
T1

p(t)2dt

p2
0 T0

⎤⎦[dB re 1 μPa2s
]

(3)

425



J. Mar. Sci. Eng. 2021, 9, 819

The Lpeak is given by

Lpeak = 20 log10

[
max(|p (t)|)

p0

]
[dB re 1 μPa] (4)

The definition of the dual criterion was based on research results on the onset of TTS
in a harbour porpoise as a results of a single impulsive sound exposure [12,15].

All acoustic measurements of underwater noise radiated during pile driving re-
quested by competent agencies in Germany follow the specifications of ISO 18406:2017
and the terminology of ISO 18405:2017. Accreditation according to DIN EN ISO/IEC
17025 [26] for ISO 18406:2017 [16] and DIN SPEC 45653:2017 [27] is required from the
measuring institutes.

In comparison to SELcum, as proposed by NMFS (2016), using percentile statistics of
measured SEL to monitor compliance with target values and the performance of noise
abatement systems provides a practical and convenient option to monitor and steer the
ramming process and the noise abatement systems on a tight schedule. Especially as each
pile driving operation is regularly limited to a maximum of three hours, including any
deterrence measures and soft-start procedures.

These noise threshold values were purposely defined as unweighted levels which,
on one hand, provide a multi-species framework, including the key species, for the de-
velopment of technical noise mitigation for offshore construction sites. On the other hand,
they allow for a robust and standardised monitoring of compliance. In this way, the achieve-
ments of the technical targets for noise reduction at the source and the associated reduction
of habitat loss due to avoidance and disturbance can be quantified. The compliance with
these thresholds requires the application of technical noise abatement measures. Since
2011, the application of such technical noise abatement systems is mandatory at all offshore
construction sites in the German EEZ. For a standardised evaluation and documentation of
the compliance with the threshold criteria and of the noise exposure of habitats, the noise
emissions are monitored and evaluated according at a distance of 750 m and 1500 m to the
source and in the nearest nature conservation site or alternatively at a distance of a few
kilometres to the wind farm according to the Measuring Instruction by BSH [17] and ISO
18406:2017 [18]. Measurements of sound pressure must cover a frequency range of at least
10 Hz to 20 kHz. All acoustic monitoring data and corresponding technical data on noise
abatement systems and the construction process during pile driving activities must be
delivered to BSH via the e-reporting portal of an expert information system for underwater
noise (https://MarinEARS.bsh.de (28 July 2021)) [28], where the data is undergoing a
quality assurance before being made available for internal evaluations.

To evaluate the effectiveness of noise abatement systems and the source level of
impact hammers for different site and project characteristics, an instruction was specified
in Germany and further developed into a national DIN Specification [26]. According to
DIN SPEC 45653:2017 [26], reference and test measurements following a standard design
are mandatory for every construction project. Standards for assessment procedures, such
as the DIN SPEC 45653:2017 [27], are the prerequisite for the development of abatement
systems to reduce underwater noise from pile driving and for an effective protection of
marine ecosystems.

In this study, we evaluated acoustic measurements for 23 pile driving events from
recent offshore wind farm constructions in the German Bight. Acoustic data were recorded
by a high quality, temporary monitoring station with a fixed location, corresponding to
distances between 1.7 km and 14.6 km from the pile driving locations. Acoustic data were
also recorded at distances of 750 and 1500 m to the source, according to the measuring
instructions and standards detailed above [17,18]. The measurement height above seabed
was 1.5 m for the temporary fixed monitoring station and 2 m above seabed for the
remaining monitoring locations.

All hydrophone data correspond to single-channel recordings (MPEG1 Audio-Layer 3
at the fixed station and PCM Wave-data at 750 and 1500 m distance) and were recorded
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by autonomous remote measurement systems with a sampling frequency of fs = 44.1 kHz.
Due to the higher sound pressure levels expected at 750 and 1500 m distance to the source,
the sensitivity of hydrophones at these locations is reduced in comparison to the distant
monitoring location, limiting the sensitivity for the higher frequency range above a few
kilohertz. Since most of the radiated acoustic energy is well below 1 kHz, this is not a
limitation for the evaluation of pile driving noise emissions.

Pile driving events analysed here, occurred during the foundation construction phase
in a wind farm cluster with installation positions located in water depths between approxi-
mately 38 and 40 m. All foundations correspond to monopiles of the same diameter. With
respect to the geographic location of the temporary fixed monitoring stations, pile driving
event locations can be attributed to a narrow range of source azimuths.

We perform an in-depth analysis regarding certain aspects of interest, in order to study
the effects of various noise emissions at the increasingly active construction sites.

All evaluations of the acoustic metrics were performed using BSH’s own acoustic
evaluation tool BSoundH, which was developed by Fraunhofer IDMT as part of the research
and development project SOUND Mapping (BSH project number 10044386) and which is
specifically designed for the evaluation of monitoring data in the context of the regulation
framework in the German EEZ. The maximum zero-to-peak level Lpeak and the sound
exposure level SEL were calculated for each hammer stroke detected. Furthermore, we
calculated the equivalent continuous sound pressure level LEQ for the period during pile
driving and a few hours before via

LEQ = 10 log10

[
1
T

∫ T

0

p(t)2

p2
0

dt

][
dB re 1 μPa2

]
(5)

where 0 and T indicate the start and end of the evaluated time span respectively and
p0 is defined as 1 μPa. Here, the duration of each evaluation window T is 5 s. For all
quantities, SEL, LEQ and Lpeak, we determined the exceedance levels of 5%, 50%, 95% and
the maximum. E.g. the 5% exceedance level of the Lpeak corresponds to the sound pressure
level which is exceeded in 5% of the hammer strokes of a pile driving event. Broadband
levels of SEL and LEQ were calculated over the entire measured frequency range without
time or frequency weighting. For the SEL and LEQ we further calculated 1/3-octave band
levels between 10 Hz and 20 kHz (IEC 61260).

3. Results

In this section, we present recent examples from acoustic monitoring under the noise
mitigation framework, which is further detailed in Section 4. In Section 3.1 we analyse the
acoustic measurements at 750 and 1500 m distance and in Section 3.2 we evaluate the mea-
surements from the temporary fixed measurement position, which is at greater distances.

3.1. Results of Pile Driving Noise Monitored at 750 m and 1500 m Distance to the Source during a
Typical Recent Construction Project in the German EEZ

For more than six years, several noise abatement systems have been successfully
applied for ensuring the reliable compliance with the threshold criteria for construction
projects in the German EEZ. Since emitted sound pressure levels increase with the pile
surface area below the sea surface, and therefore with increasing water depths and pile
diameters [1], an ongoing development and adaption of noise abatement systems to these
changing conditions is required for maintaining the reliable compliance with threshold
values as observed during recent years.

Figure 1 shows resulting values of SEL05 and Lpeak evaluated from acoustic monitoring
data recorded at a distance of 750 m to the source for the 23 pile driving events were
considered in this study. Horizontal lines indicate the dual threshold criterion, which
indicates a compliance with the regulatory requirements. All but one pile in our data pool
were installed using a combination of two noise abatement systems: a noise mitigation
screen (IHC-NMS) and a double big bubble curtain (DBBC). For pile number 17, no DBBC

427



J. Mar. Sci. Eng. 2021, 9, 819

was used and the IHC-NMS was removed before the second half of the pile driving process.

 

Figure 1. Bar-diagram showing SEL05 (blue, in dB re 1 μPa2s) and Lpeak (black, in dB re 1 μPa) values
evaluated from acoustic monitoring data recorded in a distance of 750 m to the pile driving location
in comparison to the dual threshold criterion. Pile number 17 corresponds to the test and reference
measurement as detailed in the text.

Resulting SEL05 in 750 m distance to the source do not exceed a value of 160 dB for
all but five piling events, and none of the mitigated pile driving activities yields a SEL05
above 161 dB. Observed Lpeak values remain well below the threshold of 190 dB re 1 μPa.
In contrast, significantly higher sound pressure levels for both metrics are observed for
the unmitigated pile driving event, which exceeds both of the threshold criteria with more
than 20 dB for the SEL05 and more than 12 dB for the Lpeak. Such obligatory test and
reference measurements are granted by BSH purposely for the evaluation of the offshore
effectiveness of noise abatement systems applied. When construction projects face difficult
site conditions, such as increasing water depths and/or new technical characteristics, such
as increasing pile diameters, these evaluations are crucial for the assessment of necessary
measures and technical development in further projects. In particular, the reduction target
to be achieved can be estimated, which yields implications on the handling and optimi-
sation of technical abatement systems. All results of measurements at 750 m and 1500 m
distance to each pile driving site within the framework of the officially ordered construction
monitoring by the regulatory agency are included in technical reports provided to the
approval and nature conservation authorities.

For a comparison between the spectra of three different noise abatement system
configurations, we consider unmitigated pile driving at pile number 17, mitigated pile
driving at pile number 17 using an IHC-NMS and mitigated pile driving using an IHC-
NMS and DBBC at pile number 23. For all three cases, we selected four hammer strokes
during time spans, which yield a similar hammer energy within a narrow energy range
between 2850 and 2890 kJ. Figure 2 shows the resulting spectrograms for the three different
configurations evaluated for the acoustic measurements at 1500 m distance to the pile
driving location.
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Figure 2. Narrow-band analysis (colour range in dB re 1 μPa) showing a few hammer strokes for different noise abatement
system configurations but comparable hammer energies, evaluated at 1500 m distance to the pile driving location. (a) Pile
driving event 17 without noise abatement systems and a hammer energy of 2870 kJ; (b) pile driving event 17 with IHC-NMS
but without DBBC and a hammer energy of 2890 kJ; and (c) pile driving event 23 with IHC-NMS and DBBC and a hammer
energy of 2850 kJ.

Figure 2a shows the unabated spectra of noise emissions for a sequence of four hammer
strokes. The spectra for hammer strokes in presence of a single noise abatement system
(IHC-NMS) and the combination of two systems (IHC-NMS and DBBC) is depicted in
Figure 2b,c, respectively. Already with one noise abatement system, the sound emission
of pile driving noise, measured at a distance of 1500 m, is significantly reduced over the
entire spectral range considered here (cf. colour bars in figure insets (a) and (b)), With the
combination of two systems, the sound pressure level is reduced even further (cf. color
bars in figure insets (b) and (c)). Only the combination of both noise abatement systems
leads to compliance with the dual threshold values. Importantly, both configurations
also yield a particularly strong decrease in measured sound pressure levels for the higher
frequency range. The most significant energy reduction is observed at frequencies above
approximately 250 Hz when both noise abatement systems are used (see figure inset (c)).
In this case, There the acoustic emission of pile-driving noise at high frequencies can no
longer be distinguished from the overall noise background.

For a quantification of the ratio between sound energy contained within a low-
frequency range (<250 Hz) and the entire frequency range, we consider a subset of pile
driving events analysed in this study. Histograms presented in Figure 3 show the distribu-
tion of the energy ratio between the low-frequency range versus the entire frequency range
for all strokes of six different pile driving events recorded at 1500 m distance. Consistently
for the vast majority of mitigated hammer strokes during these pile driving events, more
than 95% of the acoustic energy is confined to the frequency range below 250 Hz. The
few exceptions can be attributed to background noise at the measurement position and
correspond to the first pile driving strokes with very low pile driving energy. Even for
unmitigated pile driving, at least 85% of the stroke noise energy is found below 250 Hz for
almost all hammer strokes (see pile 17). For pile 17, most of the unmitigated pile driving
strokes yield between 87% and 97% of low-frequent energy, while strokes during the appli-
cation of one noise abatement system mostly yield more than 97% of low-frequent energy.
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Figure 3. Histogram of the proportion of acoustic energy within the low-frequency range (<250 Hz)
relative to the entire frequency range for all hammer strokes evaluated at 1500 m distance for selected
pile driving events according to labels.

3.2. Acoustic Pressure at Larger Distances to Piling Site as Revealed from Standardized
Measurements at the Same Construction Project

Here, data from a measuring station outside the construction site is primarily an-
alysed in order to highlight effects related to the effectiveness of noise abatement sys-
tems used but also cumulative effects with noise from ship traffic in connection to the
construction activities.

For the evaluation of the acoustic impact on the marine environment at larger distances
to the piling locations, Figure 4 (top) depicts SEL05 and Lpeak values at the temporary fixed
monitoring station for the same pile driving events as shown in Figure 1. In Figure 4
(bottom) the corresponding distances between the evaluated pile driving location and the
temporary fixed monitoring station are shown. For pile 17, corresponding to a distance of
11.3 km, only the first part of the pile driving process was evaluated at the fixed station. This
first part of the ramming includes all hammer strokes for which the IHC-NMS system was
used for noise abatement. In contrast to the evaluation at 750 m (in Figure 1) and 1500 m,
which included the whole piling process, the unmitigated second part of the pile driving
process could not be evaluated at the fixed measuring station. Due to the significantly
higher sound pressure levels caused by the non-existing noise abatement system, the
hydrophone was overdriven here (at a distance of 11.3 km), so that the measured values
were clipped.

Figure 4 shows that measured SEL05 and Lpeak do not ony depend on the distance
to the pile, but also on other factors (site and propagation path dependence), i.e., there
is no monotonic relationship between measurements and distance. However, an overall
decreasing trend between SEL05 or Lpeak and distance can still be observed. As expected,
results for pile driving event 17 (evaluated period with IHC-NMS system as single noise
abatement system) yield higher values compared to other piling events in similar distances.
Generally, measurement results do not only depend on e.g., dispersion and attenuation
during sound propagation, but also on background noise at the measurement position.
These factors contribute to the observed difference between Lpeak and SEL05 at 750 m
distance in comparison to the fixed measurement position. If measured levels were only
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dependent on the source, the difference between Lpeak and SEL05 for piles in Figures 1 and 4
would be identical.

 
Figure 4. (top) SEL05 and Lpeak values evaluated from acoustic monitoring data recorded at the temporary fixed monitoring
station evaluated in this study. (bottom) Corresponding distances between the fixed monitoring station and the individual
pile driving locations. Pile driving event number 17 corresponds to a test and reference measurement as detailed in the text.

We consider the dual threshold criterion, as described in Section 2, in terms of the
distance dependent risk of injury due to the pile driving activity. Figure 5 shows the
difference between measured SEL05 and Lpeak values at our temporary fixed monitoring
station and the dual threshold values defined for a distance of 750 m to the pile driving
location. The risk for a harbour porpoise to experience injury due to a single exposure
to a peak sound pressure level of 190 dB re 1 μPa or due to a cumulative exposure with a
SEL05 of 160 dB re 1 μPa2s may be excluded at all distance ranges to the piling location
considered here (i.e., >1.7 km).
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Figure 5. Difference between the measured SEL05 and Lpeak at the temporary fixed monitoring
station and the dual threshold values defined for a distance of 750 m to the pile driving location.

As mentioned above, we further observe a decreasing gap between Lpeak values and
SEL05 values with distance. In agreement with the 3D propagation of the sound wave field,
the signal waveform of the peak will be quickly altered with distance, while the evaluation
of the SEL over an integration duration of 1 s still captures the signal energy of the impact.
The SEL05 thus represents the stricter and more robust condition of the dual threshold
criteria over a larger distance range.

For the uppermost end of our distance ranges, but especially for pile driving event 17
at a distance of 11.3 km, we further noticed a decrease in the reliability of our automatic
stroke detection algorithm, despite higher values of sound pressure due to the absence of a
DBBC. The waveform of corresponding strokes differed from other pile driving events with
both noise abatement systems, in agreement with the moderately higher frequency content
for signals at pile 17 (cf. Figure 2b). Due to the remaining energy at higher frequencies,
dispersion causes the broadening of wave packets for individual impacts at these greater
distances. This characteristic implies that automatic signal detectors must be optimized
and adapted to the desired distance ranges of monitoring. Furthermore, the determination
of signal-to-noise ratios may be biased when evaluated locally around a stroke and the
individual impacts recorded may start to overlap temporally before noise levels decay back
to the background level.

For a distance range exceeding approximately 10 km to the pile driving location,
signal-to-noise ratios for certain pile driving events were not sufficiently high to reliably
detect hammer strokes. The lowermost signal-to-noise ratios were retrieved for two of the
piling events in particular, events 18 and 23. Both piling events yield the lowest results
for Lpeak and SEL05 observed at the fixed monitoring station. However, these values fall
not more than 1–2 dB below the next higher values observed for three other pile driving
events (16, 19, and 20). However, it is not the absolute sound level that is decisive for the
success of an automatic detection, but the amplitude difference between the signal and the
background noise. Therefore, we next examine the background sound level at the fixed
measurement position a few hours before the onset of pile driving.

For this we consider the LEQ evaluated over time windows of 5 s length. Figure 6a
shows the resulting LEQ during these time spans preceding the pile driving activity.
Relatively high background noise levels are observed during all of the considered time
spans. However, while background noise levels remain below a value of 130 dB on
average for most cases considered here, they exceed this threshold during the majority of
the 7 h before pile driving event 18 and surpass this threshold during the hour directly
before the onset of pile driving event 23. In combination with the low Lpeak and SEL05
levels, this explains the low SNR observed. An analysis of the significant wave height
retrieved as hourly time series measured at the FINO 1 station in the southern North
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Sea [20], as depicted in Figure 6b, does not indicate a significant simultaneous increase
in natural background noise due to an elevated sea state in the North Sea. Thus, it is
reasonable to assume that these SPL fluctuations in the background sound level are an
anthropogenic effect.

(a) (b) 

Figure 6. (a) LEQ evaluated over time windows of 5 s length during a few hours before the onset of pile driving at a subset
of pile driving events. (b) Hourly time series of significant wave height at the BSH research platform FINO 1 retrieved
via MarinEARS.

Furthermore, we do not observe a comparably disturbing and continuous background
noise for the monitoring stations at closer distance ranges to the pile driving location. We
therefore evaluate the spectral statistics of LEQ exceedance values of 5%, 50%, and 95% at
the fixed monitoring station during the same time span before the onset of pile driving. The
corresponding spectral statistics are depicted in Figure 7b. For comparison, the broadband
LEQ values are shown in Figure 6a. All of these spectral results yield a strikingly low
variability, indicating the predominance of a relatively continuous spectral characteristic of
the background soundscape, and which likely masks piling noise from the distant source
locations. By examining the spectral statistics in Figure 7b, the background soundscape
yields higher frequency components above 10 kHz, unlike the characteristic emissions of
abated pile driving.

 
(a) (b) 

Figure 7. (a) Broadband LEQ exceedance values of 5% (blue), 50% (green), and 95% (black) at the
fixed monitoring station during the same time span before the onset of pile driving as shown in
Figure 5. (b) Spectral statistics of the 1/3 octave band LEQ exceedance values of 5% (blue), 50%
(green), and 95% (black) at the fixed monitoring station during the same time span before the onset
of pile driving as shown in Figure 5.
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We analysed the simultaneous processes and operations carried out in addition to
the installation of the foundations in the construction project under study, as well as in
immediately adjacent construction sites. This revealed that a total of 15 vessels were present
within a radius of up to 10 km from the construction site. On average, three vessels were
involved in the pile driving procedure directly: one construction vessel in jack up mode
and two support vessels in DP mode: one for the operation of the bubble curtain and
one for securing the construction site. Jacking up of construction vessels is a procedure
observed to take one to two hours depending on vessel and site [28]. It is assumed, that
jacking up and down activities may add to overall background noise substantially. The
same is true for vessels with dynamic positioning (DP) systems. In addition, at distances
of a few kilometres to our temporary monitoring station, installation work on turbines
took place involving jack up vessels accompanied by smaller vessels for the transport of
components. Furthermore, a construction vessel for cable laying as well as additional
smaller vessels were present in the study area. Most likely, these additional noise sources
dominate the background soundscape not only before the onset of pile driving, but also
decrease the detectability of the impulsive pile driving signals.

4. Discussion

With the introduction of a noise emission threshold for impulsive noise due to pile
driving, and the associated requirement for the application of technical noise abatement
systems, one of the strictest regulations for this noise emitting activity has been established
in Germany. Similar regulations and requirements were at the same time also developed in
Belgium, in the Netherlands and in Denmark.

Establishing a clear protection target as described by the German Environment Protec-
tion Agency [29] and in the Concept for the Protection of harbour porpoise from underwater
noise emissions from Offshore Pile driving [30] and a comprehensive monitoring program
for the observation of the compliance and effectiveness of technological solutions, were the
fuel and guide for innovation in Germany. Today, a number of commercially accessible
noise abatement systems have been applied successfully on a standard basis in numerous
wind farm projects [1,11].

Based on internationally available scientific knowledge and building on dedicated
offshore research on options to reduce noise radiated into the environment more than
10 year ago, noise abatement and mitigation for pile driving procedures has been subject to
a steep learning curve up to today’s standard application of state-of-the-art offshore usable
noise abatement technologies. In recent years, however, installation practices have further
been adapted, including more efficient, temporally optimised and faster work processes,
which implies a different intensity of activities at the con-struction sites as 10 years ago.

In the offshore wind energy development in Europe over the past decade, scientists,
regulators and industry have successfully worked hand in hand to advance knowledge
of the most relevant adverse effects of noise emissions from pile driving construction.
Moreover, the cooperation between these groups has been crucial for the development of
a mitigation strategy for relevant adverse effects and, especially, for the implementation
of practical approaches to reduce the risk of impaired hearing and habitat loss to marine
mammals, which were identified to be most vulnerable to the impulsive noise emissions
from pile driving. This includes the harbour porpoise in particular, which is considered as
an indicator species for impulsive noise [12]. At the same time, the use of noise abatement
measures can substantially reduce or even avoid impacts on marine life (fish, invertebrates).

Due to the data availability through the comprehensive monitoring program of off-
shore wind farms under the regulation framework in Germany, recent studies have been
able to analyse the effective impact ranges of harbour porpoise displacement based on
the joint analysis of both, monitoring data of acoustics and harbour porpoise vocalisation
for offshore wind farm (OWF) projects with and without noise mitigation in the German
EEZ [4,13]. However, a most recent large scale study concludes that the effective displace-

434



J. Mar. Sci. Eng. 2021, 9, 819

ment radii of harbour porpoise have not further decrease despite improvements in noise
mitigation techniques [14].

In the following, we provide an overview of the prerequisites for establishing a
command-and-control regulatory framework to reduce the impact of pile driving noise on
marine ecosystems. These prerequisites for the introduction of a sustainable mitigation
procedure include: (a) the description of the physical characteristics of the sound source to
be mitigated, including knowledge of parameters such as intensity, frequency spectrum
and duration of the event/s; (b) the identification of target species and knowledge on
abundance and distribution patterns; (c) the evidence of adverse effects on target species
by means of reliable and reproducible methods and (d) the consideration of potential
mitigation measures.

A step-by-step approach may be followed for establishing an effective and practicable
mitigation strategy based on the precautionary principle, covering all steps of the approval
procedures for activities where significant impulsive noise emissions are expected. In
this section, we outline eight steps for establishing mitigation procedures for pile driving
activities in plans and approvals granted by regulatory agencies based on experiences
gained in Germany:

Step (1) Develop scientific knowledge on species and habitats in the management area
that may be affected: This step can be effectively initiated by the responsible agencies for
the approval, environmental protection and nature conservation. A profound research basis
may include ship- or aircraft-based surveys or acoustic investigations of priority species
and may be strategically integrated into national monitoring and research programmes or
specific site surveys. Another key component of the scientific knowledge base is targeted
experimental work on noise sensitivity and hearing thresholds of species.

Step (2) Develop scientific knowledge on the physical characteristics of anthropogenic
noise sources and on the transmission pathways into habitats: This step includes compre-
hensive research projects funded by the state and carried out by universities and research
institutes. Importantly, this step needs to be repeated when construction site processes
change or new technologies emerge.

Step (3) Adopt a noise mitigation strategy: This crucial step is led by the respon-
sible agencies under consideration of: (a) the scientific knowledge developed in step 1
(species inventory, abundance and distribution); (b) the noise source and propagation loss
characteristics investigated in step 2; (c) the information regarding threats to species and
conservation status; (d) the requirements of European and national legislation and (e) the
technical solutions (available or under development) to manage noise emissions and the
applicability of measures in practice. The adopted strategy can be sustainable once it is
robustly developed and only needs to be adapted or extended as necessary.

Step (4) Communicate the strategy and priority targets to stakeholders: Of particular
importance is the timely communication of frameworks, targets, requirements and practical
application issues to wind farm operators. Ongoing communication is necessary. However,
the most intense communication phase takes place during the initial implementation phase.

Step (5) Develop technical noise abatement techniques: This step requires the joint
cooperation and action of scientists, engineers and wind farm operators to develop noise
abatement technologies. Research results (steps 1 and 2), the adopted noise mitigation
strategy and the application framework defined in coordination with industry form the
basis for technological developments and progress in field applications. The concerted
action of all involved parties is the backbone for successful development.

Step (6) Develop normative rules to monitor the efficiency and effectiveness of mea-
sures: The adoption of standards for determining the performance of measures is A
necessary step to take by approval and monitoring agencie. Standards for underwater
noise measurements, for noise prognosis, for the quantitative determination of reduction
potential of noise abatement systems and standards for the investigation of species abun-
dance and distribution have to be in place to ensure the quality and comparability of
monitoring data and assessments.

435



J. Mar. Sci. Eng. 2021, 9, 819

Step (7) Establish an administrative basis: This step provides a basis for environ-
mental impact assessments (EIA’s), including risk-based assessments of noise emissions,
participation processes, approval procedures, incidental conditions with noise emission
thresholds at activity level and thresholds to prevent cumulative effects on habitats.

Step (8) Implementation in plans and approval procedures: Targets and objectives
of the adopted noise mitigation strategy are integrated in all planning steps including
maritime spatial planning, the site development plan for offshore wind energy and the
site suitability assessment. Incidental conditions on noise mitigation are part of approvals
granted and construction releases include detailed noise mitigation measures and monitor-
ing requirements.

The noise mitigation strategy and the so called command and control regulation [25]
on pile driving noise implemented in German waters but also similar regulations in other
countries (e.g., Belgium, the Netherlands, Denmark) are based on the application of noise
abatement and have promoted rapid development of the technology to the state-of-the-art
for at least three abatement systems. In recent years, it has become apparent that noise
reduction to protect marine ecosystems from impacts due to driving of jacket piles or large
monopiles can be effective, applicable and affordable for the industry.

Since the foundation of structures requires several thousand hammer strokes, cumula-
tive effects due to multiple impacts were acknowledged by setting a threshold as the 5%
exceedance level (SEL05) at 160 dB re 1 μPa2s, corresponding to a value 4 dB below the
level which experimentally evoked TTS due to a single impulsive exposure. Cumulative
effects on the key species harbour porpoise are further restricted according to the noise
mitigation concept for the North Sea of the BMU [16,30], which limits the accepted acoustic
pressure on habitats in terms of specific percentage-of-area thresholds applicable to the
entire German EEZ and to certain nature conservation sites.

In our view, the application of the dual criterion based on unweighted broadband
pressure level offer some strong advantages. Such criteria allow for broad development
and application, and aim at reducing noise input in the marine ecosystem, and thus protect
more marine species than frequency weighting for single species. What appears to be
overregulation at a first glance, as described in [5], turns out to be an efficient measure for
the marine ecosystem. Reduction of disturbance effects have so far been studied for the
key species harbour porpoise. This is primarily due to availability of standard methods for
such investigations. Even though a quantification of benefits for other marine species is
lacking so far, it can be assumed that any substantial reduction of noise input in the marine
environment is a good protective measure for the ecosystem.

Experiences so far shows how crucial it is from a regulatory perspective to implement
norms and standards, since these are prerequisites for (a) a comparative evaluation between
construction sites and their noise emissions; (b) the possibility of setting well defined thresh-
olds and requirements and especially (c) for monitoring their compliance. In the context of
pile driving and establishing the requirement of a field monitoring for noise reduction at
the source, following aspects must be considered in the form of standardised procedures:

• the effectiveness of the noise-abatement and mitigation (e.g., deterrence) measures
must be monitored and documented by means of measurements;

• a monitoring concept for assessing the effectiveness of measures must be submitted
along with a noise mitigation concept and should be further concretised within the
context of an implementation plan;

• concept and implementation plan for monitoring of underwater noise must be in ac-
cordance with standards, documented in a suitable manner and address construction-
related noise due to vessels and due to pile-driving. During the execution of the
noise-intensive works, underwater noise measurements should be performed at
standardised distances (i.e., 750 m and 1500 m in Germany) to the source and in
the nearest nature conservation area or an equivalent position for the purpose of
habitat protection;
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• the effectiveness of measures must additionally be monitored by means of temporar-
ily deployed harbor porpoise acoustic detectors. These monitoring stations should
preferably be co-located with acoustic monitoring stations.

Here, we demonstrated the effectiveness of noise abatement systems applied during
recent construction projects in the German Bight in a water depth of approximately 40 m.
We were able to confirm their significant reduction potential of sound pressure levels in
comparison to unmitigated pile driving based on standardised monitoring data.

Building on recent results on effect ranges of mitigated and unmitigated pile driving [1,31–34],
but also from the point of view of further construction sites in deeper waters with larger
piles and heavy installation equipment, we have analysed potential noise sources that
may have an impact on effect ranges despite the application of noise abatement systems.
The study under [1] has shown that, according to recent underwater noise measurements,
not only the number of vessels in and around the construction sites is important for back-
ground noise level, but also the type of drives, such as vessels with dynamic positioning
systems (DP-system), as well as the use of underwater communication devices, such as
echo sounders or sonars.

The analysis of potential sources of background noise during this study further re-
vealed, that in addition to the pile driving, numerous other construction work processes
took place, which increased the overall noise level. This includes turbine and rotor-blades
installation, cable laying and preparatory processes ahead to operation. They may add
substantially to noise levels. These sources are usually not included in noise emission and
transmission loss modelling, which underlines the importance of sound measurements in
the construction field. As shown in Section 3, pile driving was commonly conducted up
to a significant wave height of 1.5 m. This implies that increased background noise levels
recorded at our fixed monitoring station cannot be attributed to increased ambient noise
levels. Most likely, the cumulative emission of a number construction processes in the
vicinity to the station may be responsible for the background noise levels observed. This is
further supported by the fact that calm weather conditions allow for diverse installation
works at the site.

The number of installation vessels present at a time at the construction site has varied
from two up to four at a time. Including accompanying vessels for crew and material
transfers, safety vessels, vessels for the deployment of bubble curtain and for monitor-
ing activities. As observed from measurements in the immediate vicinity of pile driving
sites noise levels already increase a few hours before piling starts. Jack-up operations of
construction vessel and operation in DP-modus of accompanying ships further contribute
to the recorded increased noise levels. Measurements at greater distance to the piling sites,
on the other hand, revealed variably high noise levels, which could be related to jacking-up
processes or DP-modus operations of construction vessels, cable laying and ship transfers.
Consequently, the overall sound-scape at construction sites is highly variable in terms of
sound intensities, so that mitigated piling noise may not be detectable at all due to the low
signal-to-ratio. This may also have an impact on the perception by harbour porpoises. The
avoidance observed even at well-mitigated piling sites could therefore be more related to
the overall noise levels at construction sites where multiple installation and cable laying
activities occur simultaneously. As the construction phase of wind farm projects becomes
more efficient, meaning that installation work is conducted following a tighter schedule
and a rather large number of ships are in use at the construction sites, it is likely that
avoidance solely due to these activities will take place to some distance range. On the other
hand, the increasing efficiency of installation procedures means that the overall duration
of construction noise due to special vessels and activities decreases, which also shortens
the duration of animal disturbance. These trade-offs will be subject to a future in depth
analysis and need to be taken into account for a comprehensive interpretation of potential
effects on marine species.
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