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Abstract: Website phishing is a cyberattack that targets online users for stealing their sensitive data
containing login credential and banking details. The phishing websites appear very similar to their
equivalent legitimate websites for attracting a huge amount of Internet users. The attacker fools the
user by offering the masked webpage as legitimate or reliable for retrieving its important information.
Presently, anti-phishing approaches necessitate experts to extract phishing site features and utilize
third-party services for phishing website detection. These techniques have some drawbacks, as
the requirement of experts for extracting phishing features is time consuming. Many solutions
for phishing websites attack have been presented, such as blacklist or whitelist, heuristics, and
machine learning (ML) based approaches, which face difficulty in accomplishing effectual recognition
performance due to the continual improvements of phishing technologies. Therefore, this study
presents an optimal deep autoencoder network based website phishing detection and classification
(ODAE-WPDC) model. The proposed ODAE-WPDC model applies input data pre-processing at the
initial stage to get rid of missing values in the dataset. Then, feature extraction and artificial algae
algorithm (AAA) based feature selection (FS) are utilized. The DAE model with the received features
carried out the classification process, and the parameter tuning of the DAE technique was performed
using the invasive weed optimization (IWO) algorithm to accomplish enhanced performance. The
performance validation of the ODAE-WPDC technique was tested using the Phishing URL dataset
from the Kaggle repository. The experimental findings confirm the better performance of the ODAE-
WPDC model with maximum accuracy of 99.28%.

Keywords: cybersecurity; internet of things; cloud computing; computational models; deep learning;
metaheuristics; phishing detection; website phishing

1. Introduction

Cybercrime can be defined as crime that targets networks or computers. Computer
crimes are covered by a wide range of potentially criminal actions. Phishing is regarded as
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most frequently employed attack over social networks. With these assaults, the phisher
endeavors to obtain personal data from the user to be utilized dishonestly toward users [1,2].
In the current digital business scenario, many corporations are making use of the ever-
evolving changes of cyberspace, owing to the development of the internet day by day,
particularly because of the impacts of COVID-19 which has pushed every person to highly
utilize internet in every field. As the largest computer network [3], the internet is a
serious platform for the success of business and its growth, as most marketable trades
are held online [4]. In spite of the ease linked with online transactions from businesses
as well as users, there occurs an online menace called phishing. Phishing indulges in
making a well-designed website (WS) that imitates prevailing authentic commercial WSs
for deceiving users and illegally acquiring their login credentials and documents, which
alleviates phishers in obtaining accessibility to the legitimate financial data of users [5].
Inappropriately, the phishing impact was fatal because legal users who were affected were
prone to find theft and data breaches and do not have a faith in electronic banking and
online trade. Phishing commonly appears through an email which is sent to users, from
trustworthy resources, which urges them in adjusting their login credentials by following
or clicking a hyperlink in these emails [6].

Phishing is symbolically the same as fishing in water bodies; however, rather than
catching fish, invaders attempt to obtain the confidential information of users. Phishing
WSs seem to be same as the corresponding legal WSs for alluring great numbers of internet
users. The current advancements in the detection of phishing have resulted in the progress
of several novel techniques on the basis of visual similarity [7]. In recent decades, the usage
of deep learning (DL), computational technique, and machine learning (ML) have grown
exponentially in evolving solutions for several fields, particularly education, medicine,
finance, and cybersecurity. Whereas such applications of ML methods have proven ad-
vantageous in several domains, they also have several disadvantages, such as adversarial
attacks, a lack of benchmark datasets, the cost of architecture, imbalanced datasets, and
the inability to learn from small datasets. Conversely, innovative techniques, namely DL,
generative adversarial networks, one-shot learning, and continuous learning, were applied
successfully for sorting several responsibilities in such domains. Thus, it becomes impor-
tant to implement such novel techniques in life-critical missions and measure the success
of less conventional techniques utilized in such domains [8].

This study presents an optimal deep autoencoder network based website phishing
detection and classification (ODAE-WPDC) model. The proposed ODAE-WPDC model
applies input data pre-processing at the initial stage to get rid of missing values in the
dataset. Then, feature extraction and artificial algae algorithm (AAA) based feature selection
(FS) are utilized. The DAE model with the received features carries out the classification
process, and the parameter tuning of DAE technique is performed using the invasive
weed optimization (IWO) algorithm to accomplish enhanced performance. The IWO is a
derivative-free real parameter optimization technique that mimics the ecological behavior
of colonizing weeds. The performance validation of the ODAE-WPDC methodology was
tested utilizing benchmark Kaggle repository. In short, the paper’s contributions can be
summarized as follows.

• Propose an intelligent model using metaheuristic and deep learning model to identify
phishing websites via feature selection and classification processes;

• Employ AAA based feature subset selection process to reduce curse of dimensionality;
• Apply IWO with DAE classifier and the hyperparameter tuning process using the

IWO algorithm helps in achieving enhanced performance;
• Validate the performance of the proposed model on the Phishing URL dataset from

the Kaggle repository.

2. Related Works

Numerous works related to cybersecurity-based solutions are available in the litera-
ture [9,10]. The authors in [11] concentrate on implementing a DL structure for detecting
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phishing WSs. This work initially designs two kinds of features for web phishing, such
as original and interaction features. The detection method dependent upon DBN is then
projected. In [12], it can be projected a manner for detecting malicious URL addresses with
accuracy, utilizing CNNs. In contrast to the preceding mechanism, whereas URL or traffic
statistics or web contents are analyzed, it can be analyzed only the URL text. Therefore,
this technique is faster and detects zero-day attacks. Do et al. [13] establish the model of
phishing and DL from the context of cybersecurity. Afterward, classifications of phishing
detection and DL techniques are offered for classifying the recent works into several types.
Then, taking the presented classification as baseline, this research widely analyzes the
recent DL approaches and examines their benefits and drawbacks.

The authors in [14] examine a novel technique for identifying phishing WSs utilizing
hyperlinks accessible from the source code of HTML webpage from the equivalent WS.
This feature is utilized for training the supervised DNN approach with Adam optimizing
to differentiate fraudulent WSs from genuine WSs. The presented DL approach with
Adam optimizer utilizes a listwise method for classifying phishing as well as genuine
WSs. Odeh et al. [15] propose the recent methods for phishing WS recognition utilizing
the ML approaches. The popularly studied methods are concentrated on classical ML
approaches. Ada Boosting, SVM, RF, and NB are the powerful ML approaches studied
in the works. This review work also recognizes DL-based approaches with optimum
efficiency to detect phishing WSs related to the conventional ML approaches. Makkar
and Kumar [16] examine a cognitive spammer structure that eliminates spam pages if the
search engines compute the webpage rank score. The structure identifies web spam with
the assistance of the LSTM network by training the link features. In [17], a real-time anti-
phishing model that utilizes seven distinct classifier approaches and NLP based features
is presented. The model has the subsequent differentiating property in other studies in
analyses: language independence, utilization of massive size of legitimate and phishing
datasets, real-time implementation, recognition of novel WSs, independence in third-party
service, and utilization of feature-rich classifications.

Lee et al. [18] propose an effective phishing page detection model by the use of
multiple models, where every model is trained by the insertion of (controlled) noises in a
subset of arbitrarily elected features from entire set of features. Ghaleb et al. [19] introduce
a 2-stage ensemble learning approach with the integration of random forest (RF) based
pre-classification and multilayer perceptron (MLP) based decision making. The trained
MLP classification model substitutes the majority voting method of the three trained RF
models to make decisions. Kondracki et al. [20] present the initial examination of the
man-in-the-middle (MITM) phishing toolkit. With the detailed investigation of the toolkit,
the implicit network level characteristics are identified, which can be employed for the
detection process. In addition, an ML-based classification model is derived to find the
existence of toolkits for online communication purposes. Noah et al. [21] introduce an
anti-phishing model named PhisherCop, which is based on the stochastic gradient descent
(SGD) and a support vector classifier (SVC) model. The authors in [22] introduce the
Crawlphish model to automatically detect and categorize client-side cloaking utilized by
recognized phishing websites. The authors also present a taxonomy of eight distinct kinds
of evasion over three high-level classes.

ML-based phishing website detection utilizes ML models for the detection of manually
extracted phishing website URL features. The efficacy of the recognition process can
be enhanced by this approach. It necessitates experts in the extraction of URL features
manually, designing a training set for phishing website detection, and, lastly, utilizing
supervised learning approaches for phishing website detection. To resolve the manual
feature extraction process, the DL models are found to be useful. At the same time, the
choice of proper DL model is a difficult process. In particular, when phishers alter the
attacking strategies for leveraging the system susceptibilities and the users’ unawareness,
the selection of the proper model can result in unpredicted outcomes, resulting in a waste
of effort and eventually affecting the model’s accuracy and efficiency. On the other hand,
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the fine-tuning procedure of DL models is another challenging problem that needs to be
resolved. Motivated to solve this problem, in this work, the IWO algorithm is applied to
fine tune the DAE parameters to accomplish maximum detection accuracy.

3. The Proposed Model

In this study, a novel ODAE-WPDC model is introduced for the recognition and
classification of WS phishing to achieve cybersecurity. At the primary stage, the proposed
ODAE-WPDC model applies input data pre-processing at the initial stage to get rid of
missing values in the dataset. This is followed by feature extraction, and the AAA based
FS process is utilized. Finally, the IWO with DAE model is applied for the classification
process. Figure 1 depicts the block diagram of the ODAE-WPDC approach.
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3.1. Data Pre-Processing

This is the initial processing of data for preparing them for initial processing or further
examination. It removes the feature which has missing values or null values. The significant
features compared with phishing WS URLs are removed with this phase. At this point,
features such as URL length, abnormal URL, statistical report, and so on, are extracted for
phishing URL recognition.

3.2. Design of AAA Based FS Technique

Once the raw data are pre-processed and features are extracted, the AAA-FS model is
utilized to choose feature subsets. In 2015, Uymaz et al. [23] presented AAA, a bio-inspired
metaheuristic optimized technique to overcome real-time and continuous optimization
issues. It is a stimulation for the search activity of microalgae. Every individual is regarded
as an artificial algal community (AAC) from the population-based technique; also, every
AAC resembles a solution from the problem space. The life cycle encompasses mitotic
reproduction, altering the dominant species, and environmental adaptation. The adaptation
stage, the reproduction or evolutionary stage, and the helical movement phase are the
three stages of AAA. The evolutionary/reproduction stage is exploited for replenishing
the community cell by resurrecting algae by mitotic division when they have enough light
and nutrients in the environment. Algae perform a movement named helical motion. The
algae population exists in liquid atmosphere and congregates nearer to the liquid surface
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wherever there is a sufficient light source. The algae cell uses their flagellum (organelle) for
helical motion [24]. Figure 2 depicts the flowchart of AAA and explained in Algorithm 1.

Algorithm 1: Pseudocode of AAA

Initialization: Generate N population of algae colonies
Determine fitness f (xi), i = 1, 2, . . . , N, D
where xi = algae colony, N = number of algae colonies, and that the D = problem dimensionality
while termination condition is unsatisfied do
for i = 1 to n do
while energy of ith colony not done do
Employ helical movement stage
end while
end for
Employ evolutionary/reproduction stage
Employ adaptation stage
end while
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The fitness function (FF) utilized in the presented AAA-FS system was planned to
contain a balance between the amount of chosen features from all the solutions (min-
imal) and the classifier accuracy (maximal) reached by utilizing these chosen features;
Equation (1) demonstrates the FF for evaluating the solution.

Fitness = αγR(D) + β
|R|
|C| (1)

whereas γR(D) implies the classifier error rate of provided classier (the K-nearest neighbor
(KNN) technique is utilized). |R| refers to the cardinality of the chosen subset and |C|
signifies the entire amount of features from the dataset. α, and β are two parameters
equivalent to the significance of classifier quality and subset length. ∈ [1, 0] and β = 1− α.

3.3. Process Involved in DAE Classification

When the features are selected, they can be fed into the DAE classification approach.
An SAE is also known as DAE, which is the original deep network that comprises AE
using several hidden layers and generates sensitive power [25]. For the classifier issue, the
softmax classification is widely selected by the resultant layer. Next, the recreation of input
instances with lesser error is a popular method. The trained set is provided by

(X, Y) =
{(

x(n), y(n)
)∣∣∣n = 1, 2, . . . , N)

}
(2)

In Equation (2), y(n) indicates a sample trademark x(n). The number of instances
is represented as N. For each instance of trainable dataset x(n), the code encoded using
h(n) = f

(
x(n)

)
later decodes h(n) for reconstructing with x?(n) = g

(
h(n)

)
, and f and g

are the encoder and decoder variables. This is resolved by diminishing errors among the
inputs and reconstructions.

h(n) = s
(

Wx(n) + b
)

(3)

x?(n) = s
(

Wh(n) + b?
)

(4)

The sigmoid function is represented as s(·), a trained dataset using energy utilization
as follows:

(θ) =
1
N

N

∑
n=1

1
2
|
∣∣∣x(n) − x?(n)

∣∣∣|22 (5)

Parameter absence in s and θ from linear conversion. The standard auto-counter
is fundamental for the model of DAE that encodes x(n) to hidden notation h(n1) that
is provided to the following input port of DAE. The recurrence of the process of the
consequential layer for l = 1, . . . , L, where L characterizes the number of hidden layers
from DAE. The resultant layer is involved in the topmost hidden layer for monitoring the
trained procedure. All the layers produce the best outcomes because of training the design
parameter. Fine-tuning is commonly utilized from NN as a global optimization technique;
hence, it enhances the DAE accuracy. The deviation of true labels from output values is
decreased by the fine-tuning process. The representation of the square error cost depends
on ideal samples stated in the following:

J
(

W, b; x(n), y(n)
)
=

1
2
|
∣∣∣y(n) − y?(n)

∣∣∣|22 (6)

The energy function J(W, b) forces the results to be nearer to the true label throughout
the whole preparation and determines the procedure of fine-tuning.

J(W, b) =
1
N

N

∑
n=1

J
(

W, b; x(n), y(n)
)

(7)
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From the equation, (W, b) =
{(

W(l), b(l)
)
|1 = 1, 2, . . . , L

}
are encoder constraints of

the whole layer. The initialization of the parameter is the initial phase of the DL technique,
thus minimizes the constraint updating through energy function with a stochastic technique
to complete the DAE tuning.

3.4. Hyperparameter Optimization

At the final stage, the IWO algorithm assists in attaining maximum outcome by the use
of the IWO-based hyperparameter tuning process. The IWO algorithm is a bio-simulated
mathematical optimization technique that mimics the natural behaviors of weeds [26]. IWO
has lots of benefits, namely very strong robustness, simplicity of structure, and requiring
fewer parameters; it is utilized for solving linear, nonlinear, general, and multidimensional
optimization problems. It is assumed to be effective in converging to the most suitable
solution using fundamental characteristics, namely growth, seeding, and competition in a
weed colony.

Initial population: Firstly, the population is distributed in a random fashion through
the D-dimension solution space, as weeds are created at random.

Reproduction: The number of seeds generated by all the weeds is estimated based
on fitness. Every seed has a probability of reproducing; also, the reproduction rate ranges
from higher to lesser depends upon an optimal-to-worse-fit seed. Then, the seed develops
into a wild plant able to generate new units, and it is formulated as follows:

otn =
f − fworst

fbest − fworst
(S max − S min ) + S min (8)

In Equation (8), f denotes the fitness of the weed. fworst and fbest indicate the worse
and optimal fitness of the present population, correspondingly. Smin and Smax refer to the
lesser and higher counts of seeds.

Spatial distribution: The seed generated is distributed in a random fashion through
the D-dimension search space, usually an arbitrary number taking a mean corresponding
to zero with a variance. By scattering the seeds arbitrarily, it can be guaranteed that they
are nearer to the parental plant. However, the standard deviation (SD) (σ) would decrease
from a primary value (σinit) to last value

(
σf inal

)
. Then, it equated to the following.

σcur =
(iter max − iter)n

(itermax)
n

(
σinit − σf inal

)
+ σf inal (9)

In Equation (9), itermax denotes the maximal iteration count, σcur denotes the SD at
present step, σinit signifies the 1st SD, σf inal represents the final SD, and n indicates the
modulation index.

Competitive exclusion: Here, the weed number in a colony exceeds the maximal
population count with rapid reproductions. Next, the created seed is permitted for propa-
gating to search spaces. Next, lower fitness weeds are detached for attaining the maximal
population allowable from the colony. This process is continued till the maximal iteration
or ending condition is accomplished. The weeds using the optimum fitness are preferred
as the most suitable solution as illustrate in Algorithm 2.

7
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Algorithm 2: Pseudocode of IWO technique

Begin {
Initializing population of weeds, set parameters;
Current_iteration = l;
While (Current_iteration< Max_iteration) do
{
Estimate an optimum and worse fitness from the populations
Estimate the SD std depends on iteration
For all the weeds w from the population W
{
Calculate the amount of seeds for w depending on their fitness
Choose the seeds in the possible solution nearby the parent weed w from a neighborhood with
standard distribution containing mean = 0 and SD = std;
Increase seeds created to population W
If (|W| >Max_SizePopulation)
{
Sorting the population w based on its fitness
W = SelectBetter (weed, seed, Max_SizePopulation)
} End if
} End for
Current_iteration = Current_iteration+ 1;
} End whi1e
} End

The IWO system develops a FF for achieving maximal classifier efficacy. It solves a
positive integer for defining the best performance of candidate results.

fitness (xi) = Classifier Error Rate (xi)

=
number of misclassified samples

Total number of samples ∗ 100
(10)

4. Results and Discussion

The experimental validation of the ODAE-WPDC model is tested using a dataset from
the Kaggle repository [27]. The dataset holds 4898 samples under a legitimate class and
6157 samples under a phishing class as depicted in Table 1. The results are examined in
terms of distinct measures, such as accuracy, precision, recall, F-score, and Jaccard index.
For effective detection performance, the values of these measures should be high.

Table 1. Dataset details.

Class Name No. of URLs

Legitimate 4898
Phishing 6157

Total Number of URL’s 11,055

Figure 3 illustrates the confusion matrices produced by the ODAE-WPDC model
under distinct folds. On fold-1, the ODAE-WPDC model recognizes 4816 samples under
the legitimate class and 6066 samples under the phishing class. On fold-3, the ODAE-
WPDC approach recognizes 4839 samples under the legitimate class and 6128 samples
under the phishing class. Additionally, on fold-4, the ODAE-WPDC system recognizes
4833 samples under the legitimate class and 6131 samples under the phishing class. At last,
on fold-5, the ODAE-WPDC methodology recognizes 4846 samples under the legitimate
class and 6129 samples under the phishing class.

8
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Table 2 and Figure 4 illustrate a brief classification result of the ODAE-WPDC approach
under varying folds. The experimental outcomes indicate that the ODAE-WPDC model
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has resulted in maximum performance under all folds. For sample, with fold-1, the ODAE-
WPDC model offers an average accuy of 98.44%, precn of 98.41%, recal of 98.42%, Fscore
of 98.41%, and Jindex of 96.88%. Simultaneously, with fold-2, the ODAE-WPDC approach
has an accessible average accuy of 99%, precn of 99.01%, recal of 98.97%, Fscore of 98.99%,
and Jindex of 98%. Concurrently, with fold-3, the ODAE-WPDC method has an obtainable
average accuy of 99.20%, precn of 99.23%, recal of 99.16%, Fscore of 99.19%, and Jindex of
98.40%. Along with that, with fold-4, the ODAE-WPDC system presents an average accuy
of 99.18%, precn of 99.21%, recal of 99.13%, Fscore of 99.17%, and Jindex of 98.34%. At last,
with fold-5, the ODAE-WPDC approach has an obtainable average accuy of 99.28%, precn
of 99.29%, recal of 99.24%, Fscore of 99.27%, and Jindex of 98.54%.

Table 2. Result analysis of ODAE-WPDC approach with various measures and folds.

Class Labels Accuracy Precision Recall F-Score Jaccard
Index

Fold 1

legitimate 98.44 98.15 98.33 98.24 96.53
phishing 98.44 98.67 98.52 98.59 97.23

Average 98.44 98.41 98.42 98.41 96.88

Fold 2

legitimate 99.00 99.06 98.69 98.88 97.78
phishing 99.00 98.96 99.25 99.11 98.23

Average 99.00 99.01 98.97 98.99 98.00

Fold 3

legitimate 99.20 99.40 98.80 99.10 98.21
phishing 99.20 99.05 99.53 99.29 98.58

Average 99.20 99.23 99.16 99.19 98.40

Fold 4

legitimate 99.18 99.46 98.67 99.07 98.15
phishing 99.18 98.95 99.58 99.26 98.54

Average 99.18 99.21 99.13 99.17 98.34

Fold 5

legitimate 99.28 99.43 98.94 99.18 98.38
phishing 99.28 99.16 99.55 99.35 98.71

Average 99.28 99.29 99.24 99.27 98.54

Figure 5 provides an average accuy inspection of the ODAE-WPDC methodology
under distinct folds. The figure implies that the ODAE-WPDC model has gained effectual
outcomes under every fold. For instance, with fold-1, the ODAE-WPDC model has obtained
an average accuy of 98.44%. Additionally, with fold-2, the ODAE-WPDC approach has
reached an average accuy of 99%. With fold-3, the ODAE-WPDC system has attained an
average accuy of 99.20%. In addition, with fold-4, the ODAE-WPDC approach has obtained
an average accuy of 99.18%. At last, with fold-5, the ODAE-WPDC methodology has gained
an average accuy of 99.28%.

10
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Figure 5. Average accuracy analysis of ODAE-WPDC approach with distinct folds.

The training accuracy (TA) and validation accuracy (VA) attained by the ODAE-WPDC
system on test dataset is demonstrated in Figure 6. The experimental outcomes imply that
the ODAE-WPDC algorithm has gained maximal values of TA and VA. Specifically, the VA
seems to be higher than TA.
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Figure 6. TA and VA analysis of ODAE-WPDC approach.

The training loss (TL) and validation loss (VL) achieved by the ODAE-WPDC approach
on test dataset are established in Figure 7. The experimental outcomes infer that the ODAE-
WPDC system has accomplished the least values of TL and VL. Specifically, the VL seems
to be lower than TL.
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Finally, a detailed comparative study of the algorithm with other algorithms on WS
phishing detection is given in Table 3 [28,29]. The experimental findings state that the
ODAE-WPDC methodology has gained maximal performance over the other models.

Table 3. Comparative analysis of ODAE-WPDC approach with recent algorithms.

Methods Accuracy Precision Recall F-Score

ODAE-WPDC 99.28 99.29 99.24 99.27
DL-SGD 94.64 94.97 95.17 94.50

DL-RMSProp 92.84 93.77 95.34 95.52
DL-Adam 94.69 94.87 95.93 95.27

SI-BBA 94.93 94.59 94.84 94.78
PDGAN 94.12 94.96 94.02 92.21

NIOSELM 93.40 94.65 94.66 90.86
MLP-SL 87.80 88.75 87.41 74.75
SVM-SL 83.37 87.22 88.54 75.21

Figure 8 illustrates a comparative precn and recal inspection of the ODAE-WPDC
system with recent models. The figure implies that the ODAE-WPDC approach has
resulted in enhanced performance in terms of precn and recal . With regard to precn, the
ODAE-WPDC system has obtained improved precn of 99.29%, whereas the DL-SGD, DL-
RMSProp, DL-Adam, SI-BBA, PDGAN, and NIOSELM models have gained precn of 94.97%,
93.77%, 94.87%, 94.59%, 94.96%, and 94.65%, respectively. In addition, in terms of recal ,
the ODAE-WPDC model has obtained higher recal of 99.24% whereas the DL-SGD, DL-
RMSProp, DL-Adam, SI-BBA, PDGAN, and NIOSELM methods have achieved recal of
95.17%, 95.34%, 95.93%, 94.84%, 94.02%, and 94.66%, correspondingly.
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Figure 9 showcases a comparative accuy and Fscore examination of the ODAE-WPDC
methodology with recent techniques. The figure exposes that the ODAE-WPDC system
has resulted in enhanced performance with regard to accuy and Fscore. Interms of accuy,
the ODAE-WPDC system has obtained enhanced accuy of 99.28%, whereas the DL-SGD,
DL-RMSProp, DL-Adam, SI-BBA, PDGAN, and NIOSELM algorithms have reached accuy
of 94.64%, 92.84%, 94.69%, 94.93%, 94.12%, and 93.40%, correspondingly. With regard to
Fscore, the ODAE-WPDC system has obtained higher Fscore of 99.27%, whereas the DL-SGD,
DL-RMSProp, DL-Adam, SI-BBA, PDGAN, and NIOSELM systems have reached Fscore of
94.50%, 95.52%, 95.27%, 94.78%, 92.21%, and 90.86%, correspondingly.
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From the detailed results and discussion, it is clear that the ODAE-WPDC model has
shown effectual phishing WS detection and classification performance.

5. Conclusions

In this study, a novel ODAE-WPDC model was introduced for the recognition and
classification of WS phishing to accomplish cybersecurity. At the primary stage, the
proposed ODAE-WPDC model applies input data pre-processing at the initial stage to
get rid of missing values in the dataset. This is followed by feature extraction, and the
AAA based FS process is utilized. Finally, the IWO with the DAE model is applied for the
classification process, where the IWO algorithm assists in attaining maximum outcome.
The performance validation of the ODAE-WPDC model is tested utilizing the benchmark
Kaggle repository. The experimental findings confirm the better performance of the ODAE-
WPDC model over recent DL models. Thus, the presented ODAE-WPDC model can be
utilized for security in the digital era. In future, the presented ODAE-WPDC model can be
extended to the design of a weighted ensemble voting process.
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6. Limitations and Future Scope

In future, we would like to verify the performance of the proposed model on other
datasets and experiments with more novel features and their influence. A major drawback
of our model is that it cannot identify whether the URL is active or not; therefore, it is
essential to verify whether the URL is active or not before detection for ensuring the
detection performance. At the same time, the computational complexity of the proposed
model can be analyzed in future. Additionally, few attackers utilize URLs that are not
impersonations of other websites, and such URLs will not be identified. In addition, the
robust nature of the proposed model can be tested against adversarial attacks which are
commonly utilized by malicious parties. In the future, we plan to exploit novel models for
automatic extraction of other features to detect phishing sites, such as web code features,
web text features, and web icon features.
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Abstract: One of the essential stages in increasing cyber security is implementing an effective
security awareness program. This work studies the present level of security knowledge among
Imam Abdulrahman Bin Faisal University college students. A module was created to assist the
students in becoming more informed. The main contribution of this work is an assessment of
cybersecurity awareness among the university students based on three essential aspects: password
security, browser security, and social media. Numerous questions were designed and sent to them to
evaluate their awareness. The current survey received as many as 450 responses with their answers.
Various statistical analyses were applied to the responses, including the validity and reliability
test, feasibility test of a variable, correlation test, multicollinearity test, multiple regression, and
heteroskedasticity test, carried out using SPSS. Furthermore, a multiple linear regression model and
coefficient of determination, a hypothesis test, ANOVA test, and a partial test using ANOVA were
also carried out. The hypothesis investigated here concerns password security, browser security,
and social media. The results of partial hypothesis testing using a t-test showed that the password
security variable significantly affects cybersecurity awareness (p-value = 0.0001). The regression
coefficient of the password security variable in the multiple linear regression model was found to
have a beta value of 0.147. In addition, the browser security variable significantly affects awareness,
with a p-value = 0.0001. The regression coefficient of the password security variable had a beta
value of 0.188. The social media activities variable significantly affects cybersecurity awareness
(p-value = 0.0001). The regression coefficient of the social media activities variable had a beta value of
0.241. Based on the research conducted, it is concluded that knowledge of password security, browser
security, and social media activities significantly influences cybersecurity awareness in students.
Overall, students have realized the importance of cybersecurity awareness.

Keywords: cybersecurity; password security; browser security; social media; ANOVA; SPSS

1. Introduction

The rapid advancement of contemporary technology has altered our life, particularly
the methods of communication utilized to provide information and interact with people.
Everywhere in the world, several networking techniques have been developed. In response,
both the social and commercial spheres have begun to offer additional services and embrace
new technologies to give customers data access anywhere at any time and from any place.
The primary motivation for automation operations and innovation is to help the diverse
variety of customers, fast-expanding due to increased Internet usage [1].

As a result, the number of hackers and organized cybercrime gangs has skyrocketed.
These cybercriminals have been exploring new ways to carry out cyber-attacks. The primary
motivation for cyber criminals seems to be the personal benefit gained by acquiring sensitive
information and retaining it for blackmail. Hackers may also benefit by supplying private
information to competition on the dark web, making cyberspace insecure and presenting
significant threats to businesses and customers. As a result, cyber security breaches have
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become a severe danger to world security and the economy, compromising essential
infrastructure and wreaking havoc on company performance, resulting in significant
cognitive property loss [2].

Cyber security should be emphasized throughout a business, not only in IT [3,4]. The
global trend in cyber security issues is primarily due to the fact that most personnel do
not adequately adhere to the specific security regulations and instructions supplied in the
workplace. People represent a significant security vulnerability that exposes organizational
assets to external and internal attackers; they are the weakest link [5,6]. The human factor
is the most common way for hackers to get unauthorized access to vital systems in a
protected environment [7,8]. As a result, implementing proactive cyber security measures
is essential, particularly in developed nations where the Internet is a fundamental part
of everyone’s life, such as Saudi Arabia. During 2007–2009, the ratio of Internet users
improved significantly, rising from 43 percent to 51 percent. By 2018, the rate of Internet
users was around 19% [9–13].

The Kingdom of Saudi Arabia has expanded its investment in boosting its security
infrastructure, according to the Telecommunications Act of June 2001. Therefore, it is
vital to strengthen and manage the telecommunications industry [14]. It was for this
purpose that the Communications and Information Technology Commission (CITC) was
established to supervise Internet regulation and network traffic. In addition, the Computer
Emergency Response Team (CERT) was established in 2006 to provide organizations with
the knowledge and skills needed to identify and prevent cyber-attacks through teaching
and training activities [14]. As a result of the incorporation of cyber security in Saudi Vision
2030, the Kingdom’s standing in the sphere of technological advancement has rapidly
increased in industrialized nations [15].

Cyber security awareness has received insufficient attention given the fast rise in cyber
dangers and cybercrime in the Kingdom. The importance of security has not been examined
among college students [16]. Since hacking attacks of data systems in schools and colleges
are becoming more widespread, students must understand the implications and problems
of cyber security and cybercrime. There is an urgent need to design a comprehensive
training program to raise awareness of the consequences of personal information loss,
which may undermine student confidence and institutional credibility [17–20].

It is the most basic and widely used safeguarding system. The first stage in obtaining
safe access is to provide the user’s login and passcode. The main issue with passcodes
is that we can forget them. As a result, we frequently search for ways to remember
them, such as writing them in a notebook, using toolkits to organize and save passcodes
(passcode managers or passcode keepers), or by using “Cookies”, which keep the user ID
and passcode (hashed) to access the website. Another disadvantage of this method is that
passcodes could be stolen or decrypted [21–23].

Increased Web Browser Attack—The services supplied by developing technologies
are often delivered through web pages. Web browsers are undoubtedly the most widely
adopted apps, allowing consumers to undertake a wide range of tasks that attach them to
an outside world. As a result, Internet browsers are becoming an immensely crucial tool for
millions of Internet users nowadays. Unfortunately, like every piece of software, Internet
browsers have a variety of flaws [24,25]. The hackers use such defects to gain control of
the user’s computer, hack the customer’s data, delete files and use the stolen machine
to target other systems. According to an Osterman Research report [26], 11 million virus
variants had been detected by 2008, with 90 percent of these viruses originating from covert
downloads from prominent and often credible locations. If Internet browser consumers do
not identify a rogue website, they risk disclosing personal details to a potentially hazardous
party. Our survey focuses on active security indicators since active security measures are
directly tied to automatic hacking identification in Internet browsers.

Social media are electronic connections (such as social networking websites and
microblogging platforms) wherein people build online groups to exchange information,
thoughts, or private messages. Privacy is defined as “independence from unapproved
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access” and the capacity to govern one’s data since only those whom the possessor desires
to have access to them are permitted to use them. This encompasses both authorities with
respect to what material is visible on social media and who may see it. Social media use
is widespread across general culture and on school campuses. The growing reputation of
social media websites has given rise to a new range of concerns and problems that now
confront us in the twenty-first century. Since digital networks are their primary modes
of communication, modern college youth are at a higher risk of image injury or loss of
money than previous generations. As a result, we conducted an experimental evaluation of
students’ cyber security understanding and activities, concentrating on the most frequent
security vulnerabilities facing the overall ecosystem. Some of the key contributions are
listed below:

• A cybersecurity awareness assessment was carried out with the college students of
Imam Abdulrahman Bin Faisal University based on a few key issues, such as password
security, browser security, and social media;

• An investigation was conducted to analyze the students’ level of knowledge about
security concerns, especially cybercrime;

• Statistical analysis was performed and, based on numerous tests, the results were estimated;
• The data was collected through the survey questionnaires and, based on the responses,

SPSS and ANOVA tools were utilized to make the analysis.

The remainder of this paper is organized as follows: Section 2 contains a literature
review, Section 3 discusses the research methodology, Section 4 presents the results which
were subject to many tests, and Section 5 consists of a discussion of the results, after which
the paper is concluded.

2. Literature Review

This section highlights previous findings undertaken to measure individual cyber
security awareness levels. It should be noted, however, that only a few studies have aimed
to determine the level of cyber security awareness among students and the associated
significant challenges.

2.1. Cybersecurity Awareness

Cyber security awareness and training programs might be an element of national
security and they should be well-structured to provide people with a basic grasp of cyber
security. Al-Janabi and Al-Shourbaji [27] studied Middle Eastern security awareness, con-
centrating on school environments and examining cyber security within teaching faculties,
among researchers and students. The authors revealed that participants in the Middle East
do not have a basic understanding of the importance of cyber security. As a result, all users
and administrators should be given safety awareness and training as part of an overall
safety management strategy. Ahmed et al. [28] investigated cyber security recognition in
the Bangladeshi population and evaluated the acquired data using Pearson’s chi-squared
test [29]. According to these findings, governments fail to offer the necessary guidelines
and awareness initiatives. As a result, most individuals are uninformed about cybercrime
and cyber security risks.

Most academic organizations’ business strategies do not incorporate active cyber
security awareness and training initiatives. Slusky and Partow-Navid [30] examined the
results of security testing for a group of pupils at California State University, Los Angeles,
USA, College of Business and Economics. They discovered that the main issue with cyber
security awareness is not a lack of essential knowledge, as one might think; instead, it
is the methods pupils use when coping with these issues in real-world situations. The
results were meant to aid the institution in developing its curriculum, which included extra
information security training.
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2.2. Students’ Knowledge

Alotaibi et al. [31] investigated the level of cyber security knowledge among college
students. Their investigation revealed that cyber security awareness in Saudi university
students is poor since most students were unaware of their data protection. Correspond-
ingly, Senthilkumar and Easwaramoorthy [32] studied university students in Tamil Nadu’s
key towns to examine their attentiveness to cyber security. They concentrated on particular
cyber security risks, such as malware-infected websites, phishing, and the theft of personal
information. According to their findings, students’ awareness of cyber security and related
threat problems was above average, with 70% of respondents having a basic understanding
of cyber security dangers. As a result, the authors proposed that security awareness and
training programs be launched at a higher level to guarantee that learners can protect their
data from cyber-attacks.

Moallem [33] investigated students’ opinions regarding cyber security in California’s
Silicon Valley. Since learners’ behavior is variable, the author assessed the cyber security
level in the largest and most influential technology environment. Even when they were
aware that their actions were being seen and tracked, college students were unaware that
their data was not safely transported across university systems. As a result, institutions
should offer training regularly to influence students’ behavior and increase their awareness
of the basics of cyber security and cyber threats [34]. In addition, Moallem [35] discussed
the level of security awareness and theft mindfulness. Fraudsters may not always utilize
the same cyber-attacks, according to the author.

Instead, they switch between phishing scams, network traffic, and other methods
of deceit. As a result, it is vital to develop a plan to raise cyber security awareness and
secure critical data. Zwilling et al. [36] investigated the relationship between cyber security
awareness, comprehension, and activity with protection product users in Turkey, Israel,
Poland, and Slovenia. The findings showed that although familiar users possessed adequate
cyber security awareness, it was seldom used in practice. Preliminary research results at
Nigerian institutions revealed that students possessed basic cyber security knowledge but
were unsure how to secure their information [37]. Al said et al. [38] aimed to measure
end-user awareness of phishing attempts, emphasizing understanding and reactions to
cyber security risks. Several writers have demonstrated experimentally that consumers
with limited information may be readily duped [39–41].

2.3. Password Security

As a result of the increasing number of passcodes to recall, users either choose simple
but default passcodes [42] or reprocess their possibly strong passcode [43–45], occasionally
with slight adjustments or merely by pursuing predetermined building activities [46].
According to one survey, 80% of users retained their existing passcodes wherever feasible
whereas 16% changed them to one of the passcodes they had been using on some other
website, while 4% used passcodes that were more or less fresh [47]. One of the most severe
security issues caused by passcode repetition arises in the context of data theft. Consumers
are warned that when a website they use is hacked by the European Union’s General Data
Protection Regulation (GDPR), they are strongly advised to change their passcodes. Even
if the user accomplishes this, however, other identities secured with the same credentials
are also vulnerable. It has been claimed that about eight billion records were released in
different data thefts in the first nine months of 2019 alone [48], possibly opening the gates to
many more companies, some of which are vital for the user or the community. According
to an American study of users of various backgrounds and ages [49], consumers have a
skewed knowledge of safety features. According to the findings of this study, respondents
overvalued the safety enhancement provided by adding digits to their passcodes while
underestimating the reliability of employing keyboard rhythms and frequent terms. In a
poll conducted by [50], individuals not only overvalued the enhanced safety of attaching
characters or numbers at the end of passcodes but often reused passcodes or portions
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of passcodes. Another prevalent occurrence is the incorporation of private details into
user-chosen passcodes.

In research by [51], which examined over 20 million chunks of information from Chinese
users, it was discovered that experts used passcodes with a standard size of 8–11 characters,
whereas pupils used shorter passcodes. In terms of passcode protection, they found that more
than half of consumers had passcodes that merely consisted of numbers and less than a third
contained a mix of special typescripts. The research also indicated that more than 12 percent
of corporate users utilize their birthdays and cell phone numbers in their passcodes, while
11.5 percent use their username and e-mail to generate their passcodes. Another study of
Chinese passcodes [52] found that the usage of Chinese characters, alone or in conjunction
with dates and numerals, accounted for 26% of the whole, suggesting that the use of English
alphabets is prevalent. It was also noted that genuine Chinese character logins were created
using only two to four Chinese characters.

2.4. Social Media

“Users’ comprehension of dangers and how to defend themselves against computer
hackers is consequently crucial in modern existence”, writes [31]. As per a Pew Research
Centre [53] study, 69 percent of US people use Facebook and 73 percent use YouTube.
Instagram, Pinterest, Snapchat, LinkedIn, Twitter, Reddit, and WhatsApp have much
smaller percentages of users. Eighty percent of people aged 18–24 use at least one social
networking site. Specifically, 94% use YouTube, 81% use Facebook, 78% use Snapchat,
71% use Instagram, and 45% use Twitter. In Richardson’s [54] (2017) study, 90 percent
of respondents used Facebook and Snapchat, while 70 percent used Instagram. Most
users check their profiles many times every day [53] (Pew Research Center, 2019). Knight-
McCord [55] (2016) researched which social networking sites were most popular among
students. They administered a survey to 363 pupils online and in person. Previous research
discovered that Instagram was the most popular site, with Snapchat and Facebook second.
LinkedIn and Pinterest, on the other hand, were less popular. According to Sharma,
Jain, and Tiwari [56], 84 percent of students believe that posting personal information on
social networking sites (SNS) is harmful. Moallem [33] (2018) researched cyber security
knowledge among students at two California State universities in Silicon Valley.

3. Materials and Methods

A survey approach was utilized to meet the study’s goals and collect qualitative data
on the degree of cyber security awareness among Imam Abdulrahman Bin Faisal University
students. The study was carried out online to ensure that a mixed group of male and female
pupils’ responses were collected quickly and responsibly. There were 20 items in the survey
covering all aspects of cyber security, including five demographic items.

The questions in the Internet use section were designed to elicit information about
students’ online behavior. The questions about the usage of security technologies were
designed to assess current security practices in IAU University students. The browser
security component was designed to evaluate students’ comprehension of the security of
the browsers they often use. Finally, the networking sites and cyber security knowledge por-
tions examined students’ understanding of the risks of utilizing various social networking
platforms and how to respond to a cybercrime occurrence. As a result, we investigated the
students’ cyber security awareness, abilities, behavior and attitudes, and self-perceptions.
These questions were distributed to undergraduate and post-graduate students, and a
total of 450 responses were received. These responses were again categorized according
to the hypothesis and analysis. The following are the categories of questions: Questions
based on password, browser, and social media activities. The responses to these questions
were multiple-choice answers, with the following choices: Strongly Agree, Agree, Neutral,
Disagree, Strongly Disagree.

The following are the questions drafted:

Q1. Passwords are made up of 12 letters and a combination of letters, digits, or signs.
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Q2. Change password periodically.
Q3. Use previously used passwords whenever needed to create a password.
Q4. Use a single secure passcode for all web pages and logins.
Q5. It is inconvenient to have a different long and solid passcode for every webpage
and account.
Q6. I do not mind sharing my passwords with my friends.

The questions related to browser security are as follows:

Q7. The web browser should be updated regularly.
Q8. Avoid installing extensions from third-party websites.
Q9. Examine the web browser’s privacy controls and parameters regularly.
Q10. Examine browsing history for any unusual activity.

The questions related to social media activities are as follows:

Q11. It is OK to publish private photographs on social networking sites.
Q12. Accepting invitations from outsiders seems OK.
Q13. There is no concern with openly posting one’s present location on social
networking sites.
Q14. No problem with adding all personal information to social media.
Q15. Learn how to submit any danger or questionable conduct on social networks.

The passcode is an essential security element that protects data and information while
allowing access to authenticated systems. A passcode should be at least 12 characters,
including letters and numerals, capital and lowercase letters, and at least one symbol or
unique character [43]. Given this, we investigated the students’ understanding of the
fundamental concepts of password security and how they handle their passwords.

4. Results
4.1. Demographic Data

Demographic data in this research is in the form of respondent data: gender, age,
education level, computer skills, and how often respondents make online purchases. The
distribution of demographic data can be seen in Table 1.

Table 1. Distribution of research respondent demographic data (n = 450).

Variable Category Number Percentage (%)

Gender
Male 238 52.8%

Female 212 47.2%

Age

<20 178 39.5%
20–35 240 53.3%
36–49 28 6.2%
50–65 4 1%

Education

Diploma 16 3.6%
Bachelor’s Degree 417 92.6%
Master’s Degree 10 2.2%

PhD 7 1.6%

Computer Skill
Beginner 67 14.9%

Intermediate 237 52.7%
Advance 146 32.4%

Purchase Online
Rarely 132 30%

Frequently 318 70%

In Table 1, it can be seen that the number of female respondents (52.8%) is greater than
that of male respondents. Most of the respondents were aged 20–35 years (53.3%), followed
by respondents aged less than 20 years (39.5%). A large number of respondents were in
this age group because the main target of this research is students, the level of education
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attained by most of the students in this study being a bachelor’s degree (92.6%). Based
on computer skills, most respondents have skills in using computers at an intermediate
level (52.7%), followed by respondents who are proficient in using computers (32.4%). In
the field of online purchasing, it can be seen that most of the respondents often purchase
online (70%).

4.2. Description of the Independent Variable (X) Used
4.2.1. Password Security (X1)

A password is a secret set of characters or words used to authenticate access to digital
systems and computer systems. A password is one of the most critical factors in protecting
data and information, but it is also hazardous because it is vulnerable to attack [55]. In
good computer security practice, passwords must be between 8 (eight) and 24 (twenty-four)
characters long and include at least one uppercase letter, one number, and one unique
character [57]. These are usually formed from frequently used words, although this is not
recommended as they are easier to guess or decipher.

From the information in Table 2, it is known that as many as 32% of students agree
and 29% even strongly agree that one ought to use a strong password. However, most
students (41%) disagree that passwords should be changed periodically; most students
(39%) use their old passwords to create new passwords. Most students (30%) are also more
likely to use one password for all websites/accounts and consider using long passwords
very inconvenient. However, students are not willing to tell or share their passwords with
friends. Based on these results, students still lack awareness of password security.

Table 2. The questions about the password security variable.

Question Totally Disagree Disagree Neutral Agree Totally Agree

Passwords are made up of 12 letters and a combination of
letters, digits, or signs. 4% 17% 18% 32% 29%

Change password periodically. 18% 41% 20% 14% 7%
Use previously used passwords whenever needed to create
a password. 10% 18% 17% 39% 16%

Use a single secure passcode for all web pages and logins. 10% 23% 19% 30% 18%
It is inconvenient to have a different long and solid
passcode for every webpage and account. 10% 11% 13% 34% 32%

I do not mind sharing my passwords with my friends. 54% 23% 12% 8% 4%

4.2.2. Browser Security (X2)

Browser Security is essential for securing user data and information. The browser is
considered to be the main door in conducting online activities, so the browser is the main
target for hackers or cyber thieves to access sensitive information [58]. Keeping up-to-date
with the latest version is one of the most effective ways to help secure your browser or
another system.

From the results in Table 3, it is known that as many as 40% of students agree and
39% even strongly agree that the web browser must be updated regularly. As many as 38%
of students strongly agree that installing extensions from third-party websites should be
avoided. Most of the students (35%) agreed that the security settings and configurations of
the web browser should be checked periodically, and as many as 36% of students studied
browser history to find any suspicious activity. Based on these results, it is shown that
students have a good level of awareness of browser security.

4.2.3. Social Media Activities (X3)

In the era of increasingly advanced use of technology, surfing on social media has
become a part of our daily life. People can access information in various fields, share their
daily activities, and have non-face-to-face interactions through social media.
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Table 3. The questions about the browser security variable.

Question Totally Disagree Disagree Neutral Agree Totally Agree

The web browser should be updated regularly. 1% 5% 15% 40% 39%
Avoid installing extensions from third-party websites 2% 8% 18% 34% 38%
Examine the web browser’s privacy controls and
parameters regularly. 4% 12% 22% 35% 27%

Examine the browsing history for any unusual activity. 6% 11% 20% 36% 27%

From the results in Table 4, it can be seen that most students disagree (25%) or strongly
disagree (23%) to upload personal photos on social media. Meanwhile, most students
are neutral about accepting friendships from strangers on social media. However, some
students strongly disagreed that one ought to share one’s current social media location
and disagreed that one ought to add all one’s personal information on one’s social media
pages. As many as 68% of students already know how to report suspicious activity on
social media.

Table 4. The questions about the social media activities variable.

Question Totally Disagree Disagree Neutral Agree Totally Agree

It is OK to publish private photographs on social
networking sites. 23% 25% 25% 21% 6%

Accepting invitations from outsiders seems OK 21% 26% 28% 21% 4%
There is no concern with openly posting one’s present
location on social networking sites. 49% 28% 12% 8% 3%

No problem with adding all personal information to
social media. 33% 22% 22% 18% 5%

Learn how to submit any danger or questionable
conduct on social networks. 4% 14% 14% 37% 31%

Figure 1 shows the most used social media by people around the world. For exam-
ple, it can be seen that Facebook is the most used social media application with almost
2700 million or 2.7 billion active users every month in 2021.
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4.2.4. Data Analysis
Validity and Reliability Test

The validity test [57–59] results for each item from 450 respondents in this study are
presented in Table 5.
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Table 5. Validity test results.

Variable Question Item r-Value r-Table

Password Security (X1)

Q1 0.334

0.092

Q2 0.183
Q3 0.509
Q4 0.596
Q5 0.481
Q6 0.513

Browser Security (X2)

Q1 0.552
Q2 0.605
Q3 0.826
Q4 0.791

Social Media Activities (X3)

Q1 0.683
Q2 0.692
Q3 0.717
Q4 0.740
Q5 0.298

Cybersecurity Awareness (Y)

Q1 0.590
Q2 0.657
Q3 0.339
Q4 0.598

Table 5 shows the results of testing the validity of each item from the 450 respondents
studied. The results of the validity test show that all questions about the independent
variables, namely, password security (X1), browser security (X2), social media activities (X3),
and also the dependent variable, namely, cybersecurity awareness (Y), have a correlation
value (r-value) > r table (0.092). This indicates that each question is valid. So, it can be
concluded that all questions used in this study are suitable for further research. After
obtaining the results on the validity, the reliability test was carried out to determine the
reliability of each statement presented in Table 6.

Table 6. Reliability Test Results.

Cronbach’s Alpha Number of Items Description

0.596 19 Reliable enough

Table 6 shows the reliability testing results, namely, the Cronbach’s Alpha value of
0.596. Cronbach’s Alpha value is between 0.5–0.6. This indicates that every statement used
in the variable is reliable enough, with the result that all statement items used in this study
are suitable for further research.

Feasibility Test of a Variable

This stage tested the correlation between variables using Bartlett’s test and the Kaiser–
Meyer–Olkin (KMO) test. This test is carried out to assess the feasibility of a variable
analyzed using factor analysis [60].

Table 7 shows that the significance value of Bartlett’s test of sphericity is 0.000, the
p-value (0.000) < α (0.05), which means that there is a correlation between variables. Fur-
thermore, it can be seen that if the KMO value is 0.783, the KMO value is between the
values 0.5–1, which means that the variables are homogeneous. Both tests have been met
so that the variables can be predicted and further analysis can be carried out.
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Table 7. KMO and Bartlett’s Test.

Kaiser–Meyer–Olkin Measure of Sampling Adequacy 0.783

Bartlett’s Test of Sphericity

Approximate Chi-Square 1795.927

Df 171

Sig 0.000

Correlation Test

A Correlation test [61] is a process to test the independent and dependent variables to
determine the level of closeness of the relationship between two variables.

Table 8 shows the correlation component matrix containing the correlation values
between the variables used in the study. The main focus of this test is to determine the
relationship level between each independent variable—password security (X1), browser
security (X2), and social media activities (X3)—and cybersecurity awareness (Y). To make it
easier to interpret the strength of the relationship between the two variables, the authors
provide the following criteria (Sarwono, 2006).

Table 8. Correlation component matrix.

Variable Password Security Browser Security Social Media Activities Level of Awareness

Password Security 1
Browser Security 0.023 1

Social Media Activities 0.298 −0.074 1
Level of Awareness 0.277 0.184 0.366 1

Based on Table 8, Password Security is positively related to cybersecurity awareness
(r = 0.277). However, the correlation value is between 0.25–0.5, indicating a moderate
level of relationship between password security and cybersecurity awareness. Browser
Security is positively related to cybersecurity awareness (r = 0.184). The correlation value is
between 0–0.25, indicating a low relationship between browser security and cybersecurity
awareness. Social media activities positively relate to cybersecurity awareness (r = 0.366).
The correlation value is between 0.25–0.5, indicating a moderate relationship between social
media activities and cybersecurity awareness Table 9.

Table 9. Guidelines for providing an interpretation of correlation coefficients.

Correlation Value (r) Interpretation

0 No correlation
>0–0.25 Low Correlation

>0.25–0.5 Moderate Correlation
>0.5–0.75 High Correlation

>0.75–0.99 Very High Correlation
1 Perfect Correlation

4.2.5. Multiple Tests
Assumptions Test

The residuals are assumed to be generally distributed in multivariate normality–
multiple regression. However, no multiple regression presupposes that the independent
variables are not substantially connected. The variance inflation factor (VIF) values are
used to test this assumption [62].
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Normality Test

The normality assumption is related to the residual distributions. This is considered
customarily distributed, and the regression line is fitted to the data so that the mean of the
residuals is zero.

The normality test [63] results using the normal p-plot with 450 respondents can be
seen in Figure 2. The normal p-plot shows that all data points are spread around the line.
This indicates that the data has met the assumption of normality.
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Multicollinearity Test

The results of the multicollinearity test using the VIF (variance inflation factor) value
can be seen in Table 10.

Table 10. Multicollinearity Test.

Variable VIF Value

Password Security (X1) 1.100
Browser Security (X2) 1.008
Social Media Activities (Y) 1.105

The VIF value in Table 10 shows that the VIF value of the three variables is less than
10 (VIF < 10), so it can be concluded that all the independent variables used in this study
do not experience multicollinearity.

Heteroskedasticity Test

This study detects the occurrence of heteroskedasticity [64] by looking at the pattern
of data points on the scatter-plot graph. Figure 3 shows that the observation points spread
randomly and do not form a design or line. The plot also indicates whether the data
distribution is around the zero point. This suggests that the regression model is free from
heteroskedasticity problems, and the heteroskedasticity assumption has been fulfilled.

Multiple Linear Regression Model and Coefficient of Determination (R2)

All classical assumption tests have been fulfilled; the next step is to build multiple
linear regression model equations. The regression model equation that is produced can be
used to analyze the effect of password security, browser security, and social media activities
on cybersecurity awareness. The regression coefficient values are shown in Table 11.
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Table 11. Multiple linear regression coefficient.

Variable Regression Coefficient (β)

Intercept 4.301
Password Security (X1) 0.147
Browser Security (X2) 0.188
Media Social Activities (X3) 0.241

The multiple linear regression model formed based on the regression coefficients in
Table 11 is as follows:

Cybersecurity Awareness = 4.301 + (0.147) X1+ (0.188) X2+ (0.241) X3

The regression coefficient value above can be explained such that if the level of student
knowledge of password security increases by 1%, then the level of cybersecurity awareness
will increase by 14.7%. Likewise, if the level of student knowledge of browser security rises
by 1%, then cybersecurity awareness will increase by 18.8%. Finally, if student knowledge of
social media activities increases by 1%, then cybersecurity awareness will increase by 24.1%.

The coefficient of determination is the value used to measure how much the ability of
the independent variable included in the model can explain the variation of the dependent
variable. Based on Table 12, the coefficient of determination (R2) is 0.206, meaning that
password security, browser security, and social media activities contribute to the influence of
cybersecurity awareness by 20.6%, while the residual value of 79.4% (100% − 20.6%) indicates
that other factors that affect cybersecurity awareness are not included in the model.

Table 12. Correlation Coefficient and Determination.

Model R R2 Adjusted R2

Regression 0.454 0.206 0.201

4.2.6. Hypothesis Test
ANOVA Test (F-Test)

The following is an F-test to see whether the independent variable has a simultaneous
effect on the dependent variable [65]. The hypothesis in this test is as follows:

Hypothesis 0.

1: Password Security (X1), Browser Security (X2), and Social Media Activities (X3) together are
not significantly related to Cybersecurity Awareness (Y).

2: Password Security (X1), Browser Security (X2), and Social Media Activities (X3) together are
significantly related to Cybersecurity Awareness (Y).
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Table 13 shows the results of the p-value (0.000) < 0.05, so it can be concluded that
Password Security (X1), Browser Security (X2), and Social Media Activities (X3) together
have a significant effect on Cybersecurity Awareness (Y).

Table 13. F-test Results.

Model F Sig (p-Value)

Regression 38.666 0.000

Partial Test (t-Test)

A partial test [66] using the t-test is used to determine the significant effect of each inde-
pendent variable on the dependent variable. The hypothesis in the partial test is as follows:

Hypothesis 1.

1: Password Security (X1) is not significantly related to Cybersecurity Awareness (Y).
2: Password Security (X1) is significantly related to Cybersecurity Awareness (Y).

Hypothesis 2.

1: Browser Security (X2) is not significantly related to Cybersecurity Awareness (Y).
2: Browser Security is (X2) is significantly related to Cybersecurity Awareness (Y).

Hypothesis 3.

1: Social Media Activities (X3) is not significantly related to the Cybersecurity Awareness (Y).
2: Social Media Activities (X3) is significantly related to Cybersecurity Awareness (Y).

Table 14 shows the results of partial hypothesis testing (t-test). Based on these results,
the conclusions are:

(1) The Password Security variable (X1) has a p-value (0.0001) < (0.05), so it can be concluded
that Password Security (X1) has a significant effect on Cybersecurity Awareness (Y).

(2) The Browser Security variable (X2) has a p-value (0.0001) < (0.05), so it can be concluded
that Browser Security (X2) has a significant effect on Cybersecurity Awareness (Y).

(3) The Social Media Activities (X3) variable has a p-value (0.0001) < (0.05), so it can be
concluded that Social Media Activities (X3) have a significant effect on Cybersecurity
Awareness (Y).

Table 14. Results of t-test.

Variable t-Value Sig (p-Value)

Password Security (X1) 3.931 0.0001
Browser Security (X2) 4.839 0.0001
Social Media Activities (X3) 7.428 0.0001

5. Discussion

The results of partial hypothesis testing using the t-test (Table 14) show that the pass-
word security variable significantly affects cybersecurity awareness (p-value = 0.0001). The
regression coefficient of the password security variable in the multiple linear regression model
(Table 11) shows the beta value of 0.147. Therefore, it can be concluded that password security
has a positive and significant effect on cybersecurity awareness. The positive impact shows
that using passwords will increase cybersecurity awareness by 14.7%. The browser secu-
rity variable significantly affects cybersecurity awareness (p-value = 0.0001). The regression
coefficient of the password security variable shows a beta value of 0.188. Therefore, it can
be concluded that browser security has a positive and significant effect on cybersecurity
awareness. The positive impact shows that knowledge of browser security will increase
cybersecurity awareness by 18.8%. The social media activities variable significantly impacts
cybersecurity awareness (p-value = 0.0001). The regression coefficient of the social media
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activities variable shows a beta value of 0.241. Therefore, it can be concluded that social media
activities positively and significantly affect cybersecurity awareness. The positive effect shows
that using social media will increase cybersecurity awareness by 24.1%.

The results of simultaneous hypothesis testing using the F-test (Table 13) show that
password security, browser security, and social media activities have simultaneously signif-
icant effects on cybersecurity awareness (p-value < 0.05). The magnitude of the influence of
the two variables can be seen based on the value of the coefficient of determination (R2)
obtained in this study, which is 0.206, indicating that password security, browser security,
and social media activities contribute to the influence of cybersecurity awareness by 20.6%.
Meanwhile, the residual value of 79.4% indicates that other factors that affect cybersecurity
awareness are not included in the model. It should be emphasized that not all models
with a low R2 are bad models. According to [67] (2019), regression models with R2 values
below 50% can be accepted in several fields, such as the social field and the study of human
behavior. Suppose the value of R2 is low but the independent variable has a significant
effect. In that case, the model can still provide conclusions about the relationship of the
independent variable to the dependent variable.

The p-value (p-value < 0.05) indicates that the respondents in this study already have
an awareness of cybersecurity awareness, but it is still low; this is because they do not
take more or actual actions to implement cybersecurity in their daily life (R2 = 0.206).
Several reasons were thought to affect the results, probably because most respondents
in this study (53%) were women. According to (Alotaibi et al., 2017), men have a higher
awareness of cybersecurity than women. The research that supports the results of this
study is research conducted by Alharbi and Tassaddiq (2021) among students at Majmaah
University, Saudi Arabia, which included 60% male respondents and stated that students
at Majmaah University already have a high level of awareness of cybersecurity awareness.
It is proven by the high R2 value reaching 55% (R2 = 0.55) and the variables used, such as
security tools, browser safety, social networking, and other cybersecurity knowledge, have
a positive effect (p-value < 0.05).

Based on the three variables used, the password security variable has the lowest coef-
ficient value (β = 0.147), implying that students still lack awareness of password security.
It can be seen that most students (41%) disagree that passwords must be changed period-
ically; most students (30%) are more likely to use 1 password for all websites/accounts
and think that using long passwords is very inconvenient. According to [68], users may
have difficulty in remembering a long and complex password. Yildirim (2019) [69] said that
instead of requiring users to follow strict password policy rules, motivating and directing
them to create solid, easy-to-remember passwords seem to be a more efficient and helpful
way. Users can also use strong passwords only if the system or account requires a high
level of security [70].

6. Conclusions

Based on the research conducted, it can be concluded that knowledge of password
security, browser security, and social media activities significantly influence cybersecurity
awareness in students. Overall, students have realized the importance of cybersecurity
awareness. However, in practice, students’ levels of cybersecurity awareness are still lack-
ing, especially when it comes to password security. Students usually do not pay much
attention to using good and correct passwords to protect their accounts or websites. Based
on the research results explained in the previous chapter, the summary is obtained as fol-
lows: Password Security variable (X1) has a significant and positive effect on Cybersecurity
Awareness (p-value = 0.0001, = 0.143). This shows that a good knowledge about password
security could increase awareness because passwords are the main means of accessing and
maintaining accounts or other systems. The knowledge about student password security
in this study is still deficient. Students usually do not pay much attention to using good
and correct passwords to protect their accounts or websites. Browser Security variable (X2)
has a significant and positive effect on Cybersecurity Awareness (p-value = 0.0001, = 0.188).
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This shows that good knowledge about browser security can increase awareness. The level
of knowledge about student browser security in this study is good; it can be seen from the
number of students who always update their browsers regularly and tend to pay attention
to the security of the browsers they use. The Social Media Activities (X3) variable has
a significant and positive effect on Cybersecurity Awareness (p-value = 0.0001, = 0.241).
This shows that proper and correct social media activities can increase awareness. The
activity of using social media by students in this study was good and can be seen from the
number of students who prefer to keep their personal information from being too widely
spread through social media. The students also know how to report suspicious threats
on social media. Password Security (X1), Browser Security (X2), and Social Media Activ-
ities (X3) variables simultaneously have a significant effect on Cybersecurity Awareness
(p-value = 0.000), with a correlation coefficient of 20.6% (R2 = 0.206). This shows that the
independent variable used can explain the level of cybersecurity awareness of 20.6%. All
the SPSS analysis tables are listed in the Appendix A.

7. Limitations of the Work

Based on these results, several things can be done to increase cybersecurity awareness in
students by means of socialization and campaigns related to cybersecurity. It should be noted
that this research still has several limitations, such as the level of question reliability, which
is still not decent, and limited use of the independent variables. This research, also, did not
always represent another more comprehensive cybersecurity topic. In future research, it is
recommended to add more variables that might affect cybersecurity awareness.

8. Comparative Analysis

There are several works in the literature wherein a similar methodology is applied to as-
sess student’s awareness for cybersecurity, as discussed in the literature review section. The
following are the works sharing this perspective: Senthilkumar and Easwaramoorthy [32]
studied university students in Tamil Nadu’s key towns to examine their attentiveness to cy-
ber security. They concentrated on particular cyber security risks, such as malware-infected
websites, phishing, and the theft of personal information. According to their findings,
students’ awareness of cyber security and related threat problems was above average, with
70% of respondents having a basic understanding of cyber security dangers. Another work
conducted by Moallem [33] investigated students’ opinions regarding cyber security in
California’s Silicon Valley.

Similarly, Knight-McCord [53] (2016) researched which social networking sites were
most popular with students. They administered a survey to 363 pupils online and in
person. Previous research discovered that Instagram was the most popular site, followed
by Snapchat and Facebook. LinkedIn and Pinterest, on the other hand, were less popular.
According to Sharma, Jain, and Tiwari [54], 84 percent of students believe that posting
personal information on social networking sites (SNS) is harmful. Finally, Moallem [33]
(2018) researched cyber security knowledge in students at two California State universities
in Silicon Valley.
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Abstract: The transfer of information is a demanding issue, particularly due to the presence of a large
number of eavesdroppers on communication channels. Sharing medical service records between
different clinical jobs is a basic and testing research topic. The particular characteristics of blockchains
have attracted a large amount of attention and resulted in revolutionary changes to various business
applications, including medical care. A blockchain is based on a distributed ledger, which tends
to improve cyber security. A number of proposals have been made with respect to the sharing of
basic medical records using a blockchain without needing earlier information or the trust of patients.
Specialist service providers and insurance agencies are not secure against data breaches. The safe
sharing of clinical records between different countries, to ensure an incorporated and universal
medical service, is also a significant issue for patients who travel. The medical data of patients
normally reside on different healthcare units around the world, thus raising many concerns. Firstly, a
patient’s history of treatment by different physicians is not accessible to the doctor in a single location.
Secondly, it is very difficult to secure widespread data residing in different locations. This study
proposed record sharing in a chain-like structure, in which every record is globally connected to the
others, based on a blockchain under the suggestions and recommendations of the HL7 standards.
This study focused on making medical data available, especially of patients who travel in different
countries, for a specific period of time after validating the required authentication. Authorization and
authentication are performed on the Shibboleth identity management system with the involvement
of patient in the sanction process, thereby revealing the patient data for the specific period of time.
The proposed approach improves the performance with respect to other record sharing systems, e.g.,
it reduces the time to read, write, delete, and revoke a record by a noticeable margin. The proposed
system takes around three seconds to upload and 7.5 s to download 250 Mb of data, which can
contain up to sixteen documents, over a stable network connection. The system has a latency of
413.76 ms when retrieving 100 records, compared to 447.9 and 459.3 ms in previous systems. Thus,
the proposed system improved the performance and ensured seclusion by using a blockchain.

Keywords: blockchain; cyber-security; medical services; cyber-attacks; data communication; distributed
ledger; identity management; RAFT; HL7; electronic health record; Hyperledger Composer

1. Introduction

There are numerous methods of data communication, each having specific advantages
and disadvantages, for which security and privacy are an important concern. In the case
of medical data availability, the trust required to provide information, transparency, and
access control are important factors, because malicious individuals such as hackers are
constantly improving their techniques, with a focus on identifying loopholes in the data
transmission process.
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Health is the basis of a happy life, and humans are now the beneficiaries of technical
advances in the clinical industry [1]. An electronic health record (EHR) is the computeri-
zation of a patient’s medical history, e.g., test reports and doctor prescriptions. The EHR
enables the digital sharing of data with medical officers in any global location. Creating an
EHR over the internet ensures that patient information is instantly available to any hospital
around the world, when needed, regardless of the hospital that created it. Many EHR
systems exist around the world, each with its own specifications. Sharing of information
between different EHR systems requires mutual co-ordination, which is achieved through
the use of standards [2]. An EHR system must both meet communication standards and be
suitable for data models for inter-EHR system communications.

The Internet of Things (IoT) has embraced the blockchain to enhance its security,
privacy, and monitoring [3,4]. Many IoT platforms use a blockchain as a distributed ledger
to save their data. A number of blockchain architectures exist because each blockchain
network needs to follow an architecture to perform transactions in the network. Similarly,
platforms exist that use the IoT, blockchains, and the cloud collectively [3]. The research
undertaken to date has led to the ecosystem shown in Figure 1. The IoT is shown as a
platform in the first layer of the ecosystem.

The blockchain has addressed a number of complications in healthcare; for example,
the secure transfer of information between different entities [5], efficiency enhancement
due to low-cost transactions, and the restriction of access to information to the individ-
uals concerned [6]. Many blockchain platforms are used in healthcare, and choosing an
appropriate platform is a subject of debate within the industry [7–9]. The ecosystem in
Figure 1 shows the latest electronic health record sharing mechanisms in its application
layer. Trusted authorities are the backbone of the digital economy, and verify the legitimacy
of the receiver in a transaction. The inclusion of a third party increases the risk of data
being misused, compromised, and hacked [10]. The blockchain address this issue via the
use of a distributed ledger and consensus [11,12]. The blockchain has a promising future in
the modern world, in which many activities are undertaken online, especially in regard to
businesses and commerce [13].
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The current research provides, first, a complete design of a framework that integrates
global healthcare record systems. This solution is helpful for patients who travel regularly
to other countries and, in the case of an emergency, are unable to provide their health
history from their home healthcare system. Second, a prototype implementation of a health
system is provided over a blockchain and remotely retrieves the records of a remote patient.
Third, a general performance analysis was performed over the permissioned blockchain.
The transaction analysis shown in the Results and Evaluations Section clearly shows the
advantages of this study compared to other similar systems.

The proposal presented in this study enhances the security of the communication of
patient data with the use of a blockchain, and lowers the burden on systems via the use of
identity management. According to our findings, no previous study has used Shibboleth
identity management with a blockchain for the transfer of health-related information to
create a global system with proper implementation. In this study, the RAFT algorithm,
Hyperledger Fabric, and identity management were used to create a low-burden system
for medical record sharing. The results clearly show the dominance of the proposed system
with respect to the current EHR systems.

2. Background

The world of Information Technology (IT) has revolutionized methods of dealing with
data in various sectors. In particular, healthcare services have become more approachable,
flexible, and efficient. An EHR can efficiently keep and transfer the medical documents
of a patient, and be used to maintain a detailed patient history. However, the diversity
of file formats used by various EHR systems results in issues relating to interoperability,
scattering, and security. This study introduces a blockchain to resolve these issues.

2.1. Blockchain

A blockchain is a chain of blocks, often called a distributed ledger, without any
ownership. The idea was presented initially by Satoshi Nakamoto in the creation of a
cryptocurrency. A blockchain appears as a distributed ledger and has no sovereignty; that
is, no individual or organization can dictate the interchange and access of information [15].
The term “distributed ledger” means that data is stored at multiple locations, and is not
maintained or owned by a single entity. Thus, any change in the network is replicated on
every node in the system, as if every node has the original document [16]. The same ledger
is distributed to all nodes, so it is almost impossible to make malicious changes. The ledger
stores information in the form of blocks, each of which has header and data sections. The
data section stores the transactions, whereas the header sections contain the block metadata.
Every header contains hashes of the current and previous blocks.

2.1.1. Types of Blockchain

Blockchains can be divided into two main categories, private and public, with are
characterized by huge difference depending on need of the technology. Private blockchains
control access and do not allow the general public to have unauthorized access to the
network. A node must be authorized by all other nodes before it is provided access [17],
but any transaction in the network is visible to all of the authorized nodes of the network.
Private blockchains do not have a proof of work or mining, which is in contrast to the
operation of a public blockchain. Hyperledger Fabric and Quorum are examples of private
blockchains [18].

A public blockchain is open to all, and each node can read and utilize the blockchain
to perform any transaction without a central register. In public blockchains, it is optional
for each node in the network to validate a modification. Ethereum is an example of an
open-source public blockchain. Ethereum uses the Solidity language to create its smart
contracts [19], which was created by the Ethereum community. Bitcoin is a cryptocur-
rency based on a public blockchain, which takes much longer to complete a transaction
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compared to a private blockchain. According to the official information about the Bitcoin
cryptocurrency, it may take up to ten minutes for a transaction to complete [20].

Another type of blockchain exists that combine the benefits of both public and private
blockchain properties. Known as the Consortium blockchain, a group of individuals control
the network while maintaining the efficiency and privacy of the blockchain.

2.1.2. Blockchain Working

The working of a blockchain can be understood using the scenario in Figure 2, in
which a node of the network wants to enter a record in the blockchain network. This
request is broadcast to the network, validated by a defined algorithm of the network,
and permanently added to the network. This new record becomes unmodifiable after
verification of the block [21].

Appl. Sci. 2022, 12, x FOR PEER REVIEW 4 of 21 
 

based on a public blockchain, which takes much longer to complete a transaction com-

pared to a private blockchain. According to the official information about the Bitcoin cryp-

tocurrency, it may take up to ten minutes for a transaction to complete [20]. 

Another type of blockchain exists that combine the benefits of both public and private 

blockchain properties. Known as the Consortium blockchain, a group of individuals con-

trol the network while maintaining the efficiency and privacy of the blockchain. 

2.1.2. Blockchain Working 

The working of a blockchain can be understood using the scenario in Figure 2, in 

which a node of the network wants to enter a record in the blockchain network. This re-

quest is broadcast to the network, validated by a defined algorithm of the network, and 

permanently added to the network. This new record becomes unmodifiable after verifica-

tion of the block [21]. 

 

Figure 2. Working of a blockchain. 

2.2. Communication 

Communication is the process of transferring information from one place to another 

[22]. Every communication must consist of a sender, a message, and a receiver. The sender 

and receiver can be a person or a computerized device, whereas the message can be text, 

audio, video, voice, or other formats. Accuracy, effectiveness, security, and unambiguity 

are the main concerns of all communication, and are sometimes hard to achieve. In the 

case of modern communication, where the sender and receiver can be in different loca-

tions around the world, the main concern is ensuring that information is transferred cor-

rectly to the receiver, without others listening to the communication during the process. 

Significant technological improvements have been made, especially in the field of 

communication, allowing a receiver to receive information from the sender in seconds. At 

the same time, threats to communication have also increased. Modern communication re-

quires the inclusion of a form of encryption to minimize the chances of hacking during 

the communication process [23]. Figure 3 shows the complete communication process. 

The center of all communication is the message to be transferred, and efforts are made to 

maintain its integrity. Different forms of security protocols are followed to achieve the 

security and integrity of the communication, depending on the type of message and the 

medium through which it will be transferred. 

Figure 2. Working of a blockchain.

2.2. Communication

Communication is the process of transferring information from one place to an-
other [22]. Every communication must consist of a sender, a message, and a receiver.
The sender and receiver can be a person or a computerized device, whereas the message
can be text, audio, video, voice, or other formats. Accuracy, effectiveness, security, and
unambiguity are the main concerns of all communication, and are sometimes hard to
achieve. In the case of modern communication, where the sender and receiver can be in
different locations around the world, the main concern is ensuring that information is
transferred correctly to the receiver, without others listening to the communication during
the process.

Significant technological improvements have been made, especially in the field of
communication, allowing a receiver to receive information from the sender in seconds. At
the same time, threats to communication have also increased. Modern communication
requires the inclusion of a form of encryption to minimize the chances of hacking during
the communication process [23]. Figure 3 shows the complete communication process.
The center of all communication is the message to be transferred, and efforts are made
to maintain its integrity. Different forms of security protocols are followed to achieve the
security and integrity of the communication, depending on the type of message and the
medium through which it will be transferred.

In the system under study, patients, health personal, and service providers are con-
sidered users; all of these roles have different levels of authorization. Patients may wish
to share their clinical information with other doctors, laboratories, insurance companies,
or research centers. Health personal are requesters of the service, e.g., a doctor asking a
patient for their previous medical data. Service providers manage the client’s data, and are
also known as administrators.

Communication Menaces

There are numerous ways a communication can be compromised, and all three com-
ponents of communication (sender, receiver, and message) can be victims of an attack by
hackers. Some common attacks and their possible solutions are described in [24]. Session
hijacking aims to attain unauthorized access to any communication [25], and is also referred
to as a man in the middle attack (MIMA). In session hijacking, the hijacker pretends to be

42



Appl. Sci. 2022, 12, 2307

the legitimate sender or receiver while bypassing the actual legitimate connection. This
type of attack is used to steal information, to listen to conversations, and for spying. Session
hijacking can be performed by sniffing the network, using a brute force attack (BFA), or
using cross-site scripting (XSS) [26]. Session hijacking can be minimized in a network
by using a secure socket shell (SSH), https (the secure mode of a website), or a complex
session ID [27].
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Bots (originating from “robot”) are software applications over the Internet working
on automated tasks. A combination of bots can form a botnet, which can propagate and
organize itself to compromise the system of communication. The bots have the ability to
install worms that can harm the system by replicating themselves, and also install backdoors
that can bypass the authentication and encryption in the system [28]. Bots also cause a
denial of service (DoS), and its advanced form, a distributed denial of service (DDoS), which
can take a network or system artificially offline. Such challenges and their remedies are
discussed in [29]. In probing DNS caches, the IP address of the system accessing the network
is checked in a local DNS server, and only IP addressed present in the local DNS server are
allowed [30]. Malware (from “malicious software”) is a computer program created with
the intention of damaging a system or network. There are numerous types of malware,
which are intended to have different behaviors; a list is provided in [31]. Data acquisition
malware takes data from the victim; honeypots and spam-traps are existing examples.
Anti-virus programs can detect data acquisition malware. Behavior monitoring malware
aims to monitor changes in the system state and sends the collected data to the attacker,
which can be utilized for malicious purposes. These types of malware are identified by
updated antivirus software. Account harvesting malware takes users’ credentials from a
database, search engine, webpage, or any online system, using a computer program. These
attacks can be reduced by using a strong password policy, using different passwords for
different systems or websites, and by locking accounts after a certain number of failed
attempts. The authors in [32] created a penetration testing methodology to secure networks
from these attacks.

A Trojan horse is a social engineering method that deceives a user about its true
intention, and installs a backdoor that remotely controls the victim’s computer, to alter
or delete the victim’s data [33]. A Trojan horse attack can be avoided by taking extra care
when browsing the Internet [34], e.g., use only trusted software, never open mail from
unknown senders, do not surf untrusted sites, install authorized antivirus software, and
use a firewall to protect against unknown attackers. Packet sniffing targets the transmission
medium; all of the communication packets between two participants of a network are
captured and analyzed using specialized software. This type of attack can be countered
by using a trusted medium of communication, never allowing unauthorized persons near
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the server, and only permitting trusted computers to access the network. Port scanning
regularly scans a system’s ports to identify an open port for malicious purposes [35]. An
open, compromised port can be catastrophic for any system, and can allow a hacker to
access the system’s data. This attack can be avoided by disabling the port scanning of the
system. A Byzantine attack compromises mobile networks, and involves the hacking of one
of the devices on the network due to the leakage of information or credentials, which allows
that device to act as a legitimate device. This type of attack is very difficult to identify,
but can be minimized by continuous monitoring of the behavior of every device on the
network and blocking devices that act abnormally [36]. The threats to a network can be
detected using specialized software [37], and incorporating techniques to detect malware,
spyware, and other undesired applications on the network.

2.3. Health Level Seven (HL7)

Standards are commonly needed, and HL7 is a well-known organization that creates
standards. The exchange of clinical data is only possible between EHR systems if the sys-
tems are built on common standards during development; an example is the identification
of the mandatory fields of patient information or tests. The global use of HL7 in clinical
environments has streamlined the healthcare practice. According to its official website,
HL7 has more than 1600 members in more than 50 countries, including corporate members,
stakeholders, medicine companies, drug vendors, and suppliers

Health care is also a major initiative of some of the biggest global industries. In
recent years, the health care industry has improved significantly, further advanced by
inventions in the IoT. However, the communication of IoT and medical data is contentious
issue. Although electronic health record (EHR) systems are able to manage the global
needs of health-related industries, the security of medical data is a matter of concern. A
lightweight and efficient mechanism is needed in the EHR system for the secure transfer of
medical data on the basis of standards. This study follows the standards of HL7, one of the
leading organizations in the creation of standards in the medical field, to create a robust,
expandable, and reliable system for medical data communication.

2.4. Hyperledger Fabric

IBM’s Hyperledger Fabric is a primary private blockchain platform for creating and
maintaining distributed systems using modular consensus to follow a customized trust
model. Fabric applications are written in general purpose languages including Java, Go,
and node.js, whereas the smart contract is written in a domain-specific language. Hy-
perledger Fabric provides greater flexibility and an entirely different blockchain design
that deals efficiently with the exhaustion of resources, attacks, and non-determinism [38].
Hyperledger Fabric is written in the Go language, which consists of endorsers, commit-
ters, a ledger, a database, and gossip. Endorsers are the peers in favor of transaction or
chaincode execution. Committers are the peers that validate the proper configuration
and verify the transaction according to the endorsement policy. The ledger consists of a
transaction manger and a block store, to verify other transactions and to update the ledger.
Gossip checks for ledger failures and maintains the correctness and efficiency of the whole
system [39].

Hyperledger Fabric has two main components i.e., chaincode and the endorsement
policy. Chaincode is a smart contract that lies at the heart of all the applications in Fabric
and runs in the execution phase. It runs separately from Fabric code in a separate container
called a Docker container. It stores data in CouchDB through a key-value that can be ‘get’ or
‘put’ to read or write transactions in the database. The endorsement policy runs validation
and behaves as a protocol of the transaction validation, and cannot be altered by any
non-trusted application. An endorsement policy enables chaincode to select the endorser of
a transaction. Transactions are initiated by the clients using a chaincode function, who then
digitally sign it and send it to the channel. All the peers check the authenticity, structure,
and authorization of newly created transactions, via a number of checks that must be
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verified by the peers. If the peers verify all of the checks, the transaction is executed and
the response value is stored in the key-value store.

All endorsements sent by the peers are gathered by the client and matched with the
endorsement policy requirements. After gathering the required endorsements, resources
are provided in the case of a read request. In the case of a write request, then all of the
endorsements are collected and forwarded to an ordering service for the addition of the
transaction. The ordering service sends all of the transactions, with their endorsement, to
all peers on the same channel, where each channel contains all of the nodes communicating
with each other and sharing information with each other over a blockchain network.
The peers on the channel verify each of the transactions according to the endorsement
fulfillment policy, which contains the smart contract agreement between all the stakeholders.
On successful verification, the block is added to the ledger, but all of the endorsing peers
have to commit the transaction.

2.5. Consensus Algorithm for Decentralized Trust Management

In the consensus algorithm, all of the nodes of the blockchain network reach an
agreement regarding the latest state of the ledger. This consensus stabilizes the blockchain
network and maintains the trust of the peers on the distributed network. There are different
types of consensus algorithms, some of which are described here.

2.5.1. Proof-of-Work

This is the most famous consensus algorithm, and was initially used by Bitcoin,
in which the miner has to solve a complex mathematical puzzle, thus requiring huge
computing power. Among all of the peers, the peer that solves the puzzle first can mine a
new block in the network.

2.5.2. Byzantine Fault Tolerant (BFT)

BFT introduced voting into the consensus, in which every node has to vote and must
come to an agreement about the network’s current condition. All the nodes in the network
collectively define the blockchain ledger, which is divided into clusters on each node using
Kafka. Maximum nodes in the network must participate in the process of voting for a
decision in order to minimize the errors in the network. The most important benefit of
using this algorithm in a network is that it maintains the network integrity, and will not
crash, even if all nodes are not included in the voting process.

2.5.3. Proof-of-Stake

This is a simple algorithm based on the stake a node has in the form of Bitcoin. In
contrast to proof-of-work, it does not require high processing power and can be mined
with the minimum resources. The node can mine the block according to the percentage of
Bitcoin it has, e.g., if a node has 5% of the Bitcoin, then it can mine 5% of the proof-of-stake
blocks. Proof-of-stake provides maximum security against network attacks.

2.5.4. Proof-of-Capacity

Proof-of-capacity is the best alternative to proof-of-work and proof-of-stake. In proof-
of-capacity, rather than using data centers for mining or the utilization of Bitcoins, free hard
disk space is used in the consensus. The node with the maximum free hard disk space has
a high probability of being chosen to mine the next block and to win a reward in the shape
of a block.

2.5.5. Paxos

The Paxos algorithm is used to reach a consensus in a group of distributed computers.
A node or group of nodes choses a value from a number of available choices, and sends
it to the network as a broadcast. A consensus is reached when a majority of the nodes
agrees on a chosen value. In the case of disagreement, an automated process terminates
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the consensus. Paxos is efficient in term of resource utilization as it will terminate the
consensus instead of being endlessly blocked.

2.5.6. RAFT

RAFT is commonly used due its fault-tolerant nature, simplicity, and efficiency in
distributed systems. In RAFT, the network is divided into three types of nodes: leader,
candidates, and followers. In this algorithm, every new node must be added to the leader,
which is also responsible for maintaining the log in the network, and the algorithm clones
it in the network. In the case of a transaction, the leader broadcasts the write request to
the followers and verifies its response. On confirmation from all of the nodes, the new
transaction is added. A candidate is a node who wants to become a leader, and the leader
is chosen on the basis of the votes of the followers. The candidate having the maximum
number of followers will become the leader and the previous leader becomes a follower
because it lost its majority. Figure 4 explains the complete process of the algorithm.
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2.6. Identity Management

Identity management is the task of creating and maintaining user identities. This task
recognizes the individuals in a company, network, or country, and controls their access
to the assets [40]. Most companies use identity management to lower the burden of data
storage because it is not economical to save the record of a user who visited the company
only once. An identity provider also enables the option of single sign-on (SSO) for users
who want to access the system only once. The current study uses Shibboleth identity
management because it is easy to configure and is free to use for study purposes.

Shibboleth is an open-source, multinational, federated identity management architec-
ture [41]. The main concerns of identity management relate to the identity provider (IdP),
service provider (SP), and the communication between them [42]. Shibboleth identity man-
agement uses Security Assertion Markup Language (SAML) for information transmission
between the IdP and SP. Shibboleth identity management also permits the SP to manage
their shared users’ profile data. It also supports local single sign-on (SSO) and organiza-
tional level SSO, for inter-individual and inter-organizational communication, respectively.
Users must follow the required procedure to receive the service from Shibboleth identity
management. First, the user asks the SP for the service. This request is then forwarded to
the IdP by the SP, and the IdP asks for user authentication. The IdP validates the response
from the user. After validation, the IdP asks the SP to include the request of the user and
provide the user with the service that it demanded [43].

3. Related Work

A blockchain solution for healthcare record sharing, based on Hyperledger Caliper,
was proposed in [44]. Another study [45] focused on encryption schemes for sharing of
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records using a blockchain over cloud services; confusion and anonymity techniques were
proposed for encryption of data in the presented model. A Bayesian model for monitoring
activities was used in [46], which are then stored on a blockchain network without any
consensus algorithm; here, the scheme merely focuses on creating a smart home and
collecting data from different modules. Another paper on medical data communication
with a blockchain for a cloud-based network mainly discusses security and encryption
techniques [47]. A blockchain network based on Hyperledger Caliper intended for small
businesses was proposed in [48]. The most recent related work is presented in [49], but this
study is limited only to creating a data bank of the medical records and securing it using
blockchain technology. Another blockchain-based solution for heath record sharing was
proposed in [50]; however, it lacks encryption techniques and the cloud-based structure is
not fit for some organizations.

An interesting study regarding the topic of discussion was presented in [51]; however,
due to the use of mutable storage, the response time was slower than that of the proposed
scheme. The research in [52] summarized some of the main studies related to blockchain
and health, and also drew a comparison between these systems. However, it did not
provide an implementation of their findings, and only compared the existing systems at the
current time. Another system created under the blockchain umbrella was presented in [53].
This is an efficient system based on Hyperledger Fabric; although it has some similarities
with our system, the study was not related to healthcare, and its results were inferior to
those of the system presented in the current study. Ref. [54] presents a state-of-the-art
network for sharing information, with the inclusion of identity management; however,
this study is difficult to implement due to the much higher production cost. Another
significant study in the field of secure transfer of information in health is presented in [55].
In this research, the authors propose a new model for information interchange between
IoT devices using a blockchain network and the efficiency of a 5G network. Although the
study showed promise, it is currently only a proposal and no implementation plan has yet
been designed. A blockchain technology for communication in health applications due to
the privacy and security provided by the blockchain was proposed in [56]. The study also
proposes the use of cloud technology with Fabric, but the study does not provide an idea
of how to implement it in the real world. All the studies presented above are either just
proposals and are not yet implemented, or have lower efficiency than the system under
study, due to the different limitations discussed above. Some also have a higher cost, are
difficult to implement, or use cloud technology with the blockchain.

4. Proposed Solution

A blockchain is a distributed ledger with built-in security and privacy features, and
can be used in communication by storing messages in chains of blocks for transmission,
thus reducing many of the attacks that may occur during the secure communication.
Applications related to financial transactions and users’ personal data require strict access
control. An audit is also required of who accessed the data, the time at which they accessed
it, and the length of time for which they had access. All of these issues can be resolved using
a blockchain’s built-in feature; that is, once a transaction is confirmed in the blockchain,
it is almost impossible to modify it in verifiable way [57]. The peer-to-peer nature of a
blockchain makes it highly fault tolerant, because each node has the same copy as that
of the other nodes, and it is difficult to alter all of these copies. In a system attack, the
intruder is unable to change anything meaningful, and can be easily identified due to the
log management of the blockchain.

A consensus is also required from all the participating nodes in order to perform a
transaction or communication in a network. The use of the consensus reduces the effects
of DoS or DDoS attacks, and makes it difficult to add malware to the blockchain network.
Cryptography is also a built-in feature of blockchain, because every transaction in a network
is communicated or stored in the form of a hash [58]. Each blockchain network uses a
specialized hashing algorithm that is very difficult to crack. Thus, if an eavesdropper listens
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to a communication or has access to a transaction through packet sniffing, they cannot
make use of it because it cannot be decrypted [59]. A blockchain network is not located at a
single location, nor is it owned. This decentralized nature of a blockchain makes it resistant
to port scanning attacks and also prevents the network from being destroyed. Due to the
decentralized nature of a blockchain, the system availability is much higher than that of
traditional systems. All of these features were the inspiration for the use of a blockchain in
this study.

4.1. System Architecture of Proposed Model

The system under study uses an innovative architecture for medical data communi-
cations with the use of a blockchain, as shown in Figure 5. The suggested design consists
of a service provider in a home station, a Shibboleth identity provider, and a blockchain
ledger. The service provider must be registered in the home station, and provides the
information to remote stations when required. The home station properly investigates the
information, and only provides the information after verifying the role and authentication
level of the medical person demanding the information. The home station prohibits access
to the information if the request is not appropriate to the level of the role asking for the
information.
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In this study, Shibboleth federated identity management was included as the service
provider due to its open-source nature and its adaptability in the domain. Using Shibbo-
leth, each medical person is given a unique id and is authorized according to their role.
Depending on their role, it is decided whether the healthcare personal should be given SSO
or complete login credentials for that role, and for how long these credentials remain active
for the particular medical person.

The blockchain maintains all records using CouchDB, according to the standards
provided by HL7, thus ensuring the interoperability between different systems. This study
used a permission blockchain, so no proof-of-work concept is required; rather, consensus
is achieved using an automated procedure to maintain the efficiency of the system. A
well-known Hyperledger algorithm, RAFT, was used as the consensus algorithm. RAFT
is a fault-tolerant and easily understandable consensus algorithm that enables clients to
create distributed systems as a single system. Randomized election, log replication, fault
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tolerance, and ease of use are the distinguishing properties that motivated the use of RAFT
in this study.

4.2. Working Procedure

The client must by registered on the home station (HS) to be eligible to receive the
services of the system. Algorithm 1 shows the working procedure for the registration
of a client on the HS, in the case in which a patient traveled to a remote station (RS)
and required their medical history from their home station. The client needs to open
the interface provided by the identity provider corresponding to the HS through a web
application, arranged by the patient’s own country. Due to the security and sensitivity
of healthcare data, the HS does not deliver sensitive information to a non-approved user;
however, the HS asks the login credentials to be entered; the system then follows the
procedure for authentication as shown in Algorithm 2. It first checks if the client has
blockchain network access, and then asks for the client’s login credentials. After a suc-
cessful login, all of the relevant IdPs are displayed, which are authenticated by the HS.

Algorithm 1: Create_Contract: Algorithm that create a smart contract in blockchain network

Input: BlockchainAddress Ba, Timestamp Ts, HomeStation Hs, Client Ct,
Terms&Conditions Tc
Output: Bool
1: if Ct exist then
2: return false
3: else if Ct agrees on Tc then
4: mapping Ct to Ba
5: add it to ledger of Hs with Ts
6: return true

A blockchain intermediary node is used to save the transactions on the blockchain
network. The correspondence between the remote station and the home station is trans-
mitted through this node, which is also associated with the blockchain through Hy-
perledger Composer. Figure 6 shows the complete working process in a sequence di-
agram. The Shibboleth identity provider provides the complete list of IdPs for their
roles. This is also provided to all of the registered home stations, and these IDs are
shared through a signed XML document for security purposes. The HS diverts the so-
licitations to the Shibboleth for approval of the mentioned job. The web application
demands credentials, which are given by the respective IdP, and the HS requires the
IdPs to be approved, regardless of their actions or their designation. All of the au-
thentication and security are maintained by the IdP, and the service provider then di-
verts the resources to the HS, in addition to the approval tokens delivered by the IdP.

Algorithm 2: Access_Request: Algorithm shows how a client access its data on network

Input: BlockchainAddress Ba, Client Ct, Credentials Cd
Output: Bool
1: if Ct is not Ba then
2: throw;
3: end
4: if Cd ≥ Approved then
5: return true
6: else
7: return false
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The HS approves the metadata, utilizing the protocols related to the security of the
system, and delivers the clinical data in normalized form. The proposed design is based on
the HL7 standards, which are presently used in numerous countries, because very little
effort is required for their integration into the system. The proposed strategy safeguards the
privacy of the entities utilizing the clinical data. It also recognizes the privilege of the patient
to acquire the information about these elements, and makes it feasible and scalable for the
HS. The distributed deployment and modular architecture lower the deployment burden
for all parties involved in the process, and results in a steady change to the new system.

Algorithm 3 shows how patients and health personnel access the network. The access
given to the user (patients) depends on their registration on the network, whereas the heath
personnel access is subject to the person’s role and the time required to access a document.
Creating transactions in the network is restricted only to the specific authorized health
personnel, and each access to the network by authorized personnel is stored, such as in a
log book in the blockchain.

4.3. Implementation

This study was built on three basic modules, namely, the blockchain, Shibboleth, and
HL7. The user identity, such as a CNIC or passport number, is required by the client to
fetch his home station information to create a URL to communicate with the HL7 server.
Net-HL7 was used in this study, with the help of a PHP parser through the PEAR extension.
Figure 7 shows the code snippet of the interaction with the HL7 server.

When the client requests patient records from the remote HL7 server, the client connected
with the network is redirected to the second module, Shibboleth, for authentication, and
the Shibboleth module receives authentication from HL7 client. This blockchain network
records all of the transactions during the process. The network communication work using
the Apache shibd daemon and its source is located at httpd.conf(/etc/apache2/httpd.conf) on
Apache, which redirects each web request to the mod shib. The communication between
IdP and shibd uses Security Assertion Markup Language (SAML), and SSL is also implied
to ensure security. During the execution, the service provider trusts the authentication of
IdP and creates an authentication assertion as a response of authenticity. The Federated
Identity Authentication (FIA) system is used by the Shibboleth for the consensus. When a
remote station wants to access the information from the home station using HL7 standards,
the FIA registers the remote station with a unique id. Figure 8 shows SAML snippets when
a remote station wants to access the information from the home station
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Algorithm 3: Blockchain Network Access and Registration

1. Procedure: BlockchainNetworkAccessRegistration
2. Requirements from Health Personnel for Patient Data Access: 1. Personnel Role Pr,

2. Required Time Rt, Credentials for the Blockchain Network access CrBN
3. Patient Pt, ViewNetwork Vn, HealthPersonnel Hp, CreateTransactions Ct,
4. BroadcastToNetwrok BtN, AskForAuthorization AFA, Terms and Conditions Tc, Smart
5. Contract SC, BlockchainNetwork BN, PatientUniqueId PuId,
6. If Pt registered then {
7. Vn ();
8. If Hp authorized Pt data then {
9. Vn ();
10. If Hp authorized to Ct then {
11. Ct (); BtN ();
12. }
13. }
14. Else { AFA ();
15. If Hp AFA then {
16. If (Pr, Rt ==true) {return CrBN;}
17. }
18.}
19. Else {
20. If Patient agrees on Tc then {
21. Create SC ();
22. BtN ();
23. If BN approves then {Return PuId;}
24. Else {Request denied}
25. }
26. }
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The complete implementation process of this study is shown in Figure 9. Hyperledger
Composer uses a business application model (BNA) for data manipulation, in which every
response received or dispatch is registered against the unique id of each user. In this study,
the BNA append-only mode was used to document all of the transactions on the blockchain.
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The authorized persons from each organization can view this ledger via an interface, and
the ledger can also be used to track or audit any transaction.
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5. Results and Evaluations

All of the results obtained below were generated using the system specification shown
in Table 1.
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Table 1. Specification of the environment.

Specification Value

CPU Dell server (intel 3.4 quad-core i7)
Memory 32 GB

Network Bandwidth 4 Mb CIR
Concurrent blockchain nodes 20

The use of the blockchain in the communication process protects the medical data
by encrypting it using asymmetric cryptography. It also improves the efficiency in terms
of the total cost of the system for storage and document access. The comparison of this
study with other EHR systems shows that the document access and retrieval time is faster
in the proposed approach compared to that in the other systems. Table 2 summarizes
the comparison between the system under study and other existing systems. The data in
Table 2 clearly indicate the superiority of the system under study with respect to the existing
alternatives ([50,51,60,61]). The alternative approaches are either centralized or semi-
centralized. This is in contrast to the system under study, which is based on a decentralized
network, thus making it durable and coherent in terms of availability and access.

Table 2. Comparison between existing frameworks and the proposed system.

Schemes [60] [50] [61] [51] Proposed System

Source Data Yes Yes Yes Yes Yes
Data Storage Type PACS Cloud Server Dedicated Mutable P2P Immutable Storage

Tamper Proof No Yes Yes Yes Yes
Encryption Type Not Mentioned Not Mentioned Symmetric Asymmetric Asymmetric
Database Sharing PACS Blockchain Blockchain Blockchain Blockchain

Smart Contract No Yes No No Yes
Attack Resilience No No No No Yes

Database Type Centralized Centralized Centralized Semi-Centralized De-Centralized

The storage type used by [51] is a mutable peer-to-peer storage network with man-
ual entry by the health personal, and [60] uses picture archiving and communication
systems (PACS). As a result of their respective approaches, both of these systems are vul-
nerable to data attacks by hackers, and to anomalies created due to the duplication of data.
The proposed system is superior due to its use of an immutable blockchain technology
and hashes to store data, which removes the probability of data duplication. The proposed
system provides users full command of their information with greater security, clarity,
and integrity. Due to the use of a blockchain, the proposed system’s transactions are not
prone to deletion and information can be easily recovered in the case of a node failure.
Encryption and decryption on all the comparative systems are performed manually, which
can cause data issues. In contrast, the proposed system utilizes the advantages of the
built-in features of the blockchain technology for encryption and decryption. Protection of
documents after decryption is also an issue, which is resolved in this system with the use
of digital signatures.

The proposed system also provides a great deal of resilience against cyber-attacks, thus
improving the overall security of the system. This resilience is not provided by any of the
comparative approaches. The proposed system is based on encryption and each transaction
is encrypted prior to transfer. Due to the use of asymmetric encryption and immutable
storage, the proposed system is secure and transaction alteration is almost impossible due
to the presence of the distributed ledger, which protects it from alterations. Due to the fault
tolerance of RAFT, the consensus algorithm used in this study, the system is robust and
reduces the downtime of the network.
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5.1. Performance Analysis

The performance of the blockchain network can be measured by analyzing the running
time with the variation in the number of orderers and peers. The running time is short
for a small network with few orderers and peers. Table 3 shows the running time with
a different number of orderers and peers in Hyperledger Fabric. The results are based
on the average of thirty different running times, using the same number of orderers and
peers in a network. The results were gathered by ensuring that the overhead of other
applications does not alter the performance of the block in the network; this was achieved
by using Hyperledger Fabric to create the block in the permissioned blockchain network.
Figures 10 and 11, respectively, show the time taken to upload and download the medical
documents using the proposed system.

Table 3. Performance analysis of block creation.

Peers Orderers Running Time

3 1 3.8 s
3 2 3.9 s
5 1 4.7 s
5 2 4.7 s
7 1 5.2 s
7 2 5.3 s
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The variation in the graph shows a gradual increase in the time required for up-
loading and downloading documents (i.e., a receipt, body scan, prescription, X-ray, etc.).
In the proposed system, the system takes around three seconds to upload 250 Mb of
data, which can contain up to sixteen documents, over a stable network connection with
reasonable bandwidth.

The uploading time increases with the increase in the file size, and it takes 7.8 s to
upload a file of 500 Mb. All these results were gathered using a virtual machine with
the Ubuntu 16.4 operating system, with no other application software installed except
the recommended software for the proposed system. The downloading time also shows
a gradual increase. As shown in Figure 11, it takes almost three and a half seconds to
download a file of 100 Mb, and 26.34 s to download a file of 1000 Mb, over a stable internet
connection with reasonable bandwidth.
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The time required to execute the different policies (read, write, update, delete, and
revoke) can be used to analyze system performance. Figure 12 shows comparative analysis
of the respective policies introduced in [51,61,62] with the system under study; each
comparison is for the execution time of each policy. The experimental results clearly show
that the proposed system is superior for almost every type of policy used.
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5.2. Latency Analysis

The delay between the action of a user and the response from the system is known
as the latency or the trip time of a data packet. Latency analysis can also be used for
performance evaluation; a lower latency means that the system is more responsive and
efficient. Figure 13 shows the comparison of the latency of the proposed system with that
of [53,54].

5.3. Limitations

As in all systems, benefits are achieved in combination with limitations. In the pro-
posed system, it is difficult to connect current EHR systems that are not created accord-
ing to the HL7 standards. Furthermore, all of the systems around the world, and ev-
ery client/patient, must be registered to the network in order to attain the benefits of
the network.
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6. Conclusions and Future Work

Although many systems for online record sharing exist, including medical data shar-
ing, most of these are designed either for a specific location, region, or institute, such as a
hospital, or do not meet the expected security levels. Most global communications systems
are centralized. However, with the advent of the blockchain in cryptocurrency, many fields
are attracted toward the idea of decentralization and the benefits provided by customized
changes. Blockchain technology has advanced the information technology industry. In
this study, a revolutionary blockchain technology was proposed for use in the medical
communication field, and a global health record exchange system that is not dependent on
the location of the user was created for the transfer of medical data. Using blockchain tech-
nology and the Shibboleth federated identity management system, the proposed system
performs authentication of the users and the person requiring users’ information, under
the guidance and support of Health Level Seven standards. The proposed system ensures
that a patient is able to provide their medical information to any healthcare worker around
the world, without any risk of the data being leaked or hacked.

The system provides appropriate security for all of the stakeholders present in the
consensus, and stores each copy of their transaction or data in their home station network.
The data shared with the remote country or location is temporary and deleted after a certain
period of time or according to the user’s requirement; however, every record is maintained
in the ledger of the network to maintain the integrity of the data. Blockchain technology
is currently penetrating almost every field and shows promise for future applications.
However, in this study, it is only used to enable secure data communication in healthcare.
In the future, this work can be expanded to add other medical aspects, such as doctors’
prescriptions, pharmacy transactions, and vendors’ purchases and sales. These additional
topics require further research.
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Communication among the Non-Terminal Nodes in IoT Architecture in 5G Network. Electronics 2021, 10, 1437. [CrossRef]

56. Clim, A.; Zota, R.D.; Constantinescu, R. Data exchanges based on blockchain in m-Health applications. Procedia Comput. Sci. 2019,
160, 281–288. [CrossRef]

57. Wood, G. Ethereum: A secure decentralised generalised transaction ledger. Ethereum Proj. Yellow Paper 2014, 151, 1–32.
58. Schneier, B.; Kelsey, J. Cryptographic Support for Secure Logs on Untrusted Machines. In Proceedings of the USENIX Security

Symposium, San Antonio, TX, USA, 26–29 January 1998.
59. Schneier, B.; Kelsey, J. Secure audit logs to support computer forensics. ACM Trans. Inf. Syst. Secur. 1999, 2, 159–176. [CrossRef]
60. Langer, S.G.; Tellis, W.; Carr, C.; Daly, M.; Erickson, B.J.; Mendelson, D.; Moore, S.; Perry, J.; Shastri, K.; Warnock, M.; et al. The

RSNA Image Sharing Network. J. Digit. Imaging 2014, 28, 53–61. [CrossRef] [PubMed]
61. Fan, K.; Wang, S.; Ren, Y.; Li, H.; Yang, Y. Medblock: Efficient and secure medical data sharing via blockchain. J. Med. Syst. 2018,

42, 1–11. [CrossRef] [PubMed]
62. Azaria, A.; Ekblaw, A.; Vieira, T.; Lippman, A. Medrec: Using blockchain for medical data access and permission management.

In Proceedings of the 2016 2nd International Conference on Open and Big Data (OBD), Vienna, Austria, 22–24 August 2016;
pp. 25–30.

59





Citation: Sun, M.; Lu, L.; Hameed,

I.A.; Kulseng, C.P.S.; Gjesdal, K.-I.

Detecting Small Anatomical

Structures in 3D Knee MRI

Segmentation by Fully Convolutional

Networks. Appl. Sci. 2022, 12, 283.

https://doi.org/10.3390/app12010283

Academic Editors: Manuel Armada

and Fabio La Foresta

Received: 20 September 2021

Accepted: 27 December 2021

Published: 28 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Detecting Small Anatomical Structures in 3D Knee MRI
Segmentation by Fully Convolutional Networks
Mengtao Sun 1 , Li Lu 1, Ibrahim A. Hameed 1,* , Carl Petter Skaar Kulseng 2 and Kjell-Inge Gjesdal 2

1 Department of ICT and Natural Sciences, Faculty of Information Technology and Electrical Engineering,
Norwegian University of Science and Technology, 6009 Ålesund, Norway; mengtao.sun@ntnu.no (M.S.);
lulinw2018@gmail.com (L.L.)

2 Sunnmøre MR-Klinikk, 6010 Ålesund, Norway; carlkulseng@gmail.com (C.P.S.K.);
k.i.gjesdal@medisin.uio.no (K.-I.G.)

* Correspondence: ibib@ntnu.no; Tel.: +47-41315695

Abstract: Accurately identifying the pixels of small organs or lesions from magnetic resonance
imaging (MRI) has a critical impact on clinical diagnosis. U-net is the most well-known and commonly
used neural network for image segmentation. However, the small anatomical structures in medical
images cannot be well recognised by U-net. This paper explores the performance of the U-net
architectures in knee MRI segmentation to find a relative structure that can obtain high accuracies for
both small and large anatomical structures. To maximise the utilities of U-net architecture, we apply
three types of components, residual blocks, squeeze-and-excitation (SE) blocks, and dense blocks, to
construct four variants of U-net, namely U-net variants. Among these variants, our experiments show
that SE blocks can improve the segmentation accuracies of small labels. We adopt DeepLabv3plus
architecture for 3D medical image segmentation by equipping SE blocks based on this discovery.
The experimental results show that U-net with SE block achieves higher accuracy in parts of small
anatomical structures. In contrast, DeepLabv3plus with SE block performs better on the average dice
coefficient of small and large labels.

Keywords: medical image segmentation; convolutional neural networks; SE block; U-net; DeepLabV3plus

1. Introduction

Knee osteoarthritis is the most common musculoskeletal disease in the world [1].
Lesions commonly induce structural changes within the small articular cartilage [2]. MRI
(magnetic resonance imaging) technologies provide the means to characterise structural
alterations in different joint tissues affected by osteoarthritis. Patients who undergo knee
MRI for presumed musculoskeletal disease can also have unexpected vascular findings
or pathology in the imaged field. [3]. In general, osteoarthritis is categorised by the
progressive degradation of joint tissues with various abnormalities [4] and has been a
severe issue in recent years. However, some small anatomical structures around the joint
are hardly detected. For example, the veins and ligaments can show critical early alarms
in musculoskeletal lesions [5]. This study will explore the performance of small structure
segmentation in knee MRI by using deep learning.

The accurate segmentation of structures is helpful in clinical workflows in multiple
domains such as diagnostic intervention and treatment planning. However, manual seg-
mentation of anatomical structures is often time-consuming, labour-intensive, and prone to
errors; therefore, it has prompted studies on automated segmentation [6]. The knee joint
is one of the most important joints in the human body and is frequently injured in sports
and other accidents. Automated knee segmentation can assist orthopaedists in examining
and treating various kinds of knee lesions. Deep convolutional neural networks (CNNs)
have been used for medical image segmentation since the rapid development of deep
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learning techniques in recent decades. They have improved the segmentation accuracy,
and decreased the time and manual labour.

The definition of semantic segmentation is that each pixel or voxel of an image is
marked with a specific label. A well-performed model can accurately classify each pixel or
voxel. Traditionally, global features or structural features are beneficial for classification.
They can be acquired through stacked convolutions with strides and various pooling
operations, but the spatial information can be lost gradually during this process. Fully
convolution networks (FCNs) [7] solved this problem, to some extent, by using three
techniques: (1) replacing fully connected layers with convolutions to output images instead
of probabilities; (2) using deconvolution to implement upsampling to reconstruct the output
image; and (3) using skip connections to fuse information from layers with different strides
to improve segmentation details.

Medical image segmentation requires higher accuracy than natural image segmen-
tation and requires neural networks to adjust the architecture to yield more precise seg-
mentation. U-net [8] was developed based on FCN. It uses a symmetrical encoder–decoder
architecture and has succeeded in medical image segmentation [9,10]. In U-net, the encoder
is a downsampling path that extracts features from input images through the combination
of convolutions. The decoder uses upsampling operations instead of pooling, many stacked
deconvolutions, and skip connections to combine the features with those in the encoder.
These components enable the network to exploit multi-scale context information to obtain
high-accuracy segmentation results.

Most medical images are 3D, such as MRI and CT (computed tomography) [11].
3D medical image segmentation is computationally expensive; therefore, systems are
commonly trained patch-wise. When patch-wise training is adopted, the receptive field is
reduced initially, which will hinder the ability to capture global features and larger context.
To address this problem, we adopt networks that can gain the same receptive field with
fewer parameters and enable us to use a larger patch size to feed the network. DeepLab
series [12–15] is designed for 2D image segmentation with high accuracy and detailed
segmentation maps. DeepLabv1 [12] introduces atrous convolution and fully connected
conditional random fields (CRF) to solve the problems brought by reduced resolution.
DeepLabv2 [13] proposes atrous spatial pyramid pooling (ASPP), which uses multiple
parallel atrous convolution layers with different sampling rates. DeepLabv3 [14] discusses
four types of FCNs and improved ASPP. DeepLabv3plus [15] improves ASPP with atrous
depthwise separable convolution to get the same receptive field with fewer parameters than
standard convolutions. It uses an asymmetrical encoder–decoder architecture. The encoder
is comprised of improved Xception and ASPP. The decoder uses bilinear upsampling
concatenated with the corresponding low-level features from the network backbone.

Medical datasets are usually imbalanced, which will reduce the performance of ma-
chine learning models [16–18]. For the annotated MRI knee images used in this work, there
are multiple classes where the frequencies of voxels of each class are extraordinarily differ-
ent. For example, the size of bone is much larger than blood vessel (see Section 4). When
the networks with fewer parameters are selected, their representation capacity may not be
sufficient to maintain the required details to obtain accurate segmentation results for small
objects/organs. However, patch-wise training cannot be avoided if complicated networks
are chosen, damaging captured structural features that are beneficial for the segmentation
of larger structures. For example, bones will be carelessly separated into different patches,
making it difficult for the model to learn their structural features. Therefore, structural
features need to be better extracted to assist the segmentation. We need to consider the
results between the required segmentation details of both small and large structures and
the computational cost.

This paper proposes different U-net variants to check the performance between
diverse knee anatomical structures. Inspired by DeepLabv3plus, we further develop
DeepLabv3plus with ASPP (atrous spatial pyramid pooling). We test the effectiveness of
DeepLabv3plus variants to balance the capability of global feature extraction and required
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resolution. As a result, DeepLabv3plus variants perform better than U-net variants in terms
of the average dice coefficient of all structures. The main contributions include:

(1) We propose four types of 3D U-net variants aimed at small anatomical structure seg-
mentation in MRI images. We found that SE block performs well in small anatomical
detection;

(2) Based on the success of SE block in U-net variants, we apply the DeepLabv3plus
with SE block and transfer the 2D DeepLabv3plus into a 3D version for anatomical
segmentation of real MRI images;

(3) In experiments, we improve the results from the small anatomical structure segmen-
tation on the knee MRI images provided by Sunnmøre MR-Klinikk. Based on the
experiments, it is concluded that DeepLabv3plus variants could achieve relatively
high segmentation accuracy of small structures without decreasing accuracy for large
structures.

The rest of this paper is organised as follows: Section 2 introduces the related works
on image segmentation. Section 3 describes our applied neural networks, U-net and the
recent version of DeepLab. Section 4 discuss the experimental results on the MRI dataset.
The conclusions are described in Section 5.

2. Related Works

Machine learning techniques are widely applied in recent medical applications, such
as disease detection [19,20] and medical robots [21]. However, typical data-driven models
perform differently under diverse requirements [22–24]. For medical image segmentation,
researchers proposed dozens of neural networks with encoder–decoder architectures, such
as SegNet [25], RefineNet [26], and DecovNet [27]. The architectures mainly consisted of
an encoder, a decoder, and fusion techniques. The encoder is responsible for extracting
features from input images, where the dimension of feature maps is reduced. It can be seen
as a classification neural network without fully connected layers. For example, SegNet uses
VGG16 [28] in the encoder, DeepLabv3plus uses improved Xception [29] as a part of its
encoder. In the decoder, the spatial dimension of feature maps is recovered through various
upsampling operations, which is the opposite of the encoder. The third important part is
the fusion technique, which can utilise multi-scale features from the encoder to recover
the spatial resolution in the decoder. For example, U-net uses skip connection to fuse the
features in the encoder with the features in the decoder.

The fusion of features in different scales is beneficial in improving the accuracy of
semantic segmentation. DeepLabv3 [14] discussed four types of FCNs to capture multi-scale
context, including image pyramid, encoder–decoder, context module (e.g., using atrous
convolution as an approach), and spatial pyramid pooling. The first one is usually applied
during the inference stage [30]. For the other three approaches, DeepLabv3plus takes
advantage of them to propose a network that employs the architecture of encoder–decoder
with atrous separable convolution.

ASPP (atrous spatial pyramid pooling) is one of the most important techniques used
in the DeepLab series. It was proposed in DeepLabv2 [13] and developed based on
spatial pyramid pooling, which was proposed by [31] to capture the context of images in
different strides. DeepLabv2 employs a combination of spatial pyramid pooling with atrous
convolution and named it ASPP, which is computationally efficient compared with the
original method. DeepLabv3 improves ASPP by adding 1 × 1 convolution in the first layer
and global average pooling in the last layer. In addition, DeepLabv3plus exploits atrous
depthwise separable convolution to replace atrous convolution, which reduces the number
of parameters to implement ASPP again. DeepLabv3plus is designed for 2D natural image
segmentation. In this work, we modified the ASPP technique to 3D image segmentation.

3D image segmentation is very computationally expensive, and therefore related
techniques that can make it more efficient are highly appreciated. Due to limited computing
resources, volumetric inputs are usually cut into patches to feed them into 3D networks,
enabling the use of a large input image size to feed the networks if the network can be
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simplified. Other methods to decrease the computing resource are involved. For example,
a 3D volume image is comprised of 2D slices, so researchers such as [32] attempted to use
2D networks to segment 2D slices and then fuse the results into a 3D volume image again.
However, there are spatial information losses that have an adverse influence on volume
image segmentation results. In addition, there are multiple labels in our datasets, including
large structures and small structures. FocusNet [33] proposes a method that uses different
networks to segment large structures and small structures, fusing the results to form the
final segmentation and achieve high segmentation accuracy.

Researchers have proposed several MRI segmentation models aimed at various tissues
for knee joint treatment. Reference [34] applied using U-net for capturing the complex
morphology and texture of thigh muscle and adipose tissue. The results showed a good
clinical effect compared with contralateral knees without knee pain and comparable effect
size to manual segmentation. However, muscle and adipose tissue are large structures that
can be more easily perceived. The authors did not research any other small issues that
may lead to potential lesions. Reference [35] performed conditional Generative Adversarial
Networks (cGANs) as a robust and potentially improved method for semantic segmentation
than U-Net. Their works showed better results. However, they only consider three types of
anatomical structures. The target objects are still apparent in MRI segmentation. Moreover,
the attainment of cGANs is generally harder than U-net because the model requires more
hyperparameters, and more training attempts were involved in adversary. Reference [36]
analysed how 2D U-net functioned on cartilage and meniscus segmentation of knee MR
imaging data for morphology and relaxometry compared with manual segmentation.
They found that U-Net demonstrates efficacy and precision in quickly generating accurate
segmentations that can be used to monitor and diagnose osteoarthritis. However, their
model only considers cartilage and meniscus, and their experiments did not achieve 3D
modelling. To our knowledge, it is very difficult to detect many small targets simultaneously
in one model, and there is no existing research performing many small target segmentation
in the knee joint MRI dataset.

As per the biomedical aspect, especially MRI segmentation, researchers focus on
improving the segmentation accuracy of an anatomical structure. Awan et al. proposed
ResNet-14 CNN, which achieves higher performance on knee ligament segments [37].
Simantiris et al. utilised a Dilated CNN to construct a cardiac MRI segmentation network
that has produced the most satisfactory evaluation on dice coefficient [38]. Coupé et al.
introduced AssemblyNet, a large ensemble CNN network for whole-brain MRI segmenta-
tion [39]. Their networks defeated the U-Net baseline, which is also one of our baseline
models. However, although these models generally give better performance on testing im-
ages, they may ignore recognising specific small anatomical structures. We also found that
CNN-based models have played a significant role in, and positively influenced, real-world
medical applications [37–40].

This paper takes advantage of the above-mentioned encoder–decoder architecture to
build improved networks, i.e., U-net variants and DeepLabv3plus variants. They showed a
greater capability in experiments to segment small structures without losing the accuracy
of large structures.

3. Methods

To explore the segmentation performances of different encoder–decoder architec-
tures on our datasets, we developed two types of networks, i.e., U-net variants and
DeepLabv3plus variants. Their architectures are shown in Figure 1.
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Figure 1. Architectures of U-net variants and DeepLabv3plus variants.

3.1. U-Net Variants

Figure 1a shows the architecture of U-net variants (n = 24), where n is the number of
channels. The downsampling path on the left (encoder) extracts features using convolutions
from the input images. The upsampling path on the right (decoder) uses deconvolutions
to reconstruct the details for the final segmentation results. The skip connections are used
to fuse features of different layers obtained in the downsampling path with those in the
upsampling path to improve segmentation accuracy.

To maximise the performance of U-net architecture, we used SE blocks with residual
and dense structures to construct four types of blocks, namely residual blocks, residual
SE blocks, dense blocks, and dense SE blocks. Their structures are shown in Figure 2. SE
blocks can be conveniently added in a residual structure and a non-residual structure. For
residual structures with SE blocks, several convolution blocks are stacked first. Then, we
use SE blocks to strengthen essential features. SE blocks are introduced by Squeeze-and-
Excitation Networks (SENet) [11,41]. It improves a prediction accuracy through modelling
the correlations between channels and adaptively strengthening important features.
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Figure 2. Residual structure and dense structure.

A dense convolutional network (DenseNet) [42] considers that the residual connections
combining the input with the output of stacked convolutions by summation impede the
information flow in the network. Then, a different connectivity pattern was proposed:
concatenation rather than summation. The structure is also shown in Figure 2, where
four-layer dense blocks precede SE block.

Each layer takes all preceding feature maps as the input to reuse these features to
take advantage of features gained in different layers to exploit the network’s potential. For
dense structures, we added SE block in a non-residual block (i.e., dense block). Thus, four
types of blocks are formed, including residual blocks, residual SE blocks, dense blocks, and
dense SE blocks. For the blocks in the encoder path and the decoder path, we fill them
using these four types of blocks, respectively, to form four U-net variants.

3.2. DeepLabv3plus Variants

DeepLabv3plus is designed for 2D natural image semantic segmentation. The ad-
vanced components used in it provide us with an alternative method to extract features
from the images. For example, ASPP with depthwise separable convolution enables us
to capture the multi-scale features of images with fewer parameters. If we modify them
according to the features of 3D medical images and use them in the network, it assists in
the reduction of the required computing power and improves the segmentation results and
overall performance.

The encoder of DeepLabv3plus comprises improved Xception and ASPP. However, the
features in medical images are not as complicated as in natural images. It is not necessary to
use such complex networks to recognise the pattern in the dataset. In addition, 3D volume
image segmentation is computationally expensive, and adopting too deep networks might
waste computing resources. Here, we used a similar network to U-net variants to replace
Xception as the primary network in the encoder, as shown in Figure 1. Four types of blocks
can be used here as well. ASPP reduced the number of filters and obtained a larger receptive
field. In addition, three layers of downsampling are employed in DeepLabv3plus variants
instead of four layers in the U-net variants, and half reduces the numbers of channels in
each layer, so n = 12 in Figure 1. The last layer of the encoder is removed, and ASPP is
added at the bottom of the encoder in the same way as it is in DeepLabv3plus.

ASPP is a powerful tool that enables us to capture multi-scale information on images
and obtain larger receptive fields with fewer parameters and hence more efficient perfor-
mance and more accurate segmentation results. The implementation details are shown in
Figure 3, where we employ a 1 × 1 × 1 convolution to get the first feature map. A 1 × 1
× 1 convolution can select the important features from the input and is frequently used
to reduce the dimension of feature maps (i.e., depth). Then, 3 × 3 × 3 atrous depthwise
separable convolutions, with dilatation rates of 4, 8, and 12, are used to get the following
three feature maps. Different rates could effectively capture multi-scale information. Finally,
global average pooling is applied to obtain the last feature map. We concatenate these
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five feature maps and use a 1 × 1 × 1 convolution to choose the important features from
them and reduce the number of channels (i.e., depth). To be concatenated, these five output
feature maps must have the same dimensions.

Figure 3. Structure of ASPP.

Atrous depthwise separable convolution is used to obtain the three feature maps in the
middle. The calculation process is explained as follows. Each input channel is convolved
with the convolution filter first, and then use 1 × 1 × 1 convolution to choose feature maps
from different channels. For the first step, we set the stride s to 1, the padding number p
to same as the dilation rate r, and apply the 3 × 3 × 3 convolution filter (k = 3) for each
channel. As a result, the width of output feature maps, can be calculated by:

Wout= 1/s ∗ (w in+2p − r(k − 1)−1) + 1 = win (1)

The height and depth can be obtained in the same way. For atrous convolution, the
voxels can be calculated according to the equation:

y(i, j, k) =
2

∑
d=0

2

∑
h=0

2

∑
w=0

x(i + w ∗ r, j + h ∗ r, k + d ∗ r)∗W(w, h, d) (2)

After this process, the size of feature maps remains unchanged (C_in, D, H, W). Then,
we use 1 × 1 × 1 convolution to choose the features from different channels, and the size
of the feature maps is changed to (C_out, D, H, W).

For depthwise separable convolution, the number of parameters used in the process
above is:

3 × 3 × 3 × chanin+1 × 1 × 1 × chanin× chanout= 27 × chanin+chanin× chanout (3)

If we use standard convolution, the number of parameters should be:

3 × 3 × 3 × chanin× chanout= 27 × chanin× chanout (4)

Thus, it reduces the number of parameters when the number of channels used in the
network is large.

The decoder part in DeepLabv3plus uses bilinear interpolation for 2D images, and
the factor of upsampling is 4. For our DeepLabv3plus variants, we utilise trilinear inter-
polation to implement upsampling instead of deconvolution used in U-net architecture,
which reduces the number of parameters again. However, we use 2 as the upsampling
factor, because medical image segmentation requires higher accuracy than natural image
segmentation. Trilinear interpolation is beneficial for saving computing resources, but it
damages the representative capacity of the decoder compared with deconvolution. We
add one deconvolution upsampling block between the trilinear interpolation operations
to introduce more flexibility in the upsampling path. To take advantage of the features
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extracted by the encoder, we also concatenate the features obtained before ASPP in the
encoder with the first trilinear interpolation feature map. The result is used as the input of
the 3 × 3 × 3 deconvolution block.

3.3. Loss Functions

Small object/organ segmentation is always a challenge in semantic segmentation.
In our case, the smallest structure takes up less than 0.01% of the whole volume of the
MRI images. Dice loss was introduced by V-net [43]. It was developed based on the Dice
coefficient to address the problem that the learning process is trapped in the local minimum
when the predictions are strongly biased towards the background. We also use weighted
dice loss as the loss function. Weighted dice loss uses weighting to adjust the importance of
different categories in training. This is commonly used to address the imbalance problem
in samples by adding weight on the category whose proportion is small. It is calculated
according to the equation:

Loss = 1 − 1
n
×

n

∑
i=1

(w i ×
2×∑m

j=1 tijpij+smooth

∑m
j=1(t ij+pij) + smooth

) (5)

where n is the number of classes, wi is the weight of class i, m is the number of voxels
of class i, tij is the j-th voxel of class i using one-hot encoding in the truth, and pij is the
corresponding voxel in the prediction. To set the weights, we use the percentages of classes
in the dataset.

The performances of the networks in this paper are evaluated by dice coefficients for
each class. To compare the predicted segmentation and the ground truth for each class, the
percentage of class y predicted as class x was calculated according to:

P(x ,y) =
n(x, y)

ny
(6)

where n(x, y) is the number of voxels predicted as class x but annotated as class y in the
ground truth, ny is the number of voxels annotated as class y in the ground truth. It is
the recall rate for class x when x = y. Notably, it is not a confusion matrix. We call it a
performance matrix for short in this paper. The data in the diagonal line are the recall
rate for each class. They should be 1 if all voxels are segmented correctly. The data in the
diagonal line will be precise if it replaces the denominator of (6) as the number of voxels
predicted as class y.

3.4. Hyperparameter

The original size of the images is 400 × 400 × 400. We conduct the experiments of
the four U-net variants on the dataset. The time of a single training epoch of U-net with
residual blocks on the dataset of resolution 400 × 400 × 400 is about 7 h. Because of the
constraints on GPU memory, we set the patch size to 128 × 128 × 128 and the batch size to
1. We found that the training with a larger patch size and a smaller batch size performs
better than the training with a smaller patch size and larger batch size.

DeepLabv3plus variants utilise several techniques to reduce the number of parameters,
enabling us to use a larger patch size to feed the networks. The patch size used for training
DeepLabv3plus variants has increased from 128 × 128 × 128 to 192 × 192 × 192. Although
we increase the patch size, the model parameters are still lower than U-Net, and the training
time of an epoch for DeepLabv3plus variants is less than 10 min.

The MR images were obtained from 20 volunteers: 18 volunteers provide the training
dataset and 2 volunteers provide the testing dataset. Each volunteer provides 30 images; the
total number of images was 600, that is 90% (540 images) for training and 10% (60 images)
for testing. The main hyperparameters of U-Net and DeepLabv3plus are displayed in
Figure 1. We directly concatenate the results together when we receive all the outputs
from patches.
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All the networks are trained on GPU GeForce RTX 2080 Ti, with a GPU memory of
11 GB GDDR6 and by using an Adam optimiser. The initial learning rate is set to 0.01 for
training with dice loss and is set to 0.001 for training with weighted dice loss. The learning
rates were set to be reduced by a factor of 0.5 after two epochs if the validation loss is not
decreasing. The training was stopped when the loss on the validation dataset had not
decreased for at least three epochs.

4. Experiments and Results

The knee MRI images provided by Sunnmøre MR-Klinikk used in our experiments
were manually annotated. The final dataset used to compare the architecture of U-net
variants and DeepLabv3plus variants contains 13 labels. Figure 4 shows the extraordinary
imbalance of the labels on the final dataset. The background accounts for 60.43% on average
in all samples. The largest label is AD (adipose tissue), accounting for 19.17%, while the
smallest is ACL (anterior cruciate ligament), accounting for 0.03%. Table 1 shows the
abbreviations and values of classes (structures) in performance matrices. The red classes in
Table 1 are the small organs in terms of the statistics of Figure 4.

Figure 4. Frequencies of voxels for each class.

Table 1. Abbreviations and values of classes.

Classes Abbreviations Index

Background BG 0
Bone BO 1

Posterior cruciate ligament PCL 2
Anterior cruciate ligament ACL 3

Muscle MU 4
Cortical bone CB 5

Blood vessel (popliteal artery/vein++) BV 6
Artery AR 7

Collateral ligament CL 8
Tendons TE 9
Menisci ME 10

Adipose tissue (fat) AD 11
Veins VE 12

The dataset contains annotated knee MRI images from 20 volunteers. For each knee
image, three weighted volumes, including T1 (longitudinal relaxation time), PD (proton
density), and FS (fat-saturation) are provided. Different weighted volumes provide different
contrasts for different tissues. For example, T1-weighted images provide high contrast
for fat, but low contrast for water. FS pulse sequences can improve the detection of
musculoskeletal lesions. The sizes of these images is 400 × 400 × 400. We cut each image
into patches to feed them into the networks and use a large selection of them for training
and the remaining for validation. (An example MRI can be found in Section 4.3).
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4.1. Results on U-Net Variants

The performances of U-net variants are shown in Table 2.

Table 2. Performances of U-net variants.

Class
Dice Loss Weighted Dice Loss

U-Net U-Net + Res U-Net + Res U-Net + Res + SE U-Net + Dense U-Net + Dense + SE

BG 0.94 0.987 0.992 0.989 0.990 0.990
BO 0.95 0.917 0.831 0.938 0.932 0.948

PCL 0 0.002 0.153 0.347 0.338 0.228
ACL 0 0 0.083 0.096 0.084 0.041
MU 0.95 0.927 0.944 0.956 0.928 0.939
CB 0 0.567 0.500 0.457 0.495 0.515
BV 0 0.556 0.622 0.603 0.555 0.648
AR 0 0.057 0.198 0.270 0.152 0.194
CL 0 0.041 0.470 0.248 0.237 0.370
TE 0 0.726 0.701 0.723 0.641 0.726
ME 0 0.191 0.133 0.126 0.139 0.107
AD 0.92 0.919 0.876 0.919 0.904 0.925
VE 0 0 0.396 0.491 0.305 0.528

Avg-All organs 0.289 0.453 0.531 0.551 0.515 0.551
Avg-Small organs 0 0.238 0.362 0.373 0.327 0.373

For U-net and U-net + residual blocks [43] with dice loss, large structures bone (BO),
muscle (MU), and adipose tissue (AD) are segmented correctly, but most of the small
structures are missing (see Table 2). The main reason for this is the extremely imbalanced
classes in the dataset.

To increase the importance of small structures, weighted dice loss is adopted. We set
the weights according to the proportions of the classes in the dataset. From Table 2, we can
see that the results for small structures are improved, but the accuracy of BO is decreased.
One possible reason is that when patch-wise training is used, they are unavoidably cut into
several parts for the bones since they account for a large proportion of the image and their
positions are in the middle. It is difficult for the neural network to distinguish its pattern
because the special structure of bones is scattered into different patches. To improve the
network’s performance, SE blocks are added, the results of small structures are improved
compared with that of no SE blocks. Moreover, the accuracy of BO has a little increasement.

In conclusion, by using SE-based methods, U-Net + Res + SE or U-Net + Dense + SE,
it can be pointed out that with the help of SE block, average evaluations are apparently in-
creased. During our training, another valuable observation is that the bones are segmented
more completely than those on the smaller patch size. The main reason is that a larger
patch size is beneficial for the networks to capture the global features. When a larger patch
size is used, more parts of bones will be in the same patch. As a result, it can be segmented
more correctly.

4.2. Results with DeepLabv3plus Variants

Because it is confirmed that SE structure can improve the performance of the networks,
we further train the networks with SE blocks for both residual structure and dense structure
in DeepLabv3plus. As is shown in Table 3, two variants are trained first, including one
in which the basic network uses residual block and one in which the basic network uses
dense block. We found that adding SE block can improve the two DeepLabv3plus baselines
without SE block. As shown in Table 3 and Figure 5, we also find that DeepLabv3plus
variants can segment the structures better than U-net variants.

70



Appl. Sci. 2022, 12, 283

Table 3. Performances of DeepLabv3plus-based model.

Class U-Net + Res Deeplab + Dense Deeplab + Res Deeplab + Dense + SE Deeplab + Res + SE

BG 0.987 0.977 0.984 0.986 0.983
BO 0.917 0.809 0.797 0.958 0.936

PCL 0.002 0.703 0.800 0.752 0.522
ACL 0 0.345 0.457 0.462 0.504
MU 0.927 0.926 0.950 0.969 0.976
CB 0.567 0.639 0.701 0.825 0.861
BV 0.556 0.553 0.627 0.813 0.781
AR 0.057 0.534 0.422 0.622 0.671
CL 0.041 0.449 0.536 0.681 0.589
TE 0.726 0.519 0.609 0.685 0.745
ME 0.191 0.706 0.794 0.844 0.819
AD 0.919 0.798 0.799 0.927 0.91
VE 0 0.227 0.344 0.290 0.265

Avg-All organs 0.453 0.629 0.678 0.755 0.735
Avg-Small organs 0.238 0.519 0.588 0.663 0.639

Figure 5. A case study of segmentation experiments. (a): U-Net + Res with dice loss. (b): Deeplab +
Dense + SE with dice loss. (c): Deeplab + Res + SE with dice loss. (d): Ground truth.

Where (a) shows the segmentation of the results of U-Net + Res with dice loss, (b)
and (c) show the results of DeepLabv3plus variants with dice loss. We can see that, for
example, the green part (PCL) in the middle is not segmented correctly in (a), but it is
segmented in (b) and (c). The results are shown in Table 2. With dice loss, the accuracies
of small anatomical segments are quite acceptable compared with the results on U-Net +
Res. One reason could be that advanced components, such as ASPP, are used to obtain a
larger receptive field without losing too much resolution. Generally speaking, Deeplab +
Dense + SE performs better than Deeplab + Res + SE. Deeplab + Dense + SE has higher
average accuracies on small structures, especially in PCL, BV, and CL. Deeplab + Res + SE
has slightly higher accuracies on ACL, MU, and CB.

Figure 6b shows the performance matrix of Deeplab + Dense + SE, where we can see it
achieved relatively high accuracies on all anatomical segments compared with U-Net + Res
(as it is shown in Figure 6a). For U-Net + Res with dice loss, small structures, including
PCL(2), ACL(3), AR(7), and CL(8) were missing, and predicted as other structures such as
BG(0), CB(5), and BV(6). An example of the segmentation result of Residual SE Deeplab
with dice loss is shown in Figure 5c, where we can see that there is a small part of AD(11)
predicted as BO(1), similar to the results of Dense SE Deeplab with dice loss. A possible
reason could be that patch-wise training that negatively influences the capture ability of
structural features of bones. However, this problem has already been solved largely in
DeepLabv3plus variants.
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Figure 6. (a) Performance matrix of U-Net-based model; (b) performance matrix of DeepLabv3plus-
based model.

4.3. Discussion

We trained U-net and U-Net + Res with dice loss as the preliminary model. Then, we
proposed new varieties to discover the small and low-resourced pixels in the MRI dataset,
i.e., the structures with SE block. The proposed varieties showed a satisfactory performance
on small organ segmentation.

For U-Net + Res trained with dice loss, from Table 3 we can see that some small
anatomical structures such as PCL and ACL are not segmented correctly. For the U-net
variant with residual SE blocks trained with weighted dice loss, the performances on the
small structures are improved.

The main question is that the neural networks have a smaller field of view on the
resolution 400 × 400 × 400, although the patch sizes used on the two datasets are the same.
The patch-wise training can be seen as reducing the receptive field of the images at the
beginning. For the downsampling dataset, the view was reduced to (128 / 400)3 ≈ 0.033.
The locations of anatomical structures are in the centre of the image and will be separated
into different patches; therefore, the difficulty of recognising their patterns increases.

Tables 2 and 3 show the comparison of U-net variants and DeepLabv3plus variants.
DeepLabv3plus variants enable us to segment all structures and achieve relatively higher
average accuracy with dice loss. However, U-net variants cannot segment the small
structures correctly, leading to lower average accuracy. Generally speaking, DeepLabv3plus
variants perform better than U-net variants in terms of average dice coefficient on all labels
with dice loss.

DeepLabv3plus-based models are overall better than U-net-based models. Compared
with natural images, the MR image semantics are relatively simple, and the pattern is
relatively fixed; both high-level and low-level semantic features appear to be very important.
To utilise the features, U-Net applied skip connection and U-shaped structure to combine
the high-level and low-level features. However, this network becomes too complex, leading
to more parameters in the model. Because it is tricky to obtain medical imaging data, many
studies only provide data for less than 100 cases. Therefore, the model we designed should
not be too large. Too many parameters can easily lead to overfitting.

In U-net, the receptive field of pixels on the feature map depends on convolution
and pooling operations. The receptive field of ordinary convolution can only increase two
pixels at a time step, and the progress is too slow. The increase of the receptive field of the
traditional convolutional network is generally done by pooling operation. The pooling
operation will increase the receptive field while reducing the image’s resolution, thus losing
some information. Moreover, the upsampling of the pooled image will make it impossible
to restore a lot of detailed information, limiting segmentation accuracy.

To address the problem, DeepLabv3plus utilises a new atrous convolution. It was
performed in the ASPP structure (see Figure 3), which simultaneously satisfies:
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1. Connecting high- and low- MRI features together;
2. Significantly reducing model parameters, and thus alleviating overfitting and short-

ening training time.

As a result, in our experiments, DeepLabv3plus variants achieve the best performance
on average accuracy. However, the performance could be improved further by adopting
more advanced components. These components should be able to obtain a larger receptive
field with fewer parameters and have the ability to reserve details during the process.

5. Conclusions

This work attempted to use annotated knee MRI images by Sunnmøre MR-Klinikk to
explore two types of encoder–decoder architecture FCNs, including U-net and DeepLabv3plus.
Based on FCN, some neural network variants are proposed, which uses U-net as the
basic network, ASPP to capture the multi-scale feature of images, and atrous depthwise
separable convolutions to reduce the number of parameters in the encoder. The decoder
utilises trilinear interpolation without parameters to implement upsampling instead of
deconvolution. This architecture enables us to use a larger patch size and achieves relatively
high segmentation accuracies on small structures without the sacrifice of accuracies on large
structures. In addition, the training time is significantly reduced from hours to minutes on
one epoch.

For U-net architecture, we use four types of blocks, including residual blocks, residual
SE blocks, dense blocks, and dense SE blocks, to replace the standard convolution blocks
in the original network. The experiments show that the segmentation accuracies of small
structures are improved with SE structures. For DeepLabv3plus variants, SE structures
also help improve the small structure detection and, compared with U-Net, they require
fewer parameters, run faster, and perform better in terms of average accuracy. In conclu-
sion, DeepLabv3plus networks with SE block better capture structural features in MRI
segmentation.
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Abstract: Natural language interfaces to databases (NLIDB) has been a research topic for a decade.
Significant data collections are available in the form of databases. To utilize them for research
purposes, a system that can translate a natural language query into a structured one can make a
huge difference. Efforts toward such systems have been made with pipelining methods for more
than a decade. Natural language processing techniques integrated with data science methods are
researched as pipelining NLIDB systems. With significant advancements in machine learning and
natural language processing, NLIDB with deep learning has emerged as a new research trend in this
area. Deep learning has shown potential for rapid growth and improvement in text-to-SQL tasks.
In deep learning NLIDB, closing the semantic gap in predicting users’ intended columns has arisen
as one of the critical and fundamental problems in this research field. Contributions toward this
issue have consisted of preprocessed feature inputs and encoding schema elements afore of and
more impactful to the targeted model. Various significant work contributed towards this problem
notwithstanding, this has been shown to be one of the critical issues for the task of developing NLIDB.
Working towards closing the semantic gap between user intention and predicted columns, we present
an approach for deep learning text-to-SQL tasks that includes previous columns’ occurrences scores
as an additional input feature. Overall exact match accuracy can also be improved by emphasizing
the improvement of columns’ prediction accuracy, which depends significantly on column prediction
itself. For this purpose, we extract the query fragments from previous queries’ data and obtain the
columns’ occurrences and co-occurrences scores. Column occurrences and co-occurrences scores
are processed as input features for the encoder–decoder-based text to the SQL model. These scores
contribute, as a factor, the probability of having already used columns and tables together in the query
history. We experimented with our approach on the currently popular text-to-SQL dataset Spider.
Spider is a complex data set containing multiple databases. This dataset includes query–question
pairs along with schema information. We compared our exact match accuracy performance with a
base model using their test and training data splits. It outperformed the base model’s accuracy, and
accuracy was further boosted in experiments with the pretrained language model BERT.

Keywords: deep learning; text-to-SQL; natural language processing; database; machine learning;
machine translation

1. Introduction

Recently, enormous databases have come to contain substantial knowledge about
an organization because of the digital storage of data. These vast data repositories can
contribute to research in data analysis and finding trends and patterns therein, according
to any particular research goal. Increasingly, data repositories concerning medical health,
movies and employee data require direct access by users according to their questions and
queries. Traditionally, users have needed to learn structured query languages such as
SQL to get precise results from relational databases. All experts of a particular domain,
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for example, medicine, do not necessarily know structured query languages, limiting the
access of organizational knowledge to a limited number of users. Therefore, existing data
storage is not being utilized to its maximum potential.

Compulsory knowledge of structured query language for comprehensive access to
all aspects of data has become a hurdle. Translating natural language questions into
structured query language would provide maximum user access to relational databases.
Asking questions in English-language text provides constraint-free access to databases,
liberating the user from careful selection and click-based interfaces. Solving text-to-SQL
tasks can expose the whole relational database for users to utilize and analyze according
to their needs and choices. Seeking a solution for this issue leads us toward the field of
natural language processing. However, natural language processing techniques, alone,
cannot solve this problem, as the database, itself, is a critical part of the stated problem in
this context, leading us to data-science methods as well.

Combining natural language processing and data science methods may yield the
solution to building a natural language interface for databases. Thus, translating natural
language queries into structured-language queries is a struggling area for merging natural
language processing and data science. The goal is to translate natural language queries
into SQL that can be executed on a system to access its data for all kinds of users. Trans-
lating natural language questions into programmed language has been a long-standing
problem [1,2]. In this work, we have focused on a natural language interface to databases
by the generation of executable SQL queries. Figure 1 elaborates the text-to-SQL task
briefly.

Figure 1. text-to-SQL task.

Deep learning has been an emerging tool in various research areas like communication,
machine translation, and networking. Deep learning methods have arrived at competitive
performances, compared with the traditional techniques, in a short time. They have
been shown to be a potential tool for growth, even for mature fields with a higher bar
of entry for new approaches, such as communication [3,4]. Deep learning has exhibited
its problem-solving potential and growth in mobile traffic classification, as well. Though
port information is not critical when working with deep learning traffic classifiers, mobile
classifiers using deep learning methods can identify the application sources from which
information is coming. Feature representations of direct-input data from training can be a
potential path for improving traffic classifiers [5].

Deep learning has also shown promising results in the area of encrypted mobile traffic
classification. However, deep learning, here, has some limitations because it is less mature
in this area than are traditional methods, besides which, its black-box nature allows the
least human intervention but contributes to resolving some of the complex matters in
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improving performance [6,7]. Deep learning has recently been adopted for text-to-SQL
tasks; keeping in mind deep learning’s success stories in neighbouring research areas, deep
learning shows potential for rapid improvement in this task as well.

The initial work in adapting deep learning to text-to-SQL tasks was primarily based
on neural network sequence-to-sequence learning [8], adopting copying and attention
mechanisms and the sequence-to-sequence RNN model to improve translation accuracy.
These approaches improved the basic framework and their contributions were pioneering
in NLIDB systems with deep learning concepts.

Recent work in the text-to-SQL research area mainly focuses on improving two signifi-
cant aspects, syntactic accuracy and semantic accuracy. Semantic accuracy is to interpret
the user’s intention correctly and map it to a given database schema. The semantic gap be-
tween mapping user’s preferences from natural language query into schema nomenclature
is also known as a mismatch [9,10] or lexical problem [11,12]. Often, exact column names
are not mentioned in the text query. Instead, one of the synonyms of column names are
mentioned, or the intended column’s value is mentioned. This scenario makes mapping
the intended column to the actual column name in the database vague. Figure 2 elaborates
the issue more precisely with an example. The natural language question in Figure 2 does
not have the exact intended column name in the SQL query, which makes the column
prediction vague in the given example.

Figure 2. Example of no column mention in NL Question.

Bridging the gap between user intentions and data can improve column predictions
and, ultimately, impact overall accuracy [13]. Primarily, this issue of semantic gap occurs
during the keyword mapping component of the whole process. Keyword mapping is part
of the text-to-SQL translation process in which words from a natural language query are
mapped to column names and values from the database schema. Formulating a query with
the user’s intended columns and values from the database is the fundamental semantic
issue of this task.

This semantic issue has been an intricate part of the text-to-SQL task because NLIDB
systems are intended for everyday users who do not necessarily have explicit knowledge
of database schemas. Therefore, they cannot specify the schema items in their natural
language questions precisely. Finding a pattern within previous user queries and extracting
co-occurrences between columns and between columns and tables would resolve the issue
of mapping the intended schema elements as closely as possible to the user’s choice in a
structured query. The calculated pattern of previous query histories can provide a concept
of typical users’ preferences regarding the database and columns in question. Therefore,
in this work, we have focused on filling the semantic gap between database schemas and
users’ intentions with the help of patterns established from previous query data. In this
work, we have captured such patterns in a co-occurrences graph of various columns. The
graph is explained in detail in Section 4.1. Co-occurrences graph scores can be utilized in
two main steps; (1) capturing the occurrences and co-occurrences of columns and tables in
previous query data; and (2) integrating that data as feature input and other input vectors
in a deep learning NLIDB model.

A similarity measure has been described to capture scores from the column co-
occurrences graph effectively. We have performed experiments with a text-to-SQL task
on the Spider dataset. The Spider dataset and its difficulty categorization and criteria are
explained in Section 5. Our experiments show that our approach improves exact match
accuracy. We have compared our results with a base model of SyntaxSQLNet and two
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other contributions that have implemented preprocessing on input feature vectors and
integrated with SyntaxSQLNet [14–16]. We show that our work improved accuracy up to
10% in an experiment with BERT embedding. The rest of the paper is constructed as shown
in Figure 3 below. Table 1 in the following contains all the acronyms used in the article.

Figure 3. Paper Structure.

Table 1. Acronyms used in the paper.

Acronyms Expansions

NLIDB natural language interface to database

NL natural language

NLP natural language processing

DB database

DL deep learning

BERT bidirectional encoder representations from transformation

GloVe embeddings global vectors representation

SQL structured query language

2. Background Study
2.1. Word Embedding

Word embedding is a vector representation of words learned in an architecture similar
to neural networks. Similar words have similar and so closer representations in a predefined
vector space. This vector representation is learned from a predefined, fixed-size library.
The three most common techniques used for word embedding are an embedding layer,
Word2Vec and GloVe. Word2Vec is a statistical technique for capturing the local meaning
and context of a stand-alone text corpus [17,18].

On the other hand, gloVe extends the Word2Vec technique, combining its local context
capturing and global matrix-factorization statistics. It uses statistics from the entire corpus
of text to build a matrix of word co-occurrence. GloVe performs relatively better than
Word2Vec.

2.2. Encoder–Decoder Structure

Encoder–decoder architectures for machine translation have been emerging since [19,20]
used all the models based on an encoder that encoded a variable-length text sentence into
a fixed-length vector. The decoder decoded the variable-length text from the same fixed-
length vector to generate the targeted output translation. In the context of a text-to-SQL
task, the LSTM encoder converts variable-length text sentences into a hidden state of the
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encoder, which is a fixed-length vector. RNN layers are then stacked upon each other to
build the final form of the encoder. These RNN layers structures contribute to capturing the
context of the words and temporal dependencies in the sequence. The last step of the RNN
acts as the hidden state from the encoder that is passed to the decoder [21]; this context
vector encapsulates the whole meaning and the context of the sequence for the decoder
to translate.

The decoder is the other half of the structure, which receives the hidden state from
the encoder, encapsulating all the possible information of the sequence [19]. The decoder
is another LSTM consisting of the stack of RNN layers along with the prediction layer. It
converts the hidden state vector into an SQL query based on the information stored in the
hidden state vector. The encoder–decoder architecture consists of two LSTMs that allow
the variable-length input-output.

2.3. Attention Mechanism

The encoder–decoder architecture does not perform very well when sentences se-
quence grow longer [19] because of a built-in behavior of LSTM by which it can only
remember that which that it has just seen. This makes it difficult for the encoder LSTM
to encapsulate all the required information in one context vector, especially for longer
sentences. The attention mechanism proposed by the [22] deals with these issues by struc-
turing a method to embed all the words of a sequence in the context vector. For this
purpose, they calculated a weighted sum of the hidden states to form a final hidden-state
vector. The following equation has been proposed to calculate such weights:

Ci =
Tx

∑
j=1

αijhj (1)

3. Related Work

An NLIDB (natural language interface to database) system aims to cover the language
hurdle between users and database systems. With NLIDB systems, non-technical users
can also interact with the system without a knowledge of structured query languages.
Therefore, NLIDB systems provide friendlier and greater access to relational databases for
a broader range of users. Users query an NLIDB system in plain- or natural language text.
The natural language question is then translated into a structured query language (SQL)
query to be executed by the database engine and provide the user-intended results. Work
by [1] is one of the early contributions to NLIDB [1], in which they presented an NLIDB
task with brief examples describing problem statements and emphasized the importance
of separating the linguistic task from the database information in their NLIDB task. To
this end, syntax tree-based and semantic-based systems have been in the leading position,
alongside intermediate representations of text and SQL languages. Until this point, the
format of text query had been fixed, such as with fixed-syntax queries and menu-based
systems, to limit associated semantic problems.

Subsequently, Ref. [2] proposed a method based on knowledge representation to
separate the exact match tokens of natural language questions in the context to database
elements. Moving further along the NLIDB research timeline, Ref. [23] introduced the tree
kernels concept in NLIDB systems. They integrated tree kernels to rank candidate queries.
Further work in this area has belonged to two categories; pipeline-method NLIDBs [24]
and neural-network NLIDBs. Deep learning is used most in research on neural-network
NLIDBs. Deep learning NLIDBs can be categorized further into sequence-to-sequence
learning [8] and sequence-to-set learning. For our work, we have adopted sequence-to-set
learning.

Sequence-to-set learning for text-to-SQL tasks was initially proposed to solve the ‘order
matters’ issue [25]. The reward is calculated based on the whole ground-truth sequence
compared to the gold-standard query for sequence-to-sequence structures. Sequence-to-set
learning has been a fundamental approach for much work in NLIDB systems, in parallel
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with sequence-to-sequence learning, as the order of the columns does not matter in the
context of execution results [8]. Later, however, in the timeline of NLIDB systems, semantic
accuracy became one of the significant issues in processing text-to-SQL tasks, as it has a
substantial contribution in overall accuracy. Researchers have attempted to resolve this
issue in various ways, such as with slot-filling approaches [26–28], which separate the
syntactic and semantic issues by dealing with the former via building syntax grammatically
before predicting the schema elements to populate slots. This allowed models to focus
more on the semantic issue while predicting columns and tables. Then, Ref. [12] proposed
global reasoning by a gating GCN to encode the DB schema for improving the prediction
of its elements. Schema linking is another way to tackle mismatch issues, and was recently
used in IRNet [10,29].

IRNet was extended to a sequence-based approach by [8]. They incorporated schema
linking and intermediate representation into the baseline method. Schema linking, in
IRNet, is done by simple string matching to identify the columns and tables mentioned
in the question, labelling them with the column’s information type. Although IRNet
improved upon the baseline method, it is still not clear how schema linking impacts
performance [10]. They separated the schema-linking task from the overall text-to-SQL
task to analyze the impact of schema linking, showing that separating the schema entities
from the questions and using placeholders instead allows the model to focus more on
the syntactic component and improve overall query accuracy. Therefore, it is impactful
on overall accuracy, but schema linking is not a perfect solution for semantic issues in
text-to-SQL tasks. Additionally, using table content in the process has also improved
prediction accuracy [30]. Despite this accuracy improvement, table contents may not be
available in all cases, due to confidentiality. “Human in the loop” is another method of
improving the output, in the context of capturing the user’s intention, by taking feedback
from them and revising it accordingly. DialSQL performs post-processing over the output
of a prediction model. They take users’ feedback in the form of multiple-choice questions.
Various options related to defined error categories are provided for the user to select from.
Then, taking the user’s input into account, they improve the predicted query according
to the user’s provided information. This process requires the user to be trained and to
explain the defined user categories beforehand. Ref. [31] advanced the “human in the loop”
method by collecting user feedback in natural language and improving the interface’s
usability, as compared with DialSQL. With a “human in the loop”, recruiting experts who
know the database schema well enough to point to semantic errors is an additional effort
compared with the other approaches. Both of these methods perform post-processing over
generated output queries.

Various research contributions have proposed the preprocessing of input features
to map DB schema elements to the user’s question. Such work, by [14], implemented
data anonymization over the DB schema and text queries before encoding the input fea-
tures. Data anonymization consists of identifying the DB elements in the question via
probability scores. Placeholders then replace the identified DB elements for the training
phase. After anonymizing the text question from the DB elements, many training examples
become similar and thus can share in the training process. Column/cell binding is the
final step in generating probability distributions for the DB elements. The authors inte-
grated this preprocessed anonymized data with an existing model, SyntaxSqlNet, for their
experiments.

Another example of preprocessing feature vectors to impact a learning model is shown
by [16]. They used column value polarities, generated beforehand, and integrated them
with SyntaxSQLNet to better predict data elements. In the present work, we have followed
a similar pattern of extending the baseline model by adding a preprocessed-input feature,
i.e., column occurrences scores. Our contribution is unique in that we have utilized the
data from previous queries to find patterns of users’ intentions regarding the columns
required of their questions. After a co-occurrences score is calculated it is integrated with
SyntaxSQLNet as an additional feature vector. We have made the required changes to the
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encoder to adjust our other features with respect to the model. Those variations and further
details of the model are explained in the Methods section.

4. Methods
4.1. Column Occurrences Graph

First, we introduce the column occurrences graph. Following the idea of [32], the
column occurrences graph is built from the query log or, in the Spider dataset case, from
the previous SQL queries of a particular database in the training data. Example of such set
of queries is shown in Figure 4. Figure 5 shows the columns occurrence frequency in the
set of queries. Figure 6 shows the columns occurrences graph, where nodes represent the
frequency of individal column occurrence and edges represent the co-occurrences of the
comuns. The intuition of this graph is to capture the user’s intention for clearer column
prediction. Primarily in cases when the exact column name is not mentioned in the text
question, prediction of one column can assist in predicting the other columns as well. Our
method is an extended version of [32], in that we compute occurrences and co-occurrences
of columns specifically, explicitly excluding the “from” part of queries to avoid noise and
repetition. Instead, tables are concatenated with their column names, column types and
relations, following the encoding method of [27]. Graph G contains edges, e, representing
the column occurrences and vertices, v, representing co-occurrences of the involved schema
elements in a particular database’s query sets to capture this intuition. Following the idea
of [32], the Dice similarity coefficient is used to reflect columns co-occurrences as follows:

Dice(C1,C2)
=

2× ne(C1, C2)

nv(C1) + nv(C2)
(2)

C1 and C2 are pairs of columns at a given time, and nv and nc are co-occurrences and
occurrences of the respective column elements. Finally, the accumulate Dice coefficient for
all column pairs is calculated with the following equation.

ScoreCOG(φ) = [ ∏
(C1,C2)∈φT2

Dice(C1,C2)
]

1
|φ| (3)

Figure 4. Example of a set of queries.

Figure 5. Columns Occurrences.

Figure 6. Column Occurrences Graph.
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This section elaborates on our work and its implications for the issue of minimizing the
ambiguities in the column prediction phase of the text-to-SQL task. First of all, we describe
a problem statement for the semantic component of the text-to-SQL task. After that, the
workings and components of the base model are explained to understand our extended
work. The rest of the section addresses the implications of the column occurrences score in
this work.

4.2. Problem Statement

Given a natural language text query Q and database schema primarily consisting of
column names concatenated with table names and type information, labelled COL, our
goal is to improve column prediction accuracy and ultimately enhance the model’s overall
accuracy. Utilizing previously used queries in a particular database can minimize the
gap between the predicted columns and the user’s intended output columns. Given that
precalculated column-occurrences graph score, COG, along with Q and COL, PVALCOL is
generated, ultimately generating the corresponding SQL, is the final goal. Text queries or
natural language questions are treated as series of tokens to feed into the encoder–decoder
model.

4.3. Base Model

Our base model, SyntaxSQLNet [27], is an encoder–decoder grammar-based slot-
filling approach. The encoder encodes columns, the natural language question and history
tokens as inputs, applying an attention mechanism to embed the most relevant question
tokens in a columnular context. The weighted sum is calculated to bring the hidden state of
the question token to the columns’ attention. Decoders of the model predict the SQL syntax
via a grammar to call modules based on history tokens. For semantic slot filling, the model
has nine separate modules consisting of independent and respective biLSTM decoders.
The column-predicting module is one of these nine modules and is trained separately.

Pnum
COL = p(Wnum

1 Hnum
Q/COL

T + Wnum
2 Hnum

HS/COL
T) (4)

The equation above reflects the column module’s intuition. It is formulated in two
parts; finding the total number of columns in the query, followed by the prediction of the
column’s values. The first equation computes the number of columns in the query, where
HQ/COL is the hidden state of the question-to-column word embedding and HHS/COL
represents the hidden state of the history of the last decoded element to the columns’
attention mechanism. W1 and W2 are trainable parameters. Softmax was used for the
probability distribution.

Pval
COL = p(Wval

1 Hval
Q/COL

T + Wval
2 Hval

HS/COL
T + Wval

3 HCOL
T) (5)

4.4. Encoder

The word embedding of question tokens, the schema, and history tokens is obtained
from a pretrained GloVe [18] embedding. The current decoding history is further encoded
with a biLSTM, denoted by HS [27]. We adopted the idea from [33] for schema encoding to
capture self-attention of the schema elements. Schema encoding starts from obtaining the
embedded column names, whererafter table names are embedded, as are column types.
These initial embeddings are concatenated together. Self-attention is used between columns
to capture the internal structure of the schema more effectively, where table names are also
integrated. In the self-attention layer, another layer of biLSTM is applied to connect them
and denoted as HCOL. The table schema encoding process is portrayed in Figure 7.

Following [27], after tokenization and GloVe embedding, the natural language ques-
tion is encoded with biLSTM. To effectively capture the meaning and context of natural
language questions fully with respect to the available column and tables in the database
schema, an attention mechanism layer is applied, with the outputs of the hidden state of
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the question tokens’ biLSTMs and the columns’ biLSTMs, generating the HQ/COL. Figure 8
shows the NL question tokens encoding process.

Figure 7. Table Schema Encoder.

Figure 8. Question Encoder.

Columns occurrences scores have a graphical structure, with nodes as columns and
edges as their co-occurrences. The embedded column names and occurrence scores are
integrated. Along with other input features, column occurrence scores are also embedded
via GloVe embedding, and then a biLSTM is applied. The hidden-state input of this biLSTM
is further processed with the columns’ hidden states to implement an attention mechanism
between the question embedding and column occurrences embedding to find the relevant
pairs of co-occurrences and their scores, denoted by HCOG/Q.

4.5. BERT Embedding of Input Features

Another option is to encode the input features using a pretrained BERT model. Ques-
tion tokens and schema elements are fed into one sequence with a separator token. That
sequence of input tokens is then provided to the BERT model. The final hidden state of
the BERT is used as embedded input for the decoder. Previously, BERT has been shown to
improve the overall accuracy of many models. We conducted one experiment with BERT,
as well, to exhibit its compatibility.

4.6. Decoder

The decoder used in SyntaxSQLNet [27] is a recursively activating, sketch-based
sequence-to-set approach. Nine separate decoder modules for each task are trained inde-
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pendently from each other. Grammar is used to structure the syntax of a query and the
calling of modules for each prediction. The decoder history path is encoded as part of the
input to decide the next module with which to predict the next token. The sequence-to-set
approach is used to avoid the ’order matters’ problem caused in sequence-to-sequence
approached [8], as identified by [27]. For example, “select id, name” is equivalent to “select
name, id”; however, in the traditional sequence-to-sequence approach, the model penalizes
these over even correct queries if the order of the sets is changed. The attention mechanism
in [27] is generalized for all embeddings, as follows:

H 1
2
= so f tmax(H1WH2

T)H1 (6)

where W is a trainable parameter and H1 and H2 are the last hidden states of the biLSTM.
Softmax was used for the calculation of probability distribution. The output of each
module is computed in a sketch mode, independently of each other and whenever required,
according to the syntax grammar [27].

The column module first computes the number of columns and then the values of
the columns of the whole query altogether. We extended the column module by adding
column occurrences scores as an input feature and using self-attention between columns
instead of simple column embeddings, as follows:

Pval
COL = p(Wval

1 Hval
Q/COL

T + Wval
2 Hval

HS/COL
T + Wval

3 HCOL
T + Wval

4 Hval
COL/Q

T) (7)

Here, W1, W2, W3 and W4 are trainable weights. Similarly, other modules are called
according to the decoding history path and syntax grammar. For further details of the
whole decoder and other modules, we refer the reader to the [25].

5. Experiments

This model was implemented in PyTorch [34]. Input questions and columns were
tokenized using the Stanford toolkit [35] to process the sentence. A GloVe word-embedding
vector was fed the one-hot vector output from the Stanford toolkit. A pretrained GloVe
word-embedding model was used for all input features, such as columns, text questions,
history tokens and COSs (column occurrence scores). All the word embeddings, here, were
fixed-length vectors. Fixed-length vectors from the word-embedding model were then
used as the input for the biLSTM model in the encoder. The dimension of the layers was
124, and the dropout rate was 0.2. An Adam optimizer was used to train the model.

Datasets

Despite the discussed works’ successes, generalizing to new datasets was not an
important factor in their models. Most of these models were built on traditional datasets,
such as GeoQuery and ATIS. The task definitions of these datasets were comparatively
simple and insufficient for practical use. The maximum complexity of these datasets was
500 SQL labels, which we expanded by paraphrasing approximately ten questions for
each structured query. The test and training sets of queries contained overlapping queries,
reducing the task’s complexity. Another dataset used in this field is WikiSQL. It includes
separate databases for training and testing purposes. Despite being a comparatively
complex dataset, in terms of its larger size and multiple databases, it nonetheless has more
straightforward queries. Such simple questions are inadequate to addressing the practical
issues in semantic parsing. Yu et al. (2018b) have recently developed a complex dataset
called the Spider dataset to cope with these issues. The Spider dataset contains around
6000 complex queries, along with 200 databases and multiple tables. This dataset defines
the task of text-to-SQL with more complexity and can train cross-domain models.

Spider is the latest large-scale human-annotated dataset for text-to-SQL tasks [36]. It
consists of 146 databases, along with their schemas, and 8659 query and question pairs. It
has a training split of 752 queries and 1659 questions from previously established datasets,
such as Scholar [37], IMDB & Yelp [38], GeoQuery [39], Restaurants [40], and Academic [41].
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We used the Spider dataset primarily to evaluate our model with exact match accuracy.
We used a split of query–question pairs of 130 for training, 36 for development, and 40
for the test, with a random distribution. Evaluation was performed according to the
Spider evaluation script [36]. Beyond exact match accuracy, there are options for execution
accuracy and logical form accuracy, as well. We chose exact match accuracy because
execution accuracy can give false positives in some scenarios, wherein outputs may be
similar, despite the schema columns from which they need to select being different [36].
Logical form accuracy could be more beneficial for syntactic improvement-oriented work.
As this work focuses on the prediction of user-intended columns, exact match accuracy
better represents our desired performance improvement.

This cross-domain and multitable dataset also introduced difficulty levels for model
evaluation. Difficulty criteria contain a set of rules. The presence of particular rules decides
the difficulty of the query from among easy, medium, hard and extra hard [36]. Figure 9
below shows the examples of easy, medium, complex and extra-hard queries.

Figure 9. Query Difficulty Examples.

Easy queries can contain only one keyword among “where”, “join”, “like”, “having”,
“or”, “limit”, “order by” and “group by”. Medium queries may contain two of these
keywords. Queries categorized as “easy” do not have more than one entry in a select
column, such as a “where” condition, aggregate function, or “order by” clause. Medium
queries can have any two such clauses with more than one entry. Hard queries are those
having at least three clauses with more than one entry, as shown in the example. The hard
query in Figure 7 has two aggregate functions, two select column entries and two “where”
conditions. Hard queries also contain two keywords (where, join, or, limit, order by, group
by). All queries that do not fall within these three categorize are extra hard.

6. Results and Analysis

Although our decoder is similar to the base model SyntaxsqlNet, our columns oc-
currences score, in the encoder, allows the model to include user intentions regarding
column prediction from the database. In addition, overall accuracy increased with our
model’s greater focus on column prediction. Our model achieved a prominent increase in
exact match accuracy. Table 2 shows the experimental results in the form of exact match
accuracy compared with the base model and two other methods from [14,16]. Our model’s
performance was higher than the base model in terms of exact match accuracy. Efforts
by [14,16] are similar to our work in preprocessing the input features to impact overall
model performance. Our integration of column occurrences scores outperformed the other
two models, contributing to “understanding accurate intention regarding column predic-
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tion from the natural language questions”. Column prediction by column occurrences
score enhanced the overall accuracy and outperformed the previous similar works [16] by,
at our model’s highest accuracy, 9.7%. Work by [16] extended the SyntaxSQLNet model by
integrating the column value polarities as a feature vector [14], wherein they anonymized
their input utterances to conceal lexical problems, minimizing semantic issues before data
encoding. Column occurrences score and the self-attention mechanism between columns
also contributed to the improved results.

We also experimented, on our model as well as the base model, with a pretrained
language model, BERT. It improved the exact match accuracy even better for both models.
Table 3 shows the partial matching accuracy, in terms of F1 scores, for “select”, “where”,
“group by”, “order by” and “keywords” separately. As shown in the table, accuracy
improvement was less in the “group by”, “order by” and “keywords” than the “select”
and “where” clauses. The reason behind this is that group-by and order-by data are less
represented in the training data. Therefore, there was less margin for improvement. Besides
this observation, our overall exact match improvement shows our approach’s potential for
further work improvements in this area.

Table 2. Exact Match Accuracy Comparison.

Method Easy Medium Hard Extra Hard All

SyntaxSQLNET 43.3% 22.8% 22.3% 4.2% 25.3%

DAE [14] 45.2% 30.5% 25.7% 7.9% 29.8%

SyntaxSQLNET + BERT 56.1% 31.7% 29.5% 8.9% 33.7%

Adjective-Noun Phrasing
Knowledge [16] 67.5% 48.2% 41.7% 14.7% 45.4%

SyntaxSQLNet + COS
(Ours) 84.2% 59.9% 59.5% 18.6% 55.1%

Ours + BERT 97.6% 70.2% 67.7% 24.8% 64.8%

Table 3. Clause-Wise F1 score accuracy.

Method Select Where Group by Order by Keywords

SyntaxSQLNET 62.4% 34.1% 34.9% 56.8% 85.9%

DAE 59.8% 40.1% 38.4% 57.6% 91.2%

SyntaxSQLNET + BERT 71.0% 47.7% 38.5% 61.2% 89.3%

Adjective-Noun Phrasing
Knowledge 70.1% 44.8% 63.2% 67.8% 76.8%

SyntaxSQLNet + COS (Ours) 71.5% 50.2% 65.0% 68.5% 77.9%

Ours + BERT 80.2% 61.9% 77.4% 80.0% 86.2%

7. Conclusions

In the field of NLIDB, bridging the gap between user-intended columns in a NL query
and the predicted columns in the SQL query has been an ongoing issue. To resolve this
semantic issue, various methods have been proposed, including preprocessing the data
before its entrance to the model to reduce the semantic complexity. We have proposed an
approach to include column occurrences scores extracted from previously executed user
queries. We extended the base SyntaxSQLNet approach to emphasize column prediction
accuracy with the help of a column occurrences scores graph. Column occurrences scores,
in a previously executed queries database, shows the commonly used columns of that
database by users with respect to the other columns, bridging the gap between predicted
SQL query and user intended columns for a particular query. Our experiment shows that
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bridging the column-prediction and user-intention gap has the potential to enhance the
overall accuracy of NLIDB systems. We extended the column module in SyntaxSQLNet,
adjusting its encoder–decoder accordingly. We predicted the columns that were nearest to
the user’s intentions by adding column occurrences scores as an additional input feature to
the model. This study shows that predicting user-intended columns can enhance overall
accuracy.
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Abstract: In the past few years, educational data mining (EDM) has attracted the attention of
researchers to enhance the quality of education. Predicting student academic performance is crucial
to improving the value of education. Some research studies have been conducted which mainly
focused on prediction of students’ performance at higher education. However, research related
to performance prediction at the secondary level is scarce, whereas the secondary level tends to
be a benchmark to describe students’ learning progress at further educational levels. Students’
failure or poor grades at lower secondary negatively impact them at the higher secondary level.
Therefore, early prediction of performance is vital to keep students on a progressive track. This
research intended to determine the critical factors that affect the performance of students at the
secondary level and to build an efficient classification model through the fusion of single and
ensemble-based classifiers for the prediction of academic performance. Firstly, three single classifiers
including a Multilayer Perceptron (MLP), J48, and PART were observed along with three well-
established ensemble algorithms encompassing Bagging (BAG), MultiBoost (MB), and Voting (VT)
independently. To further enhance the performance of the abovementioned classifiers, nine other
models were developed by the fusion of single and ensemble-based classifiers. The evaluation
results showed that MultiBoost with MLP outperformed the others by achieving 98.7% accuracy,
98.6% precision, recall, and F-score. The study implies that the proposed model could be useful in
identifying the academic performance of secondary level students at an early stage to improve the
learning outcomes.

Keywords: educational data mining; supervised learning; secondary education; academic performance

1. Introduction

Educational data mining (EDM) is a growing area of research that is being used to
explore educational data for different academic purposes. The main application of EDM
is the prediction of students’ academic performance [1,2]. In data mining, the analysis
and interpretation of student academic performance are regarded as suitable analysis,
evaluation, and assessment tools [3]. In the present era of a knowledge economy, the
students are the key element for the socio-economic growth of any country, so keeping their
performance on track is essential. Data mining (DM) methods are applied to learn hidden
knowledge and patterns which assist administrators and academicians in decision making
regarding the delivery of instructions. DM techniques have applications in numerous areas
including retail business, the health sector, marketing, banking, bioinformatics, counter-
terrorism, and many others are also using it to enhance productivity and efficiency [4].
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Education plays a vital role in the development of any nation. The education in
Pakistan has improved in the past few years; it is further striving to enhance academic per-
formance to produce a well-educated and competitive workforce to meet the requirements
of the market [5]. The academic performance of high school students is a critical concern
for parents, teachers, the education department, and the government. The performance
of students at the secondary level is highly influenced by their demographic, schooling,
social background, family background, and psychological factors [6]. Individuals vary
from one another in terms of these factors, and hence their academic performance differs
accordingly [5]. It is therefore important to predict students’ academic performance, taking
into account the aforementioned parameters.

The performance of secondary level students in science subjects is expected to be
high in order to provide quality entrants at a higher level of education, which is key to
prosperity and the knowledge economy [7]. Therefore, the lower secondary level is very
crucial for students aiming for science as a major subject, because it is a baseline for setting
their academic goals. Ninth-grade students need to consider grades as imperative at the
lower secondary level as they act as a stepping-stone in subsequent educational levels.
Academic performance can be enhanced by identifying weak areas concerning academics
and personal traits. To achieve this, the design of a prediction system is indispensable to es-
timation of students’ academic progress at an early stage before they in board examination.
Such prediction may be beneficial in multiple ways. For example, it can help in reinforcing
students to improve their performance in their weak areas. Secondly, it may assist in the
selection of subjects where students can perform better. Thirdly, it can be useful in deciding
on career goals. Finally, it can assist in awarding accurate grades to students based on their
previous performance in COVID-19-like situations where administering examinations is
impossible. Therefore, a prediction system should be in place to predict the performance
of ninth-grade students at an early stage of the academic year to keep them on track and
enable them to perform better in board examinations. The basic objective is to minimize
the dropout and failure ratios of students at the lower secondary level. Additionally, the
selection of subjects in grade nine is considered important in students’ academic growth
and professional advancement. To support education in a traditional setting, numerous
systems such as massive open online courses (MOOCS), intelligent tutoring systems (ITS)
and web-based educational systems have been designed but there is a dearth of systems
to predict students’ academic progress [8]. As per our knowledge, in Pakistan, there is no
prediction system available to measure students’ progress at the lower secondary level.

It has been described that data mining approaches analyze an organization’s historical
data and figure out the required pattern or information that is otherwise impossible [9]. In
DM, both classification and regression are used to build predictive models. The classifica-
tion techniques are used on pre-classified data to characterize the unclassified data [10].
The classification can be performed using different learning schemes such as decision trees
(ID3, REP Tree and C4.5, etc.), logistic regression (LogitBoost), backtracking (MLP), and
probability (Naïve Bayes, Bayes Network). These algorithms are known as single classifiers
which have some limitations for the accuracy of the model. It is therefore important to
improve the performance of single classifiers. To achieve such a goal, the ensemble method
has been introduced which combines different classifiers into a single unit. However, in
the ensemble structure, many areas must be explored to increase the accuracy of prediction
models. A research study has been conducted to discover other algorithms of learning
schemes in different ensemble methods which can help in predicting students’ academic
performance with greater accuracy [11]. This research intends to propose a classification
model developed by fusion of single-based classifiers and ensemble-based classifiers to
predict the academic performance of secondary-level students based on their academic
and personal traits.

The prediction of students’ grades from their academic data along with other features
is a useful application in EDM; it is therefore becoming a suitable source of information
that can be utilized in multiple ways to improve the quality of education. The major
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contributions of this research study towards EDM include (a) the identification of the
personal traits of secondary school students. (b) Development of a dataset by gathering
data from four different secondary schools located in three different cities. The academic
data were collected through a student information system and data related to personal
characteristics and socioeconomic conditions was gathered using online and physical
surveys. (c) Building of a model which analyzes students’ academic and personal data and
predicts their academic progress with higher accuracy and precision.

The rest of the paper is organized as follows: Section 2 presents a literature review
that highlights the findings of prior research studies in order to identify the set of the most
common factors affecting students’ academic performance. Secondly, it determines the
most frequently used data mining techniques in previous research. Section 4 presents the
research methodology, and the section is about data collection and data preprocessing. In
Section 5, the conclusion and future prospects of this research study have been presented.

2. Literature Review

EDM is burgeoning due to the massive growth of educational resources, the internet,
and the usage of online tools to impart education [12]. Consistent research efforts are being
made to improve the quality of educational tools. This section provides an overview of the
factors that may affect students’ academic progress and technologies that are helpful in
making predictions regarding students’ academic progress. A systematic review has been
conducted to determine factors that affect student performance through information mining
procedures [13]. The study handled numerous subjects, one of which was to recognize
the significant characteristics which can be utilized in anticipating student performance.
The results indicated that the internal assessments and aggregate evaluation points are the
most incessant qualities utilized for predicting academic performance. Additionally, other
significant properties were identified including personal and inner appraisal, previous
record, extra-curricular activities, and social attributes. The decision tree and neural
networks were found as the most regularly utilized information-digging strategies [14].

Another research study [15] considered the cumulative grade point average as a
prominent factor for measuring student performances in each semester. Additionally, the
study also interprets normal class tests and assignments, previous academic failure, and
study duration as the appreciable factors for predicting student performances. In [16]
author stated that academic attainments are somehow linked with students’ extracurricular
activities and presented the presence of the student in a class as the strongest predictor for
academic performance.

The study [17] found that family attributes and academic attributes were the deciding
factors for prediction. The cumulative grade point average of students and their external
and internal assessments marks were also the most frequently used attributes by the
researchers. Another research [18] also showed the performance prediction of fourth-year
undergrad students using pre-university marks and considering marks obtained in courses
of the second year. They only considered grades for performance prediction and ignored
the family and socio-economic attributes of the students.

A comprehensive analysis of supervised machine learning techniques was conducted
and applied to predict students’ performance in the examination. They considered different
factors including demographics and social interest to predict students’ expected score in
the final term as well as students at risk [19].

A survey study was conducted using a sample of 1500 United State students to
identify the impact of the COVID-19 pandemic on higher education. It has been revealed
through analysis and a classification model that the shocks related to health and economics
brought about by COVID-19 varied by socioeconomic factors [20]. Another study gathered
students’ pre-university marks, first and second-year marks through a large-sized sample
and applied a predictive model on it to envisage students’ CGPA at the final semester [21].

Table 1 shows the set of attributes used at the secondary level to predict students’
academic performance.
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Table 1. Student attributes used for predicting performances.

Student Attributes Possible Values Used in All Research Papers While Implementing the DM Algorithm

Academic Attributes
Internal and external assessment, lab marks, sessional marks, attendance, Cumulative Grade Point
Average (CGPA), semester marks, grade, seminar performance, assignment, attendance, schools marks,
previous academic marks, etc.

Personal Attributes Age, gender, height, weight, Emotional Intelligence (EI), student interest, level of motivation,
communication, sports person, hobbies and ethnicity, etc.

Family Attributes Qualification, occupation, income, status, support, siblings, responsibilities, etc.

Social Attributes Number of friends, social networking, girls’/boys’ friends, movies, travel outings, friends’ parties, etc.

School Attributes Teaching medium, accommodation, infrastructure, water and toilet facilities, transportation system, class
size, school reputation, school status, class size, school type, teaching methodology, etc.

Another research study [22] proposed a predictive investigation framework to gauge
the satisfaction level of university students regarding an online summer program. The
students were given a questionnaire, consisting of questions related to socioeconomic,
demographics, and some other indicators. Regression and ANOVA analysis were applied
in that prediction model to interpret learners’ interaction. Data mining approaches are being
widely used by academic analysts to assess the effectiveness of education by processing
and interpreting the huge volumes of data [23]. For the timely completion of students’
degree requirements, their future performance was predicted based on their academic
record. A novel machine learning method was used to predict the students’ performance
in a degree program [24]. A brief overview of multiple machine learning techniques along
with comparison of time complexity of models was presented. The work shows the current
limitations and challenges of machine learning techniques [25].

It has been shown that composite methods are vital for improving single classifiers
and accuracy of predictive models. Bagging, Boosting and stacking, etc. are different types
of ensemble methods that use a blend of models to improve composite models. Among
them, bagging is utilized for classification and prediction purposes. The study handled the
imbalance dataset with a SMOTTEEN technique with ensemble classifiers to produce high
results. Since every model comprises some limitations, so the ultimate purpose of ensemble
methods was to join the strength of single different models with the aim to achieve higher
accuracy [26].

Another research presented two prediction models for estimating the student perfor-
mance in final examinations. A K-Nearest Neighbor algorithm and support vector machine
algorithm were used as a prediction technique to estimate the students’ performance in
final examinations on the basis of their demographic, class and social attributes [27].

In the field of EDM, researchers made efforts to study different kinds of attributes and
properties that influence students’ learning and performance results [28].

There are so many data mining approaches, but some mining approaches are being
considered more effective. Such as machine learning-based ensemble methods also known
as composite methods which are being considered as a vital approach to strengthening
single classifiers. This approach leverages the power of multiple models to attain improved
prediction accuracy than any of the individual models could achieve independently [29].

3. Research Methodology

This section describes the research methodology in detail. The implementation of the
data mining approach is completely described in this section. The Waikato Environment
for Knowledge Analysis (WEKA) [30] was used to perform data mining tasks. The research
methodology consists of different phases and experiments conducted during this research.
The pictorial representation of research methodology is given in Figure 1.
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Figure 1. Proposed methodology.

The data collection was based on attributes suggested by researchers as the most
rational attributes to predict academic performance at secondary level of education. The
dataset was collected using an online and physical survey from four different schools
based on students’ academic, demographic, social, and family attributes. A dataset com-
prising 1227 records was collected that is currently available online at Kaggle. It includes
21 attributes in total of four different types including demographics, family, social, and
academic. A total of 16 attributes remained after a feature selection process. The outcome
is categorized into seven classes of grades including A+, A, B+, B, C, D and F. This sec-
tion demonstrates the detailed description of selected attributes. Table 2 provides a brief
description of every attribute that was used in this study.

The first step in data pre-processing is data cleansing, which is used to remove all
the irrelevant attributes. The dataset consists of 1227 records in total. After detecting
the missing values from different features, some records were removed from the dataset.
The removal of records does not lead a model towards biasness, if dataset is used for
training as a whole for each algorithm instead of subset of the dataset [31,32]. To reduce the
computational complexity while implementing the mining techniques, missing values were
also removed. The second step in data preprocessing is feature selection which is used to
reduce dimensionality in feature space and obtain better classification results [26] because
training on high-dimensional data leads to overfitting of the model. The subset of original
features have been picked up through feature selection method which leads to the removal
of redundant and obsolete characteristics without losing any important information [26].
This study applied filter-based methods using information gain-based selection to evaluate
crucial features which may help in developing good performance models. Filter-based
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feature selection is a ranking method, used to rank the attributes according to their rank
values by overlooking the remaining ones and then through application to the learning
ones. In a rank-based method, values were given to each attribute according to their ranks
in building a good model. Information gain is a filter-based feature ranking technique that
is based on the information theory where information is provided about the target class
attribute given the value of the dependent class attribute [33]. Out of 21 features, 16 were
selected based on the rank that is close in its relationship with the final predicted outcome
and gives better results. The foremost motive of the proposed model is to predict the
students’ performances under the classes such as A+, A, B+, B, C, D, and F, where nominal
and numeric data are converted into ordinal values with the help of the discretization
technique. The class distribution is shown in Table 2.

Table 2. Dataset description and possible values.

S. No Attributes Description

1 GE Gender (Male, Female)

2 HA Home Address Urban, Rural)

3 PCA Parent Cohabitation Status (Living together, Apart)

4 QFR Quality of family Relationship (Very Good, Good, Not Good)

5 MJ Mother Job (Yes, No)

6 FJ Father Job (Yes, No)

7 ME Mother Education (None, Elementary, Secondary, Higher)

8 FE Father Education (None, Elementary, Secondary, Higher)

9 FS Family Size (Less than 3, Greater or equal to 3)

10 GF Going out with friends (Yes, No)

11 PF Past Failures (Yes, No)

12 NS Attended Nursery School (Yes, No)

13 HE Want to take Higher Education (Yes, No)

14 R Relationship (Yes, No)

15 IA Internet access at home (Yes, No)

16 ECA Extra-Curricular Activities (Yes, No)

17 DST Daily Study Time (<2 h, 2 to 5 h, 5 to 10 h, >10 h)

18 HST Home to school Travel Time (<15 min, 15 to 30 min, 30 min to 1 h, >1 h)

19 EG 8th Class Grades (A+, A, B+, B, C, D)

20 NG1 9th Class First Term Grades (A+, A, B+, B, C, D, F)

21 NG2 9th Class Final Term Grades (A+, A, B+, B, C, D, F)

The research methodology is mainly premised on ensemble methods including bag-
ging, boosting, and stacking, which is a different kind of ensemble method which uses
a blend of models [29]. Among these methods, bagging, boosting, and stacking can be
utilized for classification and prediction. Each model has some strengths and limitations,
so the ultimate objective of ensemble methods is to complement the models, in order to
achieve higher prediction accuracy. The bagging method is used to sort the tuples ran-
domly into different bags while developing a model. The process is known as bootstrap
aggregation. All models in bagging are built in parallel and, for the overall decision, an
average is taken from all models, which lowers the variance in the model. It has been
shown that bagging achieves the highest efficiency relative to the other methods [34,35].

Bootstrap improves on bagging. It is developed sequentially by assigning weights
to the tuples classified incorrectly by previous classifiers and thus receive more attention
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from the next classifier. The weighted average is finally taken to build the final decision.
The boosting algorithms are highly capable, take weak and low-performing models, and
convert them into robust models. The boosting classifier methods include AdaBoost,
GradientBoost and MultiBoost, etc. [36].

The effectiveness of the boosting method has been examined and it was found that
the method is an efficient and effective strategy for classification and prediction [37,38].

Random forest is also an ensemble method which is an improved version of bagging,
and it is used for classification and regression. In the training phase, it creates multiple
decision trees and produces the mode of classes as well as generating a mean prediction
of an individual in regression problems. It also performs random sampling on features
with the help of feature engineering. It builds prediction models based on the aggregation
of decision trees [39]. Another ensemble method is voting, which combines the output
predictions from multiple models. This technique is used to enhance the performance of
models in comparison to any single classifier model. The technique is mainly used for
regression and classification problems. In the classification method, the prediction from
multiple models of each label is aggregated and the majority vote label is predicted, which
may be considered as a meta-model. The method of combining the decision of different
algorithms requires stacking algorithms. The most common way to develop the training
dataset for the meta-model is through k-fold cross-validation of the base models, where the
out-of-fold predictions are used as a premise for the training dataset for the meta-model.
After training, a meta-model from different models is assembled and is trained on the
resultant of component models. Thus the heterogeneous ensemble model is created using
this approach as the component model comprises diverse algorithms [37–39].

The importance of different ensemble techniques such as bagging, boosting, and
voting classifiers can be viewed through various recent studies where hybridization of
ensemble classifiers with base classifiers is a current research trend. Livieris et al. proposed
a prediction model which was based on Bagging and Boosting and created two strategies to
successfully combine the predictions of weight-constrained neural networks (WCNNs) [40].
Similarly, another study has explored bagging, boosting, and voting classifiers for the
automated classification of news articles, in particular concerning identification of fake
content from real content. They highlighted that the novel aspect of their research is the
use of various ensemble methods including bagging, boosting, and voting classifiers to
investigate their performance over multiple datasets [41]. Yang et al. proposed a two-layer
ensemble approach to enhance the performance of the software defect prediction process.
In the inner layer, they have combined decision tree and bagging to form a random forest
model. In the outer layer, they used random under-sampling to train various random forest
models and applied staking to ensemble them once again [42].

3.1. Phase 1: Classification Using Base Classifier

Several classification learning schemes are being used for classification and prediction,
such as decision trees (REP Tree, C4.5, CART, and J48, etc.), probability (Naïve Bayes and
Bayes Networks, etc.), backtracking (ANN like MLP, etc.), logistic regression (Logistic Boost,
etc.), and so many other schemes are highly embraced. Any of them used independently
are referred to as a single base classifier.

Previous research studies revealed that, among other classification learning schemes,
the Multilayer perceptron, J48, and PART are the most efficient and frequently used classi-
fiers for performance prediction. The performance of such classifiers was studied regarding
training time, efficiency, and accuracy of prediction. It has been found that J48 took less
training time for each data instance than the MLP classifier. The MLP, PART, and J48
showed higher accuracy for both large and small size data sets. Moreover, it has also
been examined that the PART algorithm provided better accuracy in every case with and
without noise [38].
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3.1.1. Multilayer Perceptron Classifier

A multilayer perceptron (MLP) is a feed-in class to the artificial neural network. It
utilizes back-propagation for training, referred to as a supervised learning technique. MLP
consists of an input layer, a hidden layer, and an output layer. Each node is known as
a neuron excluding the input nodes and uses a non-linear ReLu activation function [43].
This non-linear activation along with its multiple layers distinguishes it the from linear
perceptron. The ReLu activation function is simple and efficient, as it has been empirically
observed that training a network with this function tended to converge quickly and reliably
in comparison to other activation functions. Furthermore, it also helps in detecting data
that cannot be separated linearly [43].

3.1.2. J48 Classifier

The J48 algorithm was developed by Ross Quinlan to classify different datasets and
applications to enhance the results of classification. J48 is used to generate decision trees
that are based on C4.5 algorithms. Every aspect of data is divided into small subsets based
on a decision tree. It employs greedy search and top-down search by all branches to build a
decision tree for modeling of the classification process [44]. This decision tree can estimate
the missing attributes and deal with certain distinctive and varying features. Furthermore,
it can be used to examine the data continuously [45,46].

3.1.3. PART Classifier

The developed version of the ripper algorithm and C4.5 is a partial decision tree
algorithm that does not require global optimization to produce appropriate rules for
classification [38]. It helps in building a partial decision tree on different sets of instances
and produces rules for decision trees [47]. PART is an algorithm that uses a divide-and-
conquer mechanism to build a partial C4.5 decision tree in each iteration, i.e., it generates a
PART decision list, and makes the best leaf into a rule [44].

3.2. Phase 2: Building Model by Ensemble Methods

Ensemble methods are an influential and efficient development in data mining and
machine learning. The philosophy of ensemble classification is based on the decision of
a group of experts instead of a single expert. This research uses three main techniques
including Bagging (BAG), Boosting (BST), and voting (VT) as these techniques are highly
recommended by previous research in order to attain high accuracy and low errors in pre-
diction [46]. Basically, ensemble methods are classified as homogenous and heterogeneous
ensemble methods. Homogenous ensemble methods apply a single algorithm on various
training datasets to construct multiple classifiers such as bagging and boosting. Conversely,
different algorithms are used to manipulate training datasets to make various models in
heterogeneous ensemble models including voting and stacking [48].

3.2.1. Bagging

Bagging, or bootstrap aggregation, is an efficient ensemble technique used for classifi-
cation. The bagging technique takes a sample of data randomly, puts them into different
sample-sized bags, and then trains them on a classifier. It is mostly used as an ensemble
method to reduce variance in data, randomize the design process, and finally create an en-
semble from them [49]. It has also been observed that bagging provides high efficiency [34].
In this research study, the bagging technique samples the data erratically into different
sample-sized bags and trains them on random forest, a basic classifier for bagging, and
aggregates their specific forecasts into a final prediction [50].

3.2.2. Boosting

Boosting is another robust algorithm of ensemble learning that creates a strong learner
from weak learners. It generates many weak learners with the help of a decision tree and
combines them to form a strong learner. It helps in reducing errors during prediction and
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makes a model less biased. The effectiveness of the boosting method has been examined
and it was concluded that it is an efficient and effective strategy for classification and
prediction [38]. The boosting technique used in this research is MultiBoostAB (MB), as it
is an extension of the AdaBoost technique to form decision committees but with a lower
error rate in comparison to AdaBoost [51,52].

3.2.3. Voting

Voting is also known for its heterogeneous nature where classifiers comprise different
algorithms which are used to predict the final outcome. It creates two or more models and
each of them make their predictions [36]. It is based on an aggregating network that is
used to determine the weights’ mean. It is a model that combines the result of multiple
classifiers on basis of weights [53]. There are three types of voting including majority
voting, unanimous voting, and plurality voting. The majority voting reflects more than
50% votes for the final decision; in unanimous voting, all classifiers develop an agreement
for final decisions, whereas polarity voting considers the majority of votes to decide the
final outcome. In this research, majority voting was used to combine classifiers because it
provides better results in terms of accuracy, as indicated by prior research [53,54]. Moreover,
three different algorithms including Naive Bayes, IBk, and ZeroR were used in this study
for voting.

3.3. Phase 3: Building Model by Hybrid Ensemble Methods

This phase includes the building, training and testing of hybrid ensemble-based
models by hybridizing them with base classifiers. The fusion of base classifiers with
ensemble models enhances the generalization and prediction capability of ensemble models.
The hybrid models of machine learning, build accurate and efficient machine learning
models and feed their output to each other [55].

These models include BAG + J48, BAG + MLP, BAG + PART followed by BST + J48,
BST + MLP, BST + PART. The last hybrid ensemble-based models were VT + J48, VT + MLP,
VT + PART.

3.4. Phase 4: Performance Comparison Analysis

To determine the performance of an algorithm, evaluation metrics were used. The
performance validation of models was generated through 10-fold cross-validation. The
k-fold cross-validation procedure divides a limited dataset into k non-overlapping folds.
Each of the k folds are allowed to be used as a held back test set whilst all other folds are
collectively utilized as a training dataset. A total of k models are fit and evaluated on the
k holdout test sets and report the mean performance. The evaluation in this study was
conducted using a 10-fold cross-validation technique. The technique divided the whole
dataset into 10 subsets of equal size; out of 10 subsets, 9 were used for training and the
1 remaining was used for testing. The process was iterated ten times; the final result was
estimated as the average error rate on test examples [55].

The evaluation metrics include accuracy, precision, recall, and F-score, which were
used to examine the performance of each predictive model. Such predictive models were
figured out based on True-Positive (TP), False-Positive (FP), True-Negative (TN), and
False-Positive (FP).

4. Experiments and Evaluation

WEKA was used to evaluate the proposed classification model and to make compar-
isons. In this study, different experiments were conducted sequentially to assess students’
performance. The comparison was made through various single base classifiers, ensemble-
based classifiers, and fusion ensemble classifiers. The time complexity of each algorithm is
also represented in terms of Big O notation which plays an important role in finding the
efficiency of algorithms [25]. Additionally, a comparative analysis has been performed to
discover performance improvements in different models. The experiments detected the
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efficient model in predicting student academic performance at the secondary level. To
acquire precise results during evaluation, 10-fold cross-validation was used.

4.1. Experiments with Base Classifiers and Ensemble Base Classifiers

The three base classifiers including MLP, J48, and PART were applied after the data
preprocessing stage. The evaluation results showed that among these three base classifiers,
MLP outperformed the other classifiers, achieving greater accuracy (i.e., 88.52) as shown in
Figure 2. The figure has two parts; in the first part, the bar chart presents the performance of
classifiers in terms of accuracy, precision, recall, and F-score. The second part presents the
performance of classifiers in tabular form through the same measures. The MLP classifier
also performed better in terms of other measures such as precision, recall, and F-score. The
time complexity of the MLP classifier is O(emnk), which is a composition of interconnected
neurons, whereas J48 and PART have a time complexity of O(mn2), which works on the If
and Then rule until the predicted class has not been obtained.
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Figure 2. Single-based classifiers.

Furthermore, three different ensemble classifiers including bagging, multiboost, and
voting were built. Among these three ensemble classifiers, multiboost outperformed the
other classifiers, achieving higher accuracy (i.e., 95.7) as shown in Figure 3. The figure
comprises two parts; in the first part, the bar chart shows the performance of classifiers in
terms of accuracy, precision, recall, and F-score. The second part indicates the performance
of classifiers in tabular form through the same measures. The classifier also performed
better in terms of other measures such as precision, recall, and F-score. The time complexity
of bagging is (O(klogn), where k is the number of bags.

4.2. Experiments with Fusion Ensemble-Based Models

The aim of this phase was to develop hybridization of ensemble classifiers with single-
based classifiers. This experiment evaluated nine fused ensemble models including fusion
of BAGGING (BAG) with MLP, PART, and J48, MultiBoost fusion with MLP, PART, and
J48 as well as Voting (VT) fusion with MLP, PART, and J48. The results of these models are
shown in Figures 4–6.
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The evaluation results related to BAG fusion with PART showed the highest accuracy
(i.e., 97.50%). The model also performed very well with respect to precision, F-score
and recall, as shown in Figure 4. The experiment results related to MB fusion with MLP
achieved the highest accuracy (i.e., 98.7), as shown in Figure 5. This model has achieved
good performance with regard to precision, recall, and F-score. The results related to the
fusion of VT with different single classifiers showed that VT + J48 achieved greater accuracy
(i.e., 95.9%), as shown in Figure 6. This model also showed better performance in terms of
precision, recall, and F-score. Each of Figures 4–6 consist of two parts; in the first part, the
bar chart presents the performance of classifiers in terms of accuracy, precision, recall, and
F-score. The second part shows the performance of classifiers in tabular form through the
same measures.

4.3. Comparative Analysis of Applied Techniques

A comparative analysis was performed to analyze the performance of different clas-
sifiers evaluated during this study. To analyze the performance, the comparison of the
evaluation results of single classifiers, ensemble-based classifiers, and fusion-based ensem-
ble models is presented in this section. First, this section presents the comparison between
single-based models and ensemble-based models. Secondly, a comparison is performed
between fusion ensemble-based models.

The experimental results shown in Figure 7 depict that all of the ensemble-based
models outperformed concerning all measures including accuracy, recall, precision, and
F-score in comparison with single-based classifiers. Figure 7 shows the performance of
models through bar charts and numeric terms.

The purpose of this experiment was to identify the high-performing fusion model by
comparing fusion-based models. The results showed that fusion-based models improve
the precision and accuracy of the student prediction model.

Figure 8 presents the performance of classifiers using a bar chart and table of numeric
terms. The results shown in the above figure indicate that MB and MLP performed very well
in terms of all measures. The fusion model MB + MLP achieved 98.7 accuracy and 98.6%
precision, recall, and F-score which is higher than those for all other fusion models. The rest
of the fusion models also showed relatively good performance. Overall, the results showed
that fusion-based models improve the accuracy and precision of student predictions in
comparison to single- and ensemble-based models. For effective communication, it is to
be considered that the false positive rate, also known as the rate of sensitivity, should be
nearly zero. The sensitivity rate for the MB + MLP model can be seen very close to zero,
which strengthens the performance of the model.
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The F-measure of fusion-based MultiBoostAB and MLP has produced an average of
0.987 score that is a very significant result. It gives an average weight of the true positive
as 0.988 and false positive rate as 0.004, as shown in Table 3.

As an average, the overall accuracy rate of the proposed model is evaluated as 98.7%.
It shows that fusion-based ensemble models provide better precise outcomes, while classi-
fying instances is very helpful in the evaluation of students’ performance.
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Table 3. Result obtained for MB + MLP.

Correctly Classified Instances 1185 98.7 %

Incorrectly Classified Instances 15 1.24 %

TP Rate FP Rate Precision Recall F-Measure Class

0.997 0.008 0.976 0.997 0.986 A+

0.996 0.001 0.996 0.996 0.996 B

0.983 0.001 0.994 0.983 0.988 B+

0.994 0.007 0.983 0.994 0.989 A

0.969 0.000 1.000 0.969 0.984 C

0.909 0.000 1.000 0.909 0.952 F

0.943 0.000 1.000 0.988 0.971 D

Weighted Average

0.988 0.004 0.988 0.986 0.987

Figure 9 below shows the fusion-based ensemble model of ninth-class grade division
based on the performance of MB + MLP and the class column represents the final perfor-
mance prediction grades of the ninth class. In machine learning, sensitivity or recall is
termed as the true positive rate and is used to measure the percentages of actual positives,
which are identified correctly. The sensitivity rate should be nearer to one in order to obtain
the true positive values.
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As shown in the above figure, the A+ grade has a true positive value of 290, whereas
the false negative and false positive values are 7 and 1. The A grade has a true positive
value of 350 with 8 false negative and positive values. Similarly, the values including 169,
223, 93, 33 and 30 are the true positive values of grades B+, B, C, D, and F.

The false-positive ratio (FPR) is the proportion of incorrectly classified negative in-
stances. It has been discovered that a good model should have a false positive rate nearer
to 0.0, which indicates less incorrectly classified negative instances.

A confusion matrix is a technique in which the performance of a classifier is sum-
marized. From the confusion matrix, it was derived that, amongst the students from the
dataset, 24.1% students secure an A+ grade, 18.5% students achieve a B grade, 14.0%, 29.1%,
7.7%, 2.4% and 2.7% students secure B+, A, C, F, D grades, respectively. This distribution
obtains more insight from the model analysis.
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Statistical hypothesis testing is used to make a claim related to the distribution of
data or whether a set of results vary from one another. The null hypothesis is essential
in interpreting the results and ensuring the strength of the claim of model performance
by some statistical analysis. An Analysis of Variance test (ANOVA) is used in this study
where statistical hypothesis testing is performed by estimating the p-value which is used to
interpret the results of a test to either reject or fail to reject the null hypothesis. The p-value
is selected as 0.05 for this study. The activity is conducted by comparing the p-value to the
pre-chosen threshold value called alpha.

If the p-value < alpha, the null hypothesis would be rejected or we would fail to reject
the null hypothesis in the p-value > alpha case.

The issue is addressed as whether the single and ensemble-based classifiers’ per-
formances are similar to fusion-based ensemble classifiers or not. The performances are
evaluated by the four performance evaluation metrics (accuracy, precision, recall and
F-measure) with the use of a collected dataset.

After testing, it was revealed that the four performance evaluation metrics are rela-
tively higher for fusion-based ensemble classifiers models. By using the one-way ANOVA
test, the p-value turned out to be 0.045 for single-based classifiers and 0.002 for ensemble-
based classifiers, which is less than the significance value of alpha. Hence, the null hypoth-
esis was rejected and the claim about the efficiency of the fusion-based ensemble model
was strengthened.

4.4. Comparison of Applied Approach with Existing Approaches

Numerous research studies in EDM have been conducted using multiple classifiers to
predict the performance of students. Sakri et al. have recently proposed an ensemble model
to identify at-risk students and advise them to regulate their learning. They hybridized
four single classifiers with four ensemble algorithms including bagging, random subspace,
multilayer perceptron, and random forest. The evaluation results showed that the ensemble
model achieved 91.70% accuracy, 86.1%, and the F-score was 87.3% [26]. Another study
identified at-risk students, predicting their learning performance through their learning
behavior based on their logging data history. They used Logistic Regression along with
Random Forest, Multilayer Perceptron, and Gaussian Naive Bayes. The results showed that
Random Forest surpasses the baseline Logistic Regression and other models with 89% accu-
racy, 89% precision, 88% recall, and 88% F1 score [56]. Emmanuel et al. introduced a model
to predict students’ success based on their daily activities. They hybridized different single
classifiers with bagging, boosting, and random forest. The experiment results showed that
the model achieved 96.9% accuracy [57]. Another recent study predicted students’ inter-
mediate results based on their academic characteristics. The evaluation results indicated
that the model attained 96.64% accuracy [58]. A model has been suggested to estimate
the institutional performance based on key performance indicators using data mining
techniques. The results showed that the artificial neural networks performed better in
achieving accuracy (i.e., 82.9%) in comparison to other machine learning models employed
in the study [59]. The student performance in a learning management system based on
behavioral features was predicted by applying ensemble methods including bagging, boost-
ing, and random forest to augment the performance of classifiers. An accuracy of 91.5%
was achieved through the application of ensemble methods to the classifiers to enhance
academic performance [60]. Ragab et al. introduced a data mining-based forecast model
to determine students’ accomplishments. The data mining techniques used to evaluate
students’ performance include a decision tree, logistic regression, a naïve Bayes tree, an
artificial neural network, a support vector machine, and a k-nearest neighbor. To improve
the productivity of these classifiers, they used ensemble methods such as bagging, boosting,
random forest, and voting. The results showed that the decision tree algorithm accuracy
increased with bagging from 90.4% to 91.4%. Similarly, recall results were increased from
0.904 to 0.914, and precision results were also improved from 0.905 to 0.914 [61]. Another
study undertook the task of student performance prediction by extracting features from
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an e-learning system. The proposed model comprises five traditional machine learning
algorithms which were complemented by four well-established ensemble techniques in-
cluding bagging, boosting, stacking, and voting. The F1 score measured by the NB model
by the integration of boosting and GBT with AdaBoost were 0.71% and 0.75%, respec-
tively [62]. Adejo et al.’s research focused on the prediction of students’ performance using
data mining techniques along with the support of ensemble methods. They also proposed
novel hybrid classifiers to gain accurate predictions of student performance. The results
showed that the hybrid model outperformed the other classifiers in terms of accuracy
(i.e., 81.67) precision (i.e., 79.62), recall (i.e., 75.86), and F-score (i.e., 77.69) in comparison to
base classifiers and ensemble techniques applied in the same research [54].

The fusion ensemble-based approach introduced in this research study to improve
academic performance attained the highest accuracy (i.e.,98.7%) precision (i.e., 98.6%) recall
(i.e., 98.6%) and F-score (i.e., 98.6) in comparison to state-of-the-art ensemble approaches
proposed in EDM. Thus, the result acquired in this study demonstrates the reliability of the
proposed predictive model. The performance of our approach represents improvements in
terms of all measures relative to existing approaches which emphasize that the fusion of
ensemble techniques can improve the fraction of prediction.

5. Limitations

This study is limited to predicting the performance of students studying in a physical
learning environment and lacks envisagement of the performance of students in online
learning. The data set should be extended to evaluate the performance of students in both
physical and virtual educational settings. The proposed system is deficient in suggesting
apposite learning streams to the students based on their learning performance to pursue
further educational goals. Another limitation of this study is that the factors are identified
only concerning a specific educational level rather than providing a framework of factors
for all educational levels including elementary, secondary, higher secondary, and tertiary.

6. Conclusions and Future Work

Numerous DM techniques have been implemented in academia as a standard proce-
dure for interpreting the bulk of students’ data and then mining them into one meaningful
datum and knowledge to support decision-making processes. An early performance predic-
tion would be beneficial for at-risk students, facing difficulty in attaining good grades in the
class. To support such students in their learning to improve their progress, it is important
to periodically predict their performance so they can be supported. A robust fusion-based
ensemble model was developed considering students’ demographic, family, social and
academic attributes to make predictions. The model is highly useful in assessing students
at early stages. After building many models involving single, ensemble, and fusion-based
ensemble classifiers, MultiBoostAB ensemble classifier with MLP base appears as the best
model to predict students’ performance at the lower secondary level.

A logical extension of this research would be the building of a meta-analysis system
on a larger dataset for future study which can be considered as a decision support method
based on the model that will achieve the highest efficiency and effectiveness.

Furthermore, the study can be enhanced by the use of hybrid feature selection meth-
ods to help predict student performances, so each feature becomes more optimal and
significant in terms of student performance prediction. The advanced ensemble-based
machine learning algorithm, in particular extreme gradient boosting, could also be used in
this domain.
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Abstract: The emergence of social media, the worldwide web, electronic transactions, and next-
generation sequencing not only opens new horizons of opportunities but also leads to the accumula-
tion of a massive amount of data. The rapid growth of digital data generated from diverse sources
makes it inapt to use traditional storage, processing, and analysis methods. These limitations have led
to the development of new technologies to process and store very large datasets. As a result, several
execution frameworks emerged for big data processing. Hadoop MapReduce, the pioneering frame-
work, set the ground for forthcoming frameworks that improve the processing and development of
large-scale data in many ways. This research focuses on comparing the most prominent and widely
used frameworks in the open-source landscape. We identify key requirements of a big framework
and review each of these frameworks in the perspective of those requirements. To enhance the clarity
of comparison and analysis, we group the logically related features, forming a feature vector. We
design seven feature vectors and present a comparative analysis of frameworks with respect to those
feature vectors. We identify use cases and highlight the strengths and weaknesses of each framework.
Moreover, we present a detailed discussion that can serve as a decision-making guide to select the
appropriate framework for an application.

Keywords: big data frameworks; fault tolerance; stream processing systems; distributed frameworks;
Spark; Hadoop; Storm; Samza; Flink; comparative analysis; a survey; data science

1. Introduction

Over the years, data has been generated from millions of data sources at an astonishing
rate. Perhaps, the most substantial byproduct of the digital revolution is the generation
of an explosive amount of data. This incredible data growth is predicted in a report
generated by The Internet Data Center (IDC). In 2012, the IDC estimated that the digital
data would be grown by 300 times between 2005 and 2020, which means it will increase
from 130 exabytes to 20,000 exabytes [1]. More recently, IDC has predicted in its white
paper that by 2025, the digital data will grow by 175 zettabytes [2]. This increasingly
growing amount of data is often referred to as ‘big data’ [3]. Data is a valuable asset in our
information society. Extracting meaningful information from these high volume datasets
has become a fundamental activity for industrial and academic communities. Business
organizations use big data analytics to analyze customer behaviors and trends that can be
capitalized. The high availability of data is also greatly changing the trends in scientific
communities. Science has moved towards a data-oriented quest, where the data-intensive
computations yield discoveries in science.

Analyzing large scale data may also result in unexpected outcomes that can help
to improve the quality of life in many ways. For example, by analyzing the number of
flu-related queries, Google Flu Trend can detect regional flu outbreaks faster than the
Center for Disease Control and Prevention [4]. Similarly, Google uses large amounts of
data to solve complex problems. The data generated by Global Positing System (GPS) is
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used to avoid traffic jams, define routes, and determine optimal paths between locations.
IBM uses real-time traffic data to accurately predict the arrival times of buses in London [5].
All these data-oriented advancements are achieved mainly due to the emergence of new
technologies that provide powerful functions and controls to programmers, so that they
can focus on data processing and information extraction instead of managing resources
and low-level parallelism details.

Since datasets have grown to an order of magnitude which is difficult to perceive,
to put this into perspective, Figure 1 shows some real-world examples to illustrate large
data scales. Such voluminous and incremental datasets make it impossible to store and
process them in a reasonable amount of time using traditional computing techniques. To
Address this challenge, parallel computing environments and technologies have emerged
as a prime solution. These parallel computing environments offer increasingly power-
ful ways to analyze and process large scale data for real-time analysis. However, the
complexity of such parallel computing environments and their characteristics hinders the
maximum productive utilization of these platforms. Some of the concerns include resolving
dependencies, load balancing, scheduling and scalability. The problem poses an additional
challenge when we add an almost certain possibility of machine failure and fluctuation of
workloads that may be caused by temporary suspension or activation of computing nodes.
These challenges resulted in the development and evolution of several big data processing
frameworks.

Figure 1. Understanding the data deluge.

Hadoop MapReduce is one of the earliest frameworks that empowers the use of
inexpensive commodity machines for big data analytics in place of expensive high-end
systems. The early adoption of Hadoop MapReduce by research communities caused the
rapid evolution of the system, which laid the foundation for the development of several
other frameworks. Among those frameworks, some are based on Hadoop distributions,
while others are self-developed.

Big data analytics is a rewarding tech trend in business communities and enterprise
software development. Consequently, big data processing is fundamental to the business
models of many companies. The availability of a number of big data frameworks makes it
difficult for practitioners and researchers to decide which framework will better serve the
needs of a particular application. Therefore, selecting an appropriate big data processing
framework for a particular application is a non-trivial task. In order to choose the right
framework for a particular application, one must consider the architectural features, the
data processing model, semantics of fault tolerance and performance guarantees of the
framework. These considerations will help determine whether or not a framework will best
meet the needs of an application. Therefore, it is important to have a study that discusses
and compares the most prominent and widely used big data frameworks.

This article provides an in-depth review of the five most popular and widely adopted
big data frameworks in the open-source landscape, i.e., Hadoop, Spark, Storm, Samza
and Flink. We identify some key features and group the logically related features together
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to form a feature vector. The frameworks discussed in this study are then compared
based on seven feature vectors. We also identify the key strengths and limitations of these
frameworks. We discover the use cases where each of these frameworks ideally fits in. The
main contributions of this work are as follows:

• A comprehensive overview of the most widely used open-source frameworks with an
architectural perspective. We discussed the different fault-tolerance mechanisms, the
scheduling schemes, and the data flow models used by each of these frameworks.

• Comparative analysis of the frameworks with respect to identified feature vectors.
• Identification of key strengths and weaknesses of each of the frameworks under

consideration. We presented a detailed discussion that serves as a guide for selecting
the appropriate framework for an application.

• We pointed out the application use cases where each of the frameworks ideally fits in.

For convenient referencing, Table 1 provides a list of acronyms used in this article.
The rest of the paper is organized as follows: Section 2 surveys existing literature studies
and highlights the differences of our work from existing studies. Section 3 discusses the
requirements of a distributed framework. Section 4 presents the architectural details along
with the identified requirements of the presented frameworks. Section 5 discusses feature
vectors and comparative analysis of the frameworks with respect to those feature vectors.
Section 6 presents a comprehensive discussion and point out the findings of the comparison.
Finally, in Section 7, we present our conclusion. Figure 2 outlines the overall organization
of the paper.

Figure 2. Organization of the paper.
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Table 1. List of acronyms used in this article.

ACLs Access Control Lists
AMP Advanced Materials Processing
API Application Programming Interface

AWS Amazon Web Services
CPU Central Processing Unit
DAG Directed Acyclic Graph
FIFO First In First Out
GPS Global Positioning System

HDFS Hadoop Distributed File System
I/O Input/Output
IDC Internet Data Center
ML Machine Learning
NM Node Manager

RDDs Resilient Distributed Datasets
RM Resource Manager
SSL Secure Sockets Layer
TLS Transport Layer Security

YARN Yet Another Resource Negotiator

2. Related Work

There are various studies published in the literature that compares different big data
frameworks. In this section, we will discuss some of the significant and recent research
contributions on the topic. Figure 3 depicts a timeline view of the research works discussed.

Chen and Zhang [6] focused on the problems and challenges of big data and the
techniques to address these problems. The authors discussed a number of methodologies to
handle large scale data such as cloud computing, granular computing, quantum computing
and bio-inspired computing. Singh and Reddy [7] presented a comprehensive analysis of
big data platforms, including HPC clusters, Hadoop ecosystem, peer-to-peer networks,
GPUs, multicore CPUs and field programmable gate arrays (FPGAs). Morais [8] provided
a theoretical survey of Hadoop, Spark and Storm. The author compared two frameworks
Spark and Storm, based on five parameters, processing model, latency, fault tolerance,
batch framework integration and supported languages. Hesse and Lorenz [9] carried out a
conceptual survey of stream processing systems. The discussion is generally focused on
some fundamental differences related to stream processing systems. Landset et al. [10]
discussed open-source tools for machine learning with big data in the Hadoop ecosystem.
The authors discussed machine learning tools and their compatibility with MapReduce,
Spark, Flink, Storm and H2O. They evaluated a number of machine learning frameworks
based on scalability, ease of use, and extensibility. Authors in [11] compared big data
frameworks on a number of performance parameters based on some empirical evidence
from the available literature. Bajaber et al. [12] presented a taxonomy and investigation of
open challenges in big data systems. The authors discussed big data systems, their SQL
processing support and graph processing support. The research focuses on identifying
research problems and opportunities for innovations in future research.

A survey of the state-of-the-art stream processing systems is presented in [13]. Authors
discussed mechanisms for resource elasticity to adapt to the needs of streaming services
in cloud computing. The research also explores the problems and existing solutions
associated with effective resource management. The research indicators are limited to the
elasticity aspect of stream processing systems. Inoubli [14] compared big data frameworks
on the basis of experimental evaluation. Another study [15] empirically compared the
performance of popular big data frameworks on a number of applications that include
WordCount, Kmeans, PageRank, Grep, TeraSort, and connected components. Authors
demonstrated that Spark outperformed Flink and Hadoop for WordCount and k-means,
while Flink performed well for PageRank. Both Spark and Flink yield similar results
on rest of the applications. In [16], researchers measured the performance of Spark and
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Hadoop using WordCount and a logistic regression program. The results showed that
Spark outperformed Hadoop.

Figure 3. A timeline view of the research works reviewed.

Gupta and Parveen [17] surveyed popular big data frameworks on the basis of a few
primitive parameters. Saadoon et al. [18] highlighted common problems and potential
solutions related to fault tolerance in big data systems. The study presented a thorough
discussion based on the findings derived from existing studies. Bartolini and Patella [19]
conducted a study that used sustainable input rate as a measure of efficiency to compare
big data frameworks. Authors empirically proved that Storm outperformed both Flink and
Spark in local cluster setting as well as in cloud environment. In [20] authors focused state
management techniques in big data systems such as Flink, Heron, Samza, Spark, and Storm.
Cumbane [21] reviewed big data frameworks for disaster response applications. This
research also discussed the similarities and differences of big data frameworks. However,
the focus of the study revolves around the application of big data systems in the response
phase of a disaster. Inoubli et al. [22] surveyed popular stream processing frameworks
and an experimental evaluation of resource consumption. Patil [23] discussed big data
frameworks and empirically compared Spark and Flink with TeraSort benchmark using
execution time, network usage and throughput as performance measures.
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Research Gap

There are some research gaps in the aforementioned literature works. The architectural
aspects of big data frameworks are not thoroughly explored, which could have significantly
assisted in suitability assessment. Several researchers [14–17,19,22,23] focused on the
performance comparison of the big data frameworks. A number of studies are dedicated
to reviewing big data frameworks concerning a specific aspect or in the context of a
specific application domain [10,12,20–22]. The studies that made architectural comparisons
considered only a limited number of features. Although the architectural and related
aspects of some big data frameworks have been explored recently, no guidance is provided
to help developers and practitioners select a suitable framework for their application.
Furthermore, the existing studies do not elaborate on the comparative analysis that can
help to build meaningful preference about the frameworks for a particular application.
There is a need to cover all architectural aspects related to the core functionality of a big
data framework. A detailed comparative analysis based on the comprehensive feature
set will help choose a suitable big data framework for an application. This clearly gives
a motivation to explore the most widely used big data frameworks and the important
architectural features in qualitative assessment.

3. Requirements of a Big Data Processing Framework

This section specifies the four important requirements of a big data processing frame-
work that we chose to focus on.

3.1. Architecture

Almost all big data processing frameworks distribute workloads across multiple
processors, which requires partitioning and distribution of data files, managing data storage
in a distributed file system, and monitoring actual processing performed by multiple
processing nodes in parallel. The architecture of a framework is designed to handle all
these responsibilities. It typically serves as a reference blueprint for available infrastructure
that defines various logical roles and describes how the system will work, the components
used, and how the data will flow. Most of the big data framework architectures include
four major modules: resource management, scheduling, execution, and storage [24]. The
architecture should outline the entire data life cycle starting from the data source till the
generation and storage of results for future use [25]. This architecture must ensure fault
tolerance, scalability, and high availability.

3.2. Data Processing Model

The data processing model defines how the data is processed and how the computa-
tions are represented in the system. Generally, the data is processed either in batch mode
or in the form of a continuous stream. In a batch processing system, the processing is done
on a block of data that is stored over a period of time. Whereas, in a stream processing
system, the processing is done on a continuous stream of data as it arrives. Computations
are also represented in different forms, for example, Hadoop processes computations in
map-reduce functions. Alternatively, data and computations can also be realized as a
logical directed acyclic graph (DAG).

3.3. Scheduling

In a big data processing system, a lot of CPU cycles, network bandwidth, and disk I/O
are required. Therefore, it is important to schedule tasks efficiently such that it minimizes
the overall execution time and maximizes resource utilization. The primary goal of task
scheduling is to schedule independent and dependent tasks and the optimal reduction
of the number of task migrations, thereby reducing computation time while increasing
resource utilization.
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3.4. Fault Tolerance

In distributed computing, faults can occur at various levels, such as node failures,
process failures, network failures, and resource constraints. Although the failure probability
of a single component is relatively low, when a large number of such components work
together, the probability of component failure at any given time cannot be ignored. In fact,
in large scale computing, failure is not an exception rather a norm. Fault tolerance is an
attribute that enables the system to continue working if one or more components fail.

4. Big Data Processing Frameworks

Parallel and distributed computing has emerged as a prime solution for the processing
of very large datasets. Yet, their complexity and some of their features may prevent its
maximum productive utilization to common users. Data partitioning and distribution,
scalability, load balancing, fault tolerance, and high availability are among the major
concerns. Various frameworks have been released to abstract these functions and provide
users with high-level solutions. These frameworks are typically classified according to
their data processing approach, i.e., batch processing and stream processing (as shown
in Figure 4). MapReduce has emerged as one of the earliest programming models for
batch processing. Today, it is recognized as a pioneer system in big data analytics. In 2004,
under the influence of an ever-increasing amount of data on the web, Google developed
Google File System [26] and MapReduce [27]. In a MapReduce program, the user specifies
the computation in the form of two functions map and reduce, which can be executed
in parallel on multiple computing nodes and easily scaled to large clusters. The Map
function takes in a key/value pair and generates a collection of intermediate key/value
pairs. The Reduce function combines all the intermediate values assigned to the same
intermediate key. The runtime system is responsible for data partitioning, distribution
of data and computation across the cluster, handling machine failures, and managing
necessary communications among computing nodes.

Figure 4. Classification of big data processing frameworks.

Efforts have been made to convert these technologies into open-source software, which
resulted in the development of Apache Hadoop [28] and Hadoop file system [29], that
laid the foundation for other big companies like Yahoo!, IBM, Twitter, LinkedIn, Oracle
and HP to invest in building solutions for large scale data processing. MapReduce and
its related distributions had established them as a sound solution to batch workloads.
However, a well-defined processing model for distributed stream processing was still
lacking. Consequently, a number of reliable and popular open-source frameworks were
developed, such as Sparks, Storm, Samza and Flink. This section sheds light on the five
most prominent and widely adopted big data processing frameworks.

4.1. Hadoop

Apache Hadoop [28] is the most widely used implementation of the map reduce
programming model. Being an open-source implementation, Hadoop is equally popular in
the researchers and industrial community. However, the major reason for its increasing
adoption is its inherent characteristics such as load balancing, fault tolerance, and scalability.
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The framework was first developed by a yahoo employee Doug Cutting and a professor of
the University of Michigan, Mike Cafarella [30]. Later, it evolved over several years to reach
its current stable version. Since its initial release, Hadoop gained the increasing attention of
researchers and was adopted by several industry giants such as Yahoo!, Amazon, Facebook,
eBay, and Adobe, which caused the rapid evolution of the framework [30].

4.1.1. Architecture

The overall architecture of Hadoop consists of two major components Hadoop Dis-
tributed File System (HDFS) [29] and Yet Another Resource Negotiator (YARN) [31]. HDFS
is Hadoop’s very own distributed file system which provides high throughput access to
application data across thousands of machines in a fault tolerant manner. While YARN is
responsible for resource management and scheduling. Figure 5 illustrates the architecture
of Apache Hadoop.

In HDFS, data is stored in the form of files that are divided into data blocks. Each
block is stored in one of the nodes in the Hadoop cluster. Thus, each node in the cluster
stores a part of a file. Data blocks are replicated to ensure high availability and fault
tolerance. HDFS is primarily based on two daemons called NameNode and DataNode.
The HDFS cluster consists of one master node and several slave nodes. The master runs
the NameNode daemon that is responsible for managing the file system and regulating
file access to users. While slave runs DataNode daemon that stores data blocks and serves
read/write requests from a user.

YARN was introduced by Yahoo! and Hortonworks in 2012 [31], and it became
part of Hadoop as Hadoop 2.x [30]. In Hadoop 2.x, YARN takes the role of distributed
application manager and MapReduce stays as pure computational framework. It has two
major components named Resource Manager (RM) and Node Manager (NM). Resource
Manager is a master daemon that is responsible for scheduling and resource management,
while, Node Manager is a slave daemon that is responsible for managing containers and
monitoring resource usage on a single node. It periodically monitors the health status of
the host node and reports the same to RM.

Figure 5. Apache Hadoop architecture.
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4.1.2. Data Processing Model

Apache Hadoop is well suited for batch processing of unstructured data. Prior to
Hadoop 2.x, there were two layers in the Hadoop, MapReduce layer for data processing
and cluster management while HDFS layer for data storage. Therefore, MapReduce was
the only data processing framework for Hadoop 1.x. Later, with the emergence of Hadoop
2.x, data processing and resource management are separated into two layers that enable
Hadoop to work with other data processing platforms such as Crunch (Apache Crunch:
http://crunch.apache.org) (accessed on 12 June 2021), Tez [32], Pig [33] and Cascading
(Cascading: https://www.cascading.org) (accessed on 12 June 2021). However, majorly
the data processing is done using the MapReduce paradigm.

4.1.3. Scheduling

Scheduler in Hadoop is part of YARN resource manager and is purely responsible
for scheduling resources to run applications. YARN scheduler offers three pluggable
scheduling policies, FIFO, Capacity and Fair. FIFO is the default scheduling policy that
serves resource requests on a first come, first serve basis. This scheduling policy is not
suitable for shared clusters as larger applications will occupy all the resources resulting
longer waiting times for other applications in the queue. The Capacity Scheduler, originally
developed by Yahoo!, allows large clusters to be shared with multiple tenants while
providing each tenant with a minimum capacity guarantee. On the contrary, the Fair
scheduler, developed by Facebook, does not reserve resources as per capacity rather, it
dynamically balances resources among all outstanding jobs. The idea is to share the
available resources among submitted jobs such that each job will get, on average, an equal
share of resources.

4.1.4. Fault Tolerance

Apache Hadoop is highly fault tolerant. HDFS layer ensures fault tolerance using
data replication. Data blocks stored in DataNodes are replicated and distributed across
the cluster to provide reliability and high availability. Prior to the 2.x, the NameNode
was a single point of failure in an HDFS cluster, with the release of Hadoop 2, HDFS high
availability enables multiple standby NameNodes to run on a single HDFS cluster in an
active/passive configuration. A failure can arise at three levels: task level, slave node level,
master node level. If a task fails at the slave node, it reports back to the resource manager
before exiting which in return allocates the failed task to another machine in the cluster
and marks up the free slot on slave for another task. If a task fails at the master node, that
task can be restarted in the same node from the last check point state since the master takes
periodic check points of all the master data structures. When a slave node fails, the RM at
the master node will detect this failure by timing out its heartbeat response. The RM will
assign failed node tasks to some other idle node in the cluster and remove the failed node
from a pool of resources. If the fault is transient, the NM at slave cleans up its local state,
resynchronize itself with RM and redo its work done during the fault. RM failure was a
single point of failure before Hadoop 2.x. However, the high availability feature enables
running a redundant resource manager in standby mode that takes up in case of active
resource manager failure.

4.2. Spark

Apache Spark is a cluster computing framework originally developed by Matei Za-
haria at UC Barkley in 2009 and later donated to Apache Foundation in 2013 [34]. Previously,
Hadoop was deficient for iterative working sets that are reused across multiple parallel
operations. Hence, the primary design goal of Spark is to extend the MapReduce model
to support interactive queries and iterative jobs efficiently. Spark introduced Resilient
Distributed Datasets [35] for in-memory processing to speed up computations. Since its
inception, several communities have contributed to building a sound echo system around
it, especially a rich set of APIs initially available in Scala and later available in Java, Python,
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R and SQL. Spark is one of the first frameworks to support distributed batch processing
and stream processing along with iterative queries.

4.2.1. Architecture

Apache Spark has a layered architecture in which all Spark components and layers
are loosely interconnected, as shown in Figure 6. Spark has a rich set of high-level libraries,
which includes SparkSQL [36] for the processing of structured data, Spark streaming [37]
for real-time stream processing, MLlib [38] for machine learning algorithms, GraphX [39]
for graph processing and SparkR [40] for big data analysis from R shell. Spark core
is responsible for task scheduling, fault recovery, interacting with storage systems and
memory management. The spark core engine is based on the master slave architecture. The
master node has the driver program that executes the main function of the user application.
The driver program creates the spark context. The spark context connects with the cluster
manager and acquires the executors on worker nodes and distributes tasks to the executors.
The worker nodes are salve nodes that actually executes the tasks and return the result to
spark context. Every worker node launches a process known as executor to run tasks and
provide in-memory storage for Resilient distributed datasets (RDDs). RDDs are in-memory
partitioned sets of data that are distributed over multiple nodes across the cluster. Spark
can be deployed as a Standalone server or run on top of a cluster manager like Mesos [41]
or YARN. Spark does not have its storage mechanism rather. It can work with any Hadoop
compatible data sources such as HBase, HDFS, Casandra and Hive etc. [34].

Figure 6. Layered architecture of Spark.

4.2.2. Data Processing Model

Unlike Hadoop, Spark is suitable for stream processing as well as batch processing.
Spark works with RDDs and DAG to run operations. All Spark jobs are eventually con-
verted into a Directed Acyclic Graph prior to execution. In contrast to MapReduce, where
there are only two stages of computations map stage and reduce stage, Spark has multiple
stages of computations that forms a DAG.
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4.2.3. Scheduling

The internal scheduling of tasks within a Spark application is done either using a FIFO
scheduler or a Fair scheduler. FIFO is the default scheduler that may cause significant delay
to process later tasks if the earlier tasks are long running. Fair scheduler mitigates this
problem by assigning tasks round robin fashion. FAIR Scheduler also supports grouping
tasks into pools. In addition, different scheduling parameters (such as weights) can be
configured for each pool. This is useful for creating higher priority pools for certain tasks.
For scheduling across multiple applications over the cluster, Spark relies on the cluster
managers that it runs on. For a multi-user environment in the cluster, Spark offers both
static and dynamic scheduling. With static partitioning of resources, on startup each
application is given its maximum required resources for its lifetime. Spark’s standalone
cluster mode, coarse-grained Mesos mode and YARN use static partitioning. In standalone
mode, by default, applications run in FIFO order, and each application will try to use all
available nodes. Spark also have a mechanism to dynamically allocate resources based
on the demand of applications. This enables applications giving up on resources even
during the execution if they are not in use and applications can request them back if they
are needed.

4.2.4. Fault Tolerance

Since, spark processes data in a fault-tolerant file system (such as HDFS), so any RDD
built from fault-tolerant data will be fault-tolerant. Also, it inherits the fault-tolerance of
highly resilient cluster managers such as YARN and apache mesos, as it runs on top of
them. Another main semantic of fault tolerance in Apache Spark is that all Spark RDDs
are immutable and the dependencies between the RDDs are recorded through the lineage
graph in the DAG. Hence, each RDD remembers that how it was created from previous
RDD. In case of failure, RDDs can be recovered by using lineage information. If a worker
node fails, the executors on that worker node will be killed along with the data in its
memory. With the help of a lineage graph, these tasks can be re-executed on another
worker node. If the master node fails, the cluster manager can restart the application.

4.3. Storm

Apache Storm is a distributed processing framework for real-time data streams. Storm
was originally developed by Nathan Martz of BackType, which was acquired by Twitter in
2011. Storm became open-source in 2012 and became part of Apache projects later in 2014.
Since its inception, Storm has been widely recognized and adopted by some of the big
names in the industry, such as Twitter, Yahoo!, Alibaba, Groupon, WeatherChannel, Baidu
and Rocket Fuel [42]. Apache Storm is designed to process and analyze large amounts
of unbounded data streams that may come from various sources and publish real-time
updates on the user interface or other locations without storing any real data. Storm is
highly scalable in nature and provides low latency with an easy to use interface through
which developers can program virtually in any programming language [43]. To achieve
this language independence, Apache Storm uses Thrift definition to define and deploy
topologies.

4.3.1. Architecture

The Apache Storm is based on the master/slave architecture. The Storm architecture
allows only one master node. The physical architecture of Storm consists of three main
components. Nimbus, Zookeeper and supervisor (as shown in Figure 7a). Nimbus is a
master daemon that distributes work among all available workers. The key responsibilities
of Nimbus include assignment of tasks to working nodes, tracking the progress of tasks,
and rescheduling of the tasks to other working nodes in case of failure. Actual processing
is performed by worker nodes. Each worker node can run one or more worker processes.
At any given time, a single machine may be running multiple worker processes. Each
worker node has a supervisor process running on it which communicates with Nimbus.
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The supervisor coordinates the status of the currently running topology and announces
any available slots to take up possibly more work. Nimbus monitors the topologies that
need to be mapped and does the mapping between those topologies and supervisors when
needed. Zookeeper [44] is used for all coordination between Nimbus and the Supervisors.

Figure 7. Apache Storm (a) Architecture of Apache Storm; (b) An illustration of Storm Topology.

4.3.2. Data Processing Model

The basic data processing model of Storm consists of four abstractions, topology,
spouts, bolts, stream. In Storm, a stream is an unbounded sequence of tuples, where tuples
are named lists of values, that can be of any type including strings, integers, floating-point
numbers, etc. The logic of any real time storm application is presented in the form of a
topology, which is a network of bolts and spouts. Figure 7b illustrates a storm topology.
Spouts are source of stream that essentially connects with a data source such as Kafka [45]
or Kestrel. It continuously receives data and converts it to stream of tuples and pass them
to bolts. Bolts are the processing units of a storm application that can perform a variety of
tasks.

4.3.3. Scheduling

Apache Storm has four built-in schedulers: Default, Isolation, Multitenant, and Re-
source Aware [46]. The default Storm scheduler is fair scheduler that takes into account
each node when scheduling tasks. It implements a simple round-robin strategy with the
goal of producing an even distribution of work among workers. Isolation scheduling
enables safe sharing of a cluster among many topologies. In isolation scheduling, the user
can specify which topologies should be isolated, which means topologies marked isolated
are running on a dedicated set of nodes in the cluster, and other topologies will not be able
to run on those nodes. These isolated topologies have priority in the cluster, when there is
competition with the non-isolated topology, resources are allocated to the isolated topology.
When the isolated topology requires resources, the resources are taken away from the
non-isolated topologies. The multitenant scheduler is designed for a multitenant storm
cluster. It allocates resources on per user basis. Whereas, the resource aware scheduler
works in two phases. In the first phase, task selection is performed by obtaining a list of
unassigned tasks. In the later phase, it selects a node for each task based on resource-aware
considerations such as CPU, memory, physical distance and network bandwidth. Other
than built-in schedulers, there are a number of scheduling techniques proposed in the
literature [46–51] that focuses on improving latency, network traffic, and throughput.

4.3.4. Fault Tolerance

The Nimbus and Supervisors are designed to fail-fast, yet resilient and stateless
daemons, with all of their data stored in Zookeeper or on the local discs, thus, preventing
any catastrophic loss in case of processes or processor failure. This design artifact is the
key to Storm’s fault-tolerance. Even if the Nimbus process fails, the workers can still make
progress. However, without Nimbus, workers will not be reassigned to other machines
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when necessary. Furthermore, the Supervisors can restart the worker processes if they
fail. If a supervisor fails and unable to send a heartbeat to Nimbus, or the task assigned
to a supervisor is timed out, then the Nimbus will reschedule that task to another slave
node. Additionally, Storm offers reliable spouts to replay the stream in case it is failed to be
processed.

4.4. Samza

Samza [52], developed in-house at LinkedIn in 2013 and later donated to Apache
Software Foundation. It is based on a unified design for the stateful processing of batched
data and high volume real time data streams. Samza is designed to support high through-
put (millions of messages per sec) for data streams while providing quick fault recovery
and high reliability. To achieve these design goals, samza uses some key abstractions,
such as partitioned streams, changelog capturing and local state management. Samza is
now adopted by several big companies including LinkedIn, VMWare, Uber, Netflix, and
TripAdvisor [53].

4.4.1. Architecture

Samza has a layered architecture that consists of three layers. Figure 8 depicts three lay-
ers of Samza architecture. A streaming layer which is responsible for providing replayable
data source such as Apache Kafka, AWS Kinesis, or Azure EventHub. The execution layer
which is responsible for scheduling and resource management, and processing layer which
is responsible for data processing and flow management. The streaming layer and execu-
tion layer are pluggable components. Data streaming can be provided by any existing data
sources. Similarly, cluster management and scheduling can be done by Apache YARN or
Mesos. However, Samza has built-in support for Apache Kafka data streaming and Apache
YARN for job execution. The execution model of a Samza Job is based on publish/subscribe
task concept. It listens to a data stream from Kafka topic, processes the message when it
arrives, and then sends its output to another stream. The data stream in Kafka consists of
several partitions based on a key value pair. Samza tasks consume data streams and can
run multiple tasks in parallel to consume all partitions of the stream in parallel. Samza
tasks are executed in the YARN containers. YARN distributes containers on multiple nodes
in the cluster and distributes tasks evenly among the containers. After execution the output
can be sent to another stream for further processing. Unlike common stream processing
systems, Samza is based on a decentralized model where there is no system level master to
coordinate activities rather every job has a lightweight coordinator to manage it.

Figure 8. The layered architecture of Samza.
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4.4.2. Data Processing Model

The data processing model of Samza builds upon two strong pillar: streams and jobs.
Streams are primarily the inputs and outputs of the samza Jobs. A stream in Samza is a
multi-part, ordered, multi-subscriber message sequence that is replay-able and lossless by
design. User programs in Samza are processed in the form of Samza jobs. A Samza job is
the code that consumes and processes a series of input streams and produce one or more
output streams. These jobs are represented in the form of a directed graph of operators
(vertices) connected by data streams (edges). The job and streams are further broken down
into smaller execution units of parallelism, called tasks and partitions. Each task receives
data from one or more partitions for each worker input stream. With this break down
of stream to partitions and jobs to parallel tasks, samza achieves a linear scalability with
number of containers [52].

4.4.3. Scheduling

For task scheduling and resource negotiation, Samza relies on pluggable cluster
managers like YARN and Mesos.

4.4.4. Fault Tolerance

To ensure fault tolerance, each task in Samza runs a changelog-capturing service
in the background that records incremental changes at a known place in the native file
system. A failed task can be restarted by replaying the changelog. When a container
restarts after a failure, it looks for the latest checkpoints and begins accepting messages
from the latest checkpoint offset, this ensures at least once processing guarantees. This
changelog mechanism is more efficient in comparison with full state check pointing, where
a snapshot of the entire state is stored [52]. For further efficiency gains, the change log
updates do not use the main computation hot path. Updates are stored in batches and sent
to Kafka periodically in the background using spare network bandwidth. Re-scheduling
a task after failure improves efficiency by Host Affinity mechanism that reduces the
overhead of accessing changelog remotely, however, this overhead is unavoidable in
case of permanent/long term machine failures.

4.5. Flink

Apache Flink is a distributed processing framework for stateful processing of un-
bounded and bounded streams of data. Flink is considered as next generation large scale
data processing framework that is designed to work in all popular cluster environments
with low latency and high throughput. Flink was initiated in 2009 at Technical University
of Berlin with the name Stratosphere [54]. In 2014, as an Apache incubator project, Strato-
sphere became an open-source project with the name “Flink”. Flink is known to process
data hundred times faster than MapReduce [55]. Due to its highly flexible windowing
mechanism, Flink programs can calculate early and approximate results, as well as delayed
and accurate results through the same process, so there is no need to combine different
systems for the two use cases [56].

4.5.1. Architecture

Flink has a layered architecture that consists of four layers (Figure 9). Primarily, Flink
is a stream processing engine that doesn’t offer a storage and resource management system
of its own, instead it is designed to read data from various streaming and various storage
systems. The core of Flink is a distributed data flow engine that receives user programs in
the form of a DAG. The DAG in Flink is a parallel data flow graph which contains a series
of tasks that produce and consume data streams. Flink has two main APIs: The DataSet
API for processing bounded data streams i.e., batch processing and the DataStream API
for processing potentially unbounded data streams. DataStream and DataSet APIs are
interfaces that programmers can use to define jobs. When compiling the program, these
APIs will generate a data flow graph.
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The Flink runtime mainly consists of three processes: Job Manager, Task Manager and
Client. The client receives the application code, converts it into a data flow graph, and then
sends it to the JobManager. This conversion stage will also create serializers and other type-
specific code. In addition, the program will go through a cost-based query optimization
phase. JobManager is the master process that controls the execution of a single application.
It is responsible for all activities that need to be centrally coordinated, such as distributed
execution of data streams, monitoring the status and progress of each task, scheduling new
tasks and coordinating checkpoints. Task Managers are the worker/slave processes that
actually processes the data stream. Each application is managed by a different JobManager
that receives the application from client. JobManager then requests the necessary resources
from the ResouceManager. When it receives enough TaskManager, tasks will be distributed
to the executing TaskManagers.

Figure 9. Apache Flink architecture.

4.5.2. Data Processing Model

All the Flink programs are compiled and converted into a common representation
i.e., the data flow graph. The data flow graph is then executed by the Flink’s execution
engine, which is a common layer under the DataSet and DataStream APIs. The data flow
graphs are executed in data-parallel manner. In a data flow graph, each edge represents a
stream of data, and each vertex represents an operator that uses application defined logic
to process data. Usually, there are two types of vertices, called source and sinks as depicted
in Figure 10. The source consumes external data and injects it into the application, while
the sink is meant to capture the results generated by the operators.
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Figure 10. A data flow graph in Flink. Here, edges represent data streams and each vertices represent
operators.

4.5.3. Scheduling

There are three scheduling strategies in Flink for resource allocation: all at once/eager
scheduling, lazy from sources scheduling and pipelined region scheduling. All at once/eager
scheduling tries to allocate required resources at once when the job starts. This strategy
is primarily targeted for streaming jobs because in case of batch processing, acquiring all
resources in advance will lead to resource underutilization as any resources allocated to
subtasks that could not run at any time due to blocking results will be idle and therefore
considered wasted. In order to solve the blocking effect and ensure that consumers are
not deployed before completing the operations of the respective producers, Flink provides
different scheduling strategy for batch processing. The lazy from source scheduling, starts
from source and deploys subtasks according to their topological order, this ensures that a
subtask can only be deployed if all of its inputs are ready. One limitation of this approach is
that it operates on individual tasks and thus treating all tasks in a similar fashion, without
considering the subtasks that are non-blocking and can be executed in parallel. To address
this limitation, the pipelined region scheduling is introduced in Flink, that analyzes Job
graph and identify pipelined regions before deploying tasks and subtasks. It schedules
each region only when all of its predecessors are executed thereby making all of its inputs
ready. If there are enough available resources, JobManager will try to execute as many
pipeline regions in parallel as possible [57].

4.5.4. Fault Tolerance

Flink provides reliable execution with exactly-once consistency guarantees. It takes
regular distributed snapshots of data stream and operator states. These snapshots serve
as consistent checkpoints, in case of failure, the system can fall back to these checkpoints.
Flink’s mechanism for taking these snapshots is introduced in [58] which is inspired by
the standard Chandy-Lamport’s asynchronous distributed snapshot algorithm [59]. A
general assumption made by the Flink’s fault tolerance mechanism is that the data source is
replay able. In addition to checkpoints recovery mechanism that is automatically triggered
upon failure, Flink also provides SavePoint mechanism which is manually triggered and
managed by the user. SavePoints support pause-and-resume jobs and scheduled backup. If
a TaskManager fails, JobManager requests ResourceManager for more processing slots, re-
stores the state of failed process using checkpoints, and re-executes it on another processing
slot. However, a failure at JobManager is critical, since JobManager monitors the execution
of streaming applications and manages related metadata. Flink supports a high-availability
mode, which is based on Apache ZooKeeper that stores all necessary metadata on a reliable
remote storage system. When the JobManager fails, a new or a standby JobManager takes
over the work of the failed JobManager by requesting the Zookeeper to yield JobGraph,
metadata and state handles of last successful check point of the application from the remote
storage.
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5. Comparative Analysis of Big Data Frameworks

This section presents a comparative analysis of the big data frameworks discussed
above. We identified various parameters and features to compare big data systems that
include scalability, fault tolerance, data processing model, support for programming lan-
guages, data storage, resource management, throughput, latency, scheduling, and maturity.
To provide a clear representation of the related concepts, the related features are grouped
to form a feature vector. To this end, seven distinct feature vectors are defined: general fea-
tures, performance related features, fault tolerance, data processing, architectural features,
machine learning support, and stream processing. These feature vectors are summarized
in Table 2 and discussed in the following subsections.

Table 2. Description of feature vectors.

Feature Vectors Components of Feature Vector

General features Main backers, maturity, implementation language, support for programming languages.
Architectural features Architecture model, data storage, resource management, scheduling, security.
Data processing Data processing model, execution model, processing mode, support for in-memory processing.
Performance Latency, throughput, scalability.
Fault tolerance Failure identification, failure handling, high availability.
Machine learning Native support, compatibility, supported ML algorithms
Stream processing Processing guarantees, state management, data source, processing format, stream primitives

5.1. General Feature Vector

This feature vector holds general characteristics of frameworks such as, main backers,
maturity, implementation language, support for programming languages. Table 3 sum-
marizes the comparison of the frameworks against general features. Every framework
has some strong backing of a well-established business company, for example Hadoop is
primarily backed by Google and Yahoo, Spark is backed by AMP Lab, whereas Storm’s
main backers are BackType and Twitter, Samza and Flink are backed by LinkedIn and
dataArtisans respectively. As regards language support, it can be seen that each framework
supports a number of programming languages with Storm topping the list with the support
of widest range of languages because Storm uses Thrift [60] definition to define and deploy
topologies. Since Thrift has code generation support for any high level programming
language so Storm topologies can also be defined using any programming language, thus
making Storm more developer friendly than its competitors. Maturity is a significant
parameter from adoption perspective, it is generally preferred that the framework is ma-
ture and well tested. Currently, Hadoop has overcome its unstable stage and it has now
developed more reliable and stable among its less mature counter parts. On the other hand,
as of today, Flink is still in its early stages of evolution, many features are continuously
being modified making Flink a little difficult to understand as a beginner, because there
may be less community support and limited active forums to discuss Flink-related queries.

Table 3. Comparison of big data frameworks with respect to general features.

Hadoop Spark Storm Samza Flink

Main backers Google, Yahoo! AMP Lab Backtype, Twitter LinkedIn dataArtisans
Implementation

language Java scala clojure scala, java java, Scala

Programming
language support

most of the high
level languages java, Scala, python, R any programming

language JVM languages java, Scala, python, R

Maturity very high high high medium low

5.2. Feature Vector Related to Architectural Components

Since, big data frameworks distribute workloads across multiple processors, that
requires splitting and distributing data files, managing the storage of data in a distributed
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file system, scheduling tasks across the available computing and ensuring security. In this
feature set we grouped together architecture related features such as architecture model,
resource manager, storage, scheduling and security. Table 4 summarizes the comparison
of the frameworks against architecture related features. It can be seen that four of most
popular frameworks are based on master/slave architecture, whereas, Samza has no system
wide master, instead Samza’s architecture is based on publish/subscribe model. Most of
the frameworks under discussion support resource management through Hadoop YARN
and Apache Mesos. All the frameworks provide reliable and fault tolerant computing
through different abstractions. Many big data applications are migrating from in-house
storage and preferred to be deployed in cloud environment where different users can
easily access or maintain privacy-sensitive data that leads to privacy and security risks. To
provide authorization and authentication for computing nodes, Hadoop and Storm use
the Kerberos authentication protocol [61]. Spark uses a password-based configuration as
well as Access Control Lists (ACLs) to ensure security. Flink uses Kerberos and TLS/SSL
authentication and Samza has no built-in support for security.

Table 4. Comparison of big data frameworks with respect to architectural features.

Hadoop Spark Storm Samza Flink

Architecture
Model master-slave master-slave master-slave publish-subscribe master-slave

Resource Manager YARN stand alone,
YARN, Mesos

YARN,
Mesos

stand alone, YARN,
Mesos

stand alone, YARN,
Mesos

Storage HDFS HDFS, HBase,
Hive, Casandra HDFS HDFS HDFS, streams

databases,

Scheduling Fair, FIFO,
Capacity FIFO, Fair

default, isolation,
multitenant,

resource aware

YARN
scheduler

all at once,
lazy from source,
pipelined region

Security
Kerberos

authentication
protocol

Password based
shared secret
configuration,

Access Control
Lists (ACLs)

Kerberos
authentication

protocol
no built-in security

Kerberos and
TLS/SSL

authentication

5.3. Feature Vector Related to Data Processing

Data processing in big data frameworks define how the data is processed and how the
computations are represented in the system. Hadoop is a batch processing system that is
best suited for large scale data processing. Storm and Samza are stream processing systems.
Spark and Flink are hybrid systems that can handle batch as well as streaming data. Stream
processing frameworks can handle virtually unlimited data volumes. However, they
generally process streaming data in one of the two ways, native streaming that processes
data items as they arrive or micro-batching which processes very small batches of incoming
data. Spark and Storm uses micro-batching while Samza and Flink uses native streaming.
Table 5 compares big data frameworks on the basis of data processing features.

Table 5. Comparison of big data frameworks with respect to feature vector related to data processing.

Hadoop Spark Storm Samza Flink

Execution Format batch only batch and stream stream only stream only batch and stream
Data Processing Model MapReduce DAG Topology DAG of operators data flow graph

Processing Mode batch processing micro-batching micro-batching native streaming native streaming
In-memory processing No Yes Yes yes yes

5.4. Feature Vector Related to Performance

This feature vector includes performance metrics and those parameters that have
a significant impact on the performance of a big data framework. This includes latency
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that defines how quickly a data item can be processed, throughput and scalability. The
desired value of latency is as low as possible and the desired value for throughput is
as high as possible. Scalability defines the ability of a system to adapt to change in
workloads by involving additional resources. Scalability can be achieved either by making
existing resources stronger and faster so that they can efficiently handle increased workload
(referred as scale-up) or adding more resources in parallel to spread out the increased load
(referred as scale-out). Comparison of big data frameworks with respect to performance
related features is shown in Table 6.

Table 6. Comparison of big data frameworks with respect to performance related features.

Hadoop Spark Storm Samza Flink

Latency high
(seconds)

low
(few seconds)

very low
(sub seconds)

very low
(sub seconds)

very low
(sub seconds)

Throughput high High medium high high
Scalability high Moderate moderate low high

5.5. Feature Vector Related to Fault Tolerance

To improve the reliability and performance of big data systems, the adoption of fault
tolerant systems has grown over the years. The need for highly fault tolerant systems arise
due to the frequent failures caused by the complexity, scale and heterogeneity of underlying
systems. Fault detection is the starting point of any fault-tolerant mechanism, that enables
faults to be detected as soon as they appear within the system. In large-scale systems,
stable fault detection methods such as heartbeat mechanism and fault prediction are used.
Most big data frameworks are based on the heartbeat detection approach [18]. After
fault detection, fault recovery is used to restore the faulty component’s normal behavior.
Data replication is typically used to ensure the reliability of storage systems. Google
File System and HDFS both storage systems employed this method for fault tolerance
and high availability. Redundant processing and redundant storage of in-processing
metadata is used to recover faults that occur during the data processing. Checkpointing is
another approach to ensure fault tolerance in big data systems which is used by stream
processing engines or real time transactions where low latency is desired. Table 7 presents
a comparison of frameworks on the basis of feature vector related to fault tolerance.

Table 7. Comparison of big data frameworks with respect to features related to fault tolerance.

Hadoop Spark Storm Samza Flink

Fault detection heart beat
mechanism

heart beat
mechanism

heart beat
mechanism

Keeping in-memory
record of all emitted

tuples and tracks
them within a

configured timeout

heart beat mechanism

Fault Recovery Data Replication RDD lineage
Tuples acknowl-

edgement,
Zookeeper

Change log capturing Light weight
distributed snapshots

High
availability

Redundant standby
NameNodes and

ResourceManagers

Multiple
masters with
Zookeeper

Running
multiple standby
Nimbus servers

Relies on YARN’s
high availability

mode

Stores JobGraph and
all necessary metadata

on a reliable remote
storage system

5.6. Feature Vector Related to Support for Machine Learning

Machine learning is a powerful tool that enables the use of data to make predictions
and help to make decisions. The core of machine learning is data that empowers the
underlying models. The emerging technologies of big data processing heavily incorporate
machine learning tools to help make smarter and more informed decisions based on data.
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Since machine learning concepts and algorithms are increasingly used in big data
analytics, thus almost all of the frameworks are complemented with machine learning
libraries and toolkits. Though, no special platform or library is required to execute machine
learning tasks on Hadoop clusters, yet, a set of machine learning packages that can be
run on Hadoop includes Mahout, H2O, Distributed Weka and Oryx [10]. Spark and Flink
have their native machine learning libraries. Spark’s MLlib aims to simplify machine
learning tasks for Spark. Its core functions include clustering, classification, collaborative
filtering and regression. Additionally, it also includes algorithms for dimension reduction,
transformation, optimization and feature extraction [10]. FlinkML is Flink’s native machine
learning library which was released in April 2015. It aims at providing extensible machine
learning tools and algorithms for the development of complex machine learning applica-
tions. Storm and Samza both do not offer native machine learning library. However, both
have compatibility with SAMOA [62]. As can be seen from Table 8, that all five frameworks
have support for either native or in compatibility mode for machine learning tools that
implements clustering, classification and regression algorithms. However, H2O is the
only machine learning platform considered in this paper that implements deep learning
algorithms, consequently, those frameworks that can be integrated with H2O offers deep
learning algorithms.

Table 8. Support for machine learning tools and algorithms in big data frameworks.

Frameworks Machine Learning Tools Machine Learning Algorithms

Native ML
Support Compatibility Deep

Learning Clustering Collaborative
Filtering Classification Regression

Hadoop Mahout Distributed Weka,
Oryx, H2O, SAMOA 4 4 4 4 4

Spark MLlib Distributed Weka,
H2O, Mahout, Oryx 4 4 4 4 4

Storm - SAMOA, H2O 4 4 × 4 4

Samza - SAMOA × 4 × 4 4

Flink FlinkML SAMOA × 4 4 4 4

5.7. Feature Vector Related to Stream Processing

The streaming frameworks apply computations on the data as it enters the system.
This requires a different processing model from batch processing. Rather than defining the
operations that are applied to the entire dataset, stream processors define the operations
that will be applied to individual data items or extremely small batches of data. These
operations usually maintain no or minimal state in between record. However, some
frameworks provide some mechanism to maintain state. There are some important features
that revolve around stream processing frameworks, such as state management, processing
guarantees, stream primitives etc. Table 9 compares the stream processing frameworks on
the basis of these features.

Table 9. Comparison of big data frameworks with respect to features related to stream processing.

Spark Storm Samza Flink

Processing
Guarantees exactly once at least once at least once exactly once

Data Source HDFS, DBMS, Kafka Spout Kafka HDFS, DBMS, Kafka

Processing Format micro-batches micro-batches continuous flow streaming continuous flow streaming,
batched, micro-batched

Stream Primitives Dstream Tuple message datastream
State Management stateful stateless stateful operators stateful operators
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6. Discussion

Hadoop MapReduce leverages disk storage. As each task needs to access the disk
to read and write multiple times, so it is usually very slow. However, since disk space is
typically one of the copious resources on a server, which means, MapReduce can process
huge datasets. This also means that MapReduce jobs can usually be executed on less
expensive hardware than some alternatives because it doesn’t use in-memory computations.
This makes Hadoop best suited for very large datasets where execution time is not a
constraint. Hadoop MapReduce is highly scalable, it can scale up to thousands of nodes
(Hadoop cluster at Yahoo! is reported to have 42,000 nodes [11]). Hadoop not only has a
strong ecosystem but is also often used as a building block for other frameworks. Several
frameworks and execution engines integrate Hadoop to use the capabilities of HDFS and
YARN.

Spark is significantly faster than Hadoop due to its in-memory data structure RDDs
and DAG scheduling. It supports both batch and stream processing models, which gives
the advantage of managing multiple processing workloads from a single cluster. In addition
to its core capabilities, Spark has a sound set of libraries for machine learning, interactive
queries, and iterative jobs, etc. It is largely acknowledged in developer communities
that Spark tasks are easier to write than MapReduce, which has a significant impact on
performance [63]. Spark uses micro-batches for processing which means it buffers data
as it enters the system. Though, the buffer is capable of keeping a large amount of data
but waiting for the buffer to be flushed can cause a significant increase in latency, thereby
making Spark streaming a less suitable choice for the applications where low latency is
required. However, Spark is a good fit for applications where high throughput is more
desired than latency. Also, because Spark uses in-memory computations and memory is
often more expensive than disk, Spark may be more expensive than disk-based frameworks.
However, faster execution means tasks can be finished early, which can completely offset
the cost of working in a paid work environment. Yet, in a multitenant environment, Spark
may be a less considerate neighbor as compared to Hadoop due to its extensive resource
usage.

Storm is one of the most trusted solutions for the near real-time workloads that need
to be processed with minimal latency. Storm is usually a good choice when processing time
has a direct impact on the user experience, for example during interactive web sessions.
Storm provides at least once processing guarantee, which means that every message
is guaranteed to be processed, but some messages may be processed more than once.
However, after the release of Trident, it supports exactly once processing guarantee. Storm
does not support batch processing, though, Storm with Trident offers the flexibility of using
micro-batches as an alternative to pure streaming. For interoperability, Storm integrates
with the YARN and can be easily connected to existing Hadoop implementations. Strom is
polyglot and supports more programming languages than any other framework.

Samza is heavily reliant on Kafka to ensures some unique features to the system. For
example, Kafka provides replicated storage with notably low latency and a low-cost multi-
subscription model for each data partition. Samza’s fault tolerance mechanism has a strong
contribution coming from Kafka. Results are also written back to Kafka that can be ingested
by later stages. Writing the results directly to Kafka also helps eliminating backpressure
problem [63]. Backpressure occurs when the peak load causes data to flow faster than
the real-time processing speed of the components, resulting in processing downtime and
possible data loss. Kafka is capable of holding data for longer time periods that enable
components to read and process data at their convenience. The strong coupling between
samza and Kafka leads to the loosely coupled processing stages. Samza is suitable for
organizations in which multiple teams may need to access data streams at different stages
of processing because several subscribers can consume the output of each stage. Samza
can store state with the help of a fault-tolerant check pointing system and offers at-least
once processing guarantees. This makes it provide inaccurate recovery of the aggregated
state such as counts because, in case of failure, data can be delivered multiple times.

131



Appl. Sci. 2021, 11, 11033

Like Spark, Flink is also a hybrid framework that provides low-latency streaming and
supports traditional batch processing tasks. However, Spark is not preferred for streaming
in many use cases due to its micro-batch processing style. While Flink provides real
stream processing with low latency and high throughput. Flink treats batch processing as
a special case of streaming i.e., bounded data stream. This is contrary to other frameworks
approach, where batch-processing is the primary processing model and streaming is used
as a subset of it. Unlike other frameworks that relies on Java garbage collector, Flink has its
own memory management mechanism that handles garbage collection, partitioning and
caching. While running in the Hadoop stack, it is designed to be a fair neighbor and only
consumes the resources it needs at any given time. Flink’s language and rich API support
is limited to Java and Scala thereby, making it not a good fit if more support for high level
APIs is needed.

To summarize the discussion above, there is no best fit for all solution, rather every
framework has its own strengths and weaknesses. Which framework is most appropriate
for a project is dependent largely on the nature of data being processed, the time constraints,
and the type of processing that is intended in that particular project. There is a trade-off
between implementing the best fit for all system and dealing with highly focused projects,
and similar considerations apply when comparing innovative but new systems with well-
tested and mature solutions. Table 10 presents the application use cases where each of the
discussed frameworks ideally fits in.

Table 10. Application use cases where each of the frameworks ideally fits in.

Big Data Frameworks Best Fit Application Use-Cases

Hadoop Applications that require batch processing of very large
datasets where execution time is not a hard constraint

Spark Applications with batch or streaming workloads where high throughput is more desired than latency
Storm Streaming applications where extremely low latency is desired with at least once processing guarantees

Samza Streaming applications that require multiple teams to access same data streams at different stages of
processing

Flink Applications with batch or streaming workloads where extremely low latency is desired with exactly
once processing guarantees

Spark Applications with batch or streaming workloads where high throughput is more desired than latency
Storm Streaming applications where extremely low latency is desired with at least once processing guarantees

7. Conclusions

In the presence of a number of available big data processing frameworks selecting
most appropriate framework according to application context is non-trivial. To choose the
appropriate framework for an application, one must consider a number of features and
characteristics of the system. In the literature, several studies have performed comparisons
of big data frameworks but these lack detailed comparison of architecture with respect
to the core functionality of its components. No specific guidance is provided to help
developers and practitioners in the selection of a suitable framework for their application.
Furthermore, the classification of features that are used for comparative analysis is lacking.
To fill this research gap, our work aims to provide a comprehensive review of most popular
big data frameworks in an attempt to highlight the strengths and weaknesses of each
framework. The features used for comparative analysis are logically classified the into
seven feature vectors. The frameworks are thoroughly compared with respect to identified
feature vectors. Furthermore, we pointed out the application use cases where each of the
frameworks ideally fit in and a detailed discussion is presented that can serve as a decision
making guide to select the appropriate framework for an application.

This work differs from existing studies in number of ways. First, a detailed-oriented
review of big data frameworks is presented with respect to four significant aspects: archi-
tecture, fault tolerance, data processing model and scheduling. Second, this paper presents
a purposeful discussion related to the core characteristics of big data frameworks. The
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findings can help in selecting the most competent and preferable system according to
particular scenario or application requirement.

We believe that our work will benefit the researchers and practitioners in the following
ways:

• In the literature, the qualitative comparisons were performed in bits and pieces and
architecture of the frameworks were discussed and analyzed briefly. Furthermore, the
classification of features that are used for comparative analysis is lacking. In this paper,
we have logically classified the features into seven feature vectors. We thoroughly
compared the frameworks in terms of identified feature vectors.

• Although, the official documentation of the frameworks contains information about
the architecture of the framework, but this information cannot be used to compare
the frameworks because there is no consistent view under which the information
is presented for each framework. The documentation varies from framework to
framework on the basis of the format on which the information is presented and the
characteristics are considered. Hence, there is no consistent view available through
which one can compare these frameworks and conclude some frameworks selection
guidelines. We have analyzed the popular big data frameworks in detail under a
consistent view of feature vectors. That is, all the frameworks are compared and
discussed on the basis of the four significant aspects and seven feature vectors. Thus,
we have presented the information in systematic way. The readers can easily assess the
pros and cons of each framework under a consistent view. Since, the information has
been structured in a systematic way therefore, it is easy to perform a cross-comparison
of the systems.
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Abstract: This paper innovatively analyses the joint occurrence of cognitive biases in groups of
stock exchange investors. It considers jointly a number of common fallacies: confirmation bias, loss
aversion, gambler’s fallacy, availability cascade, hot-hand fallacy, bandwagon effect, and Dunning–
Kruger effect, which have hitherto been studied separately. The paper aims to highlight the diverse
range of investor’s profiles which are characterised by such fallacies, and the considerable differences
observed based on their age, stock market experience and perception of market trends. The analysis is
based on k-means and hierarchical clustering, feature importance and Principal Component Analysis,
which were applied to data from the Tehran Stock Exchange. There are a few essential findings which
contribute to the existing literature. Firstly, the results show that gender does not have a role to play
in diversifying the investors’ profiles. Secondly, cognitive biases are bundled, and we distinguish
four investors’ profiles; thus, they should be analysed jointly, not separately. Thirdly, the exposure
to cognitive biases differs significantly due to the individual features of investors. The group most
vulnerable to almost all analysed biases are inexperienced investors, who are pessimistic about
market developments and have invested a large amount. Fourthly, the ages of investors are essential
only in connection with other factors such as experience, market perception and investment exposure.
Young (20–40 years), experienced investors with huge investments (+1000 mln rials/+24,000 USD) are
mostly less exposed to all biases and much less risk-averse. Additionally, older (50+) and experienced
investors (5–10 years) who are more optimistic about trends (hot hand bias) were affected much less
by cognitive biases, only showing vulnerability to the Dunning–Kruger effect. Fifthly, more than 40%
of investors apply consultation and technical analysis approaches to succeed in trading. Finally, from
a methodological perspective, this study shows that unsupervised learning methods are effective in
profiling investors and bundling similar behaviours.

Keywords: cognitive bias; stock market; behavioural finance; investor’s profile; Teheran Stock
Exchange; unsupervised learning; clustering

1. Introduction

The psychological characteristics of stock market investors has always been a point
of interest for behavioural scientists who seek to unfold the decision-making processes of
investors based on their attitudes and specific attributes. Transactions on the stock market
are based on information, while the way in which the information is processed directly
impacts the behaviour of the financial system. The central assumption that financial and
economic models are based on the rationality of investors is far from the reality. In fact,
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traditional theoretical models have failed to justify investors’ cognitive biases. This phe-
nomenon in financial markets which causes stock prices to deviate from their fundamental
values consequently attracts arbitrageurs and creates stock market bubbles and causes
capital flight. Economists have underlined that these fallacies have a considerable impact
when they result in collective actions, that is, when they are replicated and enforced by
the actions of other investors [1,2]. In the case of financial markets, this may bring about
instability or even crises.

Economic and psychological literature (e.g., [3]) lists almost 100 different cognitive
biases; however, not all of them refer to investors’ behaviour in financial markets. We
selected seven of them: confirmation bias, loss aversion, gambler’s fallacy, availability
cascade, hot-hand fallacy, bandwagon effect, and Dunning–Kruger effect. These are often
listed as the most critical fallacies occurring in financial markets. However, the literature
thus far has primarily analysed them individually, which has created an important research
gap. This paper considers the joint cognitive biases affecting stock exchange investors;
this is the main area of innovation in the research. We propose the hypothesis that these
bundles of cognitive biases are heterogeneous among different groups of investors, and
that this may form the foundations of some specific market distortions.

As many researchers have shown (e.g., [4,5]), inter-cultural differences affect the
economic and investment decision-making process. Economic and cultural systems, in-
volvement in financial issues, wealth, attitude to risk and many other factors influence
behavioural patterns. This means that the results of studies on financial markets can not
necessarily be extrapolated to other markets; in fact, all cultural environments need special
attention. What is more, international, and intercultural comparisons are necessary for
understanding the degree to which these environments are specific. There is a relative
wealth of studies contained within the literature on well-developed financial markets
and the behaviour of their investors, while studies on less-developed markets are sparser.
Teheran Stock Exchanges of investors on the Tehran Stock Exchange (TSE) are gaining
increasingly more attention in the literature. Indeed, one can find studies focusing on
the following: IPOs (Initial Public Offering) [6], confirmation of the existence of these
effects [7,8], correlation of personality characteristics with conservatism and availability
biases [9], targeting of a deeper understanding of individual investment decisions and
portfolios [10–12]; demonstration of the correlation between overconfidence and trading
volume [13]; and an examination of intuitive thinking [14] and mental accounting [15].
However, these studies mostly report the existence of these effects but do not explain
interactions between cognitive biases. This paper fills this gap by examining bundles of
cognitive biases evident in the behaviour of Iranian stock exchange investors. It delivers
further insight to the international community with regard to this niche financial market.
An important aspect of studies on cognitive biases and investors’ behaviour beyond the
cultural environment is the research methodology. The most common stream of research
focuses on analysing stock prices and volumes and drawing conclusions on psychological
attitudes and failures indirectly by assuming the behavioural patterns (e.g., [16]). Such
studies usually examine time series and their correlations and co-integration (e.g., [17]).
The second, much more infrequent stream of research concentrates on surveying investors
in the market directly. Our research method develops this direct approach by examin-
ing investors’ behavioural attitudes and such profile metrics as gender, age, investment
amount, and portfolio experience. Individual data require adequate quantitative analytics.
This study proposes the use of unsupervised learning methods, such as clustering and
dimension reduction, which enable a more detailed analysis of investors’ profiles to be
conducted. This methodology may reveal which cognitive biases occur either jointly or
separately, and whether personal and professional concerns have a significant role to play
in their occurrence.

Contributions: This study fills a research gap and proposes a few contributions in
behavioural economics and finance:
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1. It uses the joint analysis of cognitive biases observed among stock market investors
to derive investors’ behavioural profiles;

2. It examines bundles of cognitive biases present among TSE investors;
3. It provides methodological solutions based on individual data using unsupervised

learning methods better to understand bundles of cognitive biases and investors’
profiles.

The remainder of the paper is as follows. Section 2 presents the literature review on
seven analysed cognitive biases, Section 3 gives a summary of the study design, Section 4
describes details of the quantitative analysis, Section 5 discusses the results, and Section 6
provides the conclusions.

2. Cognitive Biases in the Stock Market: Literature Review

This section presents and discusses the most commonly observed cognitive biases that
occur in the decision-making process of stock exchange investors. Those mental effects are
the basis of this study and are empirically tested in the analytical part of this paper.

Cognitive bias can be defined as a systematic error in the thought process that occurs
when people handle and interpret the data and knowledge at their disposal, affecting
their judgements and conclusions [3]. Even though the human brain is well developed
and highly complex, it is nevertheless subject to limitations. Cognitive biases are often
the result of the brain’s attempt to automate the processing of information and make the
interpretation of such information more understandable and straightforward. However,
there are some situations in which these biases have a substantial impact on the decision-
making process, which is the main focus of this study.

This study considers the seven most common fallacies that investors in the stock
market commit in their financial decisions: confirmation bias, loss aversion, gambler’s
fallacy, availability cascade, hot hand fallacy, the bandwagon effect, and the Dunning–
Kruger effect. These fallacies are the central focus of the paper. They are discussed below
and addressed in a further part of the study in the form of a questionnaire. There also
exists a number of other fallacies which were not covered in this text: mental accounting,
adjustment bias, affinity bias, anchoring bias, cognitive dissonance bias, herd behaviour
bias, hindsight bias, the illusion of control, incentive-caused bias, limited attention span
(or bounded rationality), neglect of probability, outcome bias, overconfidence bias, over-
simplification tendency, recency bias, a paradox of choice, regret bias (or endowment bias),
representativeness bias, restraint bias, self-attribution bias, self-control bias, and snakebite
effect. A wider list can be found in [3].

Confirmation bias—following [18], “confirmation bias is the tendency to seek out
information that supports our beliefs and ignore information that contradicts them.” In
the stock market, it is likely that investors overlook information that is not entirely aligned
with their ideas, especially when they acquire information that confirms their beliefs.
However, through comprehensive research, McKenzie [19] has shown that even simply
asking confirmatory questions can lead to a false sense of confirmation among investors.
Investors’ reactions to good and bad information depends on their attitudes; pessimistic
investors undervalue good news and over-react to bad news. Conversely, optimistic
investors over-react to good news and respond too optimistically to bad news [20]. This
diversity in the handling of information causes deep divisions among traders and may
explain particularly diverse behaviours in stock markets [21]. This cognitive bias was
addressed in Q7 of the survey: “If you hear that the company which you invested in is on
the verge of declaring bankruptcy, you consider selling your stocks”.

Loss aversion is observed among investors who must choose between guaranteed,
low-return investments and riskier, high-return investment. As Tversky and Kahne-
man [22] have shown in their experiments (confirmed recently in [23]), such investors
are more sensitive to losses than gains. This leads to numerous perspectives on every
individual choice and asset price in stock markets. Loss aversion influences the financial
markets by impacting the risk attitudes of investors. It essentially occurs when investors
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continue to hold onto losing investments for much longer than they should and end up
suffering much more significant losses than they otherwise would have. Investors do
not acknowledge a loss as being such until it is realised; they can avoid mentally and
emotionally coming to terms with the truth of their loss as long as they have not yet closed
out the trade. This cognitive bias was addressed in Q8 of the survey: “You prefer to
choose a low-return, guaranteed investments rather than a more promising investment
with higher risk”.

Availability cascade is recognised as a self-reinforcing cycle in which a specific idea or
belief gains rapid currency in popular discourse; its rising popularity makes people more
likely to believe it and to spread it further among society. This bias mainly occurs due to
the combined effects of two distinct components: informational cascades and reputational
cascades [24] (in the case of stock exchange investors, this would start with the verification
of decision based on the findings of social media reports and announcements broadcasted
by news agencies). When these two types of cascades happen simultaneously on a large
scale and strengthen each other, a phenomenon is triggered whereby a piece of news or
information is repeated and widely circulated. The result is an availability cascade, where
investors regularly spread a specific chunk of data or a particular belief while increasing
the opportunity for others to do likewise.

Accordingly, an availability cascade is a kind of positive-input framework, since the
greater the number of individuals bringing attention to an idea, and the more time they
spend doing so, the more others are inclined to do the same. In particular, when the rising
prevalence of a specific belief is such that it reaches a specific minimum amount and passes
this threshold, the attention it draws is sufficient to set off a chain response, which makes it
increasingly indisputable.

Pollock et al. [25] have examined how the recency and availability of information
regarding others’ actions within and between different communities have a significant
role to play in the allocation of attention and evaluations. They have demonstrated how
widely available and recent information interacts to influence people’s attention and
evaluation, which is a foundation of the availability heuristic. They have also shown
that market investors use the information gained from others’ activities to handle the
unpredictability of the market. By definition, it advances directional research on how
imitative characteristics affect market activities. Their study emphasised how the public
impact is conveyed through homogenised practices, social networks, and learning. Yet,
they illustrated a more widespread procedure of social effects based on the core activities
carried out by a group of market investors, their collaborative motion and direction, and
the market roles of various actors. Their study also offers “additional insights into the
cognitive biases of persistence and change in social systems that may not be apparent when
a researcher is studying these systems from a purely structural point of view or considering
interactions within a single community.” This cognitive bias was addressed in Q10 of the
survey: “You read in the news that the company you invested in experienced a high level
of trading on specific days. You buy more stocks of the company in the upcoming days”.

Gambler’s fallacy is the expectation that a random sequence of outcomes should
exhibit systematic reversals and that a long series of the same results are of low probability.
It occurs very regularly, especially for inexperienced investors. Kenton [26] explained it
as a phenomenon that takes place when an individual wrongly believes that a particular
stochastic event is less likely to occur based on the outcome of a preceding event or
series of events. This evaluation is incorrect, since past occurrences do not change the
probability that certain events will occur in the future. Hon-Snir [27] describes this bias as
“an (incorrect) belief in negative autocorrelation of a non-auto correlated random sequence.
For example, individuals who are prone to the gambler’s fallacy believe that after three
red numbers appearing on the roulette wheel, a black number is ‘due’ that is, it is more
likely to appear than a red number”. The history of this behaviour goes back to 1796
according to a published paper by Wilcox [28]. It was first identified in the laboratory
and under controlled circumstances in the literature on probability matching. It was
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observed in real life in a Las Vegas casino in 1913; for this reason, it is known as the
Monte Carlo fallacy. The gambler’s fallacy is caused by the representativeness heuristic
(Tversky and Kahneman [29]). Examples of this fallacy include the instance where a group
of experienced investors were asked a couple of questions [30] in order to identify their
thinking methodology and, consequently, their decision-making approaches; there are also
documents revealing that market “signals” considered by practical analysts are compatible
with a number of cognitive fallacies, including gambler’s fallacy. In general, the gambler’s
fallacy is considered to be a well-known phenomenon, both in the laboratory and in the real
world, including stock market decisions and behaviour. This cognitive bias was addressed
in Q9 of the survey: “The price of the company which you invested in has decreased in the
last six months, thus you expect it to increase in the next six months”.

Hot hand fallacy is the opposite of gambler’s fallacy; it is the belief in excessive
persistence rather than reversals [31]. It assumes that a long series of the same results
will last longer still. It relies on the intuition accumulated from past events and the
transposition of their results into future outcomes. With hot hand fallacy, though, one may
think that a winning streak will continue in the future so that it can be interpreted as a false
uninterrupted success sequence. Rabin and Vayanos [32] have built a theoretical model for
the analysis of both hot hand and gambler’s fallacies and have proven that both cognitive
biases may strongly impact the behaviour of financial markets. It was also shown by way
of experiment that it is gender-dependent and that female-only groups are more prone
to this bias than male-only groups [33]. This cognitive bias was addressed in Q11 of the
survey: “As the returns of the company you invested in have risen over the last six months,
you would expect them to continue to rise over the next six months”.

Bandwagon effect (or groupthink) is part of a larger group of cognitive biases or
errors in thinking that influence people’s judgments and decisions [34]. Cognitive biases
are often designed to help people think and reason more quickly, but they often introduce
miscalculations and mistakes. “If potential investors pay attention not only to their own
information about a new issue, but also to whether other investors are purchasing, band-
wagon effects, or informational cascades, may develop” [35]. This phenomenon is similar
to the herd behaviour of agents and can be observed in the stock market decision-making
process when investors try to include themselves in a large cluster of investors, so they feel
relatively safe and secure regarding their investment (since everyone else is walking the
same path). In reference to financial markets, the bandwagon effect can be observed when
an investor who discovers that the total trading proportion for the company they invested
in was more than expected would consider increasing the sum of their stock market share.
This cognitive bias was addressed in Q12 of the survey: “Over the past two months, the
total trading proportion for the company you invested in was more than expected, so you
consider increasing the sum of your stock market holdings”.

The Dunning–Kruger effect is observed when people tend to overestimate their own
competency, which leads to overconfidence and underestimation of the limits of their own
understanding [36]. This fallacy is especially dangerous in situations where agents assume
that they have sufficient knowledge for predicting and managing their stock portfolios. It
can also be more time-consuming for investors to behave in this way. In our question, we
asked about the impossibility of making a profit from the market, which is based on the
Dunning–Kruger curve; this stage is identified as a “valley of despair”, and it occurs after
the initial stage on which most investors entering the field think that they are relatively
knowledgeable about every aspect of the stock market. This cognitive bias was addressed
in Q13 of the survey: “Making a profit from investing in the stock market is very difficult
and at some point, becomes impossible”.

3. Survey Design

This research is based on a collection of individual data, such as the answers from TSE
investors to a particular set of questions. The questions surveyed their attitudes towards
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specific cognitive fallacies in the context of financial investment. Some crucial aspects of
the survey design are discussed below.

Firstly, in addition to a good sample, an effective survey design requires the robust
design of questions that can reliably reflect people’s thoughts, experiences, and public
actions. Accurate random samples and high response rates may not be possible if the
information obtained is subject to uncertainty or bias. The fundamental development
of suitable measures includes writing suitable questions and then arranging them in a
questionnaire format. The questionnaire constitutes a multi-stage process that highlights
and scrutinizes many details simultaneously. The task of designing the questionnaire is
not a straightforward one, since questions can be asked in various formats and to different
levels of detail. Questions posed earlier in the survey can also affect how participants
respond to later questions. The survey design process becomes more intricate when it
involves the estimation and measuring of the degree of psychological biases. It is necessary
for us to scrutinise all aspects of design, including verifying the order of questions, in order
to ensure that the respondents answer each question accurately, which ultimately gives us
the means for our study. All these aspects were considered when designing a questionnaire
(see Appendix A) which addresses the cognitive fallacies discussed.

Secondly, one should understand the institutional environment of interviewees. The
research was conducted on the Iranian Stock Exchange. There are a wide variety of entities
active in the Iranian capital market (Figure 1). There are four exchanges, comprising
two equity markets, TSE (Tehran Stock Exchange) and IFB (Iran Fara Bourse), and two
commodity markets, IME (Iran Mercantile Exchange) and IRENEX (Iran Energy Exchange).
They are supported by institutions such as CSDI (Central Securities Depository of Iran),
and IDS (Information Dissemination Services), and associations such as IIIA, SEBA, and
TSETMC (Tehran Securities Exchange Technology Management Co.). Since November 2005,
the Tehran market has been in its fourth stage of development, oriented towards attracting
small investors and financing companies. As of September 2021, TSE’s total market
capitalisation was USD 1,427,595,000 (CEIC data). As these markets play a constructive
role in the allocation of resources and national capital, they are heavily relied upon for the
economic development of society. TSE has a similar structure to other markets of its size
and impact, which increases the transferability of results.
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Thirdly, the survey should mimic the behavioural conditions of decision-makers; this
may lead to a high degree of consistency in the questionnaire and participants’ natural
reactions. The psychological aspect of decision-making in the stock markets cannot be
overlooked, since many investors tend to bypass rationality and, at some point, rely
solely on intuition. These effects, which can also be referred to as fallacies, are based
on feelings, emotions, and intuition, rather than on rational considerations, and they
often result in inferior financial performance [27]. Additionally, cognitive biases can be
understood as “hard wired” actions [37], making us all liable to take shortcuts, oversimplify
complex decisions and be overconfident in our decision-making processes. Therefore,
understanding the cognitive fallacies of the stock market holders can lead to better decision
being made, which is fundamental to lowering risk and improving investment returns
over time. Furthermore, investors can often be misled, simply due to the order or manner
in which they have received information or the circumstances under which they make a
decision; therefore, being aware and mindful of these biases can ultimately lead to optimal
investment judgments being made. Consequently, survey questions were kept as direct
and straightforward as possible and were pilot tested for wording and transparency of
meaning. They were also inspired by other questions which already had an established
place in the literature.

Fourthly, the operational details of the survey are of high importance for the valida-
tion of results. The sample comprises 104 surveyed investors, the stock market holders
in TSE (Tehran Stock Exchange). The study aims to analyse their behaviour based on the
most well-known examples and cases of cognitive biases. In order to measure the tendency
to exhibit these expected behaviours, we dedicated specific questions in the survey to
analysing these biases. After some initial general questions regarding gender, age, experi-
ence, the preferred method of approach in the stock market and the amount of the stock
market holder’s investment, we asked questions that analysed the behaviour of the investor
in terms of cognitive biases. We also included a question addressing investor’s overall
views of Iran’s economic situation, which we believe can link the underlying approach of
the investor—being either optimistic or pessimistic—to their individual thought process,
which ultimately influences their choices around selling or buying stocks and mutual funds.
Furthermore, the questions were based on the Likert scale for multiple choice answers,
since this is the most widely used psychometric approach for asking the investors about
their opinions or feelings about different stock market situations in a survey. Details of the
survey are in the Appendix A. As will be shown in the following sections, this approach
enables a valuable and reliable research sample to be obtained, in turn allowing conclusions
to be drawn on the bundling of cognitive biases.

Fifthly, we present threats to validity. We have analysed the existing research that
(1) considered cognitive biases of investors on financial markets, (2) examined seven se-
lected biases jointly, (3) analysed individual data from investors’ surveys, and (4) examined
the behavioural studies for Tehran Stock Exchange. We have screened the databases of Web
of Science, Scopus, IEEE Xplore, ACM Digital Library, Science Direct, and Springer Link.
Additionally, we ran forward and backward searches in Google Scholar and Research Gate.
We looked for multiple combinations of “stock exchange”, “financial market”, “Tehran
Stock Exchange”, “confirmation bias”, “loss aversion”, “availability cascade”, “gambler’s
fallacy”, “hot hand”, “bandwagon effect”, “Dunning–Kruger effect”. We focused on papers
published since 2017 in the first round and since 2010 in the second round. The usefulness
of the research was assessed based on the abstract. We found many papers that dealt
with a given cognitive bias separately, which was not our interest. We did not find any
papers which either analysed seven cognitive biases jointly or used unsupervised learning
methods. All other papers presenting interesting approaches and findings were mentioned
as references.
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4. Study Results

The analysis presented below was conducted in three ways. Firstly, we followed the
traditional statistical approach of testing the hypothesis on equality of means in subgroups
by features, also crossed with gender, age and market experience. This allowed us to gain a
greater understanding of the one- and two-dimensional relationships between perceptions
and the personal attributes of investors. Secondly, we ran a Principal Component Analysis
(PCA) to reduce features with similar information in order to determine the strength
and direction of cognitive biases. We also carried out clustering of observations using a
dendrogram and k-means to separate groups of features revealing similar behaviour; the
role of these factors in building clusters of features was tested using the variable importance
method. Thirdly, we applied clustering of features using a dendrogram and k-means to
separate groups of investors revealing similar behaviour; we put the investors’ profiles
showing similar behavioural patterns into the following subgroups: age, invested amount,
market experience and market perception. All computations and graphics were conducted
using R software.

4.1. Hypothesis Testing

The data collected show that in most cases, the outputs precisely matched expectations.
In some instances, the findings from the data revealed truths that could not be seen directly.
Some cases were surprising and went beyond any logical explanation. We observed that
the dataset is heterogeneous, and simple generalisation could distort the results. The study
avoids giving universal attributes to the whole sample of investor respondents. Instead,
significant biases in profiled groups were measured in selected characteristics such as
gender, age, investment amount, and years of experience on the stock market. Not all
attributes are significant in all cases. We used a t-test for equality of means. For pair
comparisons, we applied the standard version of the test, while for multiple comparisons,
we used the Bonferroni correction.

Firstly, we compared the results in groups by gender by testing the differences in
biases between male and female investors (Table 1). The only meaningful differences
in biases observed between the two genders were in the cases of gambler’s fallacy and
availability heuristics (where the p-value of the t-test for equality of group means is below
the significance threshold of 0.05). We surveyed the investors about the availability cascade
based on the information from the news. It was revealed that women are more likely
to make a decision based on a mental shortcut that relies on immediate examples (such
as a news report that mentions a high level of trading on specific days for the company
they invested in), while men are less likely to fall into this bias. However, even if the
aforementioned two effects were observed, it was found that gender does not play a role in
clustering or building investors’ profiles.

Table 1. Fallacies based on gender.

Female Mean Male Mean t Statistics p-Value

Confirmation 4.133 3.721 0.867 0.364

Loss aversion 3.594 3.131 −0.992 0.341

Gambler’s 3.647 3.406 −8.435 0.000 *

Availability 3.112 2.861 −5.967 0.000 *

Hot hand’s 3.058 3.091 −0.481 0.440

Bandwagon 3.295 2.898 1.065 0.329

Dunning-Kruger 3.459 3.282 −3.077 0.054

Second, we determined which bias is the strongest. A notable finding was that the
most common fallacy for both genders was confirmation bias. Many investors were not
keen to verify the information gained prior to action and considered immediate action,
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even if said information could turn out to be false. The investors fell into availability
bias in the same way. Both availability and confirmation bias serve as evidence that the
information to which investors have been exposed greatly affects the way they respond
in the stock market (even though all investors need reliable information to continue to
make stable investments). Conversely, it demonstrates how dangerous it is to surround
investors with targeted information, which may lead to designed and planned actions
which favour certain agencies and companies. The existence of these biases means that
news, advertisements, and the media all have a considerable influence on the way investors
make decisions.

Third, we explicitly asked investors about their dedicated approaches to succeeding
in TSE in order to better understand these methods and confirm these patterns in the
direct answers to the question: “Which approach do you use in your stock analysis?”. It is
reasonable to expect that results would differ from those found in the experiments we had
already conducted. The possible choices were as follows: Technical, Fundamental, News,
Consultation, Self-Strategy and No Strategy; more than one choice was allowed. The results
are presented in Figure 2. The two most commonly chosen methods were Consultation
and Technical analysis, each of these being applied by more than 40% of investors of both
genders. Our results can be compared with the analysis conducted by Davis [38], who
studied the role of the mass media in investor relations and found there to be a slow decline
in the importance of financial news media in the investment process. However, he argued
that financial news nevertheless plays a significant role in trading in the city and can, at
times, still have a powerful impact on investment patterns. It can also be observed from
Figure 2 that News was, for men, a more popular method than fundamental analysis, but
equally as popular as No Strategy. Here, we reached similar results, albeit not for different
periods (differing from [38], which compares the effects of mass media over time); however,
we reached the conclusion that men are more likely to rely on news than women.
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Fourth, we analysed questionnaires with regard to the age of investors. For better
segmentation, we divided the investors into three age groups (Table 2). People in the age
group “>45” are less likely to fall into confirmation bias than the two younger groups. Most
of the groups of investors that appear to commit confirmation bias fall into the 36–45 age
group. Additionally, it is noticeable that loss aversion is much higher in this age group
(36–45) than in other age groups. The loss aversion question was designed to measure
whether the investors prefer lower- risk investments to higher–risk ones. It emerged that,
as we had expected, the youngest groups favour riskier investments. Even though the age
group “>45” is quite close to the youngest, the difference between them is still significant.

Table 2. Fallacies based on age.

Age

<35 36–45 >45 Statistics p-Value

Confirmation 3.738 a 4.006 a 3.478 b 22.725 0.001 *

Loss aversion 2.965 a 3.604 b 2.996 c 26.905 0.000 *

Gambler’s 3.173 3.524 3.939 6.777 0.170

Availability 2.714 3.024 3.109 2.112 0.485

Hot hand’s 2.690 a 3.237 b 3.729 b 39.264 0.000 *

Bandwagon 2.849 2.975 3.214 6.508 0.163

Dunning-Kruger 3.213 3.288 3.591 4.414 0.283
Note: letters in superscripts indicate significantly different groups.

There can also be observed significant differences in the hot hand fallacy between
age groups. As can be recalled from the definition, both hot hand and gambler’s fallacies
involve the conclusion of future outcomes based on past events. In theory, it is reasonable
to assume that these two phenomena will occur in parallel. If a person feels that the past
values of their assets will affect future values, then their thought process would align with
both hot hand and gambler’s fallacies. However, we observed that a subtle difference
between these two biases means that they may not necessarily occur together. In the case
of the hot hand fallacy, there is no change of direction. It assumes a consistent series
of outcomes in the future; if a company’s returns have risen over the past two months,
then this trend will continue into the future without any change. On the other hand, the
gambler’s fallacy states that if returns have decreased over the past two months, they
are bound to increase in the future. Thus, the latter fallacy is based on a notable shift in
circumstances. We assumed the hypothesis that both the gambler’s and hot hand fallacies
have the same mean, and they are equally preferred. However, based on the data, we
rejected the null hypothesis, and we can assert that investors favoured consistency in their
stock returns (hot hand) over changes to them (gambler’s) (Table 3).

Table 3. Comparing gambler’s fallacy and hot hand fallacy.

Gambler’s Hot Hand’s Statistics p-Value

3.085 3.446 49.000 0.000

Fifth, an important consideration is that we have used positive framing in asking
both questions, that is, we have asked them in such a manner that the outcomes lean
towards a better situation; if it is increasing, then it will continue to grow (hot hand), and
if it is decreasing, then it is due to increase (gambler’s). For both biases, we observed
some optimistic responses since most investors agreed with them. In another question,
we asked investors to give their opinions regarding Iran’s economy, that is, whether or
not it is growing. The majority of investors either strongly disagreed (48.3%) or disagreed
(32.2%), which in total is 80.5%. This highlights the fact that the stock market is not the
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economy, and there could well be a considerable disconnection between these two. The
paper “Economic Forces and the Stock Market” [39] shows it is not always the case that
macroeconomic variables systematically and directly affect stock market returns. To shed
more light on the situation in Iran and in recent times, Goodman’s [40] article in New York
Times “Iran’s Economy Is Bleak. Its Stock Market Is Soaring” justifies these findings and
has been correlated with aspects of geopolitics such as U.S sanctions and macroeconomics.

Sixth, we have analysed fallacies with regard to investors’ experience on the stock
market. The first bias that is noticeable in Table 4 is the Dunning–Kruger effect. Investors
who are more experienced in the TSE are more likely to agree with our statement in the
survey about the obstacles to make a profit in the stock market. There was more agreement
among more experienced investors than those in the other two groups with fewer years of
experience. As investors become more acquainted with the ups and downs of the stock
market, they would think and behave differently with regard to making a profit in the
long term.

Table 4. Fallacies based on years of experience on the stock market.

Years of Experience on the Stock Market

<3 3–5 5–10 >10 Statistics p-Value

Confirmation 4.065 3.603 3.469 3.550 7.124 0.201

Loss aversion 3.417 a 2.790 b 3.394 ab 3.090 ab 15.744 0.025 *

Gambler’s 3.394 3.502 3.380 3.613 10.107 0.087

Availability 2.910 a 2.858 a 2.928 b 2.932 ab 12.524 0.047 *

Hot hand’s 2.932 3.109 3.239 3.459 11.334 0.072

Bandwagon 2.936 a 3.147 a 2.622 b 3.005 a 16.226 0.020 *

Dunning-Kruger 3.228 ab 3.035 a 3.774 ab 3.776 b 11.823 0.044 *
Note: letters in superscripts indicate significantly different groups.

Similarly, in the case of the bandwagon effect, investors with greater experience (the
5–10 years group) are more immune to this bias than those in other groups. Additionally,
loss aversion was more prevalent in groups with more experience, where investors pre-
ferred low returns and steady profits over riskier and higher returns. As expected, the
confirmation bias among less experienced investors (especially those with less than three
years of experience) is higher than among more experienced ones.

4.2. Direction and Strength of Biases

The previous section revealed the patters of biases based on individual characteristics
such as gender, age, and experience, but examined them separately. The analysis below goes
further by discussing the behaviour of fallacies in groups (clusters). By grouping the biases
together and comparing them with each other, one can measure which biases are crucial
to explaining the variability within our data. For this purpose, we first implemented the
Principal Component Analysis (PCA) method to reduce the dimensions of our independent
variables and to then extract the variables that contribute the most to the dispersion of our
individual investors. This analysis is oriented towards discovering whether any cognitive
biases or investors’ features overlap in terms of informational content. PCA analysis,
based on eigenvectors, finds the synthetic variables—the axes of highest variability of
data. The first and second eigenvectors are typically analysed and plotted, while their
explanatory power results from the percentage of variance explained. The contribution of
the variable to the following principal components is to make a ranking of their importance.
The second method applied here, clustering of observations, allows for explicit groups of
similar factors to be obtained. Unsupervised learning algorithms, such as k-means, require
setting a priori the number of clusters; this parameter is crucial for the final grouping.
There are many criteria for selecting the most appropriate number of clusters [41], while
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their recommendations are often very diverse, as shown in practice. Each dataset requires
individual treatment due to differing degrees of clusterability. An efficient approach is
to inspect the hierarchical clustering, for which the dendrogram presents all available
partitioning (from separation of all observations into individual [bottom] clusters called
singletons to collection of all data into a single [top] cluster). Vertical lines illustrate the
number of clusters at a given height (on the y axis) and support the clustering decision with
regard to clusterability. To assure the robustness of division into groups, the dendrogram
clusters are compared with k-means clusters. The following two measures of quality
were applied: silhouette statistic, which examines whether the centroids of an object’s
own cluster are closer than centroids of the second-closest cluster (fine partitioning if all
individual silhouette values are non-negative); and variable importance, which checks
for each variable the degree to which partitioning changes when the examined variable is
shuffled (a variable is important when, due to mixing of its values, the misclassification
rate on the x-axis is high).

As a result, explanatory variables in the first two principal components of PCA
cumulatively account for 34% of the variation in our data set (Table 5). This result proves
that reducing dimensions in this dataset is a challenging, due to a relatively low information
overlap among analysed variables.

Table 5. Principal components eigenvalues.

Eigenvalue Percentage of Variance Cumulative Percentage of Variance

comp 1 2.3832053 19.860044 19.86004

comp 2 1.7042055 14.201712 34.06176

In this two-dimensional PCA, the hot hand fallacy, together with availability and
confirmation, seem to be the variables that explain the most variance. At the same time, the
amount of investment is the least important variable (see Figure 3). Those factors also had
a higher range of variation among investors, which therefore explains the greater degree of
dispersion observed than with the other biases and characteristics. With regard to gender,
even if the different biases discussed tend to be more apparent in female subgroups, one
can see that the overall variation in responses in the dataset did not have much to do with
gender. Much more influential than gender is the age of investors and amount of experience
in the financial market. It must be said that answers for the questions on Dunning-Kruger,
gender, investment, and Iran’s economy were very similar across different investors in the
context of a two-dimensional PCA.
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Two dimensional-visualisation of PCA (Figure 4) can help identify the strength and
direction of biases and other variables so that they can be grouped. Positively related
variables are grouped together, while negatively related variables are positioned on the
opposite sides of the plot origin in opposing quadrants. The distance between variables and
the origin determines the quality of the variables on the factor map. Variables that are far
away from the origin are well represented on the factor map. Thus, one can conclude that
the perception of Iran’s economy is negatively correlated with most factors. The reaction
for the bandwagon effect and availability cascade is very similar.
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As well as PCA dimensions reductions, individual data can be clustered with k-
means and visualised in 2D space (Figure 5). With an optimal number of clusters k = 3
selected using the dendrogram approach, one can check the groupings and separation
of variables. K-means clustering with Euclidean distance showed that confirmation bias
and investment amount form one group; gender, age and assessment of Iran’s economy
form the second group; and the remaining biases (availability, bandwagon, loss aversion,
hot-hand, Dunning–Kruger and gambler’s), together with experience, form the third group.
This partitioning is stable both in k-means and in the dendrogram, while the silhouette
statistic proves its high quality. Feature Importance, a method for diagnosing the impact
of a given variable on cluster formation, plays a role similar to significance in parametric
statistics. One can see that the most influential factor for partitioning is loss aversion bias,
followed by experience and gambler’s bias. The three least important factors are gender,
age, and perception of Iran’s economy, and they build their own cluster. The conclusion
is that diversification of investors likely results mostly from experience and somehow
inherited risk aversion, while gender and age are not decisive factors.
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4.3. Individual Investors’ Profiles

The dataset from the survey is a two-dimensional table with observations (people) and
their features. Previous analysis has focused on clustering of observations to obtain groups
of features. The following approach is the opposite; it involves clustering of features to
obtain groups of observations that constitute investors’ profiles. The data were numeric;
thus, the k-means algorithm is sufficient, and extensions as k-modes for qualitative data or
k-prototypes for mixed data are unnecessary. We also considered using Self-Organising
Maps to detect clusters [42], but the results were not straightforward in interpretation.
We ran pre- and post- clustering diagnostics to validate the results. In the pre-clustering
analysis, we considered an optimal number of clusters using the silhouette statistic, the
gap statistic, inertia and a dendrogram. In the post-clustering analysis, we examined
the significance of differences in group means using a pairwise t-test with the Bonferroni
p-value correction, using tabular and visual inspection tools. We also calculated the ratio
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of average values inside and outside the cluster, which shows whether values within the
cluster are significantly higher or lower than those in the rest of the sample.

In the pre-clustering phase, the silhouette statistic recommended two clusters only,
the gap statistic recommended a single cluster, inertia advised 14 clusters, while the
dendrogram separated four visible groups. As in the previous section, we used results
from the dendrogram, which performed the best with this dataset regarding sample
size and inherited clusterability. A number of clusters are visible as vertical groupings
(Figure 6). Distinctive division of observations into four clusters was possible at the height
of ca. 8. The second feasible partitioning at height = 6.5 generated nine groups, which for
104 observations was too many. Partitioning below height = 6 are almost random and drive
the system to singletons.
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In the post-clustering phase, each of the four obtained clusters conducted for each of
the 12 variables involved a test for equality of means inside and outside the cluster. We
examined the significance of the differences between inside- and outside-cluster values to
determine the significant and important disparities only (Table 6). This helped us to find
the significant drivers of each cluster and to validate the quality of partitioning.

Table 6. Predominant investors’ profiles.

Cluster_1 Cluster_2 Cluster_3 Cluster_4

experience 0.675 0.797 0.736 1.902
age 0.000 0.000 0.706 1.414

gender 0.000 0.000 0.000 0.000
investment 1.129 0.552 1.192 1.106

Iran_economy 0.793 0.000 0.000 0.000
b_confirmation 1.206 0.000 0.000 0.845

b_loss 1.490 1.229 0.597 0.000
b_gambler 1.259 0.831 0.848 0.000

b_availability 1.363 0.845 0.762 0.000
b_hot_hand 1.304 0.675 0.839 1.200

b_bandwagon 1.438 0.000 0.758 0.000
b_dunning 0.000 0.000 0.000 1.170

Note: Non-zero values were reported in cases showing significant differences between the cluster and the rest
of the observations. Values in tables are a ratio of average values within the cluster to average values outside
the cluster.
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The four derived clusters, which constitute the predominant investors’ profiles, can be
characterised as follows (Table 6) (values in brackets are ratios of values within the cluster
to those outside the cluster):

Cluster 4: Experienced, older investors (age and experience are higher than average) who
invested more than average (1.11). These investors are less liable to fall into
confirmation bias (0.85); instead, they look for reliable information prior to
making decisions. They also reveal higher instances of both hot hand bias (1.2)
(showing an optimistic attitude in terms of sticking with trends) and Dunning–
Kruger bias (1.17) (betraying realistic awareness of the difficulty of making a
profit on the stock exchange at certain times).

Cluster 1: Less experienced investors who invested large amounts (1.13) and are pes-
simistic about stock trends (0.79). These investors are vulnerable to all analysed
biases except for Dunning–Kruger. However, they are most susceptible to
loss aversion bias (1.49)– among all cluster groups, they are the group most
concerned with not wanting to risk too much.

Cluster 2: Less experienced investors (experience 0.797) who invested only a small amount
(investment 0.55). They are afraid of loss (loss bias 1.23) and are risk-averse,
but are vulnerable to gambler’s (0.83), hot hand (0.67), and availability cascade
(0.85). This means that they are less sensitive to information stimuli and do not
tend to make predictions based on their emotions.

Cluster 3: Less experienced investors (experience 0.736) who invested a large amount
(investment 1.19) and are relatively young (0.706). They behave similarly to
investors from cluster 2, with two differences: they are much less vulnerable to
both loss aversion bias (0.597), which makes them risk-lovers, and much less
susceptible to bandwagon bias (0.758). One can conclude that this group of
young investors are non-emotional and love risk.

This summary demonstrates that risk-seeking is a predominant characteristic among
young investors. A pessimistic attitude to general market trends makes investors vul-
nerable to all possible biases. There is no division by gender—females exhibit the same
behaviour as males. Among inexperienced groups of investors (clusters 1, 2, 3), two contra-
dictory biases can be seen to occur in parallel; gambler’s and hot hand biases are jointly
declared (either strongly or weakly). This may be interpreted as irrationality on the part of
investors or their poor understanding of market trends and forecasting methods. The over-
all conclusion is that vulnerability of investors to various biases is a complex phenomenon.
This study reveals the existence of (at least) four factors significant for cognitive biases:
experience, age, the value of the investment, and market perception. Interestingly, a greater
level of experience in the stock market means a more limited number of biases that may be
manifested; however, by no means are they eliminated entirely.

5. Discussion of Results

From a methodological perspective, this study encountered a few challenges in data
analysis, the most significant one being a moderate sample size. Even if datasets of more
than 100 observations are not considered a small sample, they require careful treatment
and validation to assure stability and robustness of results. We applied robust statistical
solutions, such as a t-test based on t-Student distribution, which is dedicated to moderate
samples. In the clustering procedure, we considered a few alternative methods. The
multitude of available clustering criteria results from their various characteristics and
usefulness addressing a diverse range of problems; thus, deciding what to use requires
research expertise and robustness checks. The examined dataset was only clusterable to
a moderate degree, and a trial to extract a large number of groups failed due to instabil-
ity. The comprehensive analysis of possible groupings allowed robust partitioning, with
significantly different values of variables. ANOVA and pairwise tests of differences in
means among cluster groups revealed significantly diverse characteristics among obtained
investors’ profiles. For validity checking, we ran alternative partitioning (not reported
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in detail); the results were similar, statistically weaker, and led to satisfying conclusions.
In the validation procedure, we also considered bootstrapping to improve the statistical
features of the sample; however, the results did not alter significantly, which confirms the
robustness of outputs from pure data.

From a conceptual perspective, this approach is innovative in a number of ways.
Firstly, the cognitive biases were considered jointly, not separately; secondly, the problem
was approached directly from individual survey data, not indirectly from market data;
thirdly, unsupervised learning methods such as clustering and PCA were applied (rather
than time-series, as has been used in the majority of studies). This innovative approach
also presents methodological challenges in designing survey questionnaires and analytical
paths. The lack of other similar studies using these methods limits the possibility of
comparison with existing state-of-the-art. On the other hand, it opens the door for further
scientific discussion on profiling of investors and understanding how their attitudes and
perceptions can influence the market in the form of collective, non-rational behaviour.

From an empirical perspective, we believe that the obtained profiles of investors
present an interesting cross section of competencies, behaviour, rationality, and cognitive
biases. Moreover, the size of groups suggests that TSE investors are widely diversified
and that these groups have a significant impact on the financial market. Going forward, a
challenge for the scientific community will be to validate these results by comparing them
with studies on other markets or on the same market in the following years. This may help
understand the unexplainable patterns in financial markets and more accurately predict
potential financial crises.

6. Limitations and Future Directions

The presented study is the first trial evident in the international literature to bundle
investors’ cognitive biases. However, the conclusions from this research are far from being
generalised to all world financial markets. The local specificity of Iranian investors has
some evident similarities to other markets, but without a doubt, it also has significant
differences due to cultural and economic diversified systems. Thus, the main limitation of
this study is the narrow possibility to classify investors universally on the other markets by
using classes and categories from this analysis.

The major limitation of this study is also a future direction for further research. The
impossibility of using this classification of investors on the other markets opens the door
for similar analyses in different countries. This comparative stream of research would
be important because of at least two reasons. Firstly, international studies on cognitive
biases among investors could present how much the Iranian financial market is similar
or different to other markets. Understanding the homogeneities and heterogeneities of
investors’ profiles are essential in designing institutions and mechanisms for financial
markets. Secondly, a study for the single market cannot test the correlation between the
strength of cognitive biases and financial crises. The broader understanding of differences
between investors, as well as of the degree of participation in the market of given groups
(with specific biases), can be an important factor in explaining non-rational behaviours and
other non-typical phenomena. The research design developed in this paper can be used
universally.

7. Conclusions

In this research, we aimed to reveal the various cognitive biases present among
investors in the Tehran Stock Exchange (TSE), taking into account such factors as age,
gender, and experience in order to reveal the underlying reasons for investors’ behaviour in
the stock market. We measured the most common cognitive fallacies by asking 104 investors
to fill out the survey in which each question was related to a different cognitive bias. We
observed that different groups of investors—these groups being defined by their attributes—
react differently in their decision-making processes towards achieving success in their stock
market journeys. Our hypothesis that cognitive biases occur to varying degrees between
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groups defined by age, experience and money invested is true. However, we obtained clear
evidence that gender does not have an impact on cognitive biases and choices. Therefore,
one cannot generalise when forming opinions and making judgements without taking into
account the personal characteristics of investors.

The survey data were analysed with the use of the unsupervised learning methods as
PCA and k-means clustering. We analysed clusters of features and clusters of individual
observations. We found similarities in behaviour among analysed personal characteristics
and biases; level of experience is a significant factor in almost all cognitive biases, while
the amount invested is related to confirmation bias. When clustering, the strongest drivers
of partitions were loss aversion, experience, and gambler’s bias, while the weakest were
gender, perception of the market situation and age. However, they were never observed to
act individually; thus, the final investor’s profile depends on the specific bundle of features.
In clusters of individual values, we applied a t-test to examine whether within-cluster
values differed significantly from other values. We found out that the relationships between
some factors are not linear but multi-dependent and exogenous. We discovered that even
those biases that tend to be similar in theory (gambler’s fallacy and hot hand fallacy in this
case of this study) do not necessarily behave and influence the investors in the same way.
One can conclude that cognitive biases occur jointly; investors exhibit similar behaviours in
terms of confirmation, availability, loss and bandwagon biases, which is partly supported
by their level of experience and their perception of the overall situation.

This study raises a few issues. Firstly, cognitive biases in behavioural finance appear
jointly and depend on the personal characteristics of investors. Secondly, investors’ profiles
are influenced by age, stock market experience and perception of market trends, but not by
gender. Thirdly, inexperienced investors who are pessimistic about market developments
and have invested a great amount are the group most vulnerable to almost all analysed
biases. Fourthly, young investors who are more optimistic about general trends are, for
the most part, less susceptible to all biases. Fifth, older and experienced investors are not
affected by loss aversion bias, gambler’s fallacy, availability cascade bias or bandwagon
bias. Sixth, one can put together an investor’s profile using unsupervised learning methods,
such as k-means, feature importance and PCA.

This study opens the door for further analysis, specifically around joint cognitive biases
which are known in the literature. It proves that making generalisations about investors’
behaviour without referring to their characteristics blurs the picture of real transmission
channels of perceptions into decisions on the financial market. It also demonstrates that
unsupervised learning methods serve as useful analytical approaches, even in the case of
cognitive science questionnaires.

Despite a relatively simple survey being used, the use of new data science methods
enabled consistent and interpretable results to be gained and the clustering of cognitive
biases to be identified. Repeating this type of research across different markets would allow
certain differences in behaviour resulting from these markets’ cultural and institutional
differences to be identified. Perhaps the grouping of cognitive errors in given groups of
investors is a common phenomenon, but the characteristics of the market behaviour are
determined by the proportions in which these errors occur.
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Appendix A

Design of survey questions

Q1 What is your gender?
Female (1)
Male (0)

Q2 Which approach do you use in your stock analysis?

Technical (A)
Fundamental (B)

News (C)
Consultation (D)
Self-Strategy (E)
No Strategy (F)

Q3 How many years of experience do you have in TSE?

<1 (1)
[1,3) (2)
[3,5) (3)
[5,10) (4)
+10 (5)

Q4 Which age group do you belong to?

20–35 years (1)
36–45 years (2)
46–60 years (3)
61–70 years (4)
70+ years (5)

Q5
How much money have you invested in stocks?

(In million of Rial)

<200 (1)
[200–500) (2)
[500–800) (3)
[800–1000) (4)

>=1000 (5)

Q6 Iran’s economy is growing rapidly.

Strongly disagree (1)
Disagree (2)
Neutral (3)
Agree (4)

Strongly agree (5)

Assessment of general market
tendency

Q7
If you hear that the company which you invested in is on

the verge of declaring bankruptcy, you consider selling your
stocks.

Confirmation Bias

Q8
You prefer to choose a low-return, guaranteed investment

rather than a more promising, higher-risk investment.
Loss aversion

Q9
The price of the company which you invested in has
decreased in the last six months, thus you expect it to

increase in the next six months.
Gambler’s fallacy

Q10
You read in the news that the company you invested in has

experienced a high level of trading on specific days. You
buy more stocks of the company in the upcoming days.

Availability Cascade

Q11
Since the returns of the company you invested in have risen
over the last six months, you would expect them to continue

rising over the next six months.
Hot hand fallacy

Q12

Over the past two months, the total trading proportion for
the company you invested in was more than expected, so

you consider increasing the sum of your stock market
holdings.

Bandwagon effect

Q13
Making a profit from investing in the stock market is very

difficult and at some point becomes impossible.
Dunning–Kruger Effect
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Abstract: Existing Sequence-to-Sequence (Seq2Seq) Neural Machine Translation (NMT) shows strong
capability with High-Resource Languages (HRLs). However, this approach poses serious challenges
when processing Low-Resource Languages (LRLs), because the model expression is limited by
the training scale of parallel sentence pairs. This study utilizes adversary and transfer learning
techniques to mitigate the lack of sentence pairs in LRL corpora. We propose a new Low resource,
Adversarial, Cross-lingual (LAC) model for NMT. In terms of the adversary technique, LAC model
consists of a generator and discriminator. The generator is a Seq2Seq model that produces the
translations from source to target languages, while the discriminator measures the gap between
machine and human translations. In addition, we introduce transfer learning on LAC model to help
capture the features in rare resources because some languages share the same subject-verb-object
grammatical structure. Rather than using the entire pretrained LAC model, we separately utilize the
pretrained generator and discriminator. The pretrained discriminator exhibited better performance
in all experiments. Experimental results demonstrate that the LAC model achieves higher Bilingual
Evaluation Understudy (BLEU) scores and has good potential to augment LRL translations.

Keywords: machine learning; adversarial machine learning; imbalanced datasets; transfer learning

1. Introduction

Traditional Neural Machine Translation (NMT) models directly learn and fit the corre-
spondence between source and target language pairs through deep neural networks. This
approach is based on a sequence-to-sequence (Seq2Seq) architecture which is comprised
of encoder and decoder networks. At present, the most popular NMT models such as
RNNsearch [1] and Transformer [2] have designs based on the Seq2Seq model architecture.
RNNsearch has achieved remarkable translative scores due to its ability to supplement a
human-like attention mechanism between the encoder and decoder. RNNsearch achieved
several state-of-the-art records up to 2018 and is still widely used in machine translation to-
day. In 2017, a novel architecture known as Transformer was introduced and outperformed
existing models in different natural language processing tasks. Recently, researchers have
developed a new embedding method based on Transformer, i.e., Bidirectional Encoder
Representations from Transformers (BERT) [3]. However, the aforementioned approaches
require a large amount of parallel bilingual data for training. For It is laborious for Low-
Resource Languages (LRL) to build an adequate corpus for training satisfactory models.

Ruder [4] systematically summarized the necessity of working on LRL information
processing. In addition to linguistic diversity, models developed for LRLs can generally
help strengthen the featurization, cope with overfitting problems, and facilitate useful ap-
plications. For this purpose, there has been much research focusing on LRLs. Zoph et al. [5]
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analyzed the relevance in translations by exploiting the pretrained model through the trans-
fer encoder and decoder, but the performances of LRLs were unstable when using different
High-Resource Language (HRL) models. To cope with the instability, Maimaiti et al. [6]
presented a multi-round transfer learning approach, which alleviated the unpredictability
of cross-lingual and generative training to some extent. Moreover, Cheng [7] utilized a
pivot language to bridge the language pairs and train a joint network of NMT, i.e., A→B,
B→C. Ren et al. [8] introduced a triangle architecture where a small language was an inter-
mediate variable in the translation process between rich languages, dividing the translation
process into two translation processes. Their models use the rich bilingual pairs in an HRL
corpus to improve the performance of LRL translation.

This study presents research on adversarial learning, which achieves a higher perfor-
mance in image generation [9]. It incorporates rival losses during training and can yield
more explicit images. Recently, this has also been applied to NLP tasks. However, no study
has investigated how adversarial learning applies to and influences LRL translation. We
seek better feature extraction in the small-scale training of sentence pairs to obtain more
accurate translations in complex systems. Moreover, we also take advantage of transfer
learning in our proposed model to further improve NMT performance.

There are some challenges to consider when attempting to implement this strategy.
First, it is problematic to utilize adversary and Seq2Seq together, as the performances of
both techniques need to be analyzed and evaluated. Second, it is challenging to improve
translation scores in cross-lingual transfer learning [5,6]. Third, it is challenging to develop
a new method combining a pretrained model. Therefore, the proposed system should be
developed as an end-to-end differentiable model.

This study proposes a novel Low resource, Adversarial, and Cross-lingual Neural
Machine Translation (LAC) model for NMT. The proposed model focuses mainly on LRLs
and is expected to overcome the limitations of Seq2Seq, leverage the capabilities of multi-
lingual NMT, and produce high-quality translations. To be more specific, the contributions
of this study are summarized as follows:

• A novel translation model, LAC, is designed. Compared to Seq2Seq, this model takes
advantage of the adversary technique, reduces the required size of the corpus, and
significantly enhances the experimental results on LRLs;

• The LAC model is designed to be end-to-end differentiable and transferable. A
pretrained discriminator demonstrated a stronger ability for feature extraction and
achieved a higher accuracy in terms of Bilingual Evaluation Understudy (BLEU) scores
compared to a non-transferred LAC system;

• The effectiveness of the generator and discriminator in the LAC model is investigated.
From the exploratory experiments, the results are analyzed in an interpretable manner.

2. Related Work
2.1. Adversarial Neural Networks

Despite wide usage in image generation, adversarial learning was only proposed for
NMT in 2018. Wu et al. [10] utilized the adversary technique to strengthen the Seq2Seq-
NMT, namely an Adversarial Neural Machine Translation, which outperformed traditional
architectures. Cao et al. [11] also pointed out that the adversary technique supplemented
the rival losses to enhance the feature selection from a sequence. The text limitation is that
token samples are discrete and undifferentiable, making it inoperable to backpropagate
the errors from the discriminator D to the generator G. As a result, G parameters cannot
be updated. Recent studies focused on solving the undifferentiability problem by using
a lingual adversary technique to address this problem. SeqGAN [12] focused on the
differentiation problem using a policy gradient algorithm. Inspired by reinforcement
learning, SeqGAN bypasses the generator differentiation problem by directly performing
a gradient policy update. A decisional error gradient (instead of an error gradient) was
conveyed to train the generator G. Wu et al. [10] used the same strategy to address the
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gradient problem in a generator. Their model successfully applied adversarial learning to
an NMT and achieved better translation scores.

Nevertheless, with reinforcement learning, tuning the parameters requires many
experiments in different language models. Lee et al. [13] introduced alternative methods
to make the input of D continuous from discrete samplings, e.g., using the hidden states
of a generator before activation [14] or substituting the activation function of a generator
such as Gumbel-softmax [15]. In this way, the output of G will be the tokens’ distributions
rather than the tokens’ samplings. Press et al. [16] successfully adopted this approach in
adversarial text generation systems, which share some similarities with NMT systems. In
this work, we use the method mentioned in [14,16], using the hidden states of a generator
before activation. An A-NMT uses a pre-trained NMT model as the generator in the
most primitive state. However, warm starting seems to reduce generalization in deep
neural networks [17]. In addition, it cannot be well adopted in transfer learning of LRL
corpora. In the proposed LAC model, the discriminator and generator are designed to
facilitate training from scratch. For other related adversarial models, Yi et al. [18] proposed
adversarial transfer learning to alleviate the low resource conditions of an acoustic model.
Dai et al. [19] put forward a novel metric-based GAN, which used the distance-criteria to
distinguish between real and fake samples. Dong et al. [20] presented a semi-supervised
adversarial training process for cross-lingual text classification, where the labeled data from
one language could be applied to a completely different language classification. We also
refer to various solutions for imbalance datasets. Alam [21] proposed a new model specified
for imbalanced datasets of credit card default prediction. Khushi utilize the testing results
of 20+ class imbalance models with three types of classifiers to detect the best imbalance
techniques for medical datasets [22]. Some works explore the risk factors in machine
learning models that influence the class identification in an imbalanced dataset [23–25].

2.2. Low Resource Languages Machine Translation

Existing methods of low resource languages machine translation are based on lingual
features and transfer learning. For lingual features, Li et al. [26] utilized subword segmen-
tation in Tibetan neural machine translation. The structure of Tibetan words consists of two
levels. First, Tibetan words consist of a sequence of syllables, and then a syllable consists
of a sequence of characters. According to this special word structure, they proposed two
methods for Tibetan to extract the lingual features for machine translation. Tran et al. [27]
proposed a new method for word segmentation in Vietnam-Chinese machine translation.
They improved the word tokens for isolated Chinese and Vietnamese pairs, made the word
boundaries of two languages more symmetric, and achieved 1-1 alignments. As a result,
the performance improved by using the embeddings of new word tokens. Choi et al. [28]
pointed out that Korean and Japanese share the same grammatical structure for transfer
learning. They built an unsupervised machine translation system based on the similarity
of the two languages. Nguyen et al. [29] performed Zero-shot reading comprehension by
cross-lingual transfer learning. They analyzed the influences of grammatical structure on
the model performance and concluded that similar grammatical sentences could improve
the effectiveness in cross-lingual transfer learning.

3. Adversarial Model
3.1. GAN

The seminal paper on adversarial training by Goodfellow et al. proposed a Generative
Adversarial Network (GAN) in 2014 [9]. The new adversarial model first produces an over
expected explicit image without human intervention. Here, we briefly review the three
types of GANs originally proposed for adversarial training.

3.1.1. Basic GAN

We denote the randomly initialized Gaussian distribution as Yz, real distribution as
Yr, and model distribution as Yg. The goal is to learn the mapping from Yz to Yg and
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make the distance between Yr and Yg as close as possible, i.e., x ∈ Yz with distribution
x ∼ pYz(x) will be mapped into the domain x̂ ∈ Yg with distribution x̂ ∼ pYg(x̂),
x̂ = G(x). The objective function is expressed as:

min
G

max
D
L(G, D) = Ex∼p Yr

[log D(x)]
︸ ︷︷ ︸

Lr

+EG(x)∼pYg
[1− log D(G(x))]

︸ ︷︷ ︸
Lg

(1)

The inputs of D are two types of data, {x} and {x̂}, in turn. The inputs of G are {x}.
Here, D determines the gradients of G. In the most common training, we maximize D in k
times, minimize G one time every epoch, and k = 10 is the default. Lr and Lg are marked
in Figure 1a.
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Figure 1. Comparison of the GAN and LAC models. (a): GAN: for image generation, the Source, Generation, and Target are
randomly initialized noises, generated images, and real images, respectively. (b): LAC: the Source, Generation, and Target
are the source language, generated translation, and human translation, respectively. Lg, Lr are the adversarial losses, Ls is
the translation loss. Batches run along the White (♦) and Black (�) routes in turn.

GANs have successfully generated images, yielding realistic images that can even fool
the human eye. Nevertheless, this type of structure depends heavily on data distributions.
It is not stable and often difficult to train without distribution overlaps between generated
and real images. Arjovsky et al. [30] proposed the Wasserstein GAN (WGAN) to address
these challenges.
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3.1.2. WGAN

The loss functions in a GAN are approximated to calculate the Jensen–Shannon (JS)
divergence of two distributions. This can easily become locally saturated, leading to the
problem of gradient vanishing. Therefore, Arjovsky et al. [30] proposed the Wasserstein
distance, substituting the JS divergence with continuity and differentiability. The objective
function of a WGAN is expressed as:

min
G

max
D∈|f(D)|L≤1

L(G, D) = Ex∼pYr
[D(x)]

︸ ︷︷ ︸
Lr

−EG(x)∼pYg
[D(G(x))]

︸ ︷︷ ︸
Lg

(2)

where | f |L ≤ 1 is a 1-Lipschitz constraint. In a WGAN, the 1-lipschitz constraint is
implemented by clipping a compact space [−c, c] on the parameters of the discriminator.

In a WGAN, the optimization of max
D∈|f(D)|L≤1

L(G, D) is equal to the Wasserstein distance

of (G(x), x). In other words, it uses a neural network to approach the Wasserstein distance.
Formally:

Wasserstain distance = max
D∈|f(D)|L≤1

L(G, D)

i.e., max
D∈|f(D)|L≤1

L(G, D) measures the difference between x ∼ pYr and G(x) ∼ pYg.

3.1.3. WGAN-GP

Weight clipping is purely used to meet the 1-Lipschitz condition. In later training,
most of the WGAN weights normally become plus or minus c, which is not satisfactory
in some cases. Gulrajani et al. introduced an improved WGAN with a gradient penalty
(WGAN-GP) instead of weight clipping [31]. The WGAN-GP penalizes the gradient norm
of the discriminator by using the following objective function:

min
G

max
D
L(G, D) = Ex∼pYr

[D(x)]
︸ ︷︷ ︸

Lr

– EG(x)∼pYg
[D(G(x))]

︸ ︷︷ ︸
Lg

+ λ E∼
x
∼p∼

x

[(
‖∇∼

x
D
(
∼
x

)
‖

2
− 1
)2
]

︸ ︷︷ ︸
Gradient Penalty

(3)

where λ is the penalty coefficient. px̃ is the sampling distribution that uniformly samples
along straight lines between pairs of points sampled from the data distribution pYr and
generator distribution pYg. This method performs better than the standard WGAN and
achieves stable training on various GAN architectures.

3.2. LAC

As depicted in Figure 1a, the entire GAN system is composed of a discriminator D
and generator G, which play minimax games with each other. Two adversarial losses are
used to optimize the parameters of G and D in turn. G yields fake samples to confuse
the discriminator D and adjusts its parameters according to the recognition in terms of D.
In contrast, the goal of the discriminator D is to identify the fake samples generated by G
as accurately as possible and adjust its parameters accordingly. Adversarial training and
GAN are different concepts. A GAN is used for unsupervised learning, which can generate
explicit images without human intervention. Our proposed LAC model is classified as
supervised learning. We incorporated the rival losses of a GAN for machine translation
because they were helpful for LRL translation.

The LAC model comprises a generator G and a discriminator D, as shown in Figure 1b.
The source language and human translations are embedded by a public Multi-Layer
Perceptron (MLP). An MLP is a class of feed-forward neural networks. It can be comprised
of different layers, and its purpose is to map the one-hot representation of a token into
context embedding, which aligns with the work done by Mikolov et al. [32]. Here, we
utilize a 1-layer feed-forward neural network for simplicity. The public feed-forward
network is used for the source and target languages. To avoid underrepresenting, we set
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the hidden units to 5000. We define the distribution of the source language Yz, human
translation Yr, and generated translation Yg. The inputs to the discriminator are (Yz, Yg)
and (Yz, Yr) in turn, yielding two types of adversarial losses Lg and Lr, respectively, as
shown in Figure 1b. The distribution of (Yz, Yg) and (Yz, Yr) is as close as possible, based
on WGAN-GP. That is, embedding u ∈ Yz with distribution u ∼ pYz(u) will be mapped
into the domain v̂ ∈ Yg with distribution v̂ ∼ pYg(v̂), v̂ = G(u).

The distribution of Yg and Yr is also as close as possible. That is, v̂ ∈ Yg approaches
v ∈ Yr with distribution v ∼ pYr(v) as close as possible. We constrain v, v̂, and u in
the same dimension. The adversarial losses Lg, Lr are generated from D to measure the
Wasserstein distance of (Yz, Yg)− (Yz, Yr). The translation consistency loss Ls measures
the distance of (Yg)− (Yr). The objective function is expressed as:

min
G

max
D
L(G, D) = Eu∼pYz, v∼pYr(v)

[D(u, v)]
︸ ︷︷ ︸

Lr

–Eu∼pYz,G(u)∼pYg(G(u))[D(u, G(u))]
︸ ︷︷ ︸

Adversarial loss (Lg)

+ λ Eu∼pYz,∼
v
∼p∼v

[(
‖∇∼

v
D
(

u,∼
v

)
‖

2
− 1
)2
]

︸ ︷︷ ︸
Gradient Penalty

− µ E v∼pYr(v),G(u)∼pYg(G(u))[v log G(u)]
︸ ︷︷ ︸

Translation Loss (Ls)

(4)

where λ is the penalty coefficient. Distribution pṽ is the linear interpolation between
distributions Yg and Yr in terms of WGAN-GP. Coefficient µ controls the translation
weight. v log G(u) is the cross-entropy of the real and generated translations. We found
that cross entropy greatly outperformed Mean Absolute Error and Mean Square Error in
machine translation. In a word, Equation (4) consists of adversarial rival loss of WGAN-GP
and cross-entropy loss between machine translation and ground truth.

4. LAC Configuration
4.1. Generator

Traditional Seq2Seq NMT models consist of an encoder and decoder, two components
of a recurrent neural network. A Gated Recurrent Unit (GRU) [33] is a typical recurrent
neural network proposed to solve long-term memory problems and gradients in backprop-
agation. Compared with Long-Short Term Memory, GRU can greatly improve training
efficiency. Therefore, current researchers are more inclined to use GRU.

RNNsearch was proposed in 2014 and is an attention mechanism that makes the
decoder conditionally focus on the fraction of hidden states of the encoder. This generally
enhances the translation performance. We utilized the RNNsearch as a generator, com-
prised of a GRU encoder, attention mechanism, and GRU decoder. According to WGAN-GP,
we adopted an extra fully-connected layer after data passes through the RNNsearch to
produce a logit as output. We also adopted “teacher forcing” to train the LAC model, i.e.,
using human translation vt−1 to calculate generation v̂t.

To recap briefly, given source u and the human translation vt−1 in last time step, the
generated translation v̂t is:

ˆ
Vt

= FC(ht; d) (5)

ht = RNNsearch(ht−1, vt−1, ct) (6)

where ht is the hidden state from the decoder at time t, and ct is the context embedding from
the encoder and attention mechanism. d is the number of neurons, which is in accordance
with the vocabulary scale in human translation.

From Equation (4), we minimize the generator loss as follows:

G_loss = −Eu∼pYz,G(u)∼pYg(G(u))[D(u, G(u))]− µ E v∼pYr(v),G(u)∼pYg(G(u))[v log G(u)] (7)
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4.2. Discriminator

Given source u, human translation v, generated translation v̂, pairs (u, v) and (u, v̂)
are separately fed into the discriminator to yield a translative matching degree. Ideally,
the output will be greater in (u, v) and smaller in (u, v̂). A residual convolutional neural
network (CNN) [34] was designed to classify the input pairs based on their hierarchical
properties, as shown in Figure 2.
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Figure 2. Structure of Discriminator D. Red and blue represent the (u, v̂) and (u, v) pairs, respectively, and purple denotes
the mixture hidden states.

The discriminator consists of three types of blocks: Mixture, Res, and Feature. For
a Mixture Block, two types of embeddings in the input pair separately pass a private
convolutional layer, and then are concatenated. This block includes dense exponential
linear units (ELU) [35] and a convolutional layer in sequence to fuse their embeddings
thoroughly. An ELU activation function tends to converge errors to zero faster and produce
more accurate results in real tasks than the rectified linear unit (RELU) [36]. For the Res
Block, the residual connection converges faster under the premise of the same number of
layers. After removing a few layers, the performance of the residual network will not be
significantly affected [37].

Moreover, Balduzzi et al. [38] pointed out that the residual network could solve the
problem of the shattering gradient. Inside the Res Block, the Feature Blocks contain 1D
Convolution, ELU, and a batch normalization layer in line. The hidden state goes into
an MLP after being flattened. Here, MLP is a 3-layer feedforward network consisting
256 neurons in the first and second layer with ELU activation, 1 neuron in the third layer
without activation. It is noteworthy that the activation function is removed in the last layer
of the MLP, based on WGAN-GP. The blocks and layers are depicted in Figure 2.

From Equation (4), we minimize the discriminator loss as follows:

D_loss = −Eu∼pYz, v∼pYr(v)
[D(u, v)] +Eu∼pYz,G(u)∼pYg(G(u))[D(u, G(u))]− λ Eu∼pYz,∼

v
∼p∼v

[(
‖∇∼

v
D
(

u,∼
v

)
‖

2
− 1
)2
]

(8)

5. Experiments

This section describes the corpora across different source languages translated to En-
glish and the baseline methods applied for comparison. We also detail the hyperparameter
configuration of the proposed model.

5.1. Dataset

The Tatoeba Dataset comprises short and clean parallel language pairs from 81 lan-
guages for the English translation and has been widely used for rare language NMT
research [39,40]. LRL is a comparable concept that HRL reflects according to:
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(1) The dataset only comprises limited bilingual sentence pairs.
(2) The languages do not have a good pretrained model, or the relative studies are

insufficient.

As shown in Table 1, by the number of sentence pairs used in this work, 7 types of
translations are selected: tur-eng, aze-eng, ind-eng, tgl-eng, dan-eng, nob-eng and kor-eng.
Among them, the following 5 datasets are very low resources: aze-eng, ind-eng, tgl-eng,
nob-eng and kor-eng. Here, tur and aze are cognate, and they have similar grammatical
structures. dan and nob are cognate, and they have similar grammatical structures. ind, tgl
and kor are isolated languages, and they have quite different grammatical structures.

Table 1. Attributions of Translation Corpora.

Language Codes Full Names Avg Sentence Length Train Val Test

tur-eng Turkish-English 8.05 7.0 k 2.0 k 2.0 k
aze-eng Azerbaijani-English 7.01 2.2 k 0.4 k 0.4 k
ind-eng Indonesian-English 8.36 2.2 k 0.4 k 0.4 k
tgl-eng Tagalog-English 8.34 2.2 k 0.4 k 0.4 k

dan-eng Danish-English 8.94 7.0 k 2.0 k 2.0 k
nob-eng Norwegian-English 9.14 2.2 k 0.4 k 0.4 k
kor-eng Korean-English 7.27 2.2 k 0.4 k 0.4 k

To help the source language better align with the target language, the data is processed
as follows. Two special tags, “<start>” and “<end>”, are inserted at the beginning and
end of sentences to signal the start and termination of the translation system, respectively.
The words are changed to lowercase and stop words and stop punctuations are removed.
All the languages are processed in the same way. We set the max length of a sentence
to 9 words, based on an average sentence length. Examples of words before and after
preprocessing are shown in Table 2.

Table 2. Examples of Tatoeba Corpus before and after preprocessing.

Language Codes
Before After

Source Target Source Target

tur-eng Tom şirketin %30’unun
sahibi.

Tom owns 30% of the
company.

<start> tom şirketin 30
unun sahibi . <end>

<start> tom owns 30 of
the company . <end>

aze-eng Ağzınızı açın! Open your mouth! <start> ağzınızı açın !
<end>

<start> open your
mouth ! <end>

ind-eng Aku membayar $200
untuk pajak. I paid $200 in taxes.

<start> aku membayar
200 untuk pajak .

<end>

<start> i paid 200 in
taxes . <end>

tgl-eng “Terima kasih.”
“Sama-sama.”

“Thank you.”
“You’re welcome.”

<start> terima kasih.
sama sama . <end>

<start> thank you. You
re welcome . <end>

dan-eng Vores lærer sagde at
vand koger ved 100 ◦C.

Our teacher said that
water boils at 100 ◦C.

<start> vores lærer
sagde at vand koger
ved 100 ◦C . <end>

<start> our teacher said
that water boils at

100 ◦C . <end>

nob-eng
Du hater virkelig

ekskona di, gjør du
ikke?

You really do hate your
ex-wife, don’t you?

<start> du hater
virkelig ekskona di,

gjør du ikke ? <end>

<start> you really do
hate your ex wife, don t

you ? <end>

kor-eng 게임은2:30에시작해. The game starts 2:30. <start>게임은2 30에
시작해 . <end>

<start> the game starts
2 30 . <end>

166



Appl. Sci. 2021, 11, 10860

5.2. Parameters

We set source embeddings, target embeddings, and source private embeddings as
128 dimensions for the LAC model. The vocabulary list was limited to 5 K words for each
source and 4 K words for the target (English). The generator contained 768 units in the
GRU layer. The structure of the discriminator shown in Figure 2 has 128 units in each CNN
layer in terms of embeddings. The loss here is calculated on a 128 batch size. If the batch
size is too small, the randomness will be higher in training. We used the Adam optimizer
with a learning rate of 0.001 for the training from scratch in the generator and discriminator.
The learning rate was set to 0.0001 when transfer learning.

5.3. Metrics

BLEU scores are often used as the fundamental metric for the evaluation of NMT
systems. Ref. [41] analyzed previous criteria and argued that current BLEU methods could
not adequately judge translations with a low presence of outliers. Instead, Character
n-gram F-score (ChrF) [42] was more powerful in efficacy. We used word-level BLEU as
our testing metric because it provided some useful confidence conclusions on translation
results. We also used F3 values of n-gram (ChrF3) to monitor the training progress, where
the result was the macro-averaged value of n = 2 to n = 6.

5.4. Baseline Models

Our baselines include two stages. First, we verified the effectiveness of our proposed
LAC model by comparing it with four types of Seq2Seq based neural networks. Second, we
compared the LAC model in non-transfer training with a transfer pre-trained Generator,
Discriminator, and both. In the deep learning era, traditional machine learning methods are
getting weaker at present [43,44]. Therefore, we perform several latest studies on machine
translation as baselines. The baseline models are:

RNNsearch: This method is based on word-level sequences. We applied a bidirectional
GRU for the encoder, and the attention structure in [1] with another bidirectional GRU for
the decoder.

RNNsearch + Unknown (UNK) Replace: As mentioned in [45], using a very large
target vocabulary without increasing the training complexity can become difficult. A good
solution is replacing the low frequent vocabulary with a special unified UNK token. In
low-resource translation, from Turkish to English, this can determine the influence of a low
frequent vocabulary on a sentence pair.

BERT: BERT is a pretrained text representative model. More details can be found from
the research [2] and [3]. Zhu et al. [46] incorporated BERT into Transformer for NMT. In
this study, BERT was directly employed as the encoder to replace a bidirectional GRU
(bi-GRU) encoder.

ALBERT: BERT is primarily reliant on large graphic and tensor processing memory.
To address this problem, a lite BERT (ALBERT) was proposed as a substitution. With lower
complexity, this model shows stronger results in several benchmarks [47].

6. Results

This section discusses the main results of our proposed LAC model for the machine
translation task across different LRLs. The proposed model achieved the best results
compared with several typical models. We also probe the effectiveness and transferability
of the LAC model using explanatory experiments.

6.1. Main Results
6.1.1. Comparison of Baseline Models

A comparison of baseline models was applied to a Turkish-English dataset, as shown
in Table 3.
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Table 3. Comparison of baseline models.

First Proposed Details BLEU

RNNsearch. 2015 [1] GRU_encoder + Att. + GRU_decoder 33.6
RNNsearch + UNK Replace. 2015 [45] RNNsearch + UNK Replace 32.8

BERT. 2019. [3] 2020. [46] BERT_encoder + RNNsearch 34.7
ALBERT. 2020 [47] ALBERT_encoder + RNNsearch 35.8

LAC-RNNsearch Adversary (RNNsearch, D) 37.9

In our experiment, the traditional RNNsearch model obtained a 33.6 BLEU score
in Turkish-English Translation dataset. RNNsearch with UNK Replace cannot help to
generalize and obtain better features when lacking sentence pairs, resulting in a decreased
BLEU score of 0.8. BERT and its variants show more powerful capabilities and achieved a
higher results. Compared to RNNsearch, BERT and ALBERT obtained 1.1 and 2.2 increases
in BLEU scores. We incorporated RNNsearch with adversary and conducted the training
from scratch. The BLEU score improved by 4.3 with less training data and outperformed
the pretrained BERT and ALBERT models.

6.1.2. Comparison of Languages (aze/ind/tgl/kor/nob-eng)

We selected LRLs for our experiments comprised of limited sentence pairs only. The
results on the aze/ind/tgl/kor/nob-eng datasets are shown in Table 4.

Table 4. Comparison of low-resource Corpora.

Language Codes RNNsearch LAC-RNNsearch

aze-eng 20.4 20.7
ind-eng 17.7 19.3
tgl-eng 22.0 22.8
kor-eng 17.6 17.7
nob-eng 14.4 15.3

The pretrained embeddings are not available in low resource corpora, so that all the
language models were trained from scratch. The RNNsearch was used as the baseline, and
the proposed LAC model demonstrated an average enhancement compared with these
results. We can see that LAC model has an increment of 0.3 in aze-eng, 1.6 in ind-eng, 0.8 in
tgl-eng, 0.1 in kor-eng and 0.9 in nob-eng.

6.2. Transfer Learning

We transfer tur-eng as HRL to aze-eng model, and transfer dan-eng as HRL to nob-
eng model. Because the two HRLs has the same grammatical structure as their related
LRLs. The transferability of the LAC model was tested with a separated transfer generator,
separated discriminator, and both the generator and discriminator, as seen in Tables 5 and 6,
respectively. The BLEU scores indicate a positive impact when a pre-trained discriminator
was used.

Table 5. Transfer learning of LAC from tur-eng to aze-eng.

aze–eng BLEU ChrF3

Non-transfer 20.7 19.4
Transfer G 18.5 16.6
Transfer D 21.2 23.9

Transfer G and D 18.8 17.1
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Table 6. Transfer learning of LAC from dan-eng to nob-eng.

nob–eng BLEU ChrF3

None-Transfer 15.3 26.9
Transfer G 15.6 24.7
Transfer D 15.8 29.2

Transfer G and D 15.5 25.5

The ChrF3 scores from pretrained components in different training steps are shown
in Figure 3, which demonstrate that our proposed LAC model can consistently improve
translations when the training steps are increased. #D denotes the transfer discriminator,
#G denotes the transfer generator, and #D #G denotes both.
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Figure 3a shows the change of ChrF3 with increasing steps. Overall, the translation
performance of the tur-eng model is better than for the aze-eng model. #G and #D #G
demonstrated better performance early compared with training from scratch. They contin-
ued to improve slowly but were surpassed by the pretrained discriminator in a later stage.
The BLEU score of the discriminator surpassed those of the non-transfer, #G, and #D #G
after approximately 300 epochs and then maintained the lead position.

Our hypothesis is also proven in the dan-eng to nob-eng transfer learning experiment.
Applying a pretrained discriminator in other languages achieved a higher ChrF3 score than
using other pretrained components, as shown in Figure 3b. #G and #D#G had no positive
or negative influences on the training progress compared with non-transfer training.

6.3. Case Study

Four translations of different models in Azerbaijan-English and Norwegian-English
were generated, provided in Tables 7 and 8. We observed that the proposed LAC model
improved and generated better translations, while the RNNsearch remained in a fixed
pattern. Because the dataset is very limited, RNNsearch translation tended to be shorter,
sentences were not as diverse, and it usually reduplicated common words. In four modes
of the LAC model, #D produced the most informative translation. As a result, the gener-
ator will receive more useful information and produce more human-like translations by
transfer discriminator.
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Table 7. Azerbaijan-English.

Epoch 100 200 300 700

Source Sizin m
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LAC #D i m a m a m a m i m a tom s a tom is i m here . i m sure tom doesn t
hate you
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Table 8. Norwegian-English.

Epoch 100 (10) 200 (20) 300 (30) 700 (70)

Source Jeg betraktet Tom som en venn.

Ground Truth I regarded Tom as a friend.

RNNsearch i . i . i ve been a lot of the truth i ve been to be a friend .

LAC i m a lot of a lot of i m a lot of the tom is i m sure tom is a friend in i wonder tom will have
a friend .

LAC #G i if tom to tom i was into . . i was tom . i m and tom a lot it tom

LAC #D #G i that i ve tom . . i was t to to . i m tom a friend .

LAC #D i m to i m to i m i m a lot of the tom s i tom tom a friend . i assumed tom was a friend
.

Source Er det noe du ikke forteller oss?

Ground Truth Is there something you’re not telling us?

RNNsearch i . i . i ve been to be a lot of what is it s someone know
that you

LAC i m a lot of a lot of are you have a lot of
this is is there is you re not his life is there something you re

not telling me

LAC #G i do about you the . are s you you the . are s you t you the . are s you t you that ?

LAC #D #G i do people you the . are s you the . are s you the . are s you that you you
that you

LAC #D tom is a lot . are you have to do
you are you

is there s something to do
not to

is there something you re
not telling me

Source Jeg skulle ønske det var mer jeg kunne ha gjort.

Ground Truth I wish there was more I could’ve done.

RNNsearch i . i . i wish i wish i wish i wish i wish i wish i wish i wish

LAC i ve i m not to be a lot of i wish there s more than i was i wish there was more than
i was

LAC #G do wish the . i wish . . i wish i do i could the . i wish there do i could the .

LAC #D #G i wish the . i wish . . i wish i had the . i wish there will more do
more more

LAC #D i m i m i m i m i m a lot of i ve been i wish it was more than i was i wish there were more
than i could

Source Tom skal gjøre det i morgen.

Ground Truth Tom will be doing that tomorrow.

RNNsearch i . i . i m a lot of the lot of you re supposed to be
happy to be

LAC tom s a lot of a lot of tom is a lot . tom will be happy to be
the truth tom will do that .

LAC #G he t with really tom your with i that
with i that tom a lot know find tom will really tomorrow .

LAC #D #G he t with he t tom . . tom a lot know a lot it , tom will it tomorrow

LAC #D tom is the lot . tom s a lot of the
room . tom is do that . tom will do that tomorrow

.

6.4. Ablation Study

The contribution of different components was observed in the LAC model. Ablation
experiments were performed on the tur-eng dataset and the results are displayed in Table 9.
When we substituted the encoder-decoder of the generator using RNN, there was a 2.4%
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decrease. The performance decreased by 2.9% if the attention mechanism was removed.
From these results, we found that the generator played an important role in the LAC model.

Table 9. Ablation Study of LAC in Turkish-English Sentence Pairs.

Model BLEU

LAC 37.9
G_RNN 35.5

G_No Attention 35.0
D_ReLu Nonlinearity 36.5

D_ res block × 1 35.6

The importance of the discriminator was also demonstrated. The activation function
caused a 1.4% decline with the RELU replacement. Moreover, the results demonstrated
that the LAC model with a single res block layer, i.e., reducing the ability of discriminator,
the result has a 2.3% drop in BLEU score.

6.5. Wasserstein Distance

The Wasserstein distance of training progress in each step is shown in Figure 4.
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Figure 4. Wasserstein distance during the training on the validation dataset, plotted by every epoch.

The critic ability is reduced in the ablation study against the discriminator (i.e., the
gold and blue lines). The Wasserstein distance cannot be accurately measured as the curve
is diverging. That is, the discriminator is unable to detect generated and real translation.
As a result, the rival loss cannot be used to improve the translation.

The ablation study reduces the translative ability against the generator (i.e., the green
and gray lines). The curve started to diverge after 300 epochs because the generator was
well fitted and could produce some translations. That is, the generated and real translations
were not separable from the discriminator. Additionally, due to the weak translative ability,
the generator could only produce the most common words.

The optimization showed smooth and incremental converging progress in our pro-
posed LAC model (the red line). The LAC model achieved the best BLEU score based on
translative and critical abilities, as shown in Sections 6.1 and 6.2.

From Figure 4, the LAC model incorporates the knowledge from adversarial sys-
tems and human translation. It got the better translation features and produced the best
translation score in low-resource languages machine translations.
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6.6. Steps of Message Passing

The ChrF3 curve of the LAC during different step numbers was plotted to demonstrate
the influence of epochs during the update process and the performances with and without
an adversary. Figure 5 illustrated the ChrF3 scores for four LRLs when the step number
was increased.
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The results indicate that the number of update steps is crucial to the performance of
the LAC model, which increased on all four datasets. The ChrF3 of the LAC model not
only outperformed RNNsearch in the testing, but it was larger at each step for all four
LRLs. The generator learned an extra rival loss from the discriminator, aggregating the
global information from the machine and human translations in each step. LAC model can
therefore capture more valuable information through the adversary.

7. Conclusions

This study proposed a new machine translation model based on an adversarial mech-
anism, named LAC. The results of the LAC are significantly stronger than those of the
traditional machine translation models without an adversarial mechanism. LAC does not
have an over-complex structure, but it shows better evaluations compared with the latest
models. Furthermore, the higher performance are widely shown in multiple languages,
indicating that the adversary can effectively improve the model capabilities.

Typically, transfer learning is not suitable for machine translation even though the
languages have similar grammar. In this experiment, we analyzed the transferability of
LAC inter similar languages. First, we used both pretrained discriminator and generator
from a relative and higher resource language. Then we used a separate pretrained dis-
criminator and generator. We found that using a separate pretrained discriminator shows
better performance. Similarly, in case studies, a separate pretrained discriminator produced
more fluent and correct sentences. It manifested that the LAC model has the potential in
cross-lingual transfer learning compared with traditional models.

We analyzed the impact of different components in the LAC network by ablation
experiments. In conclusion, no matter the ability of discriminator or generator is reduced,
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the translation results eventually became worse. Furthermore, from the Wasserstein dis-
tance curves (i.e., convergence curves) of ablation experiments, we found that reducing
the capabilities of the discriminator or generator will eventually make the LAC model
non-convergent. It showed that the original LAC model incorporates the useful adversarial
features from discriminator and generator. The performance of the LAC model is the result
of the interaction of discriminator and generator.

Finally, we tested the translation performance of the model in different iteration steps,
and we found that the LAC model was better than the translation system without an
adversarial mechanism during iteration. It shows that the adversarial mechanism can
improve the model’s ability in any step, and the improvement is stable.

In summary, experimental results showed that LAC has good potential in LRL transla-
tions. For future works, we will explore how to improve and leverage the discriminator
and generator so that the translation performance can be further improved. In addition,
we will work on how to reduce the computational costs of adversarial training.
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42. Popović, M. chrF: Character n-gram F-score for automatic MT evaluation. In Proceedings of the Tenth Workshop on Statistical
Machine Translation (EMNLP 2015 Workshop), Lisbon, Portugal, 17 September 2015; pp. 392–395. [CrossRef]

43. Shaukat, K.; Luo, S.; Varadharajan, V.; Hameed, I.A.; Xu, M. A Survey on Machine Learning Techniques for Cyber Security in the
Last Decade. IEEE Access 2020, 8, 222310–222354. [CrossRef]

44. Shaukat, K.; Luo, S.; Varadharajan, V.; Hameed, I.A.; Chen, S.; Liu, D.; Li, J. Performance Comparison and Current Challenges of
Using Machine Learning Techniques in Cybersecurity. Energies 2020, 13, 2509. [CrossRef]

45. Jean, S.; Cho, K.; Memisevic, R.; Bengio, Y. On using very large target vocabulary for neural machine translation. In Proceedings
of the 53rd Annual Meeting of the Association for Computational Linguistics and the 7th International Joint Conference on
Natural Language Processing (ACL-IJCNLP 2015), Beijing, China, 26 July 2015. [CrossRef]

46. Zhu, J.; Xia, Y.; Wu, L.; He, D.; Qin, T.; Zhou, W.; Li, H.; Liu, T.Y. Incorporating BERT into neural machine translation. In
Proceedings of the International Conference on Learning Representations (ICLR 2020), Virtual Conference, 30 April 2020.

47. Lan, Z.; Chen, M.; Goodman, S.; Gimpel, K.; Sharma, P.; Soricut, R. ALBERT: A lite BERT for self-supervised learning of language
representations. In Proceedings of the International Conference on Learning Representations (ICLR 2020), Virtual Conference,
30 April 2020.

176



applied  
sciences

Article

Selection of the Right Undergraduate Major by Students Using
Supervised Learning Techniques

Alhuseen Omar Alsayed 1,2,* , Mohd Shafry Mohd Rahim 1, Ibrahim AlBidewi 3, Mushtaq Hussain 4 ,
Syeda Huma Jabeen 5, Nashwan Alromema 6 , Sadiq Hussain 7 and Muhammad Lawan Jibril 8

Citation: Alsayed, A.O.; Rahim,

M.S.M.; AlBidewi, I.; Hussain, M.;

Jabeen, S.H.; Alromema, N.; Hussain,

S.; Jibril, M.L. Selection of the Right

Undergraduate Major by Students

Using Supervised Learning

Techniques. Appl. Sci. 2021, 11, 10639.

https://doi.org/10.3390/

app112210639

Academic Editors: Suhuai Luo and

Kamran Shaukat

Received: 25 September 2021

Accepted: 8 November 2021

Published: 11 November 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Computer Science, School of Computing, Faculty of Engineering,
Universiti Teknologi Malaysia, Johor Bahru 81310, Johor, Malaysia; shafry@utm.my

2 Deanship of Scientific Research, King Abdulaziz University, Jeddah 21589, Saudi Arabia
3 Department of Information Technology, Faculty of Computing and Information Technology,

King Abdulaziz University, Jeddah 21589, Saudi Arabia; ialbidewi@kau.edu.sa
4 Department of Computer Science and Information Technology, Virtual University of Pakistan,

Lahore 54000, Pakistan; mushtaq.hussain@vu.edu.pk
5 Brainnettom Center, Institute of Automation, University of Chinese Academy of Sciences,

Beijing 100190, China; hjabeen2@gmail.com
6 Department of Computer Science, Faculty of Computing and Information Technology in Rabigh (FCITR),

King Abdulaziz University, Jeddah 21589, Saudi Arabia; nalromema@kau.edu.sa
7 Examination Branch, Dibrugarh University, Dibrugarh 786004, India; sadiq@dibru.ac.in
8 Department of Computer Science, Federal University of Kashere, Barri 771103, Gombe State, Nigeria;

lawan.jibril@fukashere.edu.ng
* Correspondence: nuriy3@graduate.utm.my; Tel.: +966-543-169-128

Abstract: University education has become an integral and basic part of most people preparing for
working life. However, placement of students into the appropriate university, college, or discipline
is of paramount importance for university education to perform its role. In this study, various
explainable machine learning approaches (Decision Tree [DT], Extra tree classifiers [ETC], Random
forest [RF] classifiers, Gradient boosting classifiers [GBC], and Support Vector Machine [SVM]) were
tested to predict students’ right undergraduate major (field of specialization) before admission at
the undergraduate level based on the current job markets and experience. The DT classifier predicts
the target class based on simple decision rules. ETC is an ensemble learning technique that builds
prediction models by using unpruned decision trees. RF is also an ensemble technique that uses
many individual DTs to solve complex problems. GBC classifiers and produce strong prediction
models. SVM predicts the target class with a high margin, as compared to other classifiers. The
imbalanced dataset includes secondary school marks, higher secondary school marks, experience,
and salary to select specialization for students in undergraduate programs. The results showed that
the performances of RF and GBC predict the student field of specialization (undergraduate major)
before admission, as well as the fact that these measures are as good as DT and ETC. Statistical
analysis (Spearman correlation) is also applied to evaluate the relationship between a student’s major
and other input variables. The statistical results show that higher student marks in higher secondary
(hsc_p), university degree (Degree_p), and entry test (etest_p) play an important role in the student’s
area of specialization, and we can recommend study fields according to these features. Based on
these results, RF and GBC can easily be integrated into intelligent recommender systems to suggest a
good field of specialization to university students, according to the current job market. This study
also demonstrates that marks in higher secondary and university and entry tests are useful criteria
to suggest the right undergraduate major because these input features most accurately predict the
student field of specialization.

Keywords: machine learning; learning analytics; student field forecasting; imbalanced datasets;
explainable machine learning; intelligent tutoring system
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1. Introduction

Today, higher education institutions face considerable difficulties, such as the absence
of government funding, competitive job markets, admission processes, student strength,
and selections of student specializations [1,2]. Student specialization selection is an area of
educational research that has received little attention, although it is critical in recognizing
students’ interests and preparing them for a future career [3]. Student specialization is a
worldwide educational problem that needs to be investigated. For example, in the USA,
approximately 30% of year-one students do not return for their second year, and more
than $9 billion is spent on these students [4]. Furthermore, the completion rates of 4-year
degrees in the US are approximately 50% [5]. These alarming figures require every possible
effort to support students and higher education institutions in this critical issue. According
to a study conducted by the United States Departments of Education (NCES), of the 98% of
students that declared a bachelor’s degree major in 2011–2012, 33% changed their major by
2014 during their third year of study [6]. Moreover, approximately 35% of college students
who declared their majors to be STEM programs and 29% of students who declared their
majors to be STEM-related programs eventually changed their majors after 2 years of
study [7].

Student specialization selection can indicate the choice of an appropriate specializa-
tion/major that leads to a high level of satisfaction, success in allotment, graduation within
a time frame, or other more specific milestones [8]. In an educational institution, the selec-
tion of the right undergraduate major by students is a major challenge when progressing
to an academic level because students do not know about the job market and the demand
for the required skills.

1.1. Student Field Specialization (Undergraduate Major Course)

Field specialization selection means selecting the right undergraduate major for stu-
dents, for example, engineering, computer science, and management [9,10]. Universities
are required to fulfill students’ academic disciplines. One essential goal of universities
is to aid student admission into their desired college specialization. What student ad-
mission means varies depending on the context of the university requirements, students’
academic results, and other related factors [11,12]. Universities provide student admission
centers and student counselors or advisors to help students meet their educational needs.
Recommending suitable colleges and fields (suitable undergraduate majors) based on
students’ attributes and preferences is one service that could be provided by admission
departments. However, due to the growing numbers of fields, students, and available
skills, these advisors sometimes fail to help students with their selections [3,13,14]. Due to
the substantial amount of work required by these advisors, who are not able to handle this
situation, students have insufficient knowledge about how to select an appropriate field
(major) in their undergraduate program that fits their preferences, personality, subjects of
interest, and career type that he or she likes [3,13,14].

1.2. Significance of Predicting Student Field Specialization

The undergraduate major (field specialization) is an important research topic because
an incorrect undergraduate major selection affects students’ academic lives, learning, and
careers [15]. Students in every country face challenges in selecting the right undergrad-
uate major. From the time students decide to continue their higher education, they are
confronted with decisions concerning their education, many of which can be challenging.
When students attend college, they choose a major based on several factors, such as their
friends, parents, future opportunities, and, most importantly, the student advisory center.
Some students are not fully aware of the importance of their academic abilities and job
market demands [16]. They may depend on others’ opinions, which may lead to the incor-
rect and unsuitable major selection. Incorrect academic decisions have a considerable and
direct impact on students’ success and future lives [17]. If a student chooses an unsuitable
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academic major and continues to have low grades and fails to raise his or her CGPA within
a year, the student will be dismissed from college.

Thus, the choice of a field (student major) for a new student can be a difficult decision;
therefore, universities need to use a student intelligent counseling system because the
correct student feedback has been shown to decrease the course dropout rate and increase
graduation rate [18]. Long et al. [19] indicated that improving and enhancing the matching
of students with their university specialization could substantially assist in decreasing the
level of study discontinuation among younger students, which would also contribute to
opening up spots for other potential students and in decreasing the inefficient utilization
of public resources and funds for higher education. Therefore, this paper addressed
the field of specialization suggestion problem by suggesting appropriate study fields for
students at early stages, according to the current job market, education history, and career
goals for the students. Hence, it is desirable to develop sophisticated forms of intelligent
recommendation tools to help students in selecting an appropriate field of specialization

1.3. Machine LearningTechniques Used in an Education Predictive Model

Artificial intelligence (AI) is an important concept in the field of science and is cur-
rently a promising technological revolution. It uses machines to develop a concept of
intelligence that is more like the human brain. There have been various fields that have
taken advantage of implementing AI in their day-to-day business processes. In the area
of computer sciences, the concept of artificial intelligence is widely utilized, and it is con-
siderably related to the concept of machine learning (ML). ML is a sub-field of AI that
identifies complex and hidden patterns or knowledge from large amounts of data and then
makes smart decisions on unseen data [20]. One of the key features of ML is a training
model utilizing different dependent and independent variables, which further depends on
different utilized learning algorithms types (supervised, semisupervised, or unsupervised).
ML is mostly used for predictions in many field to provide solutions to questions such as
global solar radiation [21], weather predictions [22], flight time deviation [23], mortality
rates in COVID-19 patients [24], predict bank failures [25], credit default prediction in
bank [26], cyber security [27], bankruptcy prediction [28], filter e-learning contents [29]
and efficient processes for manufacturing industries [8]. It can also be used for predicting
rates in student dropouts in any course [17] and for understanding unique student learn-
ing styles [30]. Moreover, ML algorithms can assist the educational sector by constantly
evaluating student academic performance. Due to the vast and dynamic implementation
of ML, as well as its capability to learn from any dataset and to predict and classify future
transactions, we have selected multiple ML algorithms for use in this study.

In recent years, research interest in the application of ML in education has increased,
particularly among higher-education institutions. A recent study discovered that educational-
related decisions are frequently made based on educational management stakeholders’/
students’ impressions and experience, rather than based on knowledge-rich data. Unfortu-
nately, it is a challenging task to make a suitable choice of the subject matter at an early
stage due to the convoluted interaction of a variety of factors [31–33]. ML approaches
are designed to make necessary educational information readily available to knowledge
consumers. ML techniques have also been shown to be beneficial in improving outcomes
at several educational institutions and student management centers by making necessary
educational information readily available to students and other individuals [34,35]. In
the past 10 years, investigations on ML and education data mining [EDM] have played a
significant role in exploring educational problems [31,36], such as understanding student
performance [37,38] and educational institution performance [39]. These techniques have
also been used to predict student engagement and difficulty in online education [40,41] and
in recommending suitable colleges and courses [9,42–45]. ML is increasingly prevalent and
vital in educational contexts, in terms of predicting and identifying quality educational-
related problems for students and decision-makers, as well as in enhancing other manage-
rial services pertaining to streamlining students’ needs. Furthermore, numerous research
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studies on education have predicted admission to universities, student allotment, and
admission into their desired colleges/majors by using ML techniques [33,46,47].

The current study investigated the best ML classifier that is suitable for building
student field specialization intelligent systems, which can predict student study fields
based on student academic history and the job market. Predicting student study fields is a
classification problem; therefore, we verified the performance of common ML classification
algorithms, such as Decision Tree (DT), extra tree classifiers [ETC], random forest (RF)
classifiers, and gradient boosting classifiers [GBC], and Support Vector Machine [SVM],
on the current study dataset. The performances of these algorithms are good, based on
categorical data [48]. Additionally, these algorithms are easily described, understandable,
and implemented [48]. The current study also verified the performance of the SVM on the
current study dataset because it can examine both linear and nonlinear data [49].

1.4. Innovation of the Current Study

The current study investigated the student field of specialization by using students’
previous histories and job market information utilizing different ML techniques. ML
approaches have been employed to accurately forecast college selection and select the
best fit student major by means of common classification algorithms with diverse feature
sets [1]. To achieve our current study goal, we trained different common ML models
(extra tree classifiers [ETC], random forest [RF] classifiers, decision tree [DT] classifiers,
gradient boosting classifiers [GBC], and support vector machine [SVM]) based on the
current job market and students’ previous histories. The results showed that RF and
GBC predicted student majors with higher accuracy, as compared to DT, SVM, and ETC.
Based on the Spearman correlation method, the study concluded that higher marks in
higher secondary levels, entry tests, and universities, are good criteria for suggesting
student field specialization. Furthermore, student work experiences and job placements
are additional factors that are strongly related to student field specializations. In addition,
these ML models and features could be of high value in developing an intelligent system
to easily recommend a specialization to potential applicants who are often unsure of their
desired fields of specialization. Finally, this paper differs from other research in this area of
predicting student field specializations because it is based on the job market and student
histories and experiences.

The current study investigated the following research questions.
Question 1: Can we model the student undergraduate major path choice according to

the job market and student academic history by applying different ML algorithms, and if
so, which ML classifier offers optimal performance in predicting student undergraduate
major selection?

Question 2: How is a student’s undergraduate major path choice associated with that
student’s previous academic performance and the job market?

Contributions: This study possesses contributions as enlisted below in the domain of
selection of majors by students.

1. The research utilized Kaggle repositories to devise a ML approach in selecting the
field of specialization by students for future endeavors.

2. Several supervised learning techniques with 10-k fold cross-validation were utilized
and yielded that RF, SVM, and GBC were the suitable classifiers for predicting student
undergraduate major.

3. The influential factors related to selecting the right undergraduate major were also
showcased. According to my knowledge, no work has been done to find student
influential factors.

4. The findings may be integrated into the intelligent field recommender system for
predicting suitable fields for students according to the job market.

The rest of this paper is organized as follows. The literature review of the student
study field is discussed in Section 2. The research materials and methods are discussed
in Section 3, which contains all of the details of our proposed framework of the student
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study field selection system. Section 4 describes the experiment and discusses the results
of the current study, where the performances of different ML algorithms are tested on the
current study dataset. Finally, Section 5 presents the conclusions and future work of the
current study.

2. Literature Review

Several studies have been conducted to investigate student field specialization (student
major) using ML. Past research has used different ML techniques and input features to
study the relationship between student data and student majors. Alshaikh et al. [3] built
a recommendation system to suggest suitable colleges for KAU students based on the
students’ grades, college specializations, and enrollment requirements. They applied this
system to a dataset of 960 KAU preparatory students in 2017. Two methods were used
to evaluate the accuracy of the k-nearest-neighbor algorithm. In the first method, the
dataset was split into two datasets, 20% of the dataset for testing and the remaining 80%
for training, which generated 70.83% accuracy. The second approach applied k-fold cross-
validation, where the dataset was split into K smaller sets and the test was applied K times.
Pupara et al. [50] have proposed an accurate institutional recommender system (RS) that
was developed by combining decision tree and association rule methodologies. The RS
is intended to assist students in selecting acceptable colleges based on their context and
educational institution information using a mobile device. Ezz and Elshenawy [9] presented
an adaptive recommendation system for predicting a suitable engineering department for
students enrolled in an engineering preparatory year college using classification methods
such as SVM, k-nearest neighbor (KNN), linear regression (LR), quadratic discriminant
analysis (QDA), and RF. The system recommends a suitable engineering department among
seven engineering departments for each student based on his academic performance and
the proposed system has an average accuracy of 82.57%. In the study of Salaki et al. [51],
3 ML algorithms, namely, naïve Bayes (NB), RF, and sequential minimal optimization
(SMO), were trained on a dataset collected from three different educational colleges in
Bangladesh to identify and select the best groups of educational majors to streamline
the selection of a suitable direction for new students. The results showed that RF had
the best performance, with 84.9% accuracy, 84.9% precision, 84.6% sensitivity, and an
F-measure of 84.3%. In a study conducted by Fiarni et al. [52], an academic decision
support system was built in the IS department to classify and recommend IS sub-majors for
students using a C4.5 decision tree classifier and a rule-based approach. Bautista et al. [10]
adopted 8 methods (namely, the J48 tree classifier, logistic function classifier, naïve Bayes
(NB), nominal regression, decision tree CHAID, neural network multilayer perceptron,
neural network radial basis function, and nearest neighbor) to recommend a suitable
specialization for engineering students. The first three methods were tested in Weka and
achieved accuracies of 80.5%, 64.30%, and 60.11%, respectively. The last 5 experiments
conducted in SPSS, yielded accuracies of 64.00%, 68.20%, 71.30%, 61.00%, and 71.20%.
Moreover, the J48 tree classifier performed the best, with the highest accuracy of 80.5%.
A study conducted by Kularbphettong and Tongsiri [53] aimed to develop a decision
support system for student major selection using two ML methods, J48 and Bayesian
network algorithms (BNs). Their results showed that BNs performed the best, with 92.13%,
0.93, and 0.91 accuracy, precision, and F-measure, respectively. Meng and Fu [35] applied
8 classification methods, namely, SVM, decision tree (DT), naïve Bayes (GNB), RF, gradient
boosting decision tree (GBDT), convolutional neural network (CNN), collaborative filtering
(CF), and recurrent neural network (RNN), to recommend appropriate college majors.
RF performed best, with an accuracy of 97.87% and an f-score of 96.60%. Wei et al. [54]
proposed an improved SVM-based prediction system model for predicting second major
selection. Their experimental results indicated that the proposed method performed best,
with an accuracy of 87.36%, AUC of 0.8735, the sensitivity of 85.37%, and specificity
of 89.33%, Sethi et al. [55] conducted a study to predict the appropriate study stream
for students in higher secondary education. They found that the neural network (NN)
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outperformed the other approaches with a classification accuracy of 86.72%, the sensitivity
of 0.92, specificity of 0.82, and MCC of 0.72. Abosamra et al. [56] examined various types
of ML predictions models on a dataset, which gave the best choice as a (NN) architecture
that provides 6.26 an average root mean squared error, and a mean absolute error of 5.74
based on a scale of 0 to 100.

The artificial neural network (ANN) method was adopted by Latifah et al. [57] to
predict suitable student specialization in a dataset of 314 students based on student records
from the iGracias Integrated Academic Information System at Telkom University in 2016,
and they achieved an accuracy of 94.81%. The NB method and analytic hierarchy pro-
cess (AHP) techniques were adopted by Zubaedah et al. [58] to build a decision support
system to predict suitable specialization in technical faculty in Indonesia. A rule-based
classification algorithm (PART) was adopted by Tamiza et al. [59] to propose an intelli-
gent model for selecting and predicting suitable university specialization. The model
achieved an accuracy of 73.7%. Iyer and Variawa [60] built a system model to guide first-
year undeclared/undecided engineering students to predict suitable engineering majors.
They found that the RF approach outperformed the other classification algorithms, with
the highest accuracy of 57%. AlAhmar [61] developed a rule-based expert system that
suggested majors for students at the undergraduate level. Kamal et al. [62] has used RF
classifiers to analyze students’ personality and intelligence across various majors and
academic programs and predict suitable college majors for students based on academic
results, personality, and level of intelligence with an accuracy of level one at 96.1% and
94.72% at second level respectively, moreover, they have investigated that their framework
has potential to recommend a student towards future higher degree options.

Although the attractiveness of higher education institutions in many areas of student
field of study selection has been extensively researched, there is a paucity of evidence
available for modeling the relationship between these factors and intelligent recommenda-
tion of student fields based on the job market and student history and experience. To our
knowledge, no studies have been conducted on the use of any ML algorithm specifically
designed for the purpose of predicting student specialization and identifying the extent to
which various parameters contribute to the determination of the specialization of students.
As a result of this discovery, we were inspired to conduct our current study. As a result,
the current research has implications for higher education, students, and the labor market.

3. Materials and Methods

In the current study, we developed an intelligent system for the field of specialization
selection. We trained and tested various ML models on a student dataset because such
techniques are suitable for categorical data. The proposed framework has the following
stages: data preprocessing, visualization model selection modules, and model deployment.
Figure 1 shows all the steps of the proposed framework. Overall, this section provides all
the implementations of the student study field intelligent system in the form of the below
sub-section.

3.1. Data Description

The data collection consists of several steps. Before the implementation process,
consistent and appropriate educational data are required to achieve acceptable results.
In this experiment, the dataset was published in Kaggle [63]. The details are shown in
Table 1. This dataset was collected from MBA students of CMS Business School in January
2020 and was published on the Kaggle website [63]. This dataset contains placement
data of students, including secondary school, higher secondary school, and entry test
scores. The dataset also includes work experience, degree percentage, and salary offered
by the organization. The salary information represents the importance of the field in the
job market. The degree percentage shows the student’s interest in the field. The current
database contains 216 student records and 19 input features. The first experimental dataset
is shown in Table 1, and the target variable is specialization.
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Figure 1. Intelligent recommender system for student field recommendation.

Table 1. First experiment dataset description.

Features Name Description Data Type

Gender Student Gender (Male/Female) Categorical

SSC_P Student secondary school percentage Numeric

SSC_b Student secondary school board studied (Class 10) Categorical

HSC_P Higher secondary school percentage (Class 12) Numeric

hsc_b Higher secondary school board studied (Class 12) Categorical

hsc_s High secondary school (Class 12) specialization Categorical

degree_p Degree percentage Numeric

degree_t Degree type Categorical

workex Work experience Categorical

etest_p Score on entrance test Numeric

specialization Degree specialization Categorical

mba_p Student percentage in MBA Numeric

status Student placement status Categorical

salary Student salary Numeric

ssc_p_catg Student secondary school percentage in 3 categories (85%+, 60–85%, <60%) Categorical

hsc_p_catg Higher secondary school percentage in three categories (85%+, 60–85%, <60%) Categorical

mba_p_catg Student percentage in MBA in 3 categories ((85%+, 60–85%, <60%) Categorical

degree_p_catg Degree percentage in 3 categories (85%+, 60–85%, <60%) Categorical

etest_p_catg Percentage on entrance test in 3 categories (85%+, 60–85%, <60%) Categorical
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3.2. Proposed Framework

Undergraduate major selection is a crucial and challenging decision for the university
and the student during the process of admission to fulfill their future success. Due to bad
counseling by the admission office center in the university, students go into the wrong study
field; as a result, student learning will be affected [15]. Every country faces problems with
students selecting the right undergraduate major course, and past studies have indicated
that institutions have seen a significant increase in the number of students enrolling as
undeclared. In reality, it is estimated that over 50% of students enter college undecided and
that approximately 75% of students change their majors at least once before they complete
their degree [64,65].

This study builds a student major intelligent system that provides feedback to stu-
dents and universities about study field selection based on the data extracted from the
university database. Finding and building an intelligent system model of students’ field of
specialization could be of high value in developing an intelligent system to easily recom-
mend a specialization to potential applicants who are often unsure of their desired field of
specialization. In the current study, we verified the performance of different supervised ML
techniques to predict students’ fields of specialization based on student history and the job
market. High-performance ML algorithms can provide a high degree of support to student
major intelligent systems. Based on performance, the student major intelligent system can
provide various support to educational institutions on many issues, such as (1) helping the
university administration staff in making quick decisions about students’ fields of study;
(2) recommending personalized study fields according to students preferences and the
job market; (3) decreasing the workload for the admission office; (4) enrolling students
according to their preferences and job markets; (5) identifying at-risk students and chances
of success of students at early stages; and (6) intervening with the student at early stages so
that course dropout rates will decrease, as well as to ensure that students go into the right
study fields. Figure 1 shows the basic architecture of the intelligent system for student
field of specialization recommendation. The proposed student field intelligent system
framework has four major phases, which are shown below.

Step 1 Pre-processing: In the first phase known as Phase-1 (preprocessing), raw
information (216 student records) was collected from a university database, as shown
in Table 1. Subsequently, we applied different preprocessing techniques by using the
Python module, such as removing missing records, deleting irrelevant student records,
normalization, outlier detection, and hot encoding. To increase the proposed system
performance, we also created new features by creating different categories at different
education levels (ssc_p_catg, hsc_p_catg, mba_p_catg, degree_p_catg and etest_p_catg). To
remove the missing records, we used different missing record techniques. Sometimes, ML
techniques do not process the categorical technique; therefore, we applied the hot encoding
technique. Additionally, the cleaned data were normalized because the ML model does
not work correctly on non-normalized data. Finally, the preprocessing module converted
the data into an acceptable form for the ML models, and the data were ready for the next
phase. The current study dataset contained 19 input features (previous exam history, salary,
and experiences of students), and the explanation of our current study dataset is shown in
Table 1. Specialization is the target variable (Y) that finds the class of independent variables.
When students belong to Management and Human resource management (HR) study
fields (Mk and HR) then target variable (Y) is set “1” and if students belong to Management
and Finance study field then target variable (Y) is set to “0”.

Step 2 Data Visualization: In the second phase (data visualization), the clean data
were visualized by using a different Python library, which shows how important the input
feature is in predicting student study fields. This visualization is used to better understand
the current study data.

Steps 3 Model Selection: In the third Phase (model selection modules), different
supervised ML techniques were trained and tested using a 10-fold cross-validation method
on the clean data by using the Scikit-learn Python library. It is a free ML library of
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python. In this library, we can easily implement ML algorithms. The current study ML
algorithms were trained and tuned on training data and tested on test data using 10-fold
cross-validation. After training, the model will find a pattern between input features and
out variables or find the best model on the current study dataset. In addition, to select
high-performance models, different performance metrics, such as accuracy and a true
positive rate, were used. Finally, ML models with high accuracy are selected for intelligent
field systems:

Step 4 Model Deployment: In Phase four, an intelligent field of specialization system
was developed with the help of a high-performance ML model (RF, GBC, and SVM) because
RF, GBC, and SVM predict field specialization with high accuracy. Consequently, intelligent
detection of the student field of specialization provides decision-makers, academic advisors,
students, and other individuals with knowledge and person-specific information, which is
intelligently filtered or presented at the appropriate time, to improve education and the
student’s best-fit specialization field [3,14,35,66,67]. Additionally, the proposed intelligent
field of specialization system will help university admission offices in daily activities.

4. Results and Discussion

Consequently, the selection of an appropriate and suitable field of study is a paramount
issue for both students and educational institutes. Therefore, in this section, we inves-
tigated the student field (student major) of specialization selection using different ML
techniques based on student academic history and the current job market. We also visual-
ized the current dataset to further understand the input variables and performed several
experiments using Python to answer the research questions.

We performed data visualization using Python to further understand the experimental
dataset. These visualization results show the importance of input attributes in predicting
field specialization. Figure 2 shows that higher secondary students who obtained jobs
mostly majored in commerce and science. This result further indicates that commerce and
science fields are currently in the greatest demand.

Figure 2. The proportion of different student fields of specialization in higher secondary school.

Figure 3 shows that commerce and management students in higher secondary schools
mostly take science and technology fields as postgraduates.

In Figure 4, the blue portion (1) represents Mkt and finance, and the yellow portion
(0) represents the Mkt and HR. Figure 4 indicates that 55.81% of students take the MKT&
Finance program in postgraduate education, and others take the MKT & HR field.
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Figure 3. The proportion of different student fields of specialization in degree.
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At this step, we have obtained considerable knowledge about the data and can easily
build models. Although there are lots of studies related to the selection of majors by
students and its influential factors [1–7,68], studies with a machine learning approach in
this domain are limited [7]. In this study, we investigate the student study field based on
student job markets, student academic history, and job experience. As the number of factors,
size of the datasets, methods applied varied in different studies, it is impractical to compare
these studies. Some of these studies were listed in Table 2. To find an appropriate ML
model and student factors for our proposed recommendation system, this study conducts
two experiments on datasets using the Python Sklearn library. Sklearn is a Python library
that is used to train and deploy ML models. In this section, we investigate the following
research question:
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Table 2. Related studies are based on major influence factors for the recommendation of the future domain.

Reference Year of
Publication Country No of Participants Some of the Most Influential

Factors in Selecting Major Methods Used

[69] 2006 USA 89

personal interest in the subject
matter, long-term salary
prospects, probability of
working in the field after

graduation, starting salary,
and prestige of the profession

Average
Importance

[70] 2017 Korea 816

collaborative learning;
technology-based learning;

self-regulated learning;
hands-on activities; belief in

major benefits

Cronbach’s Alpha,
exploratory factor
analysis (EFA), and
confirmatory factor

analysis (CFA)

[71] 2016 Korea 195

Gender, Grade,
Acquaintance’s

recommendation, Daily hours
of study, Place of residence

Fisher’s exact test,
t-test, one way

ANOVA, Mann
Whitney test, and

ANCOVA

[14] 2019 Saudi Arabia

239 prospective
participants and

392 university
participants

the outcome of student’s
qualification exams and

overall high school grades

Fuzzy Expert
System

[72] 2015 Indonesia 40

value of national examination,
the value of the placement
test, and value of School

Exams

Fuzzy Multiple
Attribute Decision
Making (FMADM)

[73] 2011 Iran 465 Students’ interest and
decision

Structural
Equation Modeling

[74] 2004 USA 114

Financial aid, previous
education, potential

career/degree characteristics,
and information sources.

chi-square and
analysis of

variance for mean
differences

[55] 2020 India 550 Marks in Board exam, Family
income, Scholarship, etc.

SVM, k-nearest
neighbor and

Neural Networks

Question 1: Can we model the student undergraduate major path choice according to
the job market and student academic history by applying different ML algorithms, and if
so, which ML classifier offers optimal performance in predicting student undergraduate
major selection?

The first experiment was conducted to explore this question. In the first experiment,
we applied several Tree based ML models (DT algorithm, RF algorithm, extra tree classifier,
and XGBoost) and SVM to our dataset by using their default parameters. Decision-tree has
been widely implemented in various domains, such as in medical fields [75], marketing
prediction tasks [76], and education [77,78], due to its various well-known attractive fea-
tures [79]. Features such as simplicity, comprehensive calculations, no required parameters,
and the capability of handling mixed types of data, encouraged us to select DT in this
study. Random forests are used in this study due to being easy and stable with many
interesting properties. One of these interesting properties is that they provide a powerful
computation of variables [80]. The extra tree classifier is one of the learning algorithms that
can aggregate the results of multiple de-correlated decision trees collected in a “forest” to
output its classification result. It has been applied in this study because it is similar to RF;
however, it is faster, and its method in the construction of the decision tree in the forest is
optimal. The tree-based algorithm is simple and requires less data; additionally, it is easy
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to understand and easily implemented [81,82]. Conversely, deep learning (artificial neural
network) is complex, computationally expensive, and requires more data [83]. Additionally,
we did not use the naive Bayes algorithm, which is a very commonly used algorithm to
solve real-life problems because it overlooked how to calculate probabilities [84]. We used
SVM because the performance is good using small datasets [85,86]. Moreover, it does not
apply a strict requirement on the number of samples and sample points; additionally, it can
process error distributions and can be easily promoted. XGBoost was used in this study
because it has higher predictive accuracy than other ML algorithms, such as SVM and
DT [87,88]. Our dataset contains both numeric and categorical attributes. Therefore, the
selected model must perform well on categorical data. For the first experimental dataset,
we used 19 input features, which are shown in Table 1, and the target variable was special-
ization. First, we converted the target variable (specialization) into a binary form (0,1) by
using python, wherein “0” denotes marketing and finance (Mk&Fin) and “1” represents
the Market and Human resources Field (Mk&HR). As ML algorithms cannot directly work
on categorical data, and to convert input features in digital form, we used a hot encoding
technique. Hot encoding is a technique that can map categorical data into integers; as a
result, the Ml algorithm can produce better results. Hot encoding is useful when there is
no relationship between the variables. The 10-fold cross-validation method was used to
increase the generalization ability of the models and to ensure that the model behavior
was optimal. Furthermore, accuracy, true positive rate (TPR), false-positive rate (FPR),
and receiver operating characteristic (ROC) curve were used as evaluation metrics. The
accuracy represents the percentage of correct predictions of the model given unseen data.
In ML, the TPR is also known as recall or sensitivity and indicates the percentage of actual
positive values that are correctly predicted by the model. Finally, the ROC curve plots the
TPR of the model [89]. The current study performance metrics are shown below.

TPR = TP/TP + FN

FPR = FP/FP + TN

Accuracy = TP + TN/TP + TN + FP + FN

Notes: TP (true positive), FN (false negative), TN (true negative), FP (false positive).
DT algorithms belong to the supervised category of ML algorithms. A DT is sim-

ple and easily understandable. We selected this technique because it is widely used by
researchers due to its simplicity. In addition, a DT has some great advantages, such as
representing rules that could be easily understood and interpreted by users [81]. This
type of algorithm performs well for categorical and numerical attributes and does not
require complex data preparation. In short, ML classifiers and their outputs are easy to
understand for individuals with a non-analytical background [90]. The default parameters
(ccp_alpha = 0.0, criterion = ‘gini’, min_samples_split = 2) are used to train the DT model,
and an accuracy of 55% was obtained by DT using 10-fold cross-validation. Table 3 shows
that the DT correctly classifies student specialization with a TPR of 0.87 and an FPR of 0.71.

Table 3. Confusion matrix of the decision tree classifier.

TN = 10 (0.29) FP = 25 (0.71)

Actually (0) FN = 4 (0.13) TP = 26 (0.87)

Actually (1) Predicted (0) Predicted (1)

In the second step of the first experiment, RF classifiers were used to predict student
specialization given a student placement dataset. The RF classifier is a supervised learning
algorithm that applies to both classification and regression problems [80]. RF creates
multiple DTs from random sample data and then gives predictions on high-accuracy
trees [91,92]. The RF classifier predicts the student field specialization with the following
default parameters (bootstrap = True, ccp_alpha = 0.0, criterion = ‘gini’, max_depth = 15,
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max_features = ‘auto’,max_leaf_nodes = 10). The TPR of RF is 0.70, and the FPR is 0.20, as
shown in Table 4.

Table 4. Confusion matrix of the random forest classifier.

TN = 28 (0.80) FP = 7 (0.20)

Actually (0) FN = 9 (0.30) TP = 21 (0.70)

Actually (1) Predicted (0) Predicted (1)

Extra tree classifiers (ETC) are used in the third step to predict the student’s field of
specialization. ETC is an ensemble learning technique that collects the result of multiple
trees. The approach is similar to an RF classifier, but the tree construction method differs.
The accuracy of the ETC classifier on the student dataset is 0.52. During training, the ETC
Classifier used the default parameters (n_estimators = 100, random_state = 0) to predict
student specialization with high accuracy. The TPR and FPR of the ETC classifier were 0.53
and 0.49, respectively, as shown in Table 5.

Table 5. Confusion matrix of the extra tree classifier.

TN = 18 (0.51) FP = 17 (0.49)

Actually (0) FN = 14 (0.47) TP = 16 (0.53)

Actually (1) Predicted (0) Predicted (1)

In the fourth step of the first experiment, we used the SVM classifier. SVM is a
supervised learning algorithm that is mostly used for classification problems. SVM finds
the hyperplane that divides a dataset into two classes [93]. SVM classifiers perform well
on clean and small datasets. Furthermore, SVM is faster than other machine learning
techniques [93]. The best accuracy (52%) of SVM was achieved with the following default
parameters (random_state = 0, tol = 1 × 10−5), as shown in Table 6. The TPR and FPR of
SVM are 0.53 and 0.49, respectively, as shown in Table 7.

Table 6. Experimental results of the machine learning models on the current study dataset.

Model Accuracy

Decision Tree Algorithm 0.5538

Random Forest Algorithm 0.7538

Extra Trees Classifier 0.5231

Support Vector Machine 0.5231

XGBoost 0.6154

Table 7. Confusion matrix of the support vector machine (SVM).

TN = 18 (0.51) FP = 17 (0.49)

Actually (0) FN = 14 (0.47) TP = 16 (0.53)

Actually (1) Predicted (0) Predicted (1)

Finally, we used the XGBoost classifier to predict student specializations by using default
parameters (base_score = 0.5, booster = ‘gbtree’, colsample_bylevel = 1, learning_rate = 0.1).
XGBoost is a popular boosting technique in ensemble ML, and its performance is good
on structured and tabular data. XGBoost is also called GBC. XGBoost uses parallel tree
boosting to solve real-life data science problems. We used this technique because its impact
has been widely recognized in many machine learning and data mining challenges, where
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it has become a commonly used and popular tool among Kaggle’s competitors and data
scientists [87]. XGBoost predicts the student’s specialization with an accuracy of 61%,
and the TPR and FPR of the XGBoost classifier are 0.57 and 0.35, respectively, as shown
in Table 8.

Table 8. Confusion matrix of the XGBoost classifier.

TN = 23 (0.66) FP = 12 (0.34)

Actually (0) FN = 13 (0.43) TP = 17 (0.57)

Actually (1) Predicted (0) Predicted (1)

In the first experiment, the TPR and accuracy of the RF and GBC classifiers were
higher than DT, SVM, and ETC, and the FPR was lower than that of DT, SVM, and ETC, as
shown in Figure 5, which indicates that the performance of these classifiers in predicting
field specializations is good, compared to that of the alternatives. Sometimes, accuracy is
misleading when the dataset is imbalanced [94–96]. In other words, if the ratio of some
classes is less than that of others in the dataset, we used the ROC curve and TPR, which is
also called recall. We used ROC to further understand the performance of the models. The
ROC is an evaluation metric that represents the performance of an ML model in the form
graph [97] by plotting the TPR and FPR of the model. Figure 5 shows that the TPR of the
RF and GBC classifiers was high, compared to that of the DT, SVM, and ETC. The results
also showed that RF and GBC classifiers are appropriate classifiers to build student field
recommendation systems because they can handle ordinal, non-ordinal, and categorical
data and are also good choices for skewed and multimodal data [98]. Moreover, the RF and
GBC classifier ensemble method outperforms simple DT classifiers. The previous study
showed that the performance of SVM in small data is good and faster [93]. Furthermore,
DT and ETC are unstable and have high sensitivities for overfitting classifiers [15].

Figure 5. ROC curves of all the classifiers.

Question 2: How is a student’s undergraduate major path choice associated with that
student’s academic performance and the job market?

We performed a second experiment to investigate the second research question. The
second experiment investigated how a student’s field of specialization was associated
with that student’s previous academic history, salary, and experience. First, we observed
the baseline characteristics of different selected variables, such as secondary education
percentage, higher secondary education percentage, degree percentage, MBA percentage,
and employability test percentage. Then, we performed statistical analysis (Spearman
correlation) to assess the relationship between a student’s major and other input variables.
The Spearman correlation shows how closely two variables are related. Table 9 shows the
Spearman correlation between student field specialization and other input variables of the
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current study. The statistical results show that higher student marks in higher secondary
(hsc_p), university degree (Degree_p), and entry test (etest_p) play a significant role in
student field of specialization, and we can easily suggest study fields according to these
features. Furthermore, student work experience (work_exp) and job placement (status)
also impact student field specialization. Several interesting observations are obtained from
the above statistical analysis. First, students at the high secondary stage are very excited
about their field in university (undergraduate level) or undergraduate major path choice.
At this level, every student wants to go into a good study field. In other words, students
place high importance on student field specialization decisions. Second, students who get
admitted to their favorite field graduate with higher grades. Third, the student field of
specialization also affects student work experience and market salary. Fourth, students
who applied for their favorite field may receive high marks on their university entry test.
Fifth, students who graduate in their favorite field have a high chance of getting a job. In
addition, the student marks percentage in a higher secondary, university degree, and entry
test is useful criteria for study field suggestion. The result also demonstrates that student
marks percentage in higher secondary, university degree, entry test assignment, and other
factors are beneficial to the intelligent recommendation system. Using these variables, the
proposed recommender system correctly predicts student field specialization according to
their marks and preferences.

Table 9. Spearman correlation between student specialization and other input variables.

Input Features r p Value Mean Std

gender −0.106 0.12 0.64651 0.47917

ssc_p −0.17 0.01 67.3034 10.8272

ssc_b −0.05 0.45 0.46047 0.499598

hsc_p −0.24 0.00 66.3332 10.8975

hsc_b 0.002 0.97 0.6093 0.48905

hsc_s 0.17 0.01 1.37209 0.58098

degree_p −0.21 DOT00 66.3702 7.35874

degree_t 0.08 0.21 0.6 0.89024

workex −0.19 0.00 0.34419 0.47621

etest_p −0.23 0.00 72.1006 13.276

mba_p −0.1 0.12 0.44186 5.83339

status −0.25 0.00 0.68837 0.46424

ssc_p_catg 0.15 0.02 0.50698 0.84759

hsc_p_catg 0.16 0.01 0.45116 0.80081

mba_p_catg 0.1 0.14 0.37674 0.4857

degree_p_catg 0.24 0.00 0.3814 0.78158

etest_p_catg −0.011 0.86 0.641860 0.80716

Salary −0.14 0.07 288,655.405 93,457.45

The current study results show that we can design a recommendation system for
predicting the field of specialization using RF, GBC, and SVM classifiers. The proposed
recommendation system will offer a variety of functions to students and college/university
staff, such as recommending appropriate fields of study for students, ranking highly
demanding fields in the coming and current years, and predicting the future salary of
recommended fields. The results also show that higher secondary education is an appro-
priate stage to enter a good study field. Moreover, having a suitable specialization might
affect students’ academic performance and job salary, which could assist in lessening their
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anxiety and confusion and could lead to significantly better study program completion and
increase graduation rates in the future. Having early awareness of the estimated number
of incoming freshmen per study specialization program could also be of high value to the
college administration. With this great insight, they would be able to allocate required
resources per specialization field and better prepare schedules.

5. Conclusions

Unsuitable field of specialization selection for new graduate students has serious
consequences for students and universities. Choosing an appropriate field of specialization
is a critical determinant of a student’s future academic and work progression. The current
study used a machine learning and statistical approach to investigate the student study
field. In this study, we extracted data from the Kaggle repository, which is publicly available
for research purposes, and then converted these data into a form that is acceptable for
ML models. We then applied several supervised learning techniques (DT, RF, ETC, and
GBC) to our dataset and evaluated them using a 10-fold cross-validation method. The
findings showed that RF and, GBC predict student study fields with accuracy 0.75% and
0.61 respectively. The results indicate that RF and GBC are the most appropriate, classifiers
to integrate into the intelligent field recommender system for predicting suitable fields
for students according to the job market because the performance of these classifiers is
good on less training data Additionally, the intelligent field recommender system will help
educational institutions to suggest study fields according to the current job market and
demand. Using this recommendation system, students can select a field that is according to
the job market. The study also demonstrated that the student field of specialization selection
is mostly dependent on the percentage of marks in higher secondary, university, and entry
tests. Student work experience and student job placement also affect the student’s field of
study. Furthermore, student mark percentage in higher secondary, university, and entry
tests are appropriate criteria for all higher education institution admission departments to
select the right undergraduate major path choice.

This experiment aims to investigate whether these data could be used to suggest
an appropriate study field for students. This study used student academic data and job
market data from the Kaggle repository. The student’s field of specialization is a complex
problem that also depends on other factors, such as country and student family background.
Therefore, these factors must be further investigated.

The Current study limitations: There are some limitations, for example, the current
study has limited specializations, records, and input features. In the future, we will use
design surveys to assess other factors or input features related to the student field of
specialization. Additionally, the accuracy of RF, GBC, and SVM models will be further
improved by increasing the number of observations and hyperparameter tuning. Then,
we will build an intelligent field recommendation system using collaborative filtering to
recommend suitable fields to students according to their preferences and the job market.
This proposed system will help the university admission system make quick decisions
about student field recommendations.
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Abstract: The contemporary innovations in financial technology (fintech) serve society with an
environmentally friendly atmosphere. Fintech covers an enormous range of activities from data
security to financial service deliverables that enable the companies to automate their existing business
structure and introduce innovative products and services. Therefore, there is an increasing demand
for scholars and professionals to identify the future trends and directions of the topic. This is why the
present study conducted a bibliometric analysis in social, environmental, and computer sciences fields
to analyse the implementation of environment-friendly computer applications to benefit societal
growth and well-being. We have used the ‘bibliometrix 3.0’ package of the r-program to analyse
the core aspects of fintech systematically. The study suggests that ‘ACM International Conference
Proceedings’ is the core source of published fintech literature. China leads in both multiple and
single country production of fintech publications. Bina Nusantara University is the most relevant
affiliation. Arner and Buckley provide impactful fintech literature. In the conceptual framework, we
analyse relationships between different topics of fintech and address dynamic research streams and
themes. These research streams and themes highlight the future directions and core topics of fintech.
The study deploys a co-occurrence network to differentiate the entire fintech literature into three
research streams. These research streams are related to ‘cryptocurrencies, smart contracts, financial
technology’, ‘financial industry stability, service, innovation, regulatory technology (regtech)’, and
‘machine learning and deep learning innovations’. The study deploys a thematic map to identify
basic, emerging, dropping, isolated, and motor themes based on centrality and density. These
various themes and streams are designed to lead the researchers, academicians, policymakers, and
practitioners to narrow, distinctive, and significant topics.

Keywords: fintech; financial technology; blockchain; deep learning; regtech; environment; social
sciences

1. Introduction

As the world is entering the digitalisation age, many organisations are adopting and
investing in new technologies to cope with societal and environmental needs. The financial
industry is not so different; it evolves day by day with various fintech technologies. Fintech
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is the combination of financial technology used to enhance financial operations’ effective-
ness and efficiency. Its rise has changed the ways of businesses of commercial banking
systems [1]. It is implied that it is an emerging area of finance with a significant contribution
to technology [2,3]. Nowadays, it has become an industry that successfully takes advantage
of the recent development of information technology tools such as cloud computing, big
data, the internet of things, social computing, etc. [4]. This advancement supports the
existing business structure but also helps the financial service industry to introduce new
processes, systems, products, and services that can enhance their efficiency [5]. The com-
panies are intended to restructure their businesses and are more inclined towards hybrid
client interactions and more customer self-services, [6], particularly during Covid-19.

The latest fintech technology trends include categorising and assessing various arti-
ficial intelligence technologies based on their availability and maturity [7]. Furthermore,
it provides studies such as the contextualisation of users’ facilities and experience of the
web interface in the financial service industry [8], machine learning tools in electronic
finance market trading [9], and advanced modelling for stock movements [10] and settle-
ment models with renewable energy that are based on blockchain technology [11]. The
researchers believe that there is a need to develop a conceptual framework to understand
the perspectives of Fintech [12]. Few researchers presented the Fintech framework based
on the flow of money theories applied in the E-commerce system. However, still required
is a suitable conceptual framework developed in the context of relevant fields [13]. As well,
there is a still need to identify the core contributors in the field of computer, social, and
environmental sciences, as well as the future research streams and themes that will lead
the scholars to make a significant contribution in the area. Therefore, the purpose of the
current study is to conduct a bibliometric analysis for the period of 2010 to 2021.

The current study highlights various influential and conceptual aspects of fintech
technology in computer, social, and environmental sciences from the last decade. The
significant growth of fintech technologies has raised specific questions for academicians and
practitioners. These questions are: (1) What are the contributory key authors and journals
of the fintech literature? (2) What are core affiliations, sources and contributing countries
in the field of fintech and computer, management, and environmental sciences? (3) What
key themes does fintech offer in the field of computer, management, and environmental
sciences? (4) With the help of research streams offered by fintech literature, what are the
future research gaps to fill by researchers, academicians, and practitioners? The workflow
of the study is presented in Figure 1.
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2. Study Design and Descriptive Outlook

This study aims to conduct a comprehensive bibliometric analysis to identify the
influential and conceptual structure of the fintech literature in computer, social, and en-
vironmental sciences. The procedure and steps of studies are shown in Figure 1, using
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the workflow followed by Nasir et al. [14]. The study proceeds with the study design,
where we define our research questions and methodology in step 1. We have used the
‘bibliometrix 3.0’ package of r-studio to analyse various influential and conceptual aspects
of fintech literature [15]. We have used Scopus, emerald, and science direct databases for
searching fintech literature. The finalised search query is simply fintech in the computer, so-
cial, and environmental science fields. We analysed on 17 March 2021. There is a minimum
contribution of fintech literature in the rest of the areas. Furthermore, we have removed the
duplicates from our data and ended up with 1556 documents, from which 786 are research
articles, 26 are books, 86 are book chapters, 553 are conference papers, 61 are reviews, and
22 are conference reviews and editorials.

Table 1 also highlights the total number of author keywords and keyword plus used
by the literature; furthermore, we have taken the literature from 2010 to 2021. The table
describes various characteristics such as the collaboration between countries index, authors
per documents, and single and multiple-authored documents in fintech literature. Figure 2
represents the annual production of publications per year; fintech is a recent trend globally
as, in 2020, there were 724 publications. The growth is substantial, from 1 publication in
2010, to 10 publications in 2015, to 724 publications in 2020. The year 2021 is still ongoing,
however, we can see 69 publications in fintech, more than the 30 publications in 2016. The
relevant growth in financial technology literature starts in 2017, where we can see 107
publications, followed by 262 in 2018 and 348 in 2019.

Table 1. Main information about fintech literature.

Description Results

Documents 1556
Sources (Journals, Books, etc.) 759

Keywords Plus (ID) 4453
Author’s Keywords (DE) 3454

Period 2010–2021
Average citations per document 3.611

Authors 3483
Author Appearances 4325

Authors of single-authored documents 298
Authors of multi-authored documents 3185

Single-authored documents 373
Documents per Author 0.447
Authors per Document 2.24

Co-Authors per Documents 2.78
Collaboration Index 2.69

Document types

Article 786
Book 26

Book chapter 86
Conference paper 553
Conference review 22

Editorial 22
Review 61
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3. Bibliometric Analysis

The forthcoming segment represents the holistic bibliometric analysis of fintech liter-
ature. The bibliometric analysis is twofold. First, we study dynamic, influential aspects
such as core authors having a considerable impact in fintech. We highlight core sources
and how they impact the literature on various topics. We propose the main countries
and corresponding countries of fintech literature. Then, we discuss primary affiliations or
institutions conducting significant research on multiple topics of fintech. We discuss the
main contributions of highly ranked documents. We lastly indicate the main keywords in
fintech literature.

The second part of the bibliometric analysis provides a conceptual framework. In
this section, we discuss various themes and streams of fintech literature. It provides an
understanding of the core topics of fintech in computer, social, and environmental sciences,
and helps us propose what the future holds for fintech technologies. This section presents
a co-occurrence network which creates a matrix of keywords and links them together in
various clusters that suggest the main topics. Furthermore, we investigate the thematic
map, which divides multiple topics into four quadrants with different characteristics.
Finally, from emerging and developing issues, we propose a future research agenda in
fintech literature.

3.1. Influential Aspects
3.1.1. Core Sources

Figure 3 represents the top 10 critical influential sources of fintech literature. ACM
International Conference Proceedings is the core source in the field. Contemporary research
is often presented at the ACM international conference. The core source represents recent
studies of diverse, agile tailoring models [16], the advanced mechanism for agricultural
marketing and smart contracts using blockchains [17], and the facilitation of decentralised
ledger technology for financial derivative markets [18]. T he second leading source of
fintech literature is Advances in Intelligent Systems and Computing. This journal publishes
literature on the digitalisation of the banking and insurance sector [19], introducing the
QR-code-based payment systems at fintech future [20] and dynamic uses of blockchain
technology such as e-voting [21]. The third primary source is lecture notes in computer
sciences that involve literature on fintech innovation with patent data [22], the role of
information technology (IT) in developing fintech business model canvases [23], and the use
of fintech AI that is interpretable in evaluating the efficiency of lending risk [24]. IEEE access
provides literature on the development of a blockchain-based microgrid transaction model
for optimised bidding [25], market settlement models based on blockchain technology while
securing efficient energy trading mechanisms [26], and contract production and transaction
with dynamic technology such as a block-enabled integrated marketing platform [27].
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Table 2 represents the primary sources listed and arranged based on h-index and
g-index. It shows the impact of the journal on fintech literature. Electronic commerce,
research, and applications are top-ranked sources for producing fintech literature with an
h-index of 7 and a g-index of 13. Its 15 publications have 186 total citations, and the first
article on fintech was published in 2015. The journal highlights the key areas of fintech,
which are initial coin offerings (ICO) and information asymmetries associated with it [28],
the proposed value created by the mobile payment ecosystem [29], and contract signing
protocol with blockchain technologies [30]. Financial innovation comes on the second
number in the source impact list with an h-index of seven, a g-index of nine, and its total
9 publications having 148 total citations. It covers the main topics of fintech governance
and emergence in Peer to Peer (P2P) lending [31,32] and the growth of digital banking in
the financial industry [33]. The first article on technological forecasting and social change
(ranked third) was published in 2018; however, it comes in third place with 89 total citations
with 11 fintech technology publications.

Table 2. Top ten sources with impact.

Source h_Index g_Index m_Index TC NP PY_Start

Electronic commerce research and applications 7 13 1 186 15 2015
Financial innovation 7 9 1 148 9 2015

Technological forecasting and social change 5 9 1.25 89 11 2018
European business organisation law review 5 7 1.25 53 9 2018

Handbook of blockchain, digital finance, and inclusion 5 5 1 38 9 2017
IT professional 5 7 1 150 7 2017

Electronic markets 5 6 1.25 124 6 2018
Industrial management and data systems 5 6 1.25 85 6 2018

Journal of economics and business 5 6 1.25 231 6 2018
Journal of management information systems 5 6 1.25 204 6 2018

3.1.2. Influential Authors in Fintech Literature

This section represents the core authors who contributed significantly to fintech in the
computer, social and environmental sciences. Table 3 describes the ranking of the principal
authors and divides the order into two panels. Panel A represents ranking according to h,
g and m-index, while panel B grades authors according to total citations.

Table 3. Top authors in fintech literature.

Authors h_Index g_Index m_Index TC NP PY_Start

Panel A: Ranked according to h,g,m index

Arner DW 4 8 0.67 79 10 2016
Buckley RP 4 8 0.80 77 8 2017

Kauffman RI 4 5 0.57 150 5 2015
Li Y 3 7 0.60 51 11 2017

Wang S 3 3 0.60 14 8 2017

Panel B: Ranked according to total citations

Gomber P 3 3 0.60 223 3 2017
Kauffman RI 4 5 0.57 150 5 2015

Giudici G 1 2 0.25 127 2 2018
Martinazzi S 1 2 0.25 127 2 2018

Adhami S 1 1 0.25 126 1 2018

D.W. Arner is ranked first according to the top five author list in panel A. one of
his main contributions is drivers of financial inclusion and compliance with sustainable
development goals (SDGs) [34]. Furthermore, his work covers the protection against fraud
and detection through digital identity infrastructure to fulfil the obligations of knowing

201



Appl. Sci. 2021, 11, 10353

your customers [35]. He also worked on fintech regulations, digitalisation of manual
reporting, and compliance processes such as regtech (regulation technology) [36–38]. In
panel A, R.P. Buckley (ranked second) collaborated with D.W. Arner in most of his work [39].
His work as the principal author is related to dependence on digital technologies and
cybersecurity during the time of the COVID-19 pandemic [40]. With D.W. Arner, he
worked on regtech to control systematic risk in financial crisis, data protection rules,
and electronic identification legislation [41]. P. Gomber in Panel B has the highest rank
concerning the number of citations. His most cited work is related to technology innovation,
transformation, and disruption in financial services [42]. The common name in both panels
is R.J. Kauffman, with five publications from 2015. He is the second-highest cited author
in the field of fintech in computer, social, and environmental sciences. His apparent work
represents the computational social sciences [43] and the changing environment concerning
payments through cards [44].

The most cited publication is done by S. Adhami, with only one publication in 2018
and with a total number of citations of 126. He is the fifth most highly cited author because
he has produced only one publication in fintech technologies. His work is about the ICOs
phenomena, and he addressed the success of token offerings [45].

3.1.3. Most Relevant Affiliations

This section deals with the most relevant affiliations. As shown in Figure 4, Bina
Nusantara University is the core affiliation, with 33 publications in fintech technology. The
university evolved from a computer training institute founded on 21 October 1974 [46]. The
affiliation conducts studies on asset baked tokens with blockchain networks [47], consumer
protection in lending transactions [48,49], mobile payment application and acceptance [50],
and unified theory of acceptance and use of technology [51].
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Figure 4. Most relevant affiliations.

Soongsil University is the second-largest affiliation with 18 publications. The univer-
sity was founded in 1897 by William M. Baird as a private school. Soongsil pioneered a
computer science program in Korea, ranked number two in Soul National University [52].
The main topics that Soongsil University covers are small foreign currency remittance with
blockchain technology [53], machine learning and adaptive fintech security provision [54],
the emergence of mobile-accessible payment services [55,56], and peer to peer (P2P) lend-
ing applications [57]. In third place, Universitas Indonesia published 17 documents. The
significant studies conducted are related to the effect of fintech on stock returns [58], fintec-
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based financial instructions, financial performance and consumer behaviour [59] and P2P
lending, and women’s empowerment [60].

3.1.4. Influential Countries

Concerning Table 4, the USA and China are leading in terms of citations and number of
publications. It is seen that China has well over 400 publications, which is 41% higher than
the USA’s number of publications. Still, on the other hand, in the citations section, the USA
has published some of the most fascinating and citable work in fintech and has secured
742 citations. China has 419 publications got 457 citations. There are 114 publications from
South Korea; however, the country earned 411 citations. The UK is in the third position
in terms of publications; however, UK publications obtained 394 citations. Indonesia and
India are in the fourth and fifth positions in terms of publications; however, these countries
are not on the citations list. In contrast, Italy and Taiwan are the last two countries in terms
of the number of publications. However, a small number of publications from these two
countries have significant contributions, as their publications are cited significantly.

Table 4. Core Countries in Terms of Number and Citations.

Country Total Citations Country Number of Publications

USA 742 China 419
China 457 USA 296

South Korea 411 UK 189
United Kingdom (UK) 394 Indonesia 171

Germany 376 India 157
Italy 288 Germany 117

Taiwan 211 South Korea 114
Switzerland 185 Australia 97
Hong Kong 168 Taiwan 87

Spain 144 Italy 75

Figure 5 represents the top 10 corresponding author countries, and it is divided
into two parts. The figure’s first part shows that the orange colour represents many
multiple country publications (MCP). These publications are collaborated on by at least one
foreign country author. Bars in green represent single country publications (SCP), where
correspondence and collaborations are from the same country [61].
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As shown in Figure 5, China has the highest number of both SCP and MCP. The
country has produced 170 corresponding articles, of which 124 are SCP, and 46 are MCP.
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USA comes in second place with 118 corresponding articles, 90 SCP, and 28 MCP. The
exact amount of SCP is produced by Indonesia (ranked third); however, it lacks in MCP
with only four publications. India (ranked fourth) and the United Kingdom (ranked fifth)
have more inter-country collaboration than Indonesia. India has 9 MCP, and the United
Kingdom has 23 MCPs.

3.1.5. Keyword Analysis

Keywords are an essential factor in searching the literature. We have found essential
keywords in fintech literature, shown in the shape of word clouds in Figure 6. It is
evident that fintech is the main keyword for the literature; our focus is on other keywords
representing various topics or fields. In the abstract, financial is the most commonly used
keyword in studies relating to technology, market, and blockchain. Similar keywords are
found in the study’s title; besides, the title covers keywords related to the digital market
and banks, as shown in Table 5.
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Keryword plus author represents authentic fintech topics such as financial markets,
investments, electronic trading, artificial intelligence, financial services, blockchain, and
commerce. In addition to keyword plus author, keywords represent thematic topics in
fintech such as blockchain technologies, financial technology, machine learning, financial
inclusion, big data, artificial intelligence, and cryptocurrency bitcoin fintech innovation.

This study suggests that author keywords represent significant and authentic key-
words compared to other sources, and these keywords cover and analyse a wide variety of
topics in fintech. We can find and propose key themes and streams in fintech in computer,
social, and environmental sciences by analysing the author’s keywords.
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Table 5. Research stream of Fintech literature.

Keywords Clusters Research Stream

Blockchain, bitcoin, cryptocurrency,
entrepreneurial finance, smart contracts,

security, internet of things, venture capital,
the financial industry

Red
Cryptocurrencies, smart
contracts, and financial

technology

Fintech, financial inclusion, regulatory
sandbox, innovation, financial technology,

big data, regulations, regtech, banking,
artificial intelligence, financial#

(regulations, innovations, service, and
stability), digital economy, digitalisation,
mobile payment, p2p lending, business

model, digital finance.

Blue
Financial industry stability,

service, innovation, and
regulatory technology (regtech)

Deep learning, machine learning, financial
technology, stock market. Green Machine learning, deep learning

and artificial intelligence

3.2. Conceptual Framework

This section will study various themes and streams that are a significant part of
the fintech literature. In addition to tools such as co-occurrence network, thematic map,
and thematic evolution, we have proposed a potential future agenda for researchers,
educationists, engineers, and policymakers.

3.2.1. Co-Occurrence Network

We have conducted the co-occurrence analysis using the author keyword and identi-
fied three main clusters of fintech literature, as shown in Figure 7. These clusters represent
distinct research streams which can help the researchers to differentiate the literature sig-
nificantly. A highly centralised cluster is a blue cluster representing the research stream
we have given the name of digital transformation, innovation financial industry, and reg-
ulations. There are many topics to seek in this research stream, most prominently, the
regulations related to analysing the application and implementation of fintech technologies.
Skilful regulations are required for the outbreak of financial innovations throughout the
economic systems [62].

Regulatory technology or regtech is a prominent topic that uses information technol-
ogy for monitoring, compliance, and reporting [39]. Regtech is a better financial solution.
Furthermore, certain shared ledger technologies provide potential solutions for finance
and banking procedures [63].

Financial regulatory technology would help shape the digital currency’s internation-
alisation by strengthening blockchain’s legal context [64]. Tsai et al. [65] introduced the
framework for online supply chain finance for small and medium enterprises and suggested
replacing it with a traditional supply chain financial mechanism. The innovative regulatory
framework streamed by fintech provides a conducive innovative environment, protecting
consumer rights and ensuring financial stability with advanced ecosystems [66–72]. The
red stream proposed by the co-occurrence network represents the overall research stream
of financial technology in cryptocurrencies and smart contracts. Some of the literature
is dedicated to the combination of the latest financial technologies and environmental
sciences. Le et al. [73] studied the spillovers and connections among green bonds, fintech,
and cryptocurrencies, and found long term hedging benefits among them. Many traditional
offline activities have been become easy, comfortable, and secure with the penetration of
blockchain technology. Rao et al. [21] suggest that the Ethereum blockchain has made
e-voting secure and transparent. It has enhanced the scope of smart contracts. Fintech
technologies have helped to develop new innovative financial products that transform
traditional payment systems into mobile-based application payment systems [74]. Various
fields of research are yet to be explored in fintech in relation with the blockchain technology.
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Nasir et al. [55] studied blockchain technologies’ core theme and research streams, and
identified fintech technologies as the key emerging and developing theme. A part of
fintech is about making smart contracts, and from the passage of time, the smart contract
procedures have evolved significantly. They have become secure, regulated, and user
friendly [75,76]. Fintech is making progress in preserving the environment. Hu et al. [77]
proposed the trading system that is blockchain distributed carbon emission.
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The green research stream is away from centrality, indicating that some potential
topics can set the future research agenda. The stream relates fintech literature with machine
learning, deep learning, and stock markets. Certain studies study machine learning tech-
niques to simplify, develop, and increase the online financial market trading systems [6].
Oliveira et al. [78] use machine learning techniques such as the k-mean algorithm, long
short term memory (LSTM), and the density-based spatial clustering (DBSC) algorithm
to forecast stock market price movements. Abe et al. [79] deploy deep learning on cross-
sections of various stock markets with multifactor models and indicate that deep learning
is a significant model for the prediction of the cross-section of stock returns. There is
a substantial development in the machine and deep learning techniques to propose the
prediction model for stock markets [80–82]. Machine learning is also helpful in portfolio
risk management [83].

3.2.2. Thematic Map

We have a thematic map (Figure 8) in the study that proposes research themes accord-
ing to four quadrants. According to Nasir et al. [14], the thematic map divides themes
according to two factors (centrality and density). Centrality represents the high volume of
work in a specific theme, and density means the importance of a particular theme. The first
quadrant in Figure 8 indicates low-density themes with low centrality. These themes are
either new, developing, or emerging because they have low density and low centrality. The
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second quadrant represents basic themes that provide high volume (centrality) but that are
less critical (density). The third quadrant represents essential themes in the field; however,
less work has been done in such areas. This field should be discussed significantly because
these themes can provide potential future directions. The fourth quadrant has themes with
both high centrality and density.
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Digital economy, internet of things, and financial industry-related themes are in the
first quadrant. These keywords represent the topic with low centrality and low density.
These themes either emerge as a strong future agenda or drop out from the future literature.

In the digital economy, Rozi et al. [84] study innovations and privacy issues for startup
companies. In the digital economy era, Jiang et al. [85] analysed the significant risk profile
by deploying conditional value at risk models on China’s financial banks and found
significant systematic risk exposure of small banks compared to big financial institutions.
The digital economy is possessed with considerable challenges, such as centralisation of
technology, trust, and security; e-commerce transactions are shaping the digital economy’s
future. Ferrer-Gomila [30] uses the blockchain for contract signing between various parties,
making e-commerce transactions easy and cost-effective. One of the emerging topics is
industry 4.0. Li et al. [86] use blockchain for immutable, secure, transparent, and auditable
peer to peer energy transactions in the industrial internet of things. Moreover, the industrial
and financial internet of things is discussed by [87–90].

The basic themes of fintech literature are filled with various significant topics. It is
obvious that, for topics related to financial technology, fintech will have strong centrality
in the literature. Furthermore, in recent times, blockchain technology for auditable, im-
mutable, transparent, and secure transactions is considered the main fintech tool [91–95].
The blockchain also reduces financial comfort and cost efficiency, as Šapkauskienė [92]
studied initial coin offerings of new companies and explained how blockchain reduces cost
with ICOs. Machine learning, artificial intelligence, and big data themes are also common
in the fintech literature. Significant machine learning literature is related to estimating the
movement and pricing of financial assets [96–102]. Kulshrestha et al. [103] deploy technical,
fundamental, and artificial intelligence to propose optimal portfolio performance. Big data
is about considering various techniques to ensure the quality of the data and its estimations
and prediction ability [104]. Fintech has a significant role in shaping the architecture of big
data [105].

E-commerce is a highly developed theme; however, its centrality is very low. The
growth of e-commerce is significant, and there is a lot to offer by deploying various fin-
techs such as payment applications, blockchain, bitcoins, price disruption, and channel
modelling [106]. Certain issues related to e-commerce business proliferation include online
payment models and B2C market supply chain management [107]. There are certain gaps
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and challenges related to digital wallet payments [108]. Government regulations and
understanding of the mobile payment system is another challenge for e-commerce devel-
opment [109]. Furthermore, fintech contributions in e-commerce is studied by [110–114].

Crowdfunding, regulations, and technology are the motor theme, which indicates
high centrality and high density. In contemporary times, raising capital from many people
to fund innovative projects is an integral part of startup growth. Jin [115] studies the
various patterns of crowdfunding and the various stages of the project. Various technolo-
gies and topologies of crowdfunding are studied by [116]. Zetzsche et al. [117] consider
studying crowdfunding and propose harmonising or standardising the crowdfunding
procedure. It is the stepping stone towards developing and changing businesses’ tech-
nological environments and significantly achieving entrepreneurial goals [118]. Regtech
represents regulation technology and is mainly associated with data protection [41], al-
gorithmic regulations [112], decentralized blockchain [70,118,119], financial markets and
risk management [119,120], artificial intelligence [121], anti-money laundering [29], and
superior supply chain management [122].

4. Future Research

With the help of fintech literature, we can identify critical areas where further research
can be pursued. The following are some recommendations for researchers, policymakers,
academicians, and information technology people.

• Using financial technology to achieve sustainable development goals;
• Identify limitations and proliferate industry 4.0 with the internet of things, blockchain,

and digital transformation mechanism;
• Will the world see fintech as the opportunity for a new era after the COVID-19

outbreak, or are there challenges ahead;
• Ecommerce proliferation: gap-filling regarding government regulations regarding

online payments, supply chain management, blockchain and bitcoin penetration,
product differentiation, logistic financial methods, fraud detection, safety policies, law
enforcement, ease of startups, and reshaping financial orders;

• Identify and implement various crowdfunding techniques such as blockchain and
bitcoin investment with proper regulations to fund multiple new ventures;

• Implementing fintech tools in Islamic banking and finance. Digital transformation of
Islamic instruments such as Mudarabah, Musharakah, Islisna, Salam, Ijarah, Sukuk,
and Takaful;

• In developing models, applications of fintech technologies, especially blockchains,
ensure standard recording, reporting, and companies’ disclosure requirements such as
technological transformation regarding corporate governance-related recordings [123];

• Using fintech, such as machine learning and neural networks tools, develops banking
operations such as know-your-customer, risk management, and forecasting;

• Analysis of Asset pricing models, such as Fama et al.’s [124] three-factor model and
five-factor model [125], and other models [126–129], using machine learning [130,131],
artificial intelligence [132,133], and deep learning techniques;

• Identify opportunities, gaps, and challenges for implementing and developing regula-
tory technology.

5. Limitation of Study

• The search query is conducted at one point in time, i.e., 17 March 2021; this is a
limitation because these studies may change as new literature may be added on
future dates.

• There is limited literature available on fintech literature related to social and environ-
mental sciences. More literature will refine the concept.
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6. Conclusions

The study suggests that fintech is the future of business, economy, and information
technology, and will help preserve the world’s environment. The research indicates various
influential and conceptual aspects of the fintech literature from the past decade. We have
discovered some of the core factors of fintech literature. It is worth considering that the
development of fintech is contemporary, and research has grown substantially in recent
years. Among influential aspects, it is observed that the ACM International Conference
Proceedings is the core source of fintech publications. It is the source with the highest
impact in fintech literature is Electronic commerce research and applications. D.W. Arner
is the most prolific author in fintech publications, while P. Gomber can capture the highest
number of citations in the field of fintech. With 33 publications, Bina Nusantara University
is the top affiliation. Among top countries, China, the USA, and the UK scored in the top
three in terms of publications; however, the USA scores total citations.

Overall, China is the core country, ranked first with the highest correspondence in
multiple and single country publications. We have addressed conceptual aspects of fintech
literature with a co-occurrence network and thematic map. We have shortlisted three
main research streams of fintech literature to narrow down. The first research stream is
‘cryptocurrency, smart contract, and financial technology.’ The second research stream is
‘financial industry stability, service, innovation, and regulatory technology (regtech).’ The
third research stream, which divides the overall fintech literature, is ‘machine learning,
deep learning, and artificial intelligence.’ These research streams have narrowed down
the vast literature of fintech into parts to understand mechanics. We further conceptually
differentiate the fintech literature in terms of emerging, basic, isolated, and motor themes.
We found that blockchain, cryptocurrency, financial inclusions, machine learning, artificial
intelligence, and big data-related topics have high centrality and low density in the fintech
literature. It may be difficult to find gaps in said topics. E-commerce is a highly anticipated
topic as it is isolated with low centrality and high density. The digital economy, internet of
things, and financial industry in fintech are emerging and dropping themes. Crowdfunding
and regtech are motor themes with high centrality and high importance.
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