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Preface

Joule and Kelvin's introduction of the concept of energy in the middle of the nine-
teenth century sets the stage for the Second Industrial Revolution. The Revolution 
has been powered by fossil fuels, a form of stock energy that is rich in potential of 
entropy growth. The same richness in potential that makes it so useful, however, is 
the cause for high heat or CO2 production in association with rich entropy growth, 
the unchecked accumulation of which, today, poses an existential threat to mankind 
on Earth. Cognizant of this fact, the worldwide communities have come to embrace 
the imperative for a twenty-first century transition from stock energy to renewable 
energy. This book aims to serve as a platform for scientists or engineers to dis-
seminate their original research findings and their scholarship on development or 
literature review, as well as their perspectives on renewable energy. 

A few preliminary words on energy and exergy: exergy, also known as available 
energy (one form of which is Gibbs free energy), is a concept derived from energy 
and entropy. Thermodynamically speaking, usefulness of energy can only be 
understood in terms of its exergy content: energies of low exergetic content are of 
little value. One cannot talk about energy without the language of exergy.

The theme of the book is that one cannot talk about energy's impact on our physical 
world without the language of both exergy and entropy, including the dual nature 
of the latter, and that understanding this dual nature is the key for order creation in 
the renewable energy era. The dual nature of entropy was demonstrated in a book (A 
Treatise of Heat and Energy, Dec. 7, 2019, Springer ISSN 0941-5122) in terms of the 
entropy principle as entropy growth selection principle and entropy-growth-potential 
(EGP) causal principle. This has bearing on one of the great scientific mysteries: how 
could life have evolved if the alleged tendency of the universe is to increase entropy until 
the universe heat death (Schrödinger's paradox)? A recent paper on progress in entropy 
principle (Progress in Entropy Principle, as Disclosed by Nine Schools of Thermodynamics, 
and Its Ecological Implication | IIETA) argues the dialectic case that whereas entropy 
principle as selection principle has been conventionally associated with inevitable 
increase of disorder, the principle as causal principle offers the explanatory framework 
for the emergence of orders of both technological kinds and biological kinds. 

In addition to the audacious argument in favor of an entropy-order-emergence link, 
anecdotal evidence may also be found in Google Trends, as shown in Figure 1, for 

Figure 1. 
Google Trends of renewable energy (in yellow), entropy (in red), and exergy (in blue) from May 17, 2015, to 
May 12, 2020 (accessed May 12, 2020).
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natural affinity between inquisitiveness in entropy thinking, rather than in terms of 
exergy solely, and interest in renewable energy phenomena.

As architect James Wines wrote in 2008 Britannica Book of the Year, “The ultimate 
success of green architecture is likely to require that advocates achieve a broad-
based philosophical accord and provide the same kind of persuasive catalyst for 
change that the Industrial Revolution offered in the 19th century.” The same can 
be said about the transition from fossil fuel energy to renewable energy. The book 
and the author(s) of each book chapter are a small part of the collective “it takes a 
village” endeavor toward a post-industrial ecological revolution.

Lin-Shu Wang
Department of Mechanical Engineering,  

Stony Brook University,
Stony Brook, New York, USA

Wenping Cao
Anhui University,

China 

Shu-Bo Hu
Dalian University of Technology,

China 
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Chapter 1

Systems-Thinking Framework for
Renewables-Powered World
Lin-Shu Wang and Peng Shi

Abstract

Humans has experienced energy transitions throughout its history and the
current transition from fossil energy to renewable energy is the latest example. But
this latest example is different: rather than resulting from scarcity, this energy
transition results from the threat of global warming—which is generally attributed
to the short-term increasing of carbon dioxide in the atmosphere but also to the
long-term heat threat posed by a warming Sun, according to the Gaia theory.
Perspective appreciation of the nature of this combination necessitates for us to take
a systems-thinking about the Earth system as a whole rather than the standard
narrative of technical solution to our problem (of how to convert a small part of the
abundant solar energy [including wind energy] into useful energy). Only by fram-
ing the energy transition as a part of dealing with the existential threat of global
warming as heat threat, we are capturing the right perspective. Rather than any
shortfall of energy—increasing carbon dioxide, heat threat, and collapse of Earth’s
ecosystems are the real threats. Cognizant of these is the beginning for humans to
seize solutions to deal with the threats before it is too late.

Keywords: renewable energy, energy transition, global warming, heat threat from
a warming Sun, systems thinking, entropy growth potential, carbon dioxide as a
surrogate-indicator of the collapse of Earth’s disequilibrium-ness, electrification of
space heating

1. Introduction

This chapter is a perspective chapter—on the topic of renewable energy-
resources or renewables, and how do we think about renewable energy and a
renewables-powered world? One way to think about renewable energy is that it is a
form of energy such as solar or wind that, unlike fossil energy that takes millions of
years for its renewal, is being renewed diurnally. It should be emphasized that
energy is never consumed (thus never needs to be renewed), and only the form of
an energy, once it is transformed into heat form, needs to be renewed. Therefore,
the vast difference between the times required for renewing the two kinds of energy
is significant in talking about fossil energy and renewable energy. Historically, other
kinds of transition from one kind of energy form to another kind of energy form
have happen [1]. Nonetheless, the current transition is different; characterizing this
transition from fossil energy regime to renewable energy regime as energy transition
is, this essay argues, misleading and totally inadequate.
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The total solar energy absorbed by Earth’s atmosphere, oceans and land masses is
approximately 3,850,000 exajoules (EJ) per year, of which it is estimated that the
annual potential of solar energy converted into useful forms was 1,575–49,837 EJ
still several times larger than the total world energy consumption, which was 559.8
EJ in 2012. If the annual need of energy by the world is about 560 EJ, only 0.015% of
the total solar energy received by the Earth, the standard narrative of framing the
energy problem is that we are blessed with the gift of 3,850,000 EJ/yr. energy input
from the Sun and the challenge is how to convert a fraction of that energy input into
useful forms of energy. Once that is achieved, problem solved!

I shall argue that this is a wrong way to frame the issue. The article’s premise is
that the idea of transition from fossil fuel energy to renewables is not just the
transition from one form of energy resources to another form of energy resources;
looking at renewables as a form of inexhaustible energies, or more correctly as a
form of energies that are being readily renewed, is not sufficient reason for justify-
ing energy transition: Instead,

the transition is necessary for overcoming an existential threat to humans rather
than for solving the eventual shortfall of fossil energy (which cannot be readily
renewed);

the transition is a transition from the notion of “energy and its consumption” to the
notion of “entropy-growth-potential (EGP) management”;
that is, the transition is a transition from looking at our world in terms of “machines
as machines powered by energy” to that in terms of “EGP-powered systems and their
management.”

As President Kennedy said (see Figure 1), “In a crisis, be aware of the danger—
but recognize the opportunity,” the purpose of the essay is to make the point that
this current energy transition is different from all previous ones [1] and this unique
crisis of carbon-emission induced global warming is a crisis too “precious” to waste
for us not to formulating solutions to deal with the human existential-risk [2] that is
threatened not just by fossil fuels shortfall. EGP management and systems-thinking
are two elements that’ll help us to seize the opportunities.

To make the case, this essay makes use of a combination of methods including:

1.philosophical argument including argument against the machine-worldview
and critiques on the scientific method or methodism are given in Section 2;

2.examples of buildings as homeostatic systems are presented in Section 3;

Figure 1.
J.F. Kennedy once said, “The Chinese use two brush strokes to write the word ‘crisis’. One brush stroke stands for
danger; the other for opportunity. In a crisis, be aware of the danger—but recognize the opportunity.”
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3.critical assessment of thermodynamics theory, which in its current form is
deeply flawed; as well as

4.the example of the Earth system, the discussion is made in the context of the
1972 Gaia theory.

2. From the machine worldview to the systems worldview

Whether we are consciously aware of it or not, we have been conditioned in
modernity since the 17th century by a foundationalist worldview [3–6], sometime
called the Newtonian worldview of a determinist physicalist clockwork-universe.
The full-pledged expression of foundationalism happened only in the nineteenth
century. One timeline is the introduction of Laplace’s Demon: “In the introduction
to his 1814 Essai philosophique sur les probabilités, Pierre-Simon Laplace extended an
idea of Gottfried Leibniz which became famous as Laplace’s Demon,” [7] which is a
full expression of determinism. The second is one pointed out by Papineau [8], see
also [3] that only with the advent of the law of conservation of energy which finally
ruled out any force other than physical forces, the notion of a causally-closed
physicalist universe became widely accepted. While a determinist universe solely in
terms of physical forces was first suggested by Descartes and Leibniz in the seven-
teenth century, Papineau pointed out that later in the century Newton actually
allowed possibility of non-physical forces [8]. The standard practice of calling the
determinist physicalist clockwork-universe the Newtonian worldview, therefore, is
actually inconsistent with the historical fact.

In any case, profligate acceleration of energy consumption also began in the
nineteenth century. This made it possible to start the Second Industrial Revolution
in which fuel-burning powered machines were the backbone of all industrial activ-
ities. So, it began a worldview in which a clockwork-universe dovetailed with
viewing at such a universe made of all those fuel-burning powered machines: not
only the whole universe is a machine, the universe is made of all those individual
machines. For this reason, we shall call the “Newtonian” worldview a machine
worldview.

In 1712, Thomas Newcomen invented atmospheric steam engine, the first prac-
tical fuel-burning engine which demonstrated that heat can be a source of power.
The atmospheric engines were applied on site of coal mines, where the cost of coal
was not an issue, for pumping water from mines. Their efficiency, i.e., the coals
required for their operation, was not good enough for applications of atmospheric
engines away from sites of mine. Those applications became possible when James
Watt, in partnership with Matthew Boulton, made a critical improvement of atmo-
spheric engines by separating the condensation process of steam from the main
cylinder to another cylinder designated for condensing steam: instead of the main
cylinder undergoing alternate heating and cooling (for the purpose of lowering the
pressure in the cylinder thus the difference of atmospheric pressure and the
resulting cylinder pressure is the force that produces power), the main cylinder is
the heated cylinder while the separate condensing cylinder is the cooled one;
whereby the lowering pressure in the main cylinder is obtained by opening the
valve connecting the two cylinders. Thermodynamically speaking, the elimination
of alternate heating and cooling reduces irreversibility, a key thermodynamic con-
cept, in the operation. The great reduction in coal consumption made it possible for
the Boulton-Watt atmospheric steam engines to be used as stationary powerplants
away from coal mines. In 1776, Boulton said to Boswell, who was visiting him, “I sell
here, Sir, what all the world desires to have—power.”
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This historic technology advance initiated the First Machine Age with factories
with power source not only free from the constraints of water and wind but also of
magnitude unimaginably higher than animal, water and wind powers. For the first
time in history power can be obtained reliably, independent of the capricious nature
of water and wind. Power is where engine is, stationary ones or movable ones.
Engine power augmented muscle power wherever engines and atmospheric engines
are located—separating the power (that could drive factory machines) from the
capricious nature. That was the beginning of the Second Industrial Revolution.

The Second Industrial Revolution would not be a complete revolution without
another transformative technology, electricity. Most people give credit to Benjamin
Franklin for discovering electricity. The invention of the electrochemical battery by
Alessandro Volta in 1799 made possible the production of persistent electric cur-
rents. Hans Christian Orsted, and Andre-Marie Ampere separately, investigated
electromagnetic interaction and described how electric currents through electro-
magnetic interaction could give rise to mechanical force and motion. It was
Michael Faraday who discovered electromagnetic induction and demonstrated the
phenomenon in the opposite direction, how motion through electromagnetic
induction could give rise to electric currents. Thus, the production of power and
motion could be used to generate electric currents, which could be transported over
large distance with the invention of high voltage AC currents—separating the
power from the engines. Central electricity powerplants now could power electric
motors driving operations of factories, making possible for further flexibility in
siting factories, which can be sited wherever within the reach of grid of a centralized
powerplant.

All these machines, mechanical ones and electric ones, are fed with input of fuel-
energy or electric energy and have specified output of work, or delivered heat
energy, or delivered cold energy (i.e., heat removal), or value-added products.
With defined input and output, and well-established relation between input and
output, performance of the machines is defined in terms of efficiency; in the case of
delivered heat-removal, “efficiency” is in the form of “coefficient of performance.”

In the early 20th century, efficiency movement, a movement that sought to
identify and eliminate waste, became the obsession of continuously improving
operation in all areas of the economy and society [9]. The second law of thermody-
namics and the concept of reversibility (and irreversibility as the cause of loss in
efficiency) were the theoretical cornerstone of that movement. Augmenting human
and animal muscle power [10] and improving in augmentation through continuous
efficiency gain has been the reason for the singular transformation of the last three
hundred years since the Enlightenment.

There is one category, however, that has so far escaped the reach of the Enlight-
enment and the success of science undergirded by the foundationalist worldview,
the category of systems and complex systems. For example, a building is a complex
system, the study of which has been greatly enhanced by computer simulation tool,
such as DOE’s EnergyPlus. But this new category is different in more fundamental
way than just being more complex: they are systems instead of machines.

3. Buildings as examples of homeostatic thermal-systems

Astrophysicist Emden published in Nature [11] a short article in the form of
puzzle or riddle:

Why do we have winter heating?
The layman will answer: “To make the room warmer.”
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The student of thermodynamics will perhaps so express it: “To import the lacking
(inner, thermal) energy.”
If so, then the layman’s answer is right, the scientist’s is wrong…

Emden correctly perceived no intrinsic relation between the “lacking energy”
and making the room “warmer.” Yet, the issue of energy for building applications is
universally addressed in terms of energy efficiency. The truth is that, absent of an
input-and-output relation, energy efficiency is meaningless.

ASME (American Society of Mechanical Engineers) noted in a 2013 study report,
Whereas the United States has made significant progress in increasing efficiency

and reducing energy use in the transportation and industrial sectors of the econ-
omy, both building sector energy use and building system energy use have shown
only modest reductions, well below what building owners and government policy
leaders have hoped for. Automobiles, aircraft systems, and locomotion systems
have all shown efficiency improvements twice that of building systems… (ASME
Integrated / Sustainable Building Equipment and Systems (ISBES) Open Research
Forum (ORF-1) April 24, 2013 Washington, DC).

Neither the movement based on efficiency improvement nor the green-building
movement has produced the result that have been the intense pursuit of the first
two decades of the 21st century. There are two possible interpretations of this 2013-
report conclusion of lacking of progress in building sector: (1) there is some funda-
mental misunderstanding of what a building is and, as a result of that, we fail to find
effective building solutions; (2) building energy efficiency is the wrong metric as
progress indicator so that talking about lacking of efficiency improvement is a red
herring (see below for an alternative performance-metric).

Both interpretations are correct. The best way to decode the Emden riddle begins
with the recognition that a building is not a machine and it is not designed to have a
product output. Instead, a building is a system, the “design goal” of which is in keeping
the state of its existence within homeostatic ranges, in particulate within a temperature
range. “The scientist” and “the student of thermodynamics” are wrong because they
have been trained in viewing every system asmachine instead of real system—and the
performancemetric of everymachine is in terms of efficiency.

Architects appreciate partially the point in this way: building conditioning
should not be based on machine-based solutions failing to see a building as a system
as a whole. Addressing the building conditioning problem, “Albert, Righter and
Tittmann” characterized the solutions of the three centuries this way as shown in
Figure 2. ART depicted a 19th century building offering minimal thermal comfort.
In the 20th century, the building conditioning was handled by machines of the First
Machine Age resulting in, as ART depicted, a messy, incoherent set of devices. The
point is that the machine-based solutions were conceived without a plan for
maintaining a building as a system as a whole. This practice continues today. In the
third depiction, ART suggested the building being maintained by renewable ener-
gies managed with mechanical assistance—basically it suggested an architecture-
based solution that are known as green building solutions by USGBC. While the
eventual success of transitioning from mechanical-engineering solutions to green-
building solutions remains an open question, Figure 2 correctly suggests that archi-
tectural societies and engineering (ASHRAE) societies need, in partnership, to look
at buildings as systems, not machines.

Furthermore, the full implication of thinking in terms of systems must go
beyond individual systems to think about both individual systems and how the
individual systems, in the context of building systems, interact with each other and
with “power-grid/powerplants-that-power-the-grid.” Systems thinking is very
much ecological thinking.
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Electrical power is an energy carrier that can be powered by renewables. In recent
years, wind power and solar electric power have become cost-wise competitive with
traditional powers, and there is a consensus that electrification-of-everything is the
best approach to achieve ultralow-carbon emission goal or zero-carbon emission
goal—which is the ultimate objective of the current energy transition project.

Instead of being distracted with “increasing efficiency and reducing energy use
in… building sector,” we have the perfect performance-metric for building, carbon
emission. A recent study of the application of such metric unveils a very interesting
finding.

A typical electric grid is powered by a mix of generators: baseload powerplants
of nuclear, coal, and hydro; natural gas electric-generators; wind farms and solar
farms; fossil-fuel peak-stations. The carbon emission related to electricity genera-
tion/consumption is strongly dependent on the actual mixture of the generators
with various types of fuel sources. The study, a doctoral thesis [12], is based on the
2019 (hourly) time series data of electricity generation/consumption by source fuel
type (NY ISO [13]) for determining hourly carbon intensity,

carbonemission ¼ carbonintensity� electricityconsumption (1)

Because of high variation in the instantaneous mixture of generators, both
hourly carbon emission, which depends on hourly fuel consumption, and hourly
carbon intensity are highly variable.

Unlike the hourly generation/consumption by source data, the hourly fuel con-
sumption data is not available from NY ISO. The only related fuel consumption data
for electricity generation comes from US EIA electricity monthly database. From
this database, the fuel consumption and resulting electricity generation data are
available in monthly resolution in New York in 2019. Therefore, the efficiencies of
various types of generators can be calculated. The monthly generation efficiencies
from natural gas, petroleum liquid, and coal generators are up-sampled as constants
and serve as denominator of the hourly electricity generation by source data to
calculate the hourly consumption of the three fossil fuels. Then total carbon emis-
sions from these fossil fuel consumptions can be calculated in hourly resolution with
the EPA Greenhouse Gas Inventories.

Figure 2.
Evolution of building heating systems over three centuries: From architectural solutions to mechanical-
engineering solution to machine-assisted green solutions.
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Once the hourly carbon emissions data associated with electricity generation is
obtained, the time-varying carbon intensity of electricity is calculated by dividing that
with the hourly electricity generation/consumption data. One may wonder if the
ultimate objective is to lower total carbon emission why one goes through the loop
of dividing carbon emission data with electricity consumption data—for the pur-
pose of multiplying the resulting carbon intensity with electricity consumption,
again, to get carbon emission estimate. The answer is that carbon intensity is a
function of existing grid based on current pattern of grid-wide electricity usage,
whereas consideration of change in individual electricity consumption may be made
for evaluating impact of such change on carbon emission. Such consideration may
be made under the assumed carbon intensity, which will not change in short term.
In short, with an assumed unchanging carbonintensity (e.g., in gray in Figure 3),
estimate of carbonemission of different demand of electric usage (in yellow in
Figure 3) can be made.

estimateofcarbonemission ¼
X
Year

carbonintensity� changedelectricityconsumption

(2)

Calculated result of carbon intensity based on existing pattern of grid-wide
electricity usage in the study [12] is reproduced here in Figure 3. Superimposed
with carbon intensity in the figure is the simulated electricity consumption makeup
of an individual building with air-conditioning as well as electrified space heating
and domestic water heating shown in yellow (referred to as eHP). Note the high
winter peaks of eHP as a result of winter space heating, whereas the standard
common practice of a combination of air-conditioning and fossil fuel fired space
heating and domestic hot-water heating has peaks, much lower ones, in summer
only. So, when we multiply the carbon intensity with electricity consumption
(electric demand), it is a very different electric demand makeup (from that deter-
mining the existing carbon intensity) resulting in very different carbon emission
estimate.

The estimate of annual carbon emission is shown as Figure 4.
As a result of the peaks of carbon intensity (based on current grid with its

operation outside the summer season being underused) and electricity demand of
eHP are out of phase with each other, a 70% reduction in carbon emission (reduc-
tion from 7087 to 2214) is projected even with the current grid. Even with limited

Figure 3.
Carbon intensity of existing pattern of grid-wide electricity usage and simulated electric demand of eHP
(electrified space cooling & heating and DHW heating).
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penetration of renewables in our current grid, an instant drastic reduction in carbon
emission can be achieved when each individual building goes to be fully electrified.

This is an example of the great potential of systems approach.
Another characteristic that differentiates systems approach from

“Newtonian” machine approach is while the machine worldview is a static
worldview, the systems worldview sees the world as a dynamic, changing,
world. The finding of Figures 3 and 4 make a compelling case for immediate
deployment of electrification of space heating and domestic hot water heating—
as6long as the extent of such deployment does not change “pattern of
grid-wide electricity usage” in any significant way, i.e., the carbon intensity shown
in Figure 3 holds.

When market-deployments of electrification of heating reach significant market
penetration, it’ll change pattern of grid-wide electricity usage into one that mani-
fests high winter peak demand. That is a problem which has to be solved—without
which the progress of electrification of everything including heating will be halting
to full stop resulting from a carbon intensity very different from the one shown in
Figure 3. Both the cost advantage and the carbon emission advantage will vanish.
Usage of energy storages both of electricity storages and thermal energy storage
(TES) will be crucial parts of the solutions, investigation of the latter kind, TES, has
been carried out in the study [12].

The building sector is a good example of systems approaches. Buildings, when
they are considered as parts of grid system, are example of ecosystems. However, as
ecosystems they are different from “ecological systems that are made of organisms”
in a fundamental nature: unlike organisms that are active participants of the eco-
logical systems having geophysical/geophysiological impacts on the non-living part
of the systems (especially, see the Gaia discussion in Section 5), human inhabitants
are passive components of building without defining building in a physical or
ecological sense. While it has been suggested that standard theories of thermody-
namics fail to treat the world in terms of systems thus fail to equip students of

Figure 4.
Estimate of annual carbon emission of eHP in comparison with that of standard building conditioning.
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thermodynamics to have a solid grasp on the study of buildings, their shortcoming
in dealing with ecological systems is much more serious. A case can be made that
they totally miss the central question and its related core issues. A brief report on
how this can be remediated is given in the next section.

4. The first law and the second law of thermodynamics

Theory of thermodynamics is constructed on the two laws of thermodynamics,
the first law and the second law. Generally, students of thermodynamics consider
that the first law is well understood but that the second law is the one that is
difficult to comprehend. One obvious problem is that there are two versions of the
second law: the original version formulated by Thomson (later, lord Kelvin) that of
the universal degradation of mechanical energy [14], which’ll be called, in short, the
energy principle; the later version formulated by the Berlin School of thermodynam-
ics by Clausius and Planck, which’ll be called the entropy principle. The entropy
principle has been universally acknowledged to be the true second law of
thermodynamics.

There are multiple problems here. First is that though the entropy principle is
accepted to be the true second law most students consider the meaning of the
entropy principle to be encapsulated by the universal degradation of high-grade
forms of energy, i.e., the energy principle. If the two principles are merely syno-
nyms, that situation is acceptable. The problem worsens, therefore, because they
are not. That demonstration can be made by showing that while the entropy prin-
ciple is a universal principle, the energy principle is not a universal principle. Such a
conclusion was reached by Planck [15]:

The real meaning of the second law has frequently been looked for in a “dissipation of
energy.” This view, proceeding, as it does, from the irreversible phenomena of con-
duction and radiation of heat, presents only one side of the question. There are
irreversible processes in which the final and initial states show exactly the same form
of energy, e.g., the diffusion of two perfect gases or further dilution of a dilute solution.
Such processes are accompanied by no perceptible transference of heat, nor by external
work, nor by any noticeable transformation of energy. They occur only for the reason
that they lead to an appreciable increase of the entropy ([5], pp. 103–104).

Details of Planck’s argument has been worked out in a recent book, A Treatise of
Heat and Energy [16], which concludes that mechanical energy degrades spontane-
ously not universally.

A good question would be why Planck’s conclusion, which is of supreme impor-
tance, has not beenmore widely disseminated.ATreatise seeks to explain this situation
by arguing that the entropy principle formulated by the Berlin School was a selection
principle: the 19th century Berlin School was under the sway of the foundationalist
mechanical-philosophy and the only kind of selection permitted by the entropy prin-
ciple as a selection principle in accordance with the mechanical philosophy is selection
based on physical necessity or efficient causation. As a result of the metaphysics of
necessity as physical necessity alone, the inevitability of entropy growth infers the
corollary of inevitable accumulation of heat, i.e., the energy principle.

In short, under the sway of the mechanical-philosophy, Clausius and Planck
were not able to formulate a second law that Planck clearly realized, later on, should
cast away the energy principle.

Before a new formulation of the second law for achieving that purpose is
discussed, let us look at the first law: it turns out that we have misconception about
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the first law as well. Misconception about the two laws is intrinsically intersected:
The first law was based on the mechanical equivalent of heat, i.e., the equivalence
principle. The equivalence principle is the idea that all forms of energy during
transformation from one form to another are conserved, i.e., all energy-forms are
universally connected. But connection does not mean (necessarily) causation. That
misstep was taken by Thomson and Clausius when they independently formulated
the first and the second laws by giving causal power (the power that should be the
purview of the second law) to the first law—making it too powerful depriving the
second law of its rightful purview. The result of that misstep is a second law as a
selection principle instead of a selection and causal principle.

This point was made in A Treatise. A more detailed discussion can be found in a
new paper [17]. Back to the issue on the second law: a short account of a new
formulation of the second law as it is related to the Carnot cycle is shown here.

The Carnot cycle can be interpreted differently from how it has been taken
according to the conventional perspective: Instead of it as “an energy conversion of
heat energy at TA to mechanical energy,” we consider the cycle as “the reversible
event, in reference to a corresponding spontaneous event, of heat transfer from a
TA hot body to a TB cold heat-reservoir.” We thus begin, with the same setup
enabling the Carnot cycle, by considering two “book-end” events,

1.The spontaneous event of the heat transfer process, the reference event, and

2.The reversible work production event of the Carnot cycle.

The book-end events define a Poincare range [15, 16]. Consider, first, entropy
growth in the spontaneous event, in which the same amount of heat energy QA
exiting the TA heat body enters the TB cold heat-reservoir. Therefore, the entropy
growth in the universe is:

ΔGSð Þuniv ¼
�QA

TA
þ QA

TB
(3)

Whereas in the reversible event, a smaller amount of heat energy, QB, enters the
TB cold heat-reservoir resulting in zero entropy growth, in accordance with the
entropy principle,

0 ¼ �QA

TA
þQB

TB
(4)

The heat energies exchanged with the TB heat-reservoir during the two events
are QA and QA ∙ TB

TA
, respectively, as summarized in Table 1.

Rather than as a fraction of QA in accordance with the conventional perspective,
note, in this new perspective, that the mechanical energy, (Wrev), is preciously the

Heat discharged to the
TB heat-reservoir

Event

the spontaneous event

QB ¼ QA ∙ TB
TA

the reversible event (According to a standard Carnot heat engine
treatment)

Table 1.
Difference in heat discharged to heat-reservoir for the two book-end events.
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difference between the amounts of heat energy added to the TB heat-reservoir for the
two events, given by:

Wrev ¼ QA � QA ∙
TB

TA
(5)

Which is found to be the product of the universe’s entropy growth in the
spontaneous event according to (3), ΔGSð Þuniv, and the temperature of the cold heat-
reservoir, TB,

Wrev ¼ QA � QA ∙
TB

TA
¼ TB ∙

�QA

TA
þ QA

TB

� �
¼ TB ∙ ΔGSð Þuniv (6)

Accordingly, we call the universe’s entropy growth in the spontaneous event,
ΔGSð Þuniv, the “entropy growth potential” (EGP), ΔPSð Þuniv (for the reason articulated
in the paragraph below):

ΔGSð Þuniv ¼ ΔPSð Þuniv (7)

Eq. (6), then, becomes,

Wrev ¼ TB ∙ ΔPSð Þuniv (8)

The logic of calling ΔGSð Þuniv “EGP” in (7) and (8) is that EGP is a common
property (the term Poincare used in [16, 18]) of both events, as well as of all possible
events in the Poincare range. This common property is the driver for enabling the
extraction of a given amount of heat energy from the TB heat-reservoir and
converting it to mechanical energy of the same amount; in each case the amount for
a specific event, though subject to the same “common property,” is different; the
maximum amount of extracted heat for a Poincare range is given by (8).

The same kind of demonstration on the idea of a common property has been
made for systems in general, especially for isolated composite systems, in A Treatise
and in References [17, 19]. We have, therefore, as a new part of the second law,
entropy growth potential principle, in a general statement [19]:

for a given non-equilibrium system, the spontaneous event of the system approaching
equilibrium state and the corresponding reversible event defined by the same initial
and final states define its Poincare range; any event in the range shares the same
common property of EGP, while the specific entropy growth is different dependent
on the individual event in accordance with its individual causal necessity.

Note that, for the existence of a system’s EGP in association with change
between the initial state and the final states of the system, physics does not require
system energy change (though it often is associated with system energy change).
Energy is NOT a necessary substrate for the existence of EGP. In contrast, physics
(the second law) does require the system in its initial-state existence at non-
equilibrium state. A good safe distance from equilibrium state is the defining con-
dition for a system, any system, to be the driving force for making the world go
around—the precise metric of which is its entropy growth potential, EGP.

In sum, the conventional formulation of the first law is too powerful depriving
the second law, as a selection principle, of its rightful purview. We have
reformulated the first law [17] by taking away the causal power of energy—and
reformulated the second law [16, 19] as a selection principle (the inevitable growth
of entropy) and causal principle (entropy growth potential principle).
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5. Homeostasis in ecological systems, and the need to keep the Earth
system cool

The conventional thermodynamics was formulated in the 19th century under
the orthodoxy of the foundationalist mechanical-philosophy, in which the world is a
machine made of machines. The theory is unable to deal with systems, especially
ecological systems made of biological organisms.

Because the conventional theory is based on metaphysics of physical necessity,
in dealing with complex systems with emergent orders a common theory of com-
plex systems is known as maximum entropy production principle (MEPP). MEPP
accounts for the emergence of local orders of individual complex systems by indi-
vidual complex systems’ ability to export entropy produced (grown) internally/
locally to their surroundings. In the context of the Earth and ecological systems on
Earth, such conclusion would predict an Earth ecosystem with greater and greater
entropy corresponding with higher and higher global disorder.

A living organism becomes a dead organism by definition if its existence
approaches a state of thermodynamic equilibrium or it exists in an environment
that is approaching thermodynamic equilibrium. Because of that, a living organism
as well as any complex system consisting of living organisms can only exist at states
safely away from equilibrium. Aside from a metric-set of homeostatic ranges (for
instance, temperature range), “far from equilibrium existence” (its metric is the
entropy difference between entropy of the existing system and entropy of the
system when it would approach thermodynamic equilibrium) is another defining
characteristic of the homeostatic state of an organism. That is,

homeostatic state = metric-set of homeostatic ranges, and entropy difference of the
system from system-at-reference-equilibrium-state.

It is the latter defining characteristic that disqualifies MEPP, though it may be
valid for complex physical systems such as climatic systems, for explaining the
emergence of biological orders [19]. MEPP is a theory that is in full compliance with
metaphysics of physical necessity. Ref. [17] puts forwards that by admitting causal
necessity, the inference that the inevitability of entropy growth leads to the inevi-
table accumulation of heat, which is accepted and embraced by MEPP, is broken.
Correspondingly, Ref. [19] puts forwards the thesis that emergence of biological
and ecological orders requires admitting causal necessity as well. That is, the aban-
donment of mechanical-philosophy with its physical necessity stricture.

An example of this kind of consideration is the body of work on Gaia by James
Lovelock, who applied far-from-equilibrium consideration to complex system
consisting of living organisms. When he was a consultant at the Jet Propulsion
Laboratory in Pasadena, CA, he was given the assignment of how to detect whether
a planet harbors life. Lovelock began with the hypothesis that a planet as a complex
system consisting of life—like a single organism—must be far from equilibrium or
at radically disequilibrium state. Therefore, its atmospheric chemical composition
must exhibit high concentrations of reactive gases, such as Earth’s atmosphere
which contains high concentration of oxygen and methane. Whereas, the static
Martian atmosphere composing of almost entirely of non-reactive carbon dioxide is
indicative of it being absent of life. Lovelock then took the next step by hypothe-
sizing the “renewing” of these reactive gases to be a self-regulating mechanism of a
planetary ecosystem. Lovelock together with microbiologist Lynn Margulis went
further claiming the Earth to be in effect a superorganism, called Gaia (Lovelock,
[20], Lovelock and Margulis, [21, 22]; Margulis and Lovelock, [23]). This version of
Gaia, of a “living” complex system consisting of living organisms just like a single
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living organism, had received strong push back, when it was originally proposed, by
biologists especially evolutionary biologists as unworkable in theory (Dawkins,
[24]; Doolittle, [25]).

However, the idea of Gaia that all living things collectively define and maintain
the conditions conducive for life through a filtering “selection” mechanism has
since begun to receive acceptance [26] including Doolittle himself (see below).
What is at issue is not the disequilibrium state of the Earth and that some kind of
self-regulating mechanism for maintaining the state homeostatically (the former is a
matter of physics and the latter is an observational fact of the Earth system), but how a
“superorganism” acquires such a mechanism. Doolittle, in his reassessment of Gaia,
put the matter this way (very different from his view of four decades earlier) as:

The Gaia hypothesis in a strong and frequently criticized form assumes that global
homeostatic mechanisms have evolved by natural selection favoring the maintenance
of conditions suitable for life. Traditional neoDarwinists hold this to be impossible
in theory. But the hypothesis does make sense if one treats the clade that comprises
the biological component of Gaia as an individual and allows differential persis-
tence – as well as differential reproduction – to be an outcome of evolution by
natural selection. Recent developments in theoretical and experimental evolutionary
biology may justify both maneuvers [27].

This new assessment on Gaia is a momentous step, which confirms the rejection
of mechanical-philosophy—additionally, it makes the metaphysical presupposition
that the world is made up of natural kinds such as atoms, molecules, and chemical
elements, and individuals such as organisms, species. Clades, and Gaia. Whereas the
former is characterized in terms of physical necessity, the latter in terms of physical
necessity and causal necessity. The concept of natural selection was the revolution-
ary step taken by Darwin to finesse the teleological issue within the orthodoxy of
mechanical-philosophy in biology. That was revolutionary and subversive. With the
new momentous step, natural selection, which seemed to be a poster-boy of
mechanical-philosophy, now undergoes its subversive transformation overthrowing
the mechanical philosophy to include “survival of reproduction competitiveness” as
well as “persistence as a result of global homeostatic mechanisms” [27].

One of Earth’s homeostatic mechanisms is the mechanism to keep the Earth cool,
according to Lovelock, in face of Sun’s increasing solar radiative heat output. It is
necessary to keep the Earth cool because:

It is vital for our survival that the sea is kept cool…Whenever the surface temper-
ature of the ocean rises above 15°C, the ocean becomes a desert far more bereft of life
than the Sahara. This is because at temperature above about 15°C the nutrients in
the ocean surface are rapidly eaten and the dead bodies and detritus sink to the
regions below. There is plenty of food in the lower waters, but it cannot rise to the
surface because the cooler lower ocean water is denser than water at the surface…
This is important because…Earth is a water planet with nearly three-quarters of
its surface covered by oceans. Life on land depends on the supply of certain essential
elements such as sulfur, selenium, iodine and others. Just now these are supplied by
ocean surface life as gases like dimethyl sulfide and methyl iodide. The loss of this
surface life due to the heating of these waters would be catastrophic [28].

Rising ocean surface temperature will lead to catastrophic decline of both ocean
surface life and land life.

How has Gaia, the Earth system, maintained its temperature within a homeo-
static range: Lovelock suggests the following mechanism as a working hypothesis:
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“In modern times, carbon dioxide is a mere trace gas in the atmosphere compared
with its dominance on the other terrestrial planets or with the abundant gases of
Earth, oxygen and nitrogen. Carbon dioxide is at a bare 340 parts per million by
volume now. The early Earth when life began is likely to have 1000 times as much
carbon dioxide…As the Sun warmed, two processes took place. The first was an
increase in the rate of evaporation of water from the sea and, hence, rainfall; the
second, an increase in the rate of the reaction of carbon dioxide with the rocks.
Together, these processes would increase the rate of weathering of the rocks and so
decrease the carbon dioxide. The net effect would be a negative feedback on the
temperature rise as the solar output increased… [Lovelock then added a third
process involving living organisms]… living organisms act like a giant pump. They
continuously remove carbon dioxide from the air and conduct it deep into the soil
where it can react with the rock particles and be removed [29].
“… If confirmed, it suggests that cloud cover and low carbon dioxide operated in
synchrony as part of a geo-physiological process to keep the Earth cool… [30].
“From the very beginning of life on Earth, carbon dioxide has had a contradictory
role. It is the food of photo-synthesizers and therefore of all life; the medium through
which the energy of sunlight is transformed into living matter. At the same time, it
has served as the blanket that kept the Earth warm when the Sun was cool. A
blanket that, now that the Sun is hot, is becoming thin; yet one that must be worn,
for it is also our sustenance as food. We have seen earlier how the biota everywhere
on the land and sea are acting to pump carbon dioxide from the air so that the
carbon dioxide which leaks into the atmosphere from volcanoes does not smother us.
Without this never-ceasing pumping, the gas would rise in concentration within a
million years to levels that would make the Earth a torrid place and unfit for almost
all life here now. Carbon dioxide is like salt. We cannot live without it, but too
much is a poison” [31].

The details of the working hypothesis may yet to be worked out. But two
takeaways are sufficiently clear and they are: (Surmise-1) the necessity to keep the
Earth system cool in order to keep it within the temperature homeostatic ranges—
while keeping in mind of other important homeostatic ranges of the metric-set; (Sur-
mise-2) carbon dioxide is the critical element involved in the mechanisms of
achieving the goal.

This brings us to the two metrics of homeostatic state, i.e., underlying all the
homeostatic ranges of Surmise-1 is the idea of keeping the Earth system safely from
thermodynamic equilibrium—corresponding to Surmise-2, in which carbon dioxide
is the proxy of entropy difference of the system from system-at-reference-equilibrium-
state. This is why it is necessary to abandon the conventional thermodynamics, in
which the idea would be a nonstarter, to embracing, instead, a new engineering-
thermodynamics. Only with the second law as both a principle of inevitable entropy
growth and a principle of entropy growth potential, it is possible to keep the Earth
system safely from thermodynamic equilibrium.

One example of solutions for the goal is the electrification of space heating. The
purpose of the essay is not to outline such kind of specific solutions but to use such a
solution-example to advance the argument that such opportunities exist only if we
frame the crisis and problem in systems-framework in terms of EGP management.

In this systems-thinking framework, we do have an existential threat. The threat
is, however, not the threat of running out of fossil fuel or fossil energy. The
standard narrative of such kind of thinking is that we have abundant solar energy
and the solution to our problem is to find ways of converting a small part of solar
energy (including wind energy) into useful energy. This is clearly the wrong way to
look at the problem. If sunlight is our savior (which is) in this sense, a warming Sun
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should have been a welcoming development, in opposite to the idea of heat threat
from a hot Sun [32].

Transition from fossil energy to renewables is a good idea, not because we welcome
a warming Sun as a source of heat energy. But because the solar output received by
Earth is a “form of entropy flow of very low value.” Assuming the Earth system is in a
state of energy balance, the Earth infrared radiative heat outflow equals the solar
radiative heat inflow received by the Earth. The corresponding values of entropy flow
received by the Earth from the Sun and of entropy out-flow from the Earth to out-
space will be significantly very low and very high, respectively. That means that very
large entropy growth potential exists in the difference of the two flows.

That means that large opportunities exist in the management of entropy growth
potential. Some of those opportunities, such as electrification of heating, can be
related to the control of carbon dioxide. That also means that while a warming Sun
poses heat threat to the Earth, it also presents greater opportunities for EGP
management.

6. Conclusion

Humans has experienced energy transitions throughout its history and the cur-
rent transition from fossil energy to renewable energy is the latest example. But this
latest example is different: this energy transition results from the threat of global
warming—which is generally attributed to the short-term increasing of carbon
dioxide in the atmosphere but also to the long-term heat threat posed by a warming
Sun, according to the Gaia theory. Appreciation of the nature of this combination of
proximate cause and ultimate cause necessitates for us to take a systems-thinking
about the Earth system as a whole. Energy transition to renewable energy is cer-
tainly correct, especially reassuring since solar energy received by the Earth is 6,900
times of the energy needs of humans. The solution would be then how to convert a
small part of which into useful forms for human consumption.

But justification of such a step in the narrow terms of energy is wrong. Humans
face existential threat of global warming as heat threat from the Sun, not as energy
threat of running out of fossil fuels. Solving Earth’s heat threat necessitates us to
take consideration of its proximate and ultimate causes with systems-thinking
framework in terms of the management of EGP. Only by taking this perspective, we
can address the root-issue of the heat threat—as well as seeing a warming Sun as
both threat and opportunity. One of the opportunities is electrification of space
heating, a paradigmatic example of systems solutions. Other possible solutions may
be formulated by taking systems-thinking in terms of the management of EGP that
may address some of humans’ Existential Risk and the Future of Humanity [2].
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Abstract

Malaysia is one of the fastest emerging and developing countries in the world.
To drive the economical workhorse, large amounts of power is required. The power
demand has risen to 156,003 GWh per year in the year 2016, almost 30,000 GWh
more than 5 years prior. Fossil fuels such as natural gas, coal, oil, and diesel have
been the driving force powering Malaysia’s grids. However, these resources will not
last forever, and they do harm to our environment. To counter this, renewable
energy (RE) projects have been constructed all around Malaysia. This paper dis-
cusses on available and existing renewable energy systems (single/hybrid) in
Malaysia and provides a comparison of their electricity generation capabilities. The
renewable energy sources that are covered in this paper include Solar, Hydropower,
Biomass, Tidal and Geothermal. At the moment, hydropower is the largest renew-
able energy producer, contributing to almost 15% of the country’s total energy
generation. A lot of resources have been channeled towards the initiative of hydro-
power and it has definitely borne much fruit. This is followed by Solar Energy. Even
though it is not as successful as hydropower, there is still a lot of avenues for it to
grow in a tropical country like this. Malaysia is still relatively new in terms of power
generation using biomass sources. There has been a gradual increase in the power
generation using biofuels through the years and its future does look bright. Energy
generation from wind, tidal, and geothermal sources has been rather challenging.
Because of Malaysia’s geographical location, it experiences slow winds on average
throughout the year. This has led to insufficient output for its financial input.
Besides that, Malaysia also has relatively low tide, if compared to other Asian
countries such as Indonesia and the Philippines. This contributed to the failure
of tidal energy in Malaysia, but there have been signs of locations that can be
suitable for this energy generation. Besides that, the country’s first geothermal
power plant project failed due to a lack of preparation and discipline during the
project’s execution. There is a high initial cost for geothermal projects, and the
chances of failure are high if the necessary precautions are not followed. This could
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be one of the reasons why this branch of renewable energy has not been explored
deeply.

Keywords: Malaysia, renewable energy, solar energy, hydropower, biomass,
geothermal

1. Introduction to renewable energies

The demand for electricity increases new ways of electrical generation are
required that is both cleaner and safer. In Malaysia, research has shown that about
3.8% of the population reside below the poverty line. Most of these people are
located in rural areas in Malaysia. The electricity coverage in Peninsular Malaysia is
at 99.62%, while Sabah and Sarawak’s electrical coverage is around 79%. The chal-
lenge is to build a grid system through jungles and mountain. To add to that,
building a grid system through these types of the area will also not be economic. A
way to solve the problem would be through the implementation of Renewable
Energy (RE) in these villages. The main source of Malaysia’s energy supplies is from
Natural Gas, Hydro, Oil, RE and Coal. Among these five Energy Sources (ES), coal
supplies the most energy in terms of electricity production at 26,177 GWh. The
types of RE which were researched are Solar, Wind and Hydropower. Not all of
these energies are widely used in Malaysia. Some Renewable Energy Sources (RES)
are ideal because of the terrain or weather in Malaysia, while others are under the
research phase to determine the possibility of implementation in Malaysia. Malaysia
has been amply endowed RESs such as Solar and Biomass Energy. However, these
ESs have been greatly underutilized. A comparison of each REs was done to under-
standing the applicability of each of these resources in the Malaysian context. Being
able to implement these ESs especially in areas not connected to the national grid
would be beneficial to Malaysia to improve the living quality of Malaysians in rural
areas.

2. Malaysia solar energy information

2.1 Introduction to solar energy

Sun is the ultimate resource on earth as it is responsible for all the weather
conditions and ESs on earth. Sun emits Solar Energy due to the nuclear fusion
reactions in the sun’s core and subsequently produces a tremendous amount of
energy. However, small portion of it is directed towards earth in the form of light
and heat. Solar energy, which correlates to the sunlight’s photons has an abundant
potential that can fill our global needs if it is harnessed in the right way.

Generally, there are two main ways to harness Solar Energy, which is using
either photovoltaics or solar thermal collectors. Photovoltaic (PV) or commonly
known as solar cells, comes in various shapes and are made from electricity pro-
ducing materials such monocrystalline silicon, polycrystalline silicon and thin film
solar cells. When sunlight gets in contact with the solar cells’ semiconductor mate-
rial, they get absorbed and consequently, generate electricity [1]. This conversion is
mainly due to the photovoltaic effect. When this effect occurs, the photons from the
sun’s radiation knocks electrons loose, causing them to flow and thus generate
electricity. The initial generated current is the direct current (DC). In order for, this
can be stored in the battery and used for DC appliances. To make it useable for
regular households, it is first converted to alternating current (AC) using an
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inverter. If the system is connected to the grid, then additional electricity is fed to
the main supply. The other way of tapping the sun’s energy is by capturing the heat
produced by the solar radiation. This form of harnessing is usually done in a large
scale in such a fashion that power stations are built. These power stations are called
Concentrated Solar Power (CSP) plants. The term concentrated comes from a large
number of mirrors in the plant which are used to focus the sun’s rays on tubes
containing molten fluid that can store heat well. The molten fluid then is used to
convert water into steam. Subsequently, the steam produced rotates a turbine and
thus, generate electricity [2].

In Malaysia, solar cells are commonly used to generate electricity. In 2018 alone,
467344.2 MWh of power was generated based on Malaysia’s Feed-in Tariff (FiT)
system. Comparing this figure to the other RE, harnessing solar energy comes up on
top. Although the nation is exposed to long hours of sunlight daily, the average
maximum amount of energy produced per solar cell has an efficiency of 15–20
percent. This efficiency poses an issue whereby not many investors would invest in
the technology. A way to overcome this situation in Malaysia is by constructing
Large Scale Solar (LSS) power plants. This way, the amount of electricity generated
can be maximized. The LSS power plants are not to be mistaken with CSP plants.
The main difference between the two is that LSS captures light via solar cells and
converting them into electricity whereas CSP captures heat which is transformed
into mechanical energy that rotates a turbine and subsequently produces electricity.
In Malaysia, CSPs are not developed yet. Having the minimal Direct Normal Irradi-
ance (DNI) within the range of 1900 to 2000 kWh/m2/year, is the main require-
ment to start a CSP project. However, the DNI for Malaysia is below this threshold
and it is due to the geographical position of the country which is not situated in high
solar insolation zones [2].

2.2 Solar energy in Malaysia

2.2.1 Pajam, Negeri Sembilan

On 20th March 2012, an 8 MW large scale solar PV plant, developed by Cypark
Resources Berhad, was officially launched and operational. Figure 1 shows the
aerial view of the solar power plant. This project is the first-ever completed LSS
above 1 MW and operational under the Sustainable Energy Development
Authority’s (SEDA) Feed-In-Tariff Mechanism (FiT) in Malaysia. The LSS has
received two accolades by the Malaysia Book of Records as it is recognized as one of
the largest grids connected solar parks in the nation. The land coverage by the LSS is
approximately 41.73 acres and it is equipped with 31, 824 solar panels [3]. Being the
first of its kind in the country, the RM150 million project has the ability to power

Figure 1.
Aerial view of three major Solar Energy Projects in Malaysia. (a) An aerial view of the 8 MW large scale solar
photovoltaic plant [8], (b) An aerial view of Mukim Tanjung 12 Solar Photovoltaic Plant [9] and (c) An
aerial view of Sungai Siput solar photovoltaic power plant [13].
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over 17,000 households annually. In 21 years from its initiation, it is expected to
generate up to RM500 million worth of electricity. This is equivalent to the power
generated by 9, 300 tons of coal each year. For the environment, it is capable
of reducing 14, 335 tons of carbon emissions and 664 tons of methane gas
annually [3, 4].

2.2.2 Mukim Tanjung 12, Kuala Selangat, Selangor

As of November 2018, the nation’s largest LSS has started its operation. The
project won in competitive bidding by Tenaga Nasional Berhard (TNB) and subse-
quently, the project started its development in July 2017. The 10 km of 132 kV
power and fiber optic underground cables were connected to 230, 000 solar panels
in this plant. This LSS is capable of producing 50 MW of electricity to the national
grid. The total cost of this project is approximately RM339 million. The total land
size used is up to 242.16 acres. Due to the success of TNB, this project serves as a
booster and aspiration in further developing more RE projects in Malaysia. Conse-
quently, by 2030, Energy, Science, Technology, Environment and Climate Change
Ministry has set a goal to increase the country’s electricity usage powered by 20%
based on Res [5] Also, TNB’s success in this project has led the company to secure
RM144 million in developing a second large scale solar project for the country [5, 6]
Figure 1 shows the aerial view of the LSS.

2.2.3 Sungai Siput, Perak

On 27 November 2018, one of Malaysia’s advance solar PV power plant has
started its operation. This project began on 16 March 2017 when Sinar Kamiri Sdn
Bhd signed a power purchase agreement with Tenaga Nasional Berhad to develop
and operate a 49 MW large scale solar photovoltaic power plant which cost around
RM270 million [6]. This LSS is situated in Sungai Siput Perak over a land size of 150
acres and is equipped with 170, 961 panels. In this land, the complex mountain
topography has posed many challenges for the developers as this would often cause
shadows, string mismatches as well as high temperature and humidity. However,
the land offers a long duration of sunshine and high solar irradiance throughout the
year. To overcome this topographical situation, the developers have integrated
Huawei Fusion Solar Smart PV Solution into the grid [7]. This includes the smart PV
string inverter SUN2000-42KTL to troubleshoot the string mismatch issues faced in
Sungai Siput as well as a PLC technology which helps to deliver a simpler system
with safer and more reliable data transmission. As a consequence of using these PV
systems, this LSS has obtained 2% higher energy yields and a 50% increase in
efficiency compared to other LSS of the same scale. Figure 1 illustrates the aerial
view of the LSS.

2.2.4 Kudat, Sabah

In July 2017, RM250 million green socially responsible investment (SRI) sukuk
has been issued to Tadau Energy Berhad to further develop the current state of RE
usage in Malaysia. Also, this green SRI sukuk receives funds for the projects due to
its international endorsement and potential tax benefits via deduction of issuing
expenses against the taxable income of the issuer [8]. In other words, it helps
companies to achieve their corporate social responsibilities. With this cash in hand,
the company started to develop a 50 MW solar power plant in Kudat, Sabah which
covers up to 189 acres. This LSS is equipped with 188, 512 solar panels. 2 MW out of
50 MW of the available power channels the local Kudat electricity grid while the
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remaining 48 MW is channeled into 132 kV transmission line which is distributed
through Sabah [9].

2.3 Comparing the projects

Based on the information in Table 1, the selected 4 LSS projects can be arranged
and compared between one another in terms of generation capacity, number of
solar panels, generation capacity per solar panel, land area and project cost.

First, among the projects, the LSS which has the highest generation capacities
are Mukim Tanjung 12, Sungai Siput and Kudat. Each of these LSS has a generation
capacity of around 50 MW. Subsequently, this is followed by Pajam at 8 MW. The
difference in the capacities is based on the purpose of the project. For example, the
reason why Kudat’s generation capacity is high is that the power generated is used
to supply the local villages as the remaining is supplied to the power grid, which is
then distributed throughout Sabah [9]. A smaller LSS may not have the same
purpose and the demand for electricity in the area may not be as high as areas with
more population or activities. Alongside this reasoning, it corresponds as well with
the total number of panels. Although Mukim Tanjung 12, Sungai Siput and Kudat
have similar generation capacity and project motives, the number of panels used at
each plant is different. As seen in the table, Mukim Tanjung 12 uses 230, 000
panels, Sungai Siput uses 170, 961 panels and Kudat uses 188, 512 panels. Coinciding
with this information, it can be inferred that the panels which are used in each
power plant have different efficiencies. For instance, although Sungai Siput uses
fewer solar panels compared to Mukim Tanjung 12 nad Kudat, it is still having a
similar power output as the other two. This is because the panels which the LSS has,
uses Huawei’s Fusion Solar Smart PV Solution panels. These panels have the poten-
tial to increase energy yields, maximize the return of investments (ROI) and helps
customers optimize initial investments. Also, DC combiners are not needed in these
plants [7, 8]. The reasoning in the paragraph is also backed up by the amount of
each that each panel can generate. From the table based on the third row, the
highest yielding panel to lowest is Sungai Siput at 286.61 W/panel, Kudat at
265.23 W/panel, Pajam at 251.31 W/panel then Mukim Tanjung 12 at 217.39 W/
panel. From here, the quality of the panels used in both Sungai Siput and Kudat are
of higher efficiency. Next, the amount of land size used from highest to lowest is in
an order of Mukim Tanjung 12 at242.16 acres, Kudat at189 acres, Sungai Siput at 150
acres and lastly Pajam at 41.73 acres. The land coverage is closely dependent on the
required generation capacity as well as the yield per panel. If the required genera-
tion capacity is low, the land size will not cover over a large area as seen in Pajam.

Location Pajam, Negeri
Sembilan

Mukim Tanjung 12,
Selangor

Sungai Siput,
Perak

Kudat,
Sabah

Generation Capacity
(MW)

8 50 49 50

Number of Solar Panels 31, 824 230, 000 170, 961 188, 512

Yield per Solar Panel
(W/panel)

251.38 217.39 286.61 265.23

Land Area (acres) 41.73 242.16 150 189

Project Cost (RM in
millions)

150 339 270 250

Table 1.
Summary of information of the four selected LSS.
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Also, if the yield per panel is high, the land size needed is small. The last aspect that
can be compared is the project cost. This correlates with the land size, efficiency of
the panels and ease of installation. Generally, it would cost more for a land of a
bigger size. This goes the same for a higher quality panel. In terms of ease of
installation, it depends on the safety factors that are given to each component in the
power plant based on the land’s topography and weather. Some areas could be flat
land while some are covered by hills. In Mukim Tanjung 12, since its land size is
large, it accounts for the high cost of the project. Subsequently, Sungai Siput’s
project cost is relatively high as well and this is due to the hilly area which the LSS is
built on as well as the quality of the solar panels.

2.4 Comparing solar energy in Malaysia to the World

In Malaysia, the country’s first LSS was developed in 2012. However, it does a
gradual impact on the awareness of people on using RESs. Ever since then, more
and more LSS projects have been developed and the country has started to see this
RE’s advantages. Consequently, in the current years, the country has new policies
such as the Renewable Energy Transition Roadmap (RETR) 2035 which aims to
further explore the possible strategies and action plans to reach the country’s
renewable target of 20% in the national power mic by 2025. In Table 2, the new
addition in the panels is around the same value for each year. This is due to the
country’s reliance on coal and fuel which has also been one of the main sources of
the country’s economy. As a result, transitioning to another form of ES requires
confidence built up by the country. Nonetheless, this issue is slowly alleviated as the
awareness of using more RESs has increased every year.

Among these four countries, in terms of annual production in 2018 (Figure 2), China
has produced themost energy of a figure close to 80 GW. This is followed byMalaysia
with an annual production of approximately 15 GW. Subsequently, Japan produced
around 5 GW in that year and lastly, the USA has produced half of Japan’s [12].

2.5 Section conclusion

Based on the trends, the number of solar PV additions by each of the countries
has plateaued in recent years due to hurdles faced within the country. Considering
this, some other countries have been growing in this field including Malaysia. Ever
since the first LSS was developed, the country has been developing more projects
that is able to harness the sun’s energy. Due to the country’s accumulative efforts,
Malaysia has the potential to become one of the leading countries in solar PV
generation given that further research and development is given into this field.

3. Malaysia hydropower information

3.1 Introduction to hydropower

Hydropower is the conversion of Kinetic Energy (KE) of water into electricity
and is considered a RES due to the water cycle being constantly renewed by the sun.
According to an article on the US Geological Survey website, a hydropower dam
works by having the water in the reservoir flow into a pathway called the penstock
when the sluice gate is opened. This penstock is directly connected to the turbine,
which is spun by the force of the water moving from a location of higher pressure to
one of lower pressure. The water itself then flows out to a river below, whereas the
turning of the turbine causes the conversion of KE from the water force into
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mechanical energy for use by the generator, which is connected to it by way of
shafts or gears. This turning of the turbine also causes the rotor within the generator
to turn and consequently causes the electromagnets on its edge to move past the
stators placed in a static position outside the rotor, allowing for the conversion of
the mechanical energy from the turbine into Electrical Energy (EE). The electricity
produced from this conversion process is then carried out to other locations and
facilities by way of power to transmission lines connected directly to the generator.

3.2 Hydropower in Malaysia

International Hydropower Association states that the installed hydropower
capacity is 6094 MW in 2016, with hydropower generating roughly 11% of the
country’s electricity and less than 20% of the technically feasible generation poten-
tial utilized to date in their article from May 2017 [14]. The following comparison
has been done by choosing the most five powerful Hydropower plants in Malaysia.

3.2.1 Bakun Hydroelectric Plant, Sarawak

The Bakun Hydroelectric Plant is located on Batang Lui in the upper parts of the
Rajang River, roughly 37 km upstream of the town of Belaga in Sarawak. The plant
is powered by eight 300 MW turbines, allowing for an installed generation capacity
of 2400 MW and has a power transmission system that directly connects to the
existing power transmission network in Sarawak. The plant has been operational
since 2011 and produces an average electricity generation of 1700 MW to 2110 MW
depending on demands. The dam is considered to be the largest and tallest
Concrete-Faced Rock-fill dam in South East Asia with a 205 m height and 750 m
length, with the capability to contain 16.93 million m3 of water, allowing the reser-
voir a surface area of around 695km2 with a catchment area of 14750 km2 [13].

3.2.2 Murum Hydroelectric Plant, Sarawak

The Murum Hydroelectric Plant was completed back in 2016 and is located on
the Murum River in the upper region of the Rajang River Basin, roughly 200 km

Figure 2.
Global PV cell production from 2015 to 2018 [12].
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from Bintulu. The plant is powered by four 236 MW turbines, which totals to an
installed generation capacity of 944 MW [13, 14], with its average production being
around 635 MW and would be delivered through the state power grid. The dam is
141 m high and 473 m long, with a reservoir area of 270km2 and a catchment area of
2750km2. The cost of the project totaled about RM 4.8 billion [15]. Besides that,
Murum also has the world’s tallest stepped chute spillway that helps to reduce KE by
aerating the water overflow, which also helps to preserve the riverine ecosystem
and the Batu Tungun rock formation, which is considered sacred to the local Penan
community [14].

3.2.3 Pergau Hydroelectric Station, Kelantan

The Pergau Hydroelectric Station is located on the Pergau Lake, around 100 km
away from Kota Bharu, Kelantan. The plant is powered by four 150 MW turbines
totaling 600 MW of installed generation capacity and was designed to operate at a
daily load factor of 25%. The Kuala Yong dam, which the power station receives its
water from, is 75 m high [15, 16], with a 54km2 upper catchment and lower plain
area. Besides that, the station also has a 1:5� 106m3 reregulating pond designed to
accept peak generation flows and to release them into the river in a controlled
manner, which also had a generating cycle of 5.5 hours when at full station output.
The cost of the project is totaling to RM 2.23 billion [17].

3.2.4 Sultan Mahmud Power Station,Terengganu

The Sultan Mahmud Power Station was completed in 1985 and located 55 km
southwest of Kuala Terengganu on the Kenyir Lake. The plant is powered by four
100 MW turbines, totaling 400 MW of installed generation capacity, with continu-
ous generation being 165 MW. The dam is 155 m high and 800 m long in crest, with
a reservoir area of 369km2 and a catchment area of 1260km2. The water height is
around 120 m at minimum capacity and can go up to 153 m when it’s at maximum,
with a full supply level of 145 m [16, 17]. The lake itself can store 13.6 billion m2 of
water, with its deepest point being 145 m. Besides that, it can also release any excess
water flow in the reservoir directly downstream into the Terengganu River.

3.2.5 Ulu Jelai Hydroelectric Power Plant, Pahang

The Ulu Jelai Hydroelectric Power Plant was completed in 2016 and is located in
the Cameron Highlands, Pahang on the Bertam River. The plant is powered by two
186 MW turbines which are placed in an underground plant [18], totaling to
372 MW of installed generation capacity for electricity. The Susu Dam, which is the
dam that forms the Susu Reservoir of this hydropower plant, was built using almost
750,000m2 of concrete through the Roller-Compacted Concrete (RCC) method, a
very modern way to build such a dam. Said dam is measured to be 88 m high and
460 m long in the crest, with a 0.1km2 catchment area. The total cost of the project
was RM 4.2 billion and is expected to reduce 250,000 tons of carbon dioxide
equivalent per year by substituting coal or fossil fuel-based generator stations dur-
ing peak hours, according to a United Nations report [17, 18].

3.3 Comparing the projects

Based on the information gathered here, the five selected hydropower projects
can be arranged and compared between each other within the categories of installed
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generation capacity, dam size, catchment area, reservoir area, and project cost
(Table 3) [15, 18].

When it comes to total installed generation capacity, the Bakun has the highest
of the five at 2400 MW, followed by Murum at 944 MW, Pergau/Sultan Ismail
Petra at 600 MW, Sultan Mahmud at 400 MW and lastly Ulu Jelai at 372 MW. The
reason behind the high output behind Bakun is not only it’s high number of tur-
bines, but the capacity of 300 MW that each turbine is capable of, which in and off
itself is close to rivaling the entire output of the Ulu Jelai station at 372 MW. This
makes it the most powerful hydroelectric power plant in Malaysia and the largest
power generation facility in Sarawak, as it also supports the Sarawak Corridor of
Renewable Energy (SCORE) initiative required for the energy-intensive heavy
industries such as the Samajaya Industry Park. In terms of the dam sizes, Bakun has
the largest at 205 m high and 800 m long, followed by Sultan Mahmud at 155 m high
and 800 m long, Murum at 141 m high and 473 m long, and lastly Ulu Jerai at 88 m
high and 460 m long. The length of the Pergau/Sultan Ismail Petra was not given
but can be assumed to be the smallest of the five as the height is only 75 m. As for
catchment area, which is a land area where water can flow into the plant reservoir
[15, 18], the largest is Bakun at 14750km2, followed by Murum at 2750km2, Sultan
Mahmud at 1260km2, Pergau at 54km2 and lastly Ulu Jerai at 0.1km2. Ulu Jerai is the
smallest of the bunch as it uses the Bertam River, whereas the rest have a larger area
to work with as they are built on lakes and other large bodies of water. Out of the
five stations, only Bakun, Murum and Sultan Mahmud have a listed reservoir size at
695km2, 270km2 and 369km2 respectively. Having a reservoir allows for the storage
of water as conversion fuel for a later date [17], meaning that Bakun has the largest
water reserve of them all and thus can use more water to generate more electricity
in comparison. When it comes to cost, the most expensive project was Bakun at RM
7.3 billion, Murum at RM 4.8 billion, Ulu Jelai at RM 4.2 billion, and lastly Pergau at
RM 2.23 billion, whereas the cost for production of the Sultan Mahmud plant was
nowhere to be found but could be assumed to be between Pergau and Murum due to
the size being between those two and that it was completed in 1985. The cost of
Bakun being the highest is because it uses more turbines that are very powerful in
order to produce more power than the rest of the ones on the list combined at peak
usage, not to mention the size of the construction project itself.

To wrap this part up, the Bakun Hydroelectric Plant is the best hydroelectric
plant available in Malaysia due to the amount of installed generation capacity for
electricity that it can provide due to the massive size of the project itself, but such
power comes at a great price tag. In comparison, a project such as the Sultan Ismail
Power Station or Pergau Hydroelectric Station would be a more feasible one to
create in a higher quantity for a developing country such as this due to the lower

Hydropower
Station

Max
Power
(MW)

Turbine
Amount

Dam
Dimensions

(h x l)

Surface
Area
(km2)

Catchment
Area (km2)

Project Cost
($ Billion)

Bakun 2400 8 x 300 205 x 750 695 14750 7.3

Murum 944 4 x 236 141 x 473 270 2750 4.8

Pergau 600 4 x 150 75 x — 54 — 2.23

Sultan
Mahmud

400 4 x 100 155 x 800 369 1260 —

Ulu Jelai 372 2 x 186 88 x 460 — 0.1 4.2

Table 3.
The data for each of the five selected hydroelectric power plants.
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costs and less space requirement, while still capable of pumping out a respectable
amount of electricity for the towns, villages and cities found in this country.

3.4 Comparing hydropower in Malaysia to the World

Malaysia’s annual hydropower energy production is rated at 4.5 Mtoe/year
(Megaton of energy per year) [16] with an installed hydropower capacity of
6094 MW and a hydropower usage percentage of 11%. The largest dam or hydro-
power facility in Malaysia is the Bakun Dam at 2400 MW of installed generating
capacity.

From the information gathered here, the leading hydropower nations were
China, Brazil, and Canada, with 96.9 Mtoe/year, 32.9 Mtoe/year and 32.3 Mtoe/year
(megaton of energy per year) respectively, whereas overall energy input from
hydropower in Malaysia is totalled to be 4.5 Mtoe/year (kiloton of energy per year).
In comparison to the 3 countries stated previously, Malaysia’s hydropower energy
input is extremely tiny in comparison (Table 4). When it comes to the respective
strongest dams in terms of output, China’s Three Gorges Dam is the highest at
22.5GW of installed generating capacity, followed by the joint Brazil/Paraguay Itaipu
Dam at 14GW and lastly Canada’s Robert-Bourassa Dam at 5616 MW. Malaysia’s
largest one, Bakun at 2400 MW, is respectable and considered the largest in South-
East Asia [13, 17], but the output is nothing compared to these giants. It is generally
more than enough for providing electricity to Sarawak itself and can support the
local heavy industries found in the state. When it comes to percentages of hydro-
power usage for electricity in a country, Brazil has the largest at 64%, followed by
Canada at 62%, China at 20%, and lastly Malaysia at 11%. Malaysia’s percentage of
hydropower usage is lower compared to these other countries as Malaysia still relies
heavily on coal for most of their power stations [15], which should be changed as
soon as possible as it’s a non-RES and could dry up in the future. In terms of installed
hydropower capacity, China is the largest at 341,190 MW, followed by Brazil at
100,273 MW, Canada at 79,323 MW and lastly Malaysia at 6094 MW. Considering
how small Malaysia is compared to all the three countries above, it’s understandable
that the installed hydropower capacity is far lower than them as Malaysia has much
less space and water bodies to work with in comparison, while not to mention
Malaysia’s economy not being as strong as them (Figure 3).

3.5 Section conclusion

Taking an example out of Canada or Brazil here would be a good idea as there
are many rivers and water bodies that could be exploited for hydroelectricity gen-
eration, however building more mega-dams like Bakun could harm the rainforests

Country Annual Energy
(Mtoe/year)

Strongest dam &
output (MW)

Installed hydropower
capacity (MW)

Usage
Percentage

(%)

China 96.9 Three Gorges’ Dam
(22,500)

341,190 20

Brazil 32.9 Itaipu Dam (14,000) 100,273 64

Canada 32.3 Robert-Bourassa Dam
(5,616)

79,323 62

Malaysia 4.5 Bakun Dam (2,400) 6,094 11

Table 4.
Data for three of the world’s leading hydropower countries in comparison to Malaysia’s.

31

A Comprehensive Review on Available/Existing Renewable Energy Systems in Malaysia…
DOI: http://dx.doi.org/10.5772/intechopen.96586



and animal species that makeup country’s ecosystem, not to mention potentially
displacing the natives and eating large sums of money that could be used for other
equally beneficial projects. Therefore, a balanced method of implementing hydro-
power while maintaining the ecosystem should be explored, so that Malaysia could
progress to the future with hydropower while still maintaining the well-being of
Malaysia’s unique ecosystem.

4. Malaysia biomass energy information

4.1 Introduction to biomass energy

Biomass is a type of fuel developed from organic materials. It is both sustainable
and renewable in terms of generating EE. The organic materials are obtained from
living and recently living things. These materials can include scraps of lumber,
manure and forest debris. Biomass power is able to generate electricity which is
carbon neutral through renewable organic waste [19]. This energy releases heat
when burnt. These energies are utilized through burning them to produce steam to
run turbines which in turn generates electricity.

4.2 Biomass in Malaysia

4.2.1 Biomass resources in Malaysia

Malaysia is a country filled with many conventional energy resources. These
energy sources include oil and gas which are non-renewable and RESs like solar,
hydro and biomass energy. For biomass, Malaysia has plenty of opportunities as far as
exploiting biomass energy in Malaysia. Malaysia is filled with agricultural biomass
and wood waste which can be exploited and used to replace non –RESs in use [19].

Figure 3.
Hydropower Major projects in Malaysia. Aerial view of the (a) Bakun Hydropower, (b) Murum Hydropower,
(c) Yong Hydropower and (d) Kenyir Hydropower.
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4.2.2 Palm oil biomass

Malaysia’s exporting of 19.9 million tons of palm oil in 2017 makes this country a
world leader as an exporter of palm oil. In 2011, the country was able to generate
more than 80 million tons of oil palm biomass. 30% of the 379 palm oil mills here in
Malaysia utilize palm oil mill effluent (POME) by turning it to biogas [19].

4.2.3 Rice husk

Another important agricultural biomass is rice husk. This resource has a very
good potential for biomass cogeneration. Biomass cogeneration refers to “generat-
ing together”, this is a process where heat and EE is obtained at the same time from
fuel. This type of biomass is implemented in technologies such as steam turbines,
gas turbines and reciprocating engines. Currently, Malaysia has constructed its first
rice husk power plant in the state of Kedah in Padang [19, 20].

4.2.4 Municipal solid wastes

For the generation of solid waste in Malaysia, the amount of mass-produced in a
day range from 0.45–1.44 kg/day. This result is dependent on the economic status of
the area within Malaysia. The organic waste in Malaysia contains a high amount of
moisture with a bulk density of above 200 kg/m3. The bulk density is with respect to
the population growth in Malaysia, the higher the number of populations in the area
the larger the bulk density of the waste. These waste are generally disposed of as
landfilling which makes them ideal for being used for biomass [20] (Figure 4).

4.3 Biomass projects in Malaysia

4.3.1 TSH resources Berhad

The plant has huge commercial potential from its biowaste in the palm oil
industry. It does this through an integrated complex system in Kunak, Tawau
situated in east Malaysia, Sabah. This plant has both biomass and biogas power
plants as well as being equipped with a pulp and paper plant. The plant is consid-
ered friendly to the environment as it takes into consideration the protection and
preservation of the environment. This plant is responsible for the generation of
electricity through the disposal of waste from oil palms. This plant is under the

Figure 4.
Electricity generation by fuel and Power generation sources in Malaysia.
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ownership of the Kumpulan Sawit Kinabalu and has taken considerable precautions
in order to create a sustainable wealth while ensuring the protection and preserva-
tion of the environment. The amount of energy production has dropped by nearly
85% since the opening of the power plant, and as a result, increasing the profit of
the mills by RM1.14 million [21]. The power generation of the plant is 14 MW of
completely RE from biomass cogeneration plant [21]. The plant is also the first
biomass power plant connected to the main grid in Malaysia. The RE from the
biomass power plant has formed an agreement with the Sabah Electricity Sdn Bhd
to provide green electricity of up to 10 MW [20, 22]. TSH built up approximately
50,000 ha in a planted area across Sabah which are strategically located with
associated companies. The company also has 65,000 ha worth of unplanted land
bank for future development, this is to keep the company busy for many years to
come. In addition to that, the company also has 3 mills in Sabah which has a 1.0
million tons of Fresh Fruit Bunches processing capacity per annum. The refining
crude palm oil and kernel located at Kunak Jaya, Sabah has capacities of 2600 tons
and 600 tons per day respectively [21, 22].

4.3.2 Seguntor bioenergy and Kina biopower biomass power plant

Both these power plants are in Sandakan, Sabah. Seguntor Bioenergy and Kina
Biopower Power Plant are owned by HRE Seguntor Bioenergy Sdn. Bhd and HRE
Kina Biopower Sdn. Bhd respectively [23]. These two power plants are implemented
with a similar design. The power plants have a fuel consumption of 23.123 kg/h and a
boiler capacity of 56 tons per hour at 420 degrees Celsius. Adding to that, a mechan-
ical draught cooling tower, counterflow, water flow of around 2491 t/h. The
coldwater temperature is measured at 32 degree Celsius and 42 degree Celsius for the
hot water temperature. The generators are enclosed and has an in –built water – air-
cooled system. A synchronous generator is also used in the system. Each power plant
can provide a total of 11.5 MW of green energy from biomass energy [23, 24]. These
efforts are made to ensure the provision of a stable power supply to consumers in the
East Coast of Malaysia. The power plants are located strategically about 20–90 km to
15 palms oi mills. Furthermore, the power plants are located 10 km radii of SESB’s
substation making it ideal for grid interconnection [20, 23]. About 654,000 tonnes
per year of biomass will be generated from the Nilai Tani Resources Sdn. Bhd.,
Monsok Palm Oil Mill Sdn. Bhd, Prolific Yield Sdn. Bhd. and Tanjung Panjang Sdn.
Bhd palm oil mills. The power plants are expected to cost around RM120 million each.

4.3.3 Jana Landfill

The Jana Landfill is owned by the Jana Landfill Sdn Bhd which runs a power
plant and municipal storage waste sites. It is a subsidiary of TNB Energy Services.
The power plant is located in Ayer Hitam Forest Reserve in Puchong, Selangor. The
Jana Landfill obtains its fuel via the decomposition of natural municipal waste from
the landfill site. The power plant generates a total of 2 MW of green energy using
landfill gas as a fuel source [21, 24]. The power plant has two separate sections, Jana
1 and Jana 2. Each power plant can generate up to 1 MW of energy. To date with the
arrival of Jana 3, the power plants is expected to generate a combined total of 6 MW
which is beneficial to about 6000 homes in Malaysia.

4.3.4 Recycle energy Sdn. Bhd

The Recycle Energy power plant is the first power in the whole of Southeast Asia
to initiate Refuse Derived Fuel (RDF). RDF is the product of separating
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noncombustible and combustible portion from municipal solid waste. This method
can help increase the recycling levels in Malaysia as well as decrease the overall
waste. To add to this, this method does not require additional cost from processing,
baling, wrapping and transportation logistics making it less expensive than that of
the landfilling [25]. RDF can be used as a renewable fuel for any coal – fired power
plant. Recycle Energy power plant is located at Kampung Pasir in Semenyih,
Selangor. The plant is located about 13 miles from the main capital. This facility is
able to process a total of 1100 tons of solid waste a day. These wastes are then
converted into RDF which is in fluff form. The RDF in fluff form is used as biofuel
to enable the production of 8 MW of electrical energy a day [24, 25]. This electricity
is used to power up the RDF plant and any remaining electricity is sold for usage in
the national power grid. The RDF power plant is 28 – acre wide and is handled by
the Malaysian government (Figure 5).

4.4 Comparison between the biomass energy usages in different plants in
Malaysia

When compared, the TSH Resources Berhad power plant located in Kunak,
Tawau in Sabah has the highest power generation at 14 MW. The main reason for
the success of the TSH Resources Berhad power plant is its immense area of cover-
age. Palm oil is able to be attained from the within the power plants location.
Continues supplies of palm waste can be obtained and processed rapidly in the
power plant. The Kumpulan Sawit Kinabalu also ensures the protection and preser-
vation of the palm oil farms. The Seguntor and Kina power plants needs to transport
its oil palm waste 20–90 km from the mills to the power plants thus having a lower
efficiency rate compared to the TSH Resources power plant. Furthermore, the TSH
Resources Berhad power plant uses a biomass cogeneration system enabling it to
attain both electrical and heat energy from the biomass fuels (Table 5).

In terms of the turbines used, steam engine has a better power-to-weight ratio
making them ideal for reciprocating engines. For a small size is able to generate a
high amounts of power output and does not produce a lot of vibration compared to
other reciprocating counterparts. The steam turbine has a higher operating effi-
ciency and reliability compared to that of the gas turbines. Jana Landfill is the only

Figure 5.
Major biomass projects in Malaysia.
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power plant in Malaysia using gas turbines and from power generation it is the
lowest compared to all the other power plants which are using steam turbines.
A main issue is that, having variation in its fuel specs can lead to an enormous drop
in the efficiency of the turbine. In addition to that, external power is required to
ensure turbine can carry out a self-sustained operation [23, 26]. In terms of the most
eco-friendly fuel source would be the source used by the Recycle Energy power
plant. This power plant uses a refuse-derived fuel source making it ideal to not only
for making biofuels to power up turbines inside the power plant, but also recycling
resources which are not combustibles.

From the comparison table, it can be seen that in terms of practicality and usage
in the whole Malaysia the TSH Resources Berhad power plant is the most ideal. It is
able to generate the highest amounts of the greenest EE at 14 MWwhich is why it is
connected to the main grid in East Malaysia.

4.5 Comparison between the usages of biomass energy in Malaysia against the
World

Unlike the other countries, Malaysia is highly reliant on the usage of palm oil and
coconut husk as biomass sources. Malaysia is still unable to completely utilize all
resources which can lead to the production of biomass. If Malaysia can utilize
converting municipal waste as a source for biomass, there is no reason to why
Malaysia cannot increase their power generation from biomass. In addition to that,
if Malaysia is able to produce more biomass power plants situated around palm oil
fields like the TSH Resources Berhad power plant, the amount of power generated
from biomass is bound to increase within the country (Table 6).

4.6 Section conclusion

Malaysia is still relatively new in terms of the power generation using biomass
sources. From the year 2014–2016 there is a gradual increase in the power genera-
tion using biofuels in Malaysia. Thus. the potential is bright for the usage of biomass
as a RESs in Malaysia.

Power Plants Power generation Type of
Turbine

Fuel Cost Area coverage

TSH Resources
Berhad

14 MW Steam
turbines

Empty fruit
bunch

5e+8 square meter
(used land) and 6.5e
+8 (unused land)

Seguntor
Bioenergy
Power Plant

11.5 MW Steam
turbines

Empty fruit
bunch

RM120
million

400000 square
meters

Kina Biopower
Power Plant

11.5 MW Steam
turbines

Empty fruit
bunch

RM120
million

400000 square
meters

Jana Landfill 2 MW (From Jana 1 & 2),
6 MW (with the future

addition of Jana 3)

Gas
turbines

Biogas

Recycle Energy
power plant

8 MW Steam
turbines

Refuse-
derived fuel

113312 square meters

Table 5.
Comparison between the biomass energy of different power plants in Malaysia.
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5. Malaysia tidal energy information

5.1 Introduction to tidal energy

Tides are created from the gravitational pull from the Earth and the moon,
creating coastal tidal waters at a different time at the day. This movement of water
has an enormous amount of potential energy. This energy is predictable and
renewable with low operating cost. Although tidal energy is recognized as one of the
promising technologies, the technology currently doesn’t exist in Malaysia. There
are three main types of tides phenomenon which are diurnal, semidiurnal and
mixed tides [27]. Diurnal tides have one high tide every day. Semidiurnal tides have
two high tides every day. Mixed tides are the combination of the characteristics of
diurnal and semidiurnal tides. Tidal energy can be harnessed through different
methods. A tidal barrage makes use of the tides. A barrage looks like a dam, but it’s
lesser height and very much bigger [28]. The other method would be the tidal
stream. It works just like wind turbines, but it’s placed underwater using the
movement of water created by tides [27, 28]. A tidal lagoon is another method
similar to the tidal barrage, but the dam is replaced by a 360-degree enclosure,
creating a pool. Water will enter and exit the lagoon due to different water tides.

5.2 Feasibility of tidal energy in Malaysia

To determine the feasibility of tidal energy in Malaysia, it is required to under-
stand the available tides in Malaysia. In Malaysia, there is no diurnal tides. The
North and West of Peninsula have majority of semidiurnal tides while the area of
South and East have majority of mixed tides with dominant semidiurnal. The rest of
the area of Malaysia has mixed tides with dominant diurnal (Figure 6).

The tides differ at a different location and different times of the year. The height
of water level between tides also influences the potential energy that could be
harnessed. As shown in the below figure, the most potential location to harness tidal
energy would be Selangor with height range between 0.4 meters to 5.3 meters when
compared to other locations [28, 29].

5.3 Section conclusion

The tidal energy will always be influenced by the gravity of the moon and the
sun. However, it has more advantages than wind and solar energy as it has a more
predictable nature with high environmental benefits. Different locations in Malay-
sia have different tides and it must be considered before installing a tidal power

Country Power generation
from biofuels (GWh)

Source of waste

2014 2015 2016

America 62357 61640 60493 Wood waste, agricultural crop, animal manure, plants and
recycled waste

China 44400 52700 64700 Agricultural, forestry waste and domestic livestock (manure).

India 293926 24997 41972 Agricultural wastes.

Malaysia 701 751 760 Palm oil biomass, rice husk and municipal solid waste.

Table 6.
Comparison between the amounts of electricity generation from biomass between countries.
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plant. Based on the analysis being done, Selangor has the highest potential to
harness tidal energy compared to other locations in Malaysia (Figure 7).

6. Malaysia geothermal energy information

6.1 Introduction to geothermal energy

Geothermal energy is created by the gravitational energy of the Earth and the
unstable radioactive decay of atoms [29]. Geothermal energy is mainly used to
generate electricity and to provide heating. Although geothermal energy technolo-
gies have been around for over 40 years, they are still undergoing research and
development. This is due to the complexity and high investments before executing
geothermal projects as it includes underground exploration and requires
multidisciplinary expertise [30] (Figure 8).

6.2 Feasibility of geothermal energy in Malaysia

Malaysia does not have technology that harnesses geothermal energy. However,
there are several potential locations in Malaysia.

Figure 7.
Semidiurnal and Dominant semidiurnal Tides.

Figure 6.
Types of tides available in Malaysia [29].
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According to a study by the Deputy Natural Resources and Environment of
Malaysia back in 2010, Tawau has the potential to generate up to 67 MW of
electricity per day, meeting the demands of Tawau [1, 31]. The water temperatures
below the selected area are near to 235 degrees which is more than enough to heat
and at the same time generate electricity. This geothermal project was initiated in
Tawau, Sabah, Malaysia back in 2015. However, the project site has not shown any
progress and had seemed to stop operations in the third quarter of 2016. Therefore,
the project’s approval is being cancelled and is now currently abandoned [29, 31]
(Figure 9).

6.3 Section conclusion

The feasibility of geothermal energy in Malaysia is inclusive of geothermal
exploration and resource assessment, which requires a very high cost. The country’s
first geothermal power plant project failed due to the lack of preparation and great
deal of discipline in executing the project. Based on the history of geothermal
development, the geothermal project can easily go wrong if not all aspects are
addressed adequately.

7. Conclusion

Malaysia is a developing country and being able to harness RE would be a great
attribute to improve the country. The existing RE in Malaysia includes Solar energy,

Figure 8.
How geothermal energy works.

Figure 9.
Tawau geothermal project being abandoned.
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Hydropower energy, and Biomass energy. Other potential REs in Malaysia could be
harvested such as Tidal energy. Solar cells are commonly used to harness solar
energy. The technology can be further investigated and improved to increase the
efficiency of electricity generation. Hydropower in Malaysia is generating 11% of
the country’s electricity as Malaysia has many rivers and water bodies that could be
exploited. A balanced method of implementing hydropower can be done to always
ensure the ecosystem of Malaysia is not disturbed. Malaysia is still relatively new in
using Biomass energy. However, the gradual increase of power generation using
biofuels has increased the potential of biomass energy in Malaysia as a renewable
energy source. Tidal energy has the potential to be harnessed in Malaysia as there
are locations such as Selangor and Johor having tides that could generate a decent
amount of electricity. Geothermal energy also has the potential in Malaysia as there
are multiple hot springs. Sabah has the potential to harness geothermal energy as it
originates within young volcanic area. However, more research and investment
would be needed to harness geothermal energy in Malaysia. It is quite convincing
that Malaysia could harness more RE as the sustainability of energy consumption is
crucial in this era.
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Itaipu Technology Park: An  
Eco-Innovative Niche for 
Renewable Energies
Andriele De Pra Carvalho and Sieglinde Kindl da Cunha

Abstract

Technology parks are considered innovative environments for the development of 
new technologies, in a dynamic that can be explained by the micro level of multilevel 
analysis of the theory of sociotechnical transition, by contributing to explain the 
actors responsible for the process of development and dissemination of technology. 
The cases analyzed were composed of companies and eco-innovative projects in the 
renewable energy area of the Itaipu Technological Park. The methodology was based 
on a study of multiple cases of qualitative nature, supported by content analysis and 
triangulation of information. The main results showed that the ITP, with the sup-
port of its maintainer Itaipu Binacional, created an environment conducive to the 
development of eco-innovative companies in renewable energies, stimulating the 
exchange of knowledge between companies and favoring partnerships with national 
and international companies for technological development.

Keywords: Itaipu Technology Park, renewable energy, micro level, 
multilevel analysis, eco-innovation

1. Introduction

The environmental problems arising from uncontrolled growth have broadened 
the interest in studies that combine innovation with sustainability. Innovative tech-
nological trajectories began to seek efficient ways of environmental preservation, 
combined with organizational competitive advantages [1]. In this sense, linking 
innovation with environmental sustainability, as in the so-called eco-innovation, 
a concept addressed in the studies by CARRILLO-HERMOSILLA, J.; GONZALEZ, 
P. R.; KONNOLA, T [2], contributes to understanding the relationship between 
society, the economy and the environment.

This transition to sustainability or eco-innovation, according to GEELS [3] can 
be studied by multilevel analysis that highlights that there are different levels by 
which eco-innovation carries out its trajectory. The micro level, which is the level 
of niches and actors responsible for stimulating and beginning the eco-innovative 
process, the meso level, which is the dominant regime and the macro level, which 
accounts for changes at the global and macro level.

Because multilevel analysis, at its micro level, involves technological niches 
that act as a space for relationships between multiactors, being conducive to radi-
cal innovations and the interactive learning process, this article directs its focus to 
this level.
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The micro level also contributes to the construction of social networks to 
support innovation, in a strategic management [4–6]. Thus, the socio-technical 
regime and the environment in which organizations are inserted interfere in the 
development of ecoinnovations at the level of technological niches. In this per-
spective, the context of a Technological Park stood out for the realization of this 
study for combining the sociotechnical regime and the development of ecoinnova-
tions, as well as for housing companies, niches and environments with different 
characteristics [7].

In this context, the Itaipu Technological Park - PTI, based on the sustainability 
report of its maintainer, Itaipu Binacional, has become an environment conducive 
to the development of this study, because it is a scientific and technological pole 
based on a model of support for sustainable technologies and practices, which has 
as its theme of interest in its Strategic Planning the energy sector, an essential tech-
nology for a country and relevant for the development of renewable energy sources 
that consider the premises of the reduction of the environmental impact.

The discussion then focused on the transition to sustainability favored by energy 
eco-innovation niches developed in the Itaipu Technological Park. Thus, in this 
article we bring the theoretical lens of the micro level of the sociotechnical system 
[8, 9] in the discussion on the development of renewable energies in the Itaipu 
Technological Park (PTI) since this approach considers that the technological tran-
sition begins its process at the micro level. Thus, the following question arises: How 
does the micro level of THEPT contribute to the development of eco-innovations in 
renewable energies?

2. Methodology

The sociotechnical approach is a medium-range theory that crosses different 
ontologies, because it is a multidimensional phenomenon that can be studied from 
various angles and by different disciplines [9]. There are different epistemological 
assumptions for its study, although the theory is based on particular intersections 
between the theory of evolution, interpretivism and constructivism and structural-
ism, besides combining the evolutionary view, the dynamics of systems, sociologi-
cal view of innovation and the understanding that multilevel narrative always 
assumes the historical dimension.

The direction of this study followed the qualitative method as a research strategy, 
through the analysis of social aspects, which involve interpretation and that are 
researched in its natural environment, that is, in loco.

The first phase of the research used the case study approach [10], corresponded 
to the exploration phase of the empirical field to seek relevant answers to the 
research question. For the choice of objects of analysis, according to STAKE [10], 
because it is a case study and a qualitative approach, we opted for extreme cases of 
relevance. The PTI, because it is a park created by the Itaipu Hydroelectric Power 
Plant, is highlighted in the creation and dissemination of knowledge and for having 
projects in the area of energy, which are part of the interest and planning of the 
PTI, besides being an important actor in this segment for the country. Thus, the 
study will consider the following cases of the Park in the energy area: (i) a company 
incubated in pti, AP energia, which acts in improving the energy efficiency of 
generators, the only company incubated in this energy sector; (ii) the graduate 
company Esco Iguassu, which operates in the area of Energy Management, is 
located in the city of Foz do Iguaçu and continues to partner with Itaipu Binacional 
and itaipu technological park; (iii) the project that is in process to become a com-
pany, Cibiogás, which acts as an international center of renewable energy, through 



47

Itaipu Technology Park: An Eco-Innovative Niche for Renewable Energies
DOI: http://dx.doi.org/10.5772/intechopen.95980

Biogas; and (IV) the Hydrogen project, which seeks in this chemical component, 
ways to contribute to the energy matrix and energy storage.

The investigation occurred inductively, using the techniques of interview, 
observation and documentary analysis [10, 11], in addition to informal conversa-
tions with employees and project participants in the energy area within the PTI: AP 
Energia, Esco Iguassu, Projeto Hydrogen and Cibiogás.

The observation was developed in a period of forty hours in all activities carried 
out in the Park. The documentary research involved documents made available by 
the park and also information on the websites of PTI, FPTI and Itaipu Binacional.

The interviews referenced in this research were conducted with four PTI man-
agers and the four managers of the energy niches of the PTI: AP energia, Cibiogás, 
Esco Iguassu and Projeto Hydrogen.

The second phase of the research was dedicated to data analysis, with the help 
of atlas IT software, being characterized as descriptive and analytical, for report-
ing practices, facts, evidence and statements in order to consolidate information 
that allowed the analysis of the micro level of the PTI based on the Geels Multilevel 
Perspective [4, 8, 12], consistent with the sociotechnical transition approach.

3. Development (results and discussions)

The Itaipu Technological Park was created in 2003 by Itaipu Binacional, in the 
city of Foz do Iguaçu, in western Paraná, bordering Paraguay and Argentina [13, 14].

The former space that served as accommodation for itaipu binacional builders 
was transformed to accommodate the activities of the PTI. The physical infrastruc-
ture adapted to the reality of the PTI covers classrooms, language laboratories with 
computers, academic computer labs, videoconference rooms, teleroom, library, 
study and support rooms, sports courts, academic laboratories, auditorium, three 
event spaces, support room, cyber room, cinetheater, incubator and business 
condominium [13].

In this environment, this study was carried out that follows the context of Geels’ 
sociotechnical theory (2014), in which the development of an eco-innovation in 
renewable energy begins at the micro level, which is the level of niches, in which 
the relationship between the actors that will stimulate the development of new 
technology occurs and to house companies, niches and environments with different 
characteristics [7].

In technology parks, different interactions between actors at the micro levels can 
be perceived, which are fundamental to understand the dynamics of eco-innovation 
in renewable energy. The actors of the technological parks that make up the micro 
level can be represented by technology-based companies, science and technology 
entity, government, governing bodies, funding agency, developers, universities 
and research centers, information technology centers, consultancies, stakeholders, 
entities and local business community [7]. In practice, it is noted that these actors 
compose the infrastructure of the ITP, presenting a certain complexity in their 
relationships, some of which can be observed in Figure 1, which contemplate the 
actors of the ITP and their relationships.

These actors act as stimulators for the development of renewable energy niches, 
which are commented in each case analyzed in this study.

3.1 The development of renewable energies in the PTI niche

The different actors of the Park, these act in conjunction with the cases ana-
lyzed, which are the ecoinnovations in Renewable Energies. AP Energia is the 
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first company analyzed, whose description was based on the interview conducted 
with its general manager, having been complemented by data from documentary 
research, observation and field notes.

The first analysis sought to group the codes that related to the category “AP 
Energia”, through the Atlas.TI software, to interconnect the main relevant points of 
the company and its structure, as shown in Figure 2. Founded in 2014, AP Energia’s 
main purpose is to target segments of electricity generation from renewable sources. 
It serves two large segments consisting of distributed generation and medical records 
of industrial electrical installations. From these medical records, the company 
performs financial feasibility analysis, electrical studies, NR-10 medical records, 
quality analysis and electrical projects. However, the activities of medical records 
of electrical installations are complementary works to the innovative technology of 
the company, which represents distributed generation, which works with complete 
consulting for the connection of electric power generators in distribution networks. 
In other words, it aims to develop technologies and services for the connection of 
renewable energy sources, from the producer (individual) to the concessionaire.

This aims at the constant improvement of its technology, seeking to be a refer-
ence in studies of electricity generation from renewable sources or not and the pro-
vision of continuous electricity services. The company’s location is in the Business 
Condominium within the Itaipu Technology Park. The room is small, because the 
company does not require large space, because it works only with software in the 
area. In addition, it has no employees, since much of its technology began through 
a graduate project, at the doctoral level, which continues to be running, as the 
company’s manager attests.

The company was born from the academic context and still maintains this bond 
today. The Park acts as a connection of the education acquired for practical applica-
tion, a fact that becomes clear in the words of the manager, when it intensifies that 
the Park allowed to put into practice its studies and be an entrepreneur, mainly in 
projects aimed at improving the environment, which align the market with renew-
able energy sources.

All these developments and activities aimed at sustainable innovation depend on 
actors and existing relationships at the micro level, which covers the beginning and 
definition of the eco-innovation process. This category of analysis is composed of 
the codes shown in Figure 3.

Figure 1. 
Multiactors of the Itaipu Technological Park. Source: Prepared by the authors.
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According to the manager of AP Energia, the actors of the Park have contributed 
to the development of eco-innovation. This is because sustainable innovation usu-
ally follows a process started from an idea, but which is still uncertain in its future 
development, so the contribution of the park’s actors is fundamental. According to 
the clarification of the manager of AP Energia, the Santos Dumont Incubator, one 
of the actors of the Park, was fundamental for its development, through subsidies, 
consulting, training, training and contact networks. The subsidies were passed 
through space and physical structure to the company. The consultancies, training 
and training helped the management of the company, because the incubator aims to 
strengthen its teams for the competitive market, according to one of the incubator 
managers.

At this point, it remains evident that the park managers’ view of directing the 
company to the market is recognized by the ap energia manager as beneficial. 
There is a relationship of respect and hierarchy very clear, because the PTI has 
great national and international visibility and, as indicated by the manager of AP 
Energia, by loading the name of the Park along with the name of his company, 
facilitates the opening of new doors in the market, mainly for partnerships. The 
importance of the partnerships was highlighted by the manager: “As my technology 
depends on the investment of concessionaires, the name of PTI has contributed to 
open doors, agreements and negotiations with partners.” It is noted how the influ-
ence of actors at the micro level is important for the dissemination of information 
and relationships necessary for innovation to happen through partnerships. Thus, 
another partner and actor considered important by the manager of AP Energy was 

Figure 3. 
Category or family “micro level”. Source: Own elaboration.

Figure 2. 
Category or family “AP energy”. Source: Own elaboration.
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the Lasse laboratory, located in PTI and fundamental support for the development 
of the company’s technology.

As the company’s innovative technology is in the process of evolution, it is 
observed how PTI instigates research and innovation. Because it is an academic 
environment, where students and teachers circulate among several researchers and 
partners of the park of national and international reputation, in a place of interac-
tion and learning.

The second company analyzed, Esco Iguassu, is already graduated from the 
Santos Dumont Incubator of PTI and operates in the energy area. The first analysis 
carried out with the help of atlas ti grouped the codes directed to the category “Esco 
Iguassu”, which addresses the main relevant points highlighted during the inter-
view, which are highlighted in Figure 4.

Esco Iguassu started its incubation process at PTI in 2008 and, at the end of 
2012, received its graduation, determining the end of the incubation period and 
the beginning of autonomy for the company. However, it remained installed in the 
premises of the Itaipu Technological Park. This fact demonstrates how interest-
ing it is for the park, mainly because it also acts as a partner of the Study Center 
on Biogas, one of the broader projects of the PTI, as well as, because its activity is 
directed to the energy area, one of the three clusters that define the direction of the 
Santos Dumont Incubator, as indicated by its managers.

As already explained, Esco Iguassu operates in the energy area and aims to 
promote energy efficiency in its concession area. Therefore, it benefits from some 
national laws and the provision of government resources for this purpose through 
the Energy Efficiency Actdoes not. 10,295, 2011, which provides for the National 
Policy for Conservation and Rational Use of Energy.

According to the company’s manager, the projects carried out meet the current 
theme with a focus on reducing energy consumption. The energy theme emerged 
as the main idea for the opening of the company, because its manager had been 
working in this area since he was graduating, within the PTI. Currently, he con-
tinues with research in the area, such as graduate student, master’s level. As in the 
case of AP Energia, there is a strong interaction between the university and the 
Technological Park driving entrepreneurship.

The activity developed by Esco Iguassu demonstrates its understanding of the 
eco-innovative practices witnessed in the ITP, which are manifested in the actions 
and languages built. All these practices are influenced by the actors and dimensions 
of the perspective of the micro level, which can be configured as small market 
niches, in which the habits and routines present between individuals and the 
environment is conducive to new experiences and innovations. The category of the 
micro level family is expressed in Figure 5.

Figure 4. 
Category or family “Esco Iguassu”. Source: Own elaboration.
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The environment of the Itaipu Technology Park is repeatedly cited by the man-
ager of Esco Iguassu for having been fundamental to the development of his idea 
when he began graduation. This relationship occurs through universities, students, 
partners and other actors of the Park.

Among the benefits of the environment, pti also assisted the company in rela-
tion to traditional financial support, passed on to all companies in the Park, such as: 
rent, maintenance expenses and overheads, because according to its manager, the 
company never had financing or other source of exclusive resources. The environ-
ment, therefore, stimulates through its practices and not only by the transfer of 
financial resources.

The third case studied is the International Center for Biogas Studies- Cibiogas. 
In view of its scope, Cibiogás was also a case analyzed in the study conducted by 
MENDONÇA [15], which focused on the factors of the multilevel relationship 
in the process of sociotechnical transition to eco-innovation in Itaipu Binational 
programs. Study that will also serve as a reference for this description.

Thus, through the collected data, the first category of Analysis formulated was 
“CIBIOGÁS”, which grouped the codes in Figure 6, highlighting the notes on the 
characterization of the company.

The International Center for Biogas Studies, Cibiogás, is an organization special-
ized in consulting, knowledge sharing and labor analysis in renewable energies, 
with emphasis on biogas. In addition, the entity promotes the development of 
projects and public policies related to the theme, with the aim of encouraging the 
generation of biogas in a sustainable and renewable way [16].

Cibiogás began as a prominent itaipu project, when the plant included in its 
organization chart the Renewable Energy Advisory. The project was based on the 
partnership between Onudi, Eletrobras and Itaipu, which enabled the creation 
of the Renewable Energy Observatory involving all of Latin America and the 
Caribbean, boosting the creation of the Biogas Laboratory and, later, the Center for 
Biogas Studies, based on a specific methodology of the University of Tera in Vienna, 
Austria, and structured by standards of organization of International Technology 
Centers [15].

At the World Energy Conference in 2011, Cibiogás was presented by itaipu’s 
director, the director general of Onudi, through a letter, the reasons for its applica-
tion, which was well received. Subsequently, the final presentation occurred at the 
Center in Rio + 20 through a protocol of intention of the development of Biogas 
studies, which was signed by the authorities present [15].

Cibiogás was legally characterized as an international, non-governmental 
and non-profit organization, a specific purpose company, with autonomy to 
acquire movable property, real estate and participation. The Biogas Laboratory 
was installed next to the Itaipu Technological Park in 2011, due to the fact that 

Figure 5. 
Category or family “micro level”. Source: Own elaboration.
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the Park began to sign the agreements outlined by Itaipu Binacional when it 
began to expand its operations, through events, seminars and tests for the use of 
Biomethane in partnership with Scania do Brasil [16]. According to its director, 
the Center has grown a lot, won the ISO 9001:2008 (Quality Management System) 
certificate and has several partners, as well as, it is moving towards being effected 
as a company.

Cibiogás is a private non-economic association with seventeen associates 
and partners who are working together, in synergy, to consolidate Cibiogas in 
Paraná and Brazil, among them: Itaipu Binacional, PTI, Eletrobrás, Onudi, Onu, 
Eletrobrás/Cepel, Toledo Prefecture, Cooperativa Lar, Sebrae, FIEP, Seabe, Iapar, 
Federation of Agriculture of the State of Paraná (FAEP), Embrapa, Sebrae and 
United Nations Food and Agriculture Organization (FAO).

Its head office is in the ITP and has the following structure: a biogas laboratory, 
eleven national demonstration units and small and medium rural properties in the 
region and an international demonstration unit in Uruguay [16].

All this relationship between actors composes the variables of the category 
“Micro Level of Cibiogas”, reported in Figure 7 below.

The micro level of Cibiogas is characterized by the main evidence extracted from 
data collection. This level identifies the main partners and actors of the Center. 
Among this network, Itaipu Binacional and the Itaipu Technological Park received 
great importance, because they are the creators and main supporters of the project. 
In addition to these, other actors and partners were also classified as fundamental 
to the Center, which have already been commented at the beginning of this analysis 
and identified in the Cibiogas Implementation Project [17]. These actors interact 
with each other and between existing technologies and opportunities, initiating a 
network of cooperation.

It is evident in his speeches the importance that the director of Cibiogás and his 
collaborators attribute to the partnerships and actors involved in the exchange of 
knowledge, research and experiments. An example of this partnership is universi-
ties, which state that they contribute to the nationalization of technology with stud-
ies aimed at improving the process and resolving inconsistencies with the support 
of academic research [15].

In addition to the participation of all these actors, the micro level also highlights 
the participation of the population as a collaborator for the development of innova-
tion, especially after recognizing the importance of technology for the region and 
for local cooperatives.

The fourth case analyzed, the Hydrogen project, is part of the Itaipu 
Technological Park highlighted due to its eco-innovative potential. Thus, based on 
data collection, the first analysis performed with the help of Atlas.Ti, grouped the 
codes of the category “Hydrogen Project”, as shown in Figure 8.

Figure 6. 
Category or family “CIBIOGÁS”. Source: Own elaboration.
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The project began in 2010 with specialists from Itaipu Binacional, itaipu tech-
nological park and Eletrobras, with the purpose of implementing an experimental 
hydrogen production plant and a research group in the area so that, from hydrogen 
capsules, it stores energy. That is, to analyze the viability of hydrogen production 
from renewable energy sources and store it in cylinders, in the form of gas, to be 
used in fuel cell and produce electricity. This, in turn, would be used to supply 
homes, industries, electric vehicles or even as a backup system, for its capacity to 
store energy, this being the main differential.

The stimulus to the project was given through the master’s study of engi-
neer Antônio Carlos Fonseca, manager of the Department of Electronic and 
Electromechanical Engineering of itaipu’s Superintendence of Engineering, 
developed with Unicamp, at the National Reference Center for Hydrogen Energy. 
It was developed in line with Itaipu’s strategic planning and its objective: renewable 
energies. According to the project director, its direction was bureaucratic, but the 
financial support of Itaipu and Eletrobras was decisive for the start of the plant’s 
operation in 2011 and in 2014 it began to produce hydrogen [17].

Thus, as described by its director, the hydrogen project being consolidated will 
supply a national demand, as it will enable the storage of energy generated from 
renewable sources, such as hydroelectric plants, solar and wind power. According 
to Itaipu [17], the main expected benefits with the project are: to allow the evalua-
tion of hydrogen production from hydroelectric power; provide infrastructure for 
hydrogen technology research; evaluate the reduction of water and energy waste 
in hydroelectric plants and evaluate the potential to reduce environmental impact; 
provide, in the technological field, research, development and innovation.

Another aspect highlighted by the project director, concerns the use of hydrogen 
in the form of fuel cell for engine operation, this made him seek the partnership of 
academics from universities installed in the PTI to develop studies in this area.

Figure 8. 
Category or family “hydrogen project”. Source: Own elaboration.

Figure 7. 
Category or family “micro level”. Source: Own elaboration.
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In this analysis, it is noticeable how the project is still being modeled and struc-
tured, with the contribution of several actors that make up the micro level, one of 
the categories of analysis, presented in Figure 9, with its codes grouped.

The micro level of the hydrogen project is related to the development and 
implementation of innovation, based on social processes, existing practices and the 
interaction between the multiple actors, fundamental to the new technology. An 
example of these individual actors is the Itaipu Hydroelectric Power Plant, which, 
through its strategic planning, seeks ways to encourage renewable energy sources, 
such as a demand of its own.

Thus, when the plant’s engineer, Antônio, presented his project focused on the 
hydrogen plant, Itaipu began the process so that it could be put into practice. The 
lack of resources weighed as one of the obstacles to the beginning of the project, 
however, Eletrobras, another actor, stepped in and financed a part of the project, 
which may finally become a reality [17].

For the project director, partners are key to consolidating. Through the partners, 
you can direct new professionals, new financing, new opportunities and actions 
that further disseminem the idea of the project.

Innovation developed at the niche level is focused on learning, collective practice 
and the creation of cooperation networks.

The micro level, analyzed in the four cases of this research, allowed the under-
standing of the processes that initiate the strategy that leads to the management of 
the transition to a new regime [18]. In the cases analyzed, it was evident how they 
protect the spaces for the development of eco-innovations, which makes it a learn-
ing community allied to many actors directed to entrepreneurship, innovation and 
sustainability.

The technological niches in renewable energies present in the ITP demonstrate 
that the transformations that occur there are engaged by the collective perception of 
opportunities, brought through the relationship between meso and macro levels [19].

3.2  Relationship between PTI actors-partners for sustainable energy 
development

The technological niche discussed in this study, in a private environment, in 
this specific case, the Itaipu Technological Park, proved to be conducive to the 
development of partnerships between several actors, which were paramount for the 
exchange of knowledge and the development of ecoinnovations [6, 20]. These part-
nerships highlighted in the four cases analyzed, evidenced how the actors of the Park 
cooperate and complement each other in the activities to achieve the objectives of 
the ITP. In these relationships, in view of the observations made, the manifestations 

Figure 9. 
Category or family “micro level”. Source: Own elaboration.
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of the managers of the ITP, the Incubator and the companies, no competition was 
identified between them, only partnership and mutual collaboration.

Cooperation and mutual growth are also identified in the reports of the manag-
ers of the Santos Dumont Incubator, when they pass on that the understanding of 
incubated companies during the selection process is that the park environment seeks 
cooperation and mutual growth among the actors, mainly allied to the objectives 
of the PTI. In the training and consultancies passed on to companies, the exchange 
of experiences and partnerships are also encouraged, one of the dimensions of the 
micro level, according to GEELS [3] and DOLATA [21]. It should be noted that, dur-
ing the descriptions of the cases, it is clear how the Itaipu Technological Park attracts 
many partners, something beneficial for both companies and projects.

The cases Esco Iguassu and AP Energia state that they have other formal partners 
that have contributed to eco-innovation, also through the PTI. These two cases rec-
ognize that the name PTI and Itaipu opened many doors and served as a rapproche-
ment with many partners. While the Hydrogen and Cibiogas projects, because they 
were created by Itaipu, had many partners before they even left the paper. This fact 
demonstrates the incentive of the plant in the dissemination of new sources of the 
energy matrix, influenced by pressures of the landscape level and even the level of 
the regime [3, 22].

It is common to have several projects with two or more actors working in part-
nership and in collaboration in the search for innovations, mainly in the topics 
of interest to the Park: water, energy and tourism. There is a culture of sharing 
between projects that comprises the common use of the Park’s infrastructure, which 
causes them to gradually form collaborative and learning networks [19].

The partners interconnected with eco-innovative technologies in the energy 
area are composed of national and international actors. The incubated companies 
AP Energia and Esco Iguassu have only a partnership with national actors, who, 
according to their managers’ report, were very important for the development of 
the technology. These partners were conquered mainly through the influence of the 
names PTI and Itaipu, which also act as partners [3, 12]. At this point, we under-
stand the care that the PTI has for the selection of incubated companies, because it 
takes into account that it will follow related to its name and the name of Itaipu.

The Cibiogás and Hydrogen projects, developed and stimulated by PTI and 
Itaipu Binacional, in addition to national actors, also have the partnership of inter-
national actors, which demonstrates their primacy for the sociotechnical transition 
process. The main partners of these projects were international, for contributing 
to the supply of components and, in particular, to the exchange of knowledge with 
similar technologies developed outside the country.

When analyzing these actors, it is noted that there are related multiactors in all 
projects, that is, a cooperation network. In this premise, we highlight the articula-
tion of these actors to establish a nucleus of partnerships, which are important in 
the development for the process of sociotechnical transition to the new regime, 
because, according to GEELS [3], at the micro level begins the process of dissemina-
tion of new technology. From this perspective, GEELS and KEMP [20] also empha-
size that the role of multiactors, partnership networks and collaboration networks 
are fundamental for the dissemination of new technology, in this case, of the new 
energy matrix. Figure 10 represents this network of partnerships.

Among the actors identified, the Itaipu Hydroelectric Power Plant has the great-
est influence and prominence in the development of the Park, a fact proven during 
the collection of data from the park managers and companies and projects of the 
analysis cases. This reinforces the understanding of itaipu power plant’s intention 
to expand its potential to new sources of Energy Matrix, which may shape new 
configurations for a new sociotechnical regime [3, 4].
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4. Final considerations

In these analyses it is evident how the environment of the Park is conducive to 
the development of partnerships between the various actors, who cooperate with 
each other and complement each other, becoming paramount for the exchange of 
knowledge and development of ecoinnovations.

It is common to have several actors acting through partnership or collaboration 
in the topics of interest to the Park, among them, energy. The actors common to all 
cases analyzed in this study are: Itaipu Binacional, PTI, Eletrobras, Sebrae, CNPq, 
PTI universities, PTI academics, ANEEL and the federal government. It is noted 
how these actors common to all projects are national. International actors work in 
partnership only with specific projects such as the Hydrogen Project, the University 
of Ukraine and Cibiogás, whose partners are the UN, Onudi, the University of 
Vienna, FAO and the University of Ukraine.

As is expected Itaipu Binacional is the actor with the greatest influence of the 
Park, for attracting national and international partners for its projects, which in 
partnership with internal actors, develop ecoinnovations. At this point, the PTI 
infrastructure is also a highlight to attract partners and stimulate a culture of 
sharing, collaboration and learning, which reinforces the potential of PTI for the 
development of new energy sources. This potential is also identified in the internal 
processes of management of energy niches, which involves the relationships of 
these actors to develop management strategies for the sociotechnical transition to 
sustainability. In the cases analyzed, the involvement of the actors were important 
for the investment of intellectual and financial efforts in the development of tech-
nologies, in addition to the exchange of knowledge and experiences, which were 
paramount for the development of the energy niche.

Figure 10. 
Pti partner multiactors. Source: Own elaboration.
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Chapter 4

Dynamic Extended Exergy
Analysis of Photon Enhanced
Thermionic Emitter Based
Electricity Generation
Canberk Unal, Emin Acikkalp and David Borge-Diez

Abstract

Exergy is the very useful tool to evaluate energy systems besides energy analysis
based on the first law of the thermodynamics. In contrast to energy, exergy is not
conserved and always decreases. There are many types of exergy analysis involving
exergoeconomic, exergoenvironmental, advanced exergy-based analyses, extended
exergy analysis etc. In this study, an application of the extended exergy analysis is
performed. In extended exergy analysis, not only energy related system is consid-
ered but also all materials and energy flows’ exergy, non-energetic and immaterial
fluxes (capital, labor and environmental impact) are turned into exergy equivalent
values and utilized in the analysis, which are calculating for local econometric and
social data. These methods can be applied to societies or energy based or non-
energy-based system. In this study, dynamic exergy analysis and extended exergy
application of electricity generation from photon enhanced thermionic emitter is
conducted. According to results, some important values can be listed as; extended
exergy destruction, conventional based exergy destruction, extended exergy effi-
ciency, conventional exergy efficiency, extended sustainability ratio, conventional
sustainability ratio, extended exergy-based depletion ratio and conventional
exergy-based depletion ratio are 542106006 MJ, 542084601 MJ, 0.01094, 0.01094,
1.011, 1.011, 0.978 and 0.989 respectively.

Keywords: exergy analysis, extended exergy analysis, photon enhanced thermionic
emitter, dynamic performance evaluation, solar energy

1. Introduction

Energy is a concept transferred from an object to another in form of work or to
heat. Energy is a conserved quantity; the law of conservation of energy states that
energy can be converted in form, but not created or destroyed [1]. From an eco-
nomic and social perspective, energy is the most important factor that ensures
progress in world living standards and country development. Together with the
great developments and changes in the industrial field, the increase in the world
population at the same time reveals the need for energy [2]. 87 percent of the
energy produced in the world is provided by fossil fuels, 6 percent from renewable
sources, and 7 percent from nuclear energy sources. “About 64.5% of the world’s
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electrical energy production is realized by fossil resources (38.7% coal, 18.3% natu-
ral gas, 7.5% oil)” [3]. Turkey has no significant energy resources in petroleum and
natural gas reserves. In addition, it is a market country that has an important place
between Europe and Asia. About 27% of current energy needs in Turkey are known
to be met by domestic energy production. When the distribution of Turkey installed
power in the energy sector on the basis of resources is examined, natural gas 26.5%,
hydraulic energy 32%, coal 21.3%, wind energy 7.7%, solar energy 5.3%, geothermal
energy 1.4%, 5.8% share belongs to other resources [4].

The total monetary size of Turkey’s energy market is around 84 billion dollars.
60.1 billion dollars of this amount was imported. Renewable energy is the biggest
resource that can close a deficit of approximately 24 million dollars. Solar Energy is
the biggest renewable energy source. Turkey is a country rich in solar energy [5]. In
terms of number of installed solar power plant in Turkey is 556 pieces. Turkey’s
solar energy installed capacity of 5095 MW in 2018. Turkey ranks 12th in the world
in terms of installed capacity [6]. Solar energy is nowadays used in air conditioning
(heating–cooling) of residences and workplaces, cooking, supplying hot water and
heating swimming pools; in agricultural technology, greenhouse heating and drying
of agricultural products; In industry, solar cookers, solar furnaces, cookers, salt and
fresh water production from sea water, solar pumps, solar cells, solar pools, heat
pipe applications; It is used in a controlled manner in transportation-
communication vehicles, signaling and automation, electricity production [7].

Photon enhanced thermionic emission (PETE) combines photovoltaic and
thermionic effects into a single physical process to take advantage of both the high
per-quanta energy of photons, and the available thermal energy due to thermaliza-
tion and absorption losses [8]. It can be described by a simple three-step process:
first, photoexitation of the valence electrons into a conduction band. Second, ther-
malization and diffusion of the conduction electrons throughout the cathode; and
finally emission of the thermalized electrons into a vacuum and collection by the
anode [9]. PETE cells have an advantage in efficiency over purely thermionic cells
because the presence of electrons in the conduction band from photovoltaic effects
reduces the effective work function of the material, making it easier for electrons to
escape into the vacuum. Similarly, PETE cells do not suffer from the problem of low
efficiency at high temperatures as standard photovoltaic cells do. This is because the
degradation effect is specific to the two-layer semiconductor junction design of
standard photocells. Further, since a PETE cell can operate efficiently at high tem-
perature, it can be run in conjunction with a heat engine attached to the anode [10].

Exergy is the property of the system, which is the maximumwork potential cand
be distracted from a system, once it reaches to equilibrium state with a reference
state [11]. Unlike energy, exergy is not conserved, and it’s perpetually depleted due
to irreversibilities (entropy generation). Some of the exergy is destroyed due to
irreversibilities at within the system, and a few of it’s thrown into the surroundings
from the system boundaries (loss of exergy) [12]. If the exergy losses or destruction
decrease, in other words, if the exergy efficiency increases, resource consumption
and loss exergy emissions within the method can decrease inversely [13].

Extended Exergetic Accounting (EEA), provides a route to formally convert
immaterial and non-energetic commodities into exergetic equivalents [14, 15].
According to EEA, material, energy carriers and externalities (capital, labour, and
environmental remediation) represent resource expenses and are expressed in
exergy as a unified metric. EEA has incorporated some elements of preexisting
theories such as: cumulative exergy analysis, thermoeconomics and life cycle anal-
ysis, etc. and combines them into a consistent and expanded formulation (Extended
Exergy) [16]. There are fundamental similarities between EEA and exergy methods.
Like thermoeconomics, EEA results in a system of cost equations in which though
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inhomogeneous quantities like labour, material and energy flux, capital are all
homogeneously expressed in primary exergy equivalents. Like Cumulative Exergy
Consumption, EEA computes the cumulative primary exergy “embodied” in a
product over its entire production process. Like Exergy Life Cycle Assessment, EEA
computations cover the entire life cycle of the considered system [17].

2. System description

Electricity generation by means of Solar source is dived into two part as: directly,
which photovoltaic panels is used, and using concentrated solar collectors to obtain
heat energy as heat input in a heat engine. A photon enhanced thermionic includes
these two principles. Its emitter is made of a semiconductor as cathode and there is a
vacuum gap between anodes. Considered system is illustrated in the Figure 1 where
a solar concentrator having 1000 concentration rate. Operation principal of the
PETE can be expressed in next sentences. Solar energy passes into concentrator and
illuminate the cathode heated up. This energy causes to excite electrons and elec-
tron population increase at conduction band. They have bigger energy than electron
affinity and emitted into vacuum. Released electrons are collected by the anode and
this is resulted in currency. The higher cathode temperature causes the more elec-
tron emittance and increase the efficiency of the process and this is the reason that
its electricity efficiency is higher than the conventional photovoltaics (PV) panels.
Another advantage of it is that it can be heated up via waste heat from an engine,
turbine, and industrial heat to generate electricity when sun is no exist in the
nighttime. In this paper GaAs is selected as cathode material since it is very prom-
ising candidate.

3. Methodology

Mathematical description and explanations of physical meaning of the exergy,
extended exergy accounting and photon enhanced thermionic emitter are
described. Daily dynamic and annual analyses are performed by TRNSYS and

Figure 1.
Schematic of the system.
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Simulink and analyses are conducted. Izmir, which is the third biggest city in
Turkey and has great monetary flow, is chosen.

3.1 Exergy analysis

Exergy is one of the most useful method used for evaluating the performance of
various thermodynamic systems because exergy destruction is a measure of the
losses in the system. Losses in the system is called as irreversibilities that is resulted
from the entropy generation. These losses are main reason of inefficiencies and
excessive depletion of the fuel source. In other words, exergy is the measure of how
quality energy resource is used, and it is not conserved like energy and always
decrease. Because of these, exergy analysis should be utilized in optimization and
design studies of energy conversion devices. Exergy analysis provided to determine
place and amount of the irreversibilities, and it must be decreased to save energy,
money and emission by obtaining more efficient systems. Conventional exergy
analysis involves three variables, _EF, _EP, _ED, which represent the fuel exergy rate,
the product exergy, and the exergy destruction rate, respectively. Exergy is not
conserved, in contrast to energy.

The exergy destruction rate can be calculated as follows.

_ED ¼ _EF � _EP (1)

The exergetic efficiency is

φ ¼
_EP

_EF
or φ ¼ 1�

_ED

_EF
(2)

3.2 Extended exergy analysis

Exergy analysis is very important tool to describe losses resulted from the irre-
versibilities, which cause inefficiencies, as it is mentioned above. However, exergy
analysis is mostly used as a sustainability indicator, it does not include material or
resource depletion, human factor, effect of capital and environmental remediation.
In extended exergy accounting, not only not only energy flows are included but also
exergy equivalent of the materials, resources, the environmental remediation costs
and labor and capital needed by in a process. EE can be expressed as follows:

Ein þ EL þ EC þ EE ¼ EE MJð Þ (3)

EC indicates the total monetary cost of the equipment, expressed in terms of its
equivalent exergetic content, EL indicates the sum of the labor contribution
expressed in terms of its equivalent exergetic input, and EE is exergy consumption
of environmental remediation for removing pollutant emissions. The difference of
extended exergy accounting to other exergy analysis approaches is the inclusion of
labor, capital, and environmental impact as exergy units. ‘The value of ‘eeL’ is
calculated as.

eeL ¼ 365NhesurvHDI
HDIoNwh

MJ=whð Þ (4)

eeL’ means the specific exergetic equivalent of the labor. ‘Esurv’ refers to the
minimum exergy consumption for a person’s survival. ‘Nh’ is the value of
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population. ‘Nwh’ refers to the number of working hours per year. f is the
consumption correction factor for modern living standards.

f ¼ HDI
HDI0

(5)

‘HDI’ is the human development index published by the United Nations every
year. ‘HDI0’ is the human development index of a pre-industrial society. EL’ is the
total exergy equivalent of Labor and represents contribution of the human work on
the process. ‘EL’ is found by multiplying the specified exergetic equivalent of labor
by the number of working hours per year.

EL ¼ eeLNwh MJð Þ (6)

‘eeC’ is the specific exergetic equivalent of the capital. The value of ‘eeC’ is
calculated as.

eeC ¼ 365esurvNhHDI
HDIoS

MJð Þ (7)

‘S’ indicates the amount of the national monetary wage as the average wage and
the total energy equivalent of the currency.

The value of ‘EC’ is the amount of monetary flow in the process and it is
calculated as:

EC ¼ eeC
X

CC MJð Þ (8)

where, ‘C’ is the capital cost. The first thing in calculations is to collect data
involving population of the country, numbers of the workers in the country, aver-
age annual wage, human development index, capital circulation of the country.
Second thing is to calculate number of consumed materials, releasing CO2, total
exergy input, exergy for the survival, exergy equivalents of the specific labor and
capital are done. Using previous values, total exergy of the equivalent labor and
capital, cumulative exergy consumption, product exergy (or equivalent) and exergy
destruction, environmental remediation can be obtained. In this paper, only the
operations calculations of the considered system are researched. Therefore,
cumulative exergy and environmental remediation are excluded, which is no
emission realizing in operation conditions.

3.3 Analysis of the PETE

Photon powered thermionic emission (PETE) is a new concept of solar
power generation. It combines different quantum and thermal mechanisms
directly in a physical process. It is possible to overcome both the disadvantages
faced by conventional thermal systems and the natural loss of photovoltaic cells.

Unlike traditional photovoltaic cells, the PETE has higher efficiency at high
temperatures, which gives an opportunity usage as bottom cycle in hybrid
applications for efficiency increasing.

It sees the cathode as a clumped system with average properties and no spatial
variation, so it can be called a zero-dimensional model. The cathode absorbs all band
gap radiation. The anode is metallic and has good reflectivity and the void charge in
the gap between the electrodes is ignored.
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The output power current is given by;

Pp ¼ jc � ja
� �

V (9)

‘Jc’ is the density of the emission current from the cathode surface and ‘Ja’ is the
density of the emission current from the anode surface. ‘V’ is the cathode electron
emitting area.

The emission current density of the cathode is proportional to the Electron
concentration ‘n’. The emission current density of the cathode can be expressed as:

jc ¼ en

ffiffiffiffiffiffiffiffiffiffiffi
kTc

2πme

s
e�χ=kTc A=cm2� �

(10)

Where ‘n’ is the conduction band electrons concentration. ‘me’ is the electron
effective mass. ‘χ’ is the electron affinity. ‘TC’ is the anode temperature. ‘k’ is
Boltzmann’s constant.

The reverse emission current density from the anode follows the standard
thermionic emission formulation:

ja ¼ AoT2
ae
�Φa=kTa A=cm2� �

(11)

‘A0’ 120 A cm�2 K�2 is the Richardson–Dushman constant. ‘TA’ is the anode tem-
perature. ‘k’ is Boltzmann’s constant. The energy barrier for emission from the anode is
equal to the anode operating function ‘Øa’ for voltage above the flat band value.

Φc ¼ χ þ Eg � E f (12)

4. Results and discussion

In this paper, performance and sustainability of the photon enhanced thermionic
emitter is evaluated via extended exergy analysis. This analysis is performed for
annual and hourly values. In Tables 1–3, annual results can be seen, and hourly
values are shown in Figures 2–8.

Annual values are arranged in tables. In this tables, some calculated values are
put in order as esurv is the daily exergy amount needed a person for surviving, eeL is
the specific exergy equivalent of the labor, which represents daily labor exergy per

Ein

(MJ)
Nh

-
Nw

(h)
Nwh

(wh)
S

(Euro/
year)

M2

(MEuro)
f esurv

(MJ/day-
person)

eeL
(MJ/
wh)

eeK
(MJ/
Euro)

588582 83900373 33810000 79115400000 11325 460916.40 14.40 10.50 42.68 12.09

Table 1.
Data used in extended exergy accounting.

EEL (MJ) EEK (MJ) EP (MJ) ED (MJ)

2133.75 1551.24 353513.77 547732043

Table 2.
Results of the extended exergy accounting.
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Figure 2.
Solar irradiation.

φ SI y

0.597 2.481 0.252

Table 3.
Extended exergy evaluation indices.

Figure 3.
Exergy output rate.
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Figure 4.
Extended exergy rate.

Figure 5.
Exergy destruction rate.
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workhour, eeK is the specific exergy equivalent of the capital donating exergy per
Euro, EEL, EEK, EP, ED, φ, SI, y, are the total equivalent exergy of the labor, total
equivalent exergy of the capital, product exergy aiming output from any system,

Figure 6.
Extended exergy efficiency.

Figure 7.
Sustainability index.
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exergy destruction is depleted exergy in any system, exergy efficiency, sustainabil-
ity index and exergy destruction rate respectively. According to results,
corresponding values are equal to 10.50 MJ/day person, 42.68 MJ/wh, 12.09 MJ/
Euro, 2133.75 MJ, 15511.24 MJ, 353513.77 MJ, 238753 MJ, 0.60, 2.48 and 0.40.
Examining performance indices, extended exergy efficiency which is measure of
how quality energy used for product is 0.60, SI is the indicator how sustainable a
system and equal to 2.48 and y is the depletion rate of the source. According to these
results, system is 60% closer to the ideal one, SI is the 1 for the non-sustainable
system and this means considered system 2.48 times sustainable. Last index shows
that 0.25 of the exergy resources is depleted. Extended exergy is accounted as
592267.04 MJ, share of the exergy equivalent of the labor and capital can be
neglected, since they are much lower than 1%. These means capital and labor has no
effect on the considered system.

Figure 2 represents the solar irradiance, which is the solar energy input, of the
Izmir where maximum irradiation rate is 3370 kJ/h m2. Daily values of the PETE are
depicted in Figure 3, it reaches to 272234.01 MJ, while its average value is
80923.38 MJ. Sum of the daily equivalent exergy of the labor and capital
(418.82 MJ) is nearly 0.6% of the product exergy, which indicates these have no
important effect on the product. It is indicator that capital and the labor are not
important, however, technology is the most important factor.

Figure 3 is about the exergy output which means change of the electricity
generation at the system. Naturally, electricity output in summer times because of
the higher solar irradiation rate. As it is mentioned above total annual product
exergy is 353513.77MJ.When average and maximum values are researched, one can
see that average is 80914.11 MJ and the maximum value is 272234.01 MJ. These
values represent aimed product, and it is claimed as big as possible.

Figure 4 shows daily changes of the extended exergy and maximum value is
equal to 337481.82 MJ and average is 135696.79 MJ. This is made of the sum of the
equivalent exergy of the labor, capital and exergy input, which is the solar energy
input to the system. However, it is mostly made of the input exergy. This means
that solar exergy is the biggest part of the extended exergy accounting.

Figure 8.
Exergy destruction ratio.
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Similarly, Figure 5 is about the change of the exergy destruction in which the
maximum is 65724.17 MJ and average is 54773.42 MJ. In results, it is seen that
exergy destruction rate is equal the sum daily equivalent exergy of the labor and
capital when there is no production like extended exergy.

In Figures 6–8, daily results of the exergy efficiency, SI and y are indicated. Their
maximums are 0.81, 5.17 and 1 respectively. Their expression can be done as follows.
Quality of using energy source is 81%, sustainability of the system can reach to 5.17
and depletion of the energy source rises to 1, which means all the exergy is depleted.
Their average values are exergy efficiency, SI and y is the 0.20, 1.62 0.80, like
explained above, quality of the energy usage is only 20%, while sustainability ratio is
relatively low and exergy source is 80% depleted. These results show the most
important reason of this that PETE is relatively new technologies and they have not
enough efficiency despite their promising and developing technologies.

According to the results, share of the exergy equivalent of the labor in the
extended exergy accounting can be neglected because of its very small values. This
means that effect of the labor has no important effect. Similarly, the rate of the
exergy equivalent of the capital the, i.e., exergetic reflection of the monetary flow
in the extended exergy accounting can be neglected too. This reason might be
expressed as PETE technology is relatively cheaper than other renewable energy
technologies. Another, important point is that the exergy destruction is very great
and equal to nearly 30–40% of the extended exergy. This means that 30–40% of
the input exergy cannot be converted to product and it is dissipated. Another
important approach is to compare product exergy to exergy equivalent of the
labor and capital. Therefore, one can determine how labor and capital are con-
sumed for producing one-unit product. If these are researched, it is seen that
consumed labor exergy is nearly 0.6% of the product exergy. This can be
interpreted as labor has no important effect to produce electricity. It is expected
results since PETE does not require any intervention to operate and only labor
force is need to maintenance process. Similar investigation should make for the
capital and results shows that influence of the capital on the product is the lower
than the labor’s one. Rate of the capital to the per unit product is calculated as
0.4%. As it is mentioned above, PETE is relatively cheaper than other renewable
energy technologies and maintenance costs are not so expensive science that are
relatively simple and do not have operating parts.

5. Conclusion

In this paper, solar energy usage by means of photon enhanced thermionic
emitter is analyzed via extended exergy analysis, which is one of the methods for
evaluating sustainability, and dynamic performance analysis is conducted. Izmir,
which is the third biggest city in Turkey and has great monetary flow, is chosen as
considered location. Since, it has good solar potential. Some important results and
recommendations are listed as follows:

• Although system has relatively low exergy efficiency besides the high exergy
destruction rate, it can be tolerable. Since, main energy source is solar power,
which is renewable, and solar energy has no environmental harmful.

• Exergy equivalent of the labor has bigger than the exergetic equivalent of the
capital. This difference is resulted from the higher value of the specific exergy
equivalent of the labor, in other words, exergy provided by labor are valuable
than capital.
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• The maximum values of the indices show that it has good potential where
global irradiation is high and generally, its losses are greater for the times when
the solar irradiation is lower.

Finally, it is recommended that extended exergy analysis should be applied to
other systems, which are energy conversion systems, because of its advantages in
sustainability aspects mentioned before.
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Chapter 5

Scale Invariant Turbulence 
and Gibbs Free Energy in the 
Atmosphere
Adrian F. Tuck

Abstract

A method of calculating the Gibbs Free Energy (Exergy) for the Earth’s 
atmosphere using statistical multifractality — scale invariance - is described, and 
examples given of its application to the stratosphere, including a methodology 
for extension to aerosol particles. The role of organic molecules in determining 
the radiative transfer characteristics of aerosols is pointed out. These methods are 
discussed in the context of the atmosphere as an open system far from chemical 
and physical equilibrium, and used to urge caution in deploying “solar radiation 
management”.

Keywords: scale invariance, entropy, exergy, atmosphere

1. Introduction

Earth’s atmosphere is an open system far from equilibrium, both physically – 
there is vigorous circulation, and chemically – for example, the methane/oxygen 
ratio is some 30 orders of magnitude larger than the equilibrium value. It is not 
isolated; there are varying fluxes of photons in and out, water exchanges on a 
10-day time scale with the oceans, carbon dioxide, many organic molecules, nitrous 
oxide, methane, methyl chloride, ammonia and sulphurous compounds are subject 
to biogeochemistry at both land and sea surfaces. Long-lived molecules such as 
chlorofluoromethanes (50–100 years) can be re-emitted from both land and sea, 
and even the major constituents, O2 (order 104 years) and N2 (order 106 years) are 
cycled by geochemistry, biochemistry and lightning. Last but not least, condensed 
matter in the form of aqueous aerosols is produced by gas to particle conversion, by 
clouds and from sea spray, and which serve as condensation nuclei for cloud drop-
lets, ice crystals and precipitation. The air-water interface is an important reaction 
venue [1], and often accelerates reactions [2–6]. Some or all of these molecules and 
particles affect the transmission of both solar visible and ultraviolet and terrestrial 
infrared radiation, and consequently are central to the maintenance of atmospheric 
temperature.

Since the atmosphere is so far from equilibrium, standard statistical thermody-
namics calculable by quantal chemical techniques are not applicable, either in the 
air or aerosols. The thermodynamic formulation of statistical multifractals has been 
shown to be a mapping, not just a formal coincidence by Lovejoy and Schertzer [7], 
following their analyses of atmospheric variables as statistical multifractals [8, 9]. 
It has been used to demonstrate, by analysis of observations, that the current global 



Entropy and Exergy in Renewable Energy

78

heating is attributable almost wholly to carbon dioxide emissions from fossil fuel 
burning [10]. Note that this is a numerical model-independent result. By combin-
ing these analyses with results from molecular dynamics calculations [11] it has 
been shown that atmospheric turbulence is an emergent property of molecular gas 
populations in an asymmetric environment, scale invariant over the 15 orders of 
magnitude in length scale, from the mean free path at surface pressure to a great 
circle [5, 12, 13]. The scale invariance approach to atmospheric thermodynamics has 
been successfully applied to aircraft data from the stratosphere [14] and combined 
with theoretical and experimental results for aerosol particles to form a potential 
pathway to understanding and exploiting the observed acceleration of many chemi-
cal reactions, some of them atmospheric chemical, in and on microdroplets com-
pared to their slower or non-occurrent behaviour in bulk fluid [5]. Microdroplet 
surfaces are where free energy is concentrated, even in a pure homogeneous 
droplet, as surface tension. So, for both gaseous composition chemistry and the 
aerosol population, analysis can be attempted with this approach. All these fac-
tors are directly relevant to the calculation of global heating under anthropogenic 
perturbations. The issue is examined in the rest of the chapter by this scale invariant 
thermodynamics approach. A useful review of energy production and its interac-
tion with the environment is given in Goede et al. [15]. Further considerations are in 
Refs. [16–18].

The above approach provides perspective on geoengineering by “solar radiation 
management” when combined with the complexities of aerosol particles in the 
lower stratosphere [19]. Because of dissipation by infrared radiation to space, any 
method of reducing global heating by fossil fuel burning cannot be powered by 
combustion of coal, oil and gas: renewable sources must be deployed.

2. Atmospheric entropy and Gibbs free energy from scale invariance

This account draws on those in Tuck [5, 12–14, 17, 19] and references therein. In 
order to maintain scale invariance, the same processes must be at work scale by scale 
over the range concerned, 40 metres to a great circle (40,000 km) in this case. That 
process is manifest as turbulence, driven by the thermodynamic need to minimise 
Gibbs free energy, which it does by dilution of energy density. Figure 1 shows an 
example of an airborne temperature trace at 200 m resolution. Analyses for the scal-
ing exponent H and the intermittency C1 are also shown, see below for definitions.

Satellite data have extended the aircraft data’s range from an Earth radius to a 
circumference [16]. A view of the atmospheric circulation then emerges wherein 
organised flow, the general circulation, is driven by turbulence that enables the 
minimisation of Gibbs free energy. That free energy arises from the absorption 
of photons from the low entropy solar beam by ozone, some clouds, a little by 
water vapour and by the surface. The necessary dissipation is achieved by infrared 
radiation to space from water vapour, carbon dioxide, ozone, water dimers, nitrous 
oxide, methane and assorted halocarbons. Radiation of both solar and terrestrial 
photons is by gases whose fluctuating abundance is modulated by atmospheric 
turbulence. The radiative effect of aerosols and clouds, including absorption, 
emission and scattering is an important component in the radiative balance, and the 
abundances of both are also modulated by turbulence.

Why turbulence? Is a question addressed successively by Horace Lamb, Théodore 
von Kármán and Werner Heisenberg, all of whom anticipated a disappointment in or 
hope for divine enlightenment upon entry to heaven – possibly with a Shakespearean 
degree of irony. Richard Feynman described it as the last unsolved major problem 
in classical physics. Here the view is put forward that it is an emergent property of 
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molecular populations in an asymmetric environment, following the molecular 
dynamics calculations of Alder & Wainwright [11], as taken up by Tuck [5, 12–14, 17]. 
In the atmosphere, it is driven by the Gibbs free energy arising from the entropy dif-
ference between the incoming organised beam of solar photons and the outgoing less 
organised flux of infrared photons over the whole 4π solid angle.

The statistical multifractal analysis is briefly outlined as follows.
It has been argued recently that G is computable from observations in a scale 

invariant medium, and shown to work [5, 14]:

 ( )K q
G

q
≡ −  (1)

where K(q)/q is a scaling quantity related to partition function f, Boltzmann 
constant k and temperature T by:

 T
kq

≡
1  (2)

 ( ){ }f K q≡ −exp  (3)

The relationship of K(q) to the Hurst exponent H is given in Tuck [14] as.

 ( )qH H K q q= + /  (4)

where

 ( )
q

q
H

q
ζ

=  (5)

Figure 1. 
Temperature on an approximately horizontal flight leg of 4700 seconds from (65oN,148oW) on a great circle 
to the NE, on 19970506 (yyyymmdd). The data are averaged to 5 Hz, or about 40 m horizontal resolution 
(top). Lower left, log–log plot to determine Hurst exponent H1; the value of 0.56 ± 0.03 confirms the 
theoretical value of 5/9 predicted by statistical multifractal theory (the flights combine both horizontal and 
vertical motion). Lower right, intermittency C1(T), which correlates with the mean T for the segment when 
the data for all suitable flight legs are so plotted. C1(T) is also correlated with the ozone photodissociation 
rate, see text and Figures 3 and 4.
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and ζ(q) is the linear slope of a log–log plot of the first order structure function 
of the fluctuations of the observed variable versus a lag parameter covering the 
range of the variable. The Hurst exponent H, the intermittency C1 and the Lévy 
exponent α are the scaling exponents that comprise the statistical multifractal 
description of atmospheric variability. Their derivation can be found in [14], with 
their statistical thermodynamic equivalences in Table 1.

By applying scale invariance to the bulk medium, and separately to the micro-
droplet, the ΔG between the two may be obtained by difference. Application 
of high-resolution experimental and imaging techniques would then enable a 
comparison with the values obtained by quantum statistical methods applied to 
the reactant molecules [5]. The technique has been successfully applied to the air 
itself [14].

3. Some consequences of atmospheric statistical multifractality

As observed, atmospheric variables display the fat-tailed probability distribution 
functions characteristic of statistical multifractality; the Gaussians associated with 
Einstein-Smoluchowski diffusion are conspicuous by their absence. An example for 
temperature is shown in Figure 2.

The results from Alder and Wainwright [11] combined with statistical multi-
fractal analysis [5, 12, 13, 17] imply that the air is not at chemical equilibrium and 
consequently the gas constant R is not sufficient to describe the molecular behav-
iour of the atmosphere. All current atmospheric models employ the gas constant in 
this manner. An experiment is suggested to test this point: measure the populations 
of the rotational energy levels of the major constituents, N2 and O2 to see whether 
they are at equilibrium – populated according to the Boltzmann distribution – or 
not. Direct measurement of the probability distribution of air molecule velocities 
would be a significant advance and check on the theory. The temperature should be 
compared between that consistent with Eq. (2) and that necessary to account for the 
rotational and translational populations. It is an important point that the implied 
higher population than Boltzmann equilibrium means that the far wings of the 
water vapour and carbon dioxide will be stronger than at equilibrium because these 
wings are caused by the molecular collisions with the highest speeds. That is where 
there is significant influence in calculations of the atmospheric radiative transfer, 
because unlike many line centres, they are not self-absorbed. There is observational 
evidence supporting this view of atmospheric temperature. Figure 3 shows a plot 
of the ozone photodissociation rate J[O3], against the intermittency of temperature, 
C1(T), for flights in the lower Arctic stratosphere in the summer of 1997 and in the 
winter of 2000.

Quantity in Eqs. (1)-(5) Statistical thermodynamics Scaling equivalent

Temperature T 1/qkBoltzmann

Partition function f e−K(q)

Energy E γ

Entropy -S(E) c(γ)

Gibbs energy -G K(q)/q

Table 1. 
Equivalence between statistical thermodynamic and scaling variables.
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The correlation is consistent with the effects of translationally hot oxygen atoms 
from ozone photodissociation being unequilibrated and conveying this to the air 
molecules as a whole. Figure 4 shows the average temperature against intermittency 
C1(T) for the flight leg, and the correlation persists.

The reason for this, and the theoretical explanation, is in Chapter 5.1 of refer-
ence [12] and Section 4.2 of [14]. Further discussion is given in the next section. 
There are no suitable observational data to apply this analysis in the troposphere.

Now we consider the effects of scale invariance and statistical multifractality on 
clouds and aerosols. This approach was pioneered by Schertzer and Lovejoy [8, 9] and 
described at length in the context of clouds and radiation in Lovejoy and Schertzer 
[7]. Both phenomena pose major problems for current general circulation models 
(GCMs) that are used to attempt predictions of the future evolutions of climate. 
Lovejoy [10] has demonstrated that such models do not predict climate, they predict 
macroweather, the fluctuations on scales from 10 days to 30 years. 10 days is the 
approximate time for air to circle the globe, and it shows the scaling expected, namely 
23/9 dimensional statistical multifractality. On time scales longer than 30 years, the 
data show similar scaling. On the intermediate 10-day to 30-year scale, the observa-
tions scale differently, and constitute the macroweather scale, which is what the 
so-called climate models predict. Macroweather forecasting of course has potential 
utility, but it is not climate prediction.

Figure 2. 
Probability distribution functions (PDF) of temperature from ER-2 flights at 18–20 km in the Arctic April–
September 1997 (top) and January–march 2000 (bottom). The millions of data points are averaged to 1 Hz, 
corresponding to approximately 200 m horizontal resolution. Note the long or fat tails; Gaussians are not seen.
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Clouds are still a major uncertainty in any modelling, because they involve the 
physical chemistry of all three phases of water, the complex chemistry of gas-to-
particle conversion, the role of aerosols of varying sizes in acting as condensation 
nuclei, particularly as regards the role of organic surfactants. All of these phe-
nomena affect the transmission of radiation, both UV/visible and infrared. The 
altitude of the clouds is also critical, via their temperature and hence state. As an 
example, we note that the organic content of lower stratospheric aerosols plays a 
disproportionately large role in their radiative influence [18]. This whole area of 
aerosols, clouds and radiation needs examination by scale invariant techniques, 
from individual particles to cloud decks. The scale invariant Gibbs free energy is, we 
argue, an appropriate tool. Its effects are of course intimately related to atmospheric 
temperature and its maintenance via dissipation through intermolecular energy 
exchange and subsequent infrared radiation to space.

Figure 4. 
As for Figure 3, but with T averaged over the flight leg on the ordinate. The macroscopic temperature is 
proportional to the mean square velocity of the air molecules, supporting the suggestion that translationally hot 
photofragments from ozone photodissociation account for the correlations in Figures 3 and 4.

Figure 3. 
For all suitable ER-2 flights April–September 1997 and January–march 2000. J[O3] on the ordinate, C1(T) on 
the abscissa. The ozone photodissociation rate is averaged over the flight leg, with vertical bars representing the 
standard deviation. The intermittency of temperature is derived from the slope of the curve for each flight leg, 
see Figure 1, bottom left. The horizontal bars are the standard error of the slope of the line fit.
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4. Atmospheric temperature

Before considering the role of Gibbs free energy in the atmosphere, we take a 
detailed look at a sample of evidence from aircraft flights, drawing on a selection of 
figures from Tuck [12–14, 17, 19] to examine what processes determine atmospheric 
temperature. The discussion starts with Figures 1–4, taken from reference [17], and 
questions and answers in [20].

Figure 1 shows a temperature trace, and the plots for obtaining the Hurst 
exponent H1 and the intermittency C1 from it. It is a great circle flight in the lower 
stratosphere during Arctic summer. The value H1 = 0.56 ± 0.03 is observational 
confirmation of the theoretical value of 5/9 posited by the statistical multifractal 
equations of Lovejoy and Schertzer [7], in the case of temperature behaving like 
a passive scalar in the horizontal. We will see, however, that T does not always so 
behave in the vertical. Further evidence of statistical multifractal behaviour can 
be seen in Figure 2, where the probability distributions are shown for millions of 
points from ER-2 flights taken at 1 Hz – corresponding to 200 m horizontal resolu-
tion - during Arctic summer and winter conditions. The fat tails are characteristic; 
Gaussians are not seen. The Lévy exponent α expresses this, being on average 1.6 
whereas a Gaussian has the value 2; its predicted range is 1.5 < α < 2, see [12, 13]. 
The implication of this is that the variance of T does not converge, although the 
mean does.

The evidence for correlations between ozone photodissociation rate with tem-
perature and its intermittency is exemplified in Figures 5 and 6.

Figure 3 shows the photodissociation rate J[O3] plotted against the intermittency 
of temperature C1(T) for flights of the ER-2 in the Arctic lower stratosphere for the 
spring–summer-autumn of 1997 and the winter of 2000. Figure 4 shows T itself 
plotted against C1(T) for the same data. We examine in Figures 5 and 6 evidence 
from a particular flight, 19970509 (yyyymmdd), which crossed the terminator in a 
region of low wind speeds, enabling flight in ‘the same air mass’ in sunlit and dark 
conditions. The separate sunlit and dark legs were not long enough for a separate 
statistical multifractal analysis. The flight was 35 days from summer solstice and 
had a higher sun than most of the flights on Figures 3 and 4. In Figures 3 and 4, the 
intermittency of temperature never drops to zero even when the ozone photodis-
sociation rate does, although approaching it in the coldest and darkest points in 
winter; see the points in the lower left corners. The intermittency of temperature 

Figure 5. 
Observations from the ER-2 on 19970509 (yyyymmdd), when ‘racetrack’ segments were flown either side of 
the terminator in a slow moving airmass at about 55 mbar. Black curve, J[O3]; O3, blue; T, red; green, east 
longitude. Note that temperature is cooler in the dark, while ozone does not change. Like wind speed and the 
tracer nitrous oxide in Figure 6, it is approximately symmetrical about the terminator, where J[O3] ≈ 0. T has 
increased by about 0.4 K in two hours in the sunlit air.
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is highest in the sunniest and warmest points, clustered in the upper right corners 
of Figures 3 and 4. Figures 5 and 6 can cast some light on the foregoing results, 
 allowing a direct estimate of the radiative heating rate.

In Figures 5 and 6, the black trace defines J[O3] and hence goes to near zero at 
the terminator and beyond into night. Across the terminator, the low wind speed, 
ozone and tracer nitrous oxide, while varying about a mean in sunlight and dark, 
remain constant on average. That is not true of temperature, which is on average 
0.4 K higher in sunlit conditions, ‘in the same air’. A heating rate of 0.2 K/hour at 
55 mbar can be calculated, and successfully checked by computation of the energy 
influx from radiation and the specific heat of air. The heating rate is consistent with 
the observation of J[O3].

In May, and September, the temperature in the sunlit part of the flight legs was 
on the warm side of the probability distribution compared to the dark side, again ‘in 
the same air’. This result can be seen in Figures 7 and 8.

These considerations are also consistent with the concept of heating by unther-
malized translationally hot oxygen atoms causing intermittency of temperature.

The behaviour of temperature in the vertical is not that of a well-mixed passive sca-
lar (‘tracer’ in atmospheric usage). Its scaling is dominated by gravity [12, 13, 21–23]. 
Experimental evidence is shown in Figures 9 and 10.

Figure 6. 
Same flight as in Figure 5. Windspeed, light blue; nitrous oxide, brown. In a slow-moving air mass (no 
more than 3% movement during the flight), wind speed and tracer are approximately symmetrical about the 
terminator, with temperature in Figure 5 being the only variable showing asymmetry about J[O3] ≈ 0.

Figure 7. 
Probability distribution for temperature, normalised to unity, for the data in Figure 5. Population has moved 
from the more probable values on the dark side of the terminator to the sunlit side.
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Figure 8. 
Probability distribution for temperature, normalised to unity, either side of the terminator for three flights from 
(65oN,148oW) 19970911 (yyyymmdd), 19970914 (yyyymmdd) and 19970915 (yyyymmdd). As for 20040305 
(yyyymmdd), the sunlit data have gained population from the dark data.

Figure 9. 
Observations and H1 scaling for dropsonde descent at (42o 42′ 56” N, 170o 55′ 30” W), temperature, horizontal 
wind speed and relative humidity, 20040305.
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Figure 9 shows the vertical scaling of the temperature, horizontal wind speed 
and relative humidity for an individual dropsonde descent in early March 2004 
[23]. The scaling exponent of temperature H1(T) is near unity; it does however have 
significant intermittency of ≈0.20 (not shown), demonstrating departures from 
hydrostatic equilibrium. The vertical scaling exponents H1(s) and H1(rh) of horizon-
tal wind speed and relative humidity are significantly less than that of temperature, 
being not directly affected by gravity, unlike the total air density and hence tempera-
ture. Figure 10 shows the grand average composite variogram of 885 dropsondes 
from the three years of Winter Storms 2004, 2005 and 2006. The vertical scaling of 
temperature, wind speed and relative humidity is further discussed in [23].

Figure 10. 
Composite variogram for all 885 useable dropsonde descents over the eastern Pacific Ocean, from 15oN to 
60oN, like that in Figure 9 during winter storms 2004, 2005 and 2006. The scaling is excellent for all three of 
temperature, horizontal wind speed and relative humidity. See [23] for further discussion.
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5. Gibbs free energy, irreversibility, the atmosphere and climate heating

Gibbs free energy – ‘exergy’ – is what enables, via dilution of energy density, 
the circulation of the atmosphere. It forces directional evolution through the most 
energetic high-speed molecules, giving the arrow of time to the atmosphere, and its 
associated irreversibility. Its 2nd Law cost is paid for by the dissipation enabled by 
the molecules with the most probable speeds easily exchanging energy to maintain 
an operationally observed temperature while enabling the evolution of vorticity 
and atmospheric flow, expressed as scale invariant turbulence. The basis for this is 
discussed in Chapter 7 of Tuck [12], arising from Alder and Wainwright [11]. The 
energy source is the solar beam, the dissipation is infrared dissipation to space from 
the infrared active molecules, mainly but not exclusively in the 7–14 μm wavelength 
window region, by water vapour, water vapour dimers, carbon dioxide, ozone, 
methane, nitrous oxide and halocarbons. These radiatively active molecules display 
scale invariance, ensuring that the absorption and emission of radiation operates 
on all scales, from the mean free path up to 15 orders of magnitude to a great circle. 
The long-understood fact that atmospheric state and evolution is governed by the 
interaction between radiation, chemistry and dynamics is extended to the smallest, 
microscopic scales. The transition from meso to macro scales maintains an opera-
tional temperature, and points to the reason the atmosphere ‘integrates’ a portion of 
the variability in its constituents and dynamical quantities [14].

Because the change in Gibbs free energy ΔG is equal to or is less than the dif-
ference between the change in enthalpy H and the product of the temperature T 
change and the entropy S change,

 G H T S∆ ≤ ∆ ∆–  (6)

a thermodynamic profit in the case of amelioration of climate heating by fossil 
fuel burning is not possible by using power generated by those means. Consider that 
typical coal burning power stations operate at about 35% efficiency; 65% is dissi-
pated. It follows that the entropy cost of any remedial intervention must be paid for 
by energy derived from renewable sources rather than from fossil fuel combustion. 
For example, the entropy cost of removing 25% of 400 ppm mole fraction of carbon 
dioxide from the air will be very high. Figure 11 shows the behaviour of the Gibbs 
free energy derived from scaling analysis of the temperature in Figure 1, see [14].

Figure 11. 
The behaviour of K(q) and K(q)/q as a function of q; see Table 1 and Eqs. (1)-(5) for definitions. At q = 1 both 
functions are at or near zero, indicting a steady state condition. There is further discussion in Section 4 of [14].
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Both Gibbs free energy K(q)/q and the exponent in the partition function -K(q) 
go through zero at q = 1, indicating existence at or near a steady state. Input energy 
will move the system from steady state towards higher temperatures, with scaling 
Gibbs free energy enabling movement to more energetic states as K(q)/q becomes 
more negative. Cooling on the other hand will move the system to less energetic 
steady states at higher q.

The above considerations apply to geoengineering projects. Further consid-
erations apply in the case of so-called “solar radiation management”, such as the 
limitations of our current understanding of the chemical, radiative and cloud 
physical roles of aerosols in the lower stratosphere [5, 12, 18, 19]. Aerosols have been 
shown, over a population of millions of individual particles, to contain 45 different 
elements from the 92 in the periodic table, not all of course in any single particles. 
The aerosols are neither internally nor externally mixed at altitudes 5 to 19 km [24].

The organic content of lower stratospheric aerosols has significant effects on 
radiative transfer [18] and is photochemically influenced [19, 25] (see Figure 12).

The advantage of the statistical multifractal approach embodied in Eqs. (1)-(5) 
is that it can be computed for the system as a whole with adequate observations of 
wind speed, temperature and if necessary the radiative constituents to use Eq. (6), 
without having to measure all the chemical constituents of air to make what are in 
any case inadequate equilibrium quantum statistical thermodynamic calculations. It 
could also be applied to individual aerosol particles [5] via high-resolution obser-
vations and molecular dynamics calculations. These arguments, and those in the 
preceding sections, suggest a programme of future research.

6. Conclusion

The above arguments show that the changes from fossil-fuel induced heating are 
irreversible in the strict sense of quantum statistical thermodynamics. This however 

Figure 12. 
The relative percentages of organic and sulfate ions in the single particle laser mass spectrometry from the WB57F 
aircraft [24]. There is significant presence of organic molecules well into the stratosphere. See also [18, 19, 25].
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is expected because the atmosphere is not an isolated system at equilibrium; rather 
it is an open system far from equilibrium. We show above that it is irreversible by 
statistical multifractal analysis; Figure 11 is an example of how it works, showing 
that to move from an existing steady state will take energy to do work that must 
be enabled by the dissipation mechanism, which is infrared radiation to space. 
Conditions to achieve a thermodynamic profit therefore indicate that any remedial 
action must use renewable energy, which in principle is available in abundance 
given that the entire biosphere uses only about 1% or so of the incident solar beam. 
The many uncertainties in climate modelling; in the cloud physical, chemical, 
dynamical and radiative uncertainties associated with aerosols; in the inability to 
forecast beyond macroweather time scales all imply that geoengineering, particu-
larly in the form of “solar radiation management”, is an extremely uncertain gamble 
[19]. While the situation is in principle irreversible as the entropy-carrying infrared 
photons recede into space at the speed of light over the whole 4π solid angle, the 
simplest and least risky course of action is to use renewably generated Gibbs free 
energy to move to a sustainable steady state, by reducing and then eliminating fossil 
fuel burning, and to do it with despatch.
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Chapter 6

Entropy Based Biological Sequence
Study
Bimal Kumar Sarkar

Abstract

SARS-CoV-2 virus strains are taken into consideration for the analysis of digi-
tized sequences of information by means of the notions of entropy. The occurrence
of a particular pattern in the corona viral sequence is paid a special attention. The
incidence of genetic word is represented in a density means. The incidence fre-
quency of the q-gram genetic word is determined with the help of finite impulse
response (FIR) filter along the sequence. It is in turn, used for the determination of
the probability distribution of the genetic word incidence as the input for the
calculation of entropy in the sequence. The sequence entropy is further used for
principal component analysis (PCA) to determine the similarity/dissimilarity
between the viral sequences. We have considered seven human corona virus
sequences. Entropy based similarity study for SARS-CoV-2 strains is presented in
this work.

Keywords: sequences, genetic information, FIR filter, entropy, PCA, corona virus

1. Introduction

The entropy of amino acid sequences in DNA of an organism can be considered
as the measure of diversity of proteins. The higher the value of entropy, the greater
the possibility of variation in the information content coded by the nucleic acid [1].
This theory is utilized in the present study to understand the variation in the genetic
sequences of different novel corona viruses that have infected people across the
world leading to one of the world’s biggest pandemics. The pandemic itself high-
lights the importance of tracking the dynamics of viral transmission in real-time.
Moreover, as the virus mutates frequently, each sequence is studied and compared
with others to understand the variation of information that is transmitted from one
species to the other. Hyper-variable genomic hotspot for the novel coronavirus
SARS-CoV-2 has already been identified by Wen et al. [2]. Likewise, the similarities
in the genetic code would also provide important information in understanding the
virus and its prevention.

Corona virus molecule has a single-stranded, positive-sense RNA genome of
length of approximately 27 to 32 kilobases (kb). The genome sizes of HCoV-229E
and HCoV-NL63 are approximately 27.5 kb, and it is more than 30 kb for HCoV-
OC43 and HCoV-HKU1. It possesses the RNA harbors a 50-cap structure and a 30-
polyadenylate tail which enable to play a role of messenger RNA (mRNA) [3–10].

This study presents identification and analysis of regions of similarity in SARS-
CoV genetic sequence [11–13]. According to information theory, individuality of a
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species can be aggregates that propagate information from past to future. The
Shannon Entropy is considered as a measure for the order/disorder state of nucleo-
tide sequences of the DNA [14]. The information in a genetic code is comprised of
an alphabetic sequence of the four letters A, C, G, and T, which symbolizes the four
nucleotides, namely, adenine (A), cytosine (C), guanine (G) and thymine (T). The
sequences have been recognized for most of the SARS-CoV-2 genes and are acces-
sible in computer readable form. The probability of occurrence of a combination of
a group of symbols in a sequence is the measure of order in a sequence. An align-
ment free approach of DNA sequence analysis, n-mer/word frequency estimation,
is attempted in this work.

2. Methodology

Our method is based on the observation through a sliding “counter “of width W
over DNA sequence [15]. A certain number of q-grams called as bins are set in the
counter. As there are only four letters in the DNA alphabet, viz., {A, C, G, T} the
number of all combinations of q-grams in a DNA sequence is 4q.

Definition 1. q-gram of Sequence.
Given a sequence ‘seq’, when a window of length q slides over the characters of ‘seq’, its

q-grams are formed. For a sequence ‘seq, there are seqj j � q� 1ð Þ q-grams.
The number of all possible q-grams or called as “bin” is 4q. Bins can be arranged

in lexicographic order, and bi is used to denote the ith bin in this order. All the
possible bins are denoted as:

Bq ¼ b1, b2, ::… b4qf g (1)

Example 1. One-gram bins are B1 ¼ A, C,G,Tf g, consisting 4 bins. Two-gram
bins are B2 ¼ AA, AC, AG, AT, CA, CC, CG, CT, GA, GC, GG, GT, TA, TC, TG, TTf g,
consisting 16 bins.

Definition 2. Bin Signature.
For a sequence, the q-gram bin signature, Sj is a mapping with the bin bj

b j ∈Bq
� �

where ith bit in Sj, is corresponding to the presence or absence of bj. For a
sequence ‘seq, there are seqj j � b j

�� ��� 1
� �

bits in Sj.
Example 2. Consider a sequence, S = “AACTCG”. Its two-grams (q = 2)

signature in the sequence is S2 = [0 1 0 0 0].
Definition 3. Filter.
A sequence x[n] is filtered through mapping of the sequence into output

sequence y[n] via a weighted window b by means of the convolution
summation as

y n½ � ¼
Xk
i¼0

bix n� i½ � (2)

b is independent of x[n] and y[n], where n is the time index. y[n] is the response
of the filter to input signal x[n]. The filter is finite impulse response (FIR) digital
filter. The term digital filter arises because it operates on discrete-time signals.
Finite impulse response arises because the filter output is computed as a weighted,
finite term sum, of past and present (Figure 1).

Example 3:Weighted filter output of SA with the weighted window β = [0.2 0.1
0.3 0.4] is as follows:

SA = [1 1 0 0 0 0].
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yA n½ � ¼
X3
0

βkSA n� k½ � with β0 ¼ 0:2, β1 ¼ 0:1, β2 ¼ 0:3, β3 ¼ 0:4:

) yA n½ � ¼ β0SA n½ � þ β1SA n� 1½ � þ β2SA n� 2½ � þ β3SA n� 3½ �

yA = [0.2 0.3 0.4 0.7 0.4 0]; Similarly for other nucleotide viz., C, G, T, the
output is obtained as,

yC = [0.2 0.0 0.2 0.1 0.5 0.5]; yG = [0.0 0.0 0.0 0.0 0.0 0.2]; yT = [0.0 0.0 0.0 0.2
0.1 0.3];

For nucleotide density calculation, evenly distributed window of unit value is
considered. As explained, the output of the convolution summation represents the
nucleotide density along the sequence. The detail algorithms for bin construction,
bin signature, filter operation is displayed in Tables 1–3 respectively.

Figure 1.
Block diagram of finite impulse response (FIR) digital filter.

Input: q - length of bin Output: set of bins Bq ¼ b1, b2, ::… b4qf g
1: 0 bincount;
2: 4^q n;
3: cell(1,n) bin;
4: for first = 1:4 do
5: for qth = 1:4 do
6: convert integer to nucleotide character ([first … qth]) binq;
7: bincount = bincount +1;
8: binq bin{bincount};
9: end
10: end
11: bin Bq

Table 1.
Bin construction.
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3. Sequence analysis

The filter output is taken as a density distribution for DNA sequences. The
density distribution is based on q-gram word density, which in turn is considered
for the determination of Shannon Entropy as

yi ¼ �
Xq

j¼1
pij log pij (3)

where pij is the probability of appearance of the jth genetic letter at ith position
in the genetic sequence. Further we want to find a similarity/dissimilarity measure
between two entropy distributions ρi = (yi1, yi2, … , yin) and ρj = (yj1, yj2, … , yjn). We
construct the data matrix D comprising elements [ρ1, ρ2, … .,ρ m]0, where m is the
number of sequences. Principal Component Analyses (PCA) is used to estimate
scores between density distributions such that it reduces multidimensional data sets
to lower dimensions with the consistent original data matrix [16].

We determine the dissimilarity between two sequences from the scores in the
first three principal components by computing the Euclidean distance between
pairs of density distributions in the m-by-n data matrix D. Rows of D correspond to
sequence (observations) and columns correspond to position index in the sequence
(variables). Thus, Euclidean distance X is a row vector of length m (m–1)/2,
corresponding to pairs of observations in D. The distances are arranged in the order
(2, 1), (3, 1), … , (m, 1), (3, 2), … , (m, 2), … , (m, m–1). X is used as a dissimilarity
matrix in clustering or multidimensional scaling. An unweighted pair group method
with arithmetic mean (UPGMA) is employed on PC scores for the construction of a
phylogenetic tree [17]. UPGMA uses a local objective function to construct a rooted
bifurcating tree.

Input: BinSignature, window Output: filter

1: w length (window);
2: window = 1/w*array of ones(1,w);
3: 0 sum
4: for i 1… . length (window) do
5: make array of zeros with length of i � 1 zero
6: sum = sum + window (i) * array[zeros BinSignature(1:(length(BinSignature)-(i-1)))]
7: end
8: filter sum

Table 3.
Filter.

Input: Sequence (seq), bin (b) Output: Bin Signature

1: m length (seq);
2: nbin length (b);
3: for i 1… .m - (nbin - 1) do
4: if seq (i: i + nbin-1) = b then
5: signature (i) = 1
6: else
7: signature (i) = 0
8: end
9: signature Bin Signature

Table 2.
Bin signature.
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4. Results and discussions

The nucleotide density distribution was obtained through FIR filter. We have
calculated the density distribution for one-, two-, three-, gram nucleotide for dif-
ferent species. Secondly we have calculated entropy distributions ρi = (yi1, yi2, … ,
yin) and ρj = (yj1, yj2, … , yjn). The variation of entropy with position for all other
sequences are calculated for the above three combinations. The entropy values were
found to be minimum for mono-mer density distributions in individual sequences
while increasing linearly for di-mers and codons respectively. Observations based
on the position of the n-mers in sequences of SARS-CoV-2 DNA reveals significant
minimum entropy regions for codons. Figure 2 shows the entropy profile calculated
over 29000 bases for 7 DNA sequences. Similar analysis profile for mono-mers and
di-mers does not show overlapping regions for different sequences. This suggests
that codons are more effective in transferring information through different
species. Codon bias has been reported for HIV 1 virus [18]. Therefore, it can be
inferred that in various novel coronavirus strains, the codons at specific positions
are the highest bias representing minimum entropy and hence carry the maximum
information. Further studies with the sequences of these loci can be useful genetic
engineering for developing vaccines or taking control over the spread of the second
wave of the pandemic.

We have chosen seven SARS Corona virus sequences (SARS-COV) from various
countries. The details of the organism are presented in Table 4.

Based on FIR filtering, firstly the nucleotide density distribution is generated.
We have calculated the density distribution for one-, two-, three-, gram nucleotide
for different species. Secondly we have calculated entropy distributions ρi = (yi1,
yi2, … , yin) and ρj = (yj1, yj2, … , yjn). Figure 3 displays the spatial variation of the
entropy along the SARS-COV sequence for seven species.

In fact it is inconvenient to realize all the entropy variation in 2D graphical
representation. For example, the organism HKU1 shows the positions where it
possesses the minima in entropy values. Some are demonstrated at the positions,
around 7400, 10000, 23000 etc. the Amsterdam strain, NL63 has shown minima at
around 7300, 8000 etc. But other strains exhibit their entropy representation in a
crowded manner. It is difficult to understand the variation for them differentially.
Rather it is more comprehensive to show the entropy variation for all sequences
(total 7) in a single panel. It has been shown in Figure 3.

The present work intends to assess the variability and complexity at each nucle-
otide site with the calculation of entropy for each position using the Shannon
entropy formula, Eq. (2). The low entropy regions around 7400 and 9000 position

Sequence No. Strain Accession No. Place

1 Wuhan-Hu-1 MN908947 Wuhan

2 CV7 DQ898174 Canada

3 MERS-CoV /C1272 MH734115 Kenya

4 HCoV-OC43 KU131570 UK/London

5 NL63 DQ445912 Amsterdam

6 HCoV_229E MN306046 Seattle/USA

7 HKU1 MH940245 Thailand

Table 4.
SARS-COV strains with their complete genome sequence, accession no. and source.
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are common to all 7 sequences (Figure 3). Entropy (Yi) is an important parameter
for the understanding of sequential stability. Yi becomes maximal when all symbols
occur at equal probability. On the other hand, Yi becomes the least if one symbol
occurs at probability 1 and in that case the other symbols will be forbidden. It means
that lower the value of entropy the site is more stable without much complexity.
Under this assumption, the zone around the site 7400 and 9000 position are most
stable for all strain/species. It may find a good structural relationship between the
regions of low entropy and the secondary structure of proteins which include
α-helix, β-sheets and loops regions.

Strain no. 4–7 (HCoV-OC43; F: NL63; G: HCoV_229E; H: HKU1) show the
stability with lower entropy around 8 K, 9 K, 11 K, 12 K site position. But this
behavoiu is not exhibited in case of the strains numbers 1–3 (Wuhan-Hu-1; C CV7;
D: MERS-CoV/C1272). If one can go through these strains, as a whole, it is noticed
that the entropy is increasing or in turn the complexity is more. It is an indication of

Figure 3.
Entropy profile of 7 SARS-COV sequences. Entropy is calculated based on single nucleotide distribution.
Sequences are represented as number starting from 1 to 7. (see Table 4).

Figure 2.
Entropy profile of seven SARS-COV sequence. Entropy is calculated based on single nucleotide distribution.
Sequences are: B: Wuhan-Hu-1; C CV7; D: MERS-CoV/C1272; E: HCoV-OC43; F: NL63; G: HCoV_229E;
H: HKU1 (see Table 4).
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evolutionary development among the SARS-COV strains. Based on site entropy we
prepared the dissimilarity matrix for the sequences (Figure 4).

The dissimilarity matrix demonstrates the existence of 4 different clusters. One
can see that the SARS-COV sequences in a cluster shows less dissimilarity among
themselves. In other way to mean that the sequences have much similarity residing
in a cluster [19]. The COVID sequence appearing in cluster I is typically from
Wuhan, China. The Wuhan virus genome sequence examination found β-CoV
strain [20]. The Wuhan novel β-CoV revealed 88% similarity with the sequence of
two bat-derived SARS-COV, bat-SL-CoVZC45 and it was named “SARS-CoV-2” by
the International Virus Classification Commission. The genome of SARS-CoV-2
sequence has the similarity with the typical CoVs. It encompasses more than ten
open reading frames (ORFs). The first ORFs covers about two-thirds of viral RNA,
which get translated into two large polyproteins, pp1a and pp1ab. These proteins
assist to form the viral replicase transcriptase complex [21]. The remaining one-
third of viral RNA take part in translation of four structural proteins: spike (S),
envelope (E), nucleocapsid (N) and membrane (M) proteins [22].

Cluster-II comprising of two strains CV7, MERS-CoV, belong to β-CoV genera,
which also includes SARS-CoV-2 strain as placed singly in cluster-I. Two HCoVs of
strains HCoV-229E and HCoV-OC43 being placed in the mixed Cluster of III and
IV, are the members of α-CoV genera. From the cluster presentation (Figure 5), it
will be understood that they belong to cluster-III. Remaining two strains, NL63 and
HKU1 are placed in cluster IV.

Phylogenic relation among the strains is represented in Figure 6. We obtain the
phylogenetic tree of the data set based on unweighted pair group method with
arithmetic mean (UPGMA) on PC scores. Phylogenetic tree analysis clearly shows
the relationship among all COVID strains under each cluster. We further sub-
cluster in each cluster based on their genetic distance (GD). We have considered PC
score to determine the dissimilarity or genetic distance between two organisms.

Explicitly the COVID strains are placed in a cluster description (Figure 5). The
scores are determined in the principal component analysis. Three principal

Figure 4.
Dissimilarity matrix for 7 SARS-COV sequences.
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components are taken into consideration. Each strain is represented as state point
by scatter plot in the three PC space. Cluster presentation is well agreement with
phylogenic relations. Wuhan-Hu-1 strain is well isolated from all other strains. It
belongs to cluster-I. Each of other three clusters possess two-member strain.
Cluster-II comprises of two strains CV7 and MERS-CoV belonging to β-CoV genera
(encircled with blue color ellipse in Figure 5). Already it is mentioned in the
previous section that the strains HCoV-229E and HCoV-OC43 exist in Cluster of III.

Figure 5.
Scatter plot PC values for 7 SARS-COV sequences: Cluster-I (Wuhan-Hu-1) is encircled with deep blue color).
Cluster-II (CV7 and MERS-CoV) is encircled with light blue color. Cluster-III (HCoV-229E and HCoV-
OC43) is encircled with green color. Cluster-IV (NL63 and HKU1) is encircled with yellow color.

Figure 6.
The phylogenetic tree of 7 SARS-COV sequences.
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It is displayed by two state points encircled in green colored ellipse. Remaining pair
of strains, NL63 and HKU1 are placed in cluster IV which is marked by yellow
colored ellipse.

5. Conclusions

The entropy has been used to select SARS-COV genome regions for stability
zone detection. Even though a great deal of genetic variation is generally found, the
present entropy calculation is sufficient to observe low informational complexity
regions, which are representation of the conserved sites of the sequence. The low
entropy regions are related to important functional domains in the proteins of these
viruses. Based on entropy calculations seven SARS-COV genomes have been
phylogenically described. The clusters of the genome formation is well understood.
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Chapter 7

Aerodynamic Analysis and
Performance Prediction of VAWT
and HAWT Using CARDAAV and
Qblade Computer Codes
Tayeb Brahimi and Ion Paraschivoiu

Abstract

Wind energy researchers have recently invited the scientific community to
tackle three significant wind energy challenges to transform wind power into one of
the more substantial, low-cost energy sources. The first challenge is to understand
the physics behind wind energy resources better. The second challenge is to study
and investigate the aerodynamics, structural, and dynamics of large-scale wind
turbine machines. The third challenge is to enhance grid integration, network
stability, and optimization. This chapter book attempts to tackle the second chal-
lenge by detailing the physics and mathematical modeling of wind turbine aerody-
namic loads and the performance of horizontal and vertical axis wind turbines
(HAWT & VAWT). This work underlines success in the development of the aero-
dynamic codes CARDAAV and Qbalde, with a focus on Blade Element Method
(BEM) for studying the aerodynamic of wind turbines rotor blades, calculating the
induced velocity fields, the aerodynamic normal and tangential forces, and the
generated power as a function of a tip speed ration including dynamic stall and
atmospheric turbulence. The codes have been successfully applied in HAWT and
VAWT machines, and results show good agreement compared to experimental
data. The strength of the BEM modeling lies in its simplicity and ability to include
secondary effects and dynamic stall phenomena and require less computer time
than vortex or CFD models. More work is now needed for the simulation of wind
farms, the influence of the wake, the atmospheric wind flow, the structure and
dynamics of large-scale machines, and the enhancement of energy capture, control,
stability, optimization, and reliability.

Keywords: wind turbine, DMS, performance, loads, dynamic stall,
induced velocity, power, normal and tangential forces

1. Introduction

Wind energy has been recognized as one of the fastest-growing energy sources
in the world. The U.S. Energy Information Administration [1] reported that in 2020
the wind’s annual electricity generation exceeds 300 million MWh in the U.S.,
which surpassed the hydroelectric generation by 26 million MWh. In the last
decade, the global cumulative wind power capacity installed has increased from
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about 200 gigawatts (GW) in 2010 to more than 650 GW in 2019, as shown in
Figure 1 [2, 3]. Compared to 2018, the global wind power installed capacity in 2019
represents a percentage increase of 19% with a 10% increase in new installation,
which is the second-largest increase in the last decade. This increase was the result
of the largest market from China (237029 MW), EU-28 (192231 MW), the USA
(105433 MW), and India (37529) [3, 4]. With the continuous technology develop-
ment of renewable energy, wind power becomes predominant than hydroelectric,
biomass, or geothermal energy [5]. Currently, in Europe alone, electricity generated
from wind turbines covers up to 11% of the electricity demand; by 2020, it will
increase to 16.5%, and by 2030 it is expected that renewable energy could serve at
least 27% of Europe electricity need, and will generate over three million jobs.
Globally, in 2020 the anticipated wind energy will be dominated by China (38%),
Europe (28%), US (16%), and India (7%) and by 2030, based on central scenario, it
is expected to have a cumulative installation of 323 GW in Europe alone. Govern-
ments, policymakers, and energy utility companies currently employ a wide array
of tools to encourage the deployment of various renewable energy technologies
including investments, funds, cash, and tax credits incentives.

Before the COVID-19 pandemic, the Global Wind Report published by the
Global Wind Energy Council expected a record of new wind installed capacity of
76.7 GW in 2020 [3]. However, given the unpredictable effects of COVID-19 on
various renewable energy sectors, it is expected that the wind energy market will
generally be slowing down, as the current control of the virus in the US, Europe,
and China is still difficult to predict [2]. The International Energy Agency [6], in its
new report on the market update outlook for 2020 and 2021, forecasts a 12%
decrease in wind power growth compared to 2019. Statista, the online portal for
statistics, reported that the global wind market is expected to add 73 gigawatts only
instead of the previous predicted installed capacity of 76.7 [7]. The downturn is
primarily attributed to project delays instead of cancelations. Yet, there is still a
steady increase in global wind installed capacity; for example, the U.S. added 1821
megawatts (MW) of new installed capacity during 2020 Q1 [1], and India added 0.2
GW during January–March 2020 [8]. The International Energy Agency forecasts
that over half of Europe’s wind growth will come from the Netherlands, Germany,
Sweden, Spain, and the U.K. There are currently up to 205 GW wind power
installed capacity in Europe, representing 15% of EU-28 of the electricity consumed
in 2019 [4].

With the growing ambition and enthusiasm on using the power of the wind to
generate clean energy, added to the increasing investments and the drop in wind
turbine pricing, more fundamental research and exploration is needed in the design
of such wind turbine machines, including environment, social, and economic
aspects of meeting the future functionality of large-scale deployment in both
onshore and offshore areas. The present study aims to tackle one of the major
problems that the wind turbine research community is concerned with [9, 10] by
focusing on the aerodynamic loads and performance of vertical and horizontal
performance wind turbines (VAWT & HAWT). The study provides a thorough
mathematical and physics modeling of VAWT and HAWT aerodynamics using the
Double-Multiple-Stream tube model (DMS) and blade element momentum theory
(BEM) [11, 12].

2. Previous work

In the last few years, significant research activities have been devoted to design-
ing large-scale wind turbines with high hub height and large rotor diameter, making
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wind turbines the world’s largest rotating machines. Wind turbine rotor diameters
were in the range of 5 to 15 m during the 1980s, with an average capacity of 30
kilowatts. In the early 1990s, the wind turbine installed power reached 500 kWwith
a rotor diameter of 30 m. In 2000, the wind turbine installed power reached
1.0 MW with a rotor diameter of 50 m [13]. Since then, the size of wind turbines is
getting larger and larger; in 2018, the power capacity increased to 2.6 MW with a
diameter of 110 m, many wind farms have rotor diameters of up to 120 m 5-MW
installed power. Current wind turbine technologies and advances in aerodynamics
and structural analysis produce lighter and larger wind turbine machines with
increased annual energy production [14]. Modern wind turbines may now reach
164 m of the rotor diameter and a power rating of 9.5 MW, such as the Vestas V164–
9.5 MW. According to Statista [15], by 2021, the state-of-the-art wind turbine’s
rotor diameter is estimated to reach 220 meters. Recently, General Electric revealed
the Haliade-X, the largest prototype ever designed by the company for a new
offshore wind turbine and the most powerful wind turbine machine operating at a
13 MW power output and a rotor diameter of 220 m [16].

With the growing development of wind turbines on a large scale and the
increasing amount of wind electricity generated, the current wind energy market
needs to be a more competitive, cost-effective, and reliable renewable energy
source. The International Renewable Energy Agency (IRENA) [13] reported several
programs, projects, and research been introduced to investigate the development of
such wind turbine machines and stimulate their commercial growth. The plans
include innovation in rotor blade design and materials, optimization of power
electronics, incorporating smart/intelligent wind turbines, and using recycling of
materials the vast amount of materials used in the wind energy sector.

A long-term strategy to address the scientific and current wind turbine technol-
ogy has been initiated by the European Academy of Wind Energy (EAWE) in 2016
[10]. The goal was to study and analyze the main barriers and priorities and pro-
mote cooperation among researchers in fundamental and applied sciences of wind
turbines as more fundamental research and exploration are needed to design such
large wind turbines. The EAWE presented and discussed 11 research challenges in
wind energy development, namely the materials and structures, the wind and
turbulence, the Aerodynamics of wind turbines, the control and system identifica-
tion, the electricity conversion, the reliability and uncertainty modeling, the design
methods, the hydrodynamics, the soil characteristics and floating turbines, the
offshore environmental aspects, the wind energy in the electric power system, and
the societal and economic factors of wind energy. Three years later, in the United
States, the wind energy researchers [9] from the US Department of Energy at the
National Renewable Energy Laboratory (NREL) invited the scientific community to
interdisciplinary collaboration to tackle three significant wind energy challenges to
transform wind engineering into one of the significant global low-cost power gen-
eration sources. The first grand challenge is to improve the understanding of the
physics behind the wind resource and atmospheric flow in the critical region where
the wind machine operates, the second big challenge is to tackle the corresponding
structural and dynamics of large-scale rotating wind turbine machines, and the
third grand challenge is the enhancement of energy capture, control, network
stability, grid integration, optimization, and reliability. Nevertheless, to stay com-
petitive, the cost of electricity generated from wind turbines must continue to
decline.

Up to 75% of the overall costs of wind turbine energy production are attributed
to upfront costs. In terms of the wind turbine machine’s performance and cost, rotor
blades are considered the most significant wind turbine parts. The aerodynamic
design and optimum shape of the rotor blades, with a high lift to drag ratio, directly
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impact the wind turbine performance and power generated. There are currently
two types of modern wind turbine design: the Horizontal Axis Wind Turbine
(HAWT) as the traditional wind pump, and the Vertical Axis Wind Turbine
(VAWT) as the Darrieus design model. In both cases, the wind kinetic energy is
extracted by the turbine’s blades and transformed into electrical power. Both wind
turbine machines are currently used offshore and onshore to generate electricity.
Although the HAWT is widely used, the VAWT offers a promising alternative due
to its mechanical and structural simplicity of harnessing wind energy, scaling down,
safety and accepting wind flow from any direction. However, this simplicity
encounters a significant challenge during the simulation and computation of the
aerodynamic loads. Indeed, during each rotation, the rotor blades encounter the
wake it generated, in addition to the wake generated by the rest of the blades, and
operate in a dynamic stall regime [11, 17]. Adding to this is the fluctuating nature of
the loads due to wind turbulence affecting the wind turbine’s planned service life
and the power generated, as reported in [18, 19].

Many aerodynamic models for predicting the forces and the power generated by
a wind turbine have been developed. A complete state-of-the-art review, including
the appropriate references, is given by [17, 20–25]. The wind turbine loads analysis
can be achieved using three effective methods: the momentum method through
Blade Element Momentum (BEM), the vortex theory, and the Computational Fluid
Dynamics (CFD) method, and more recently using artificial intelligence (AI) to
predict wind speed and power performance [26]. With the increased development
and installation of wind turbines as wind farms, more work has been investigated in
the wake velocity deficits generated by the upfront wind turbines. It has been
reported that in a full-wake condition the wind turbine power loss may reach up to
40% [23]. The main objective of all the aerodynamic models is to first determine the
induced velocity field generated in the upwind and downwind of the rotor blade
where the flow through the wind turbine is considered to be subdivided into several
streamtube. Then, the lift and drag coefficient as a function of the incidence angle
needed to determine the normal, tangential forces as a function of the azimuth
angle and, finally, the torque and the generated power. It is important here to note
that the wind turbine performance is affected by many parameters such as wind
speed, tip-speed ratio (TSR), airfoil shape and size, turbine aspect ratio (H/R), the
solidity of the rotor, the swept area, the rotational speed, and other parameters such
as dynamic stall effects, the presence of spoilers. Wind turbine aerodynamic loads
and performance predictions in the vortex methods use lifting lines or surface to
represent rotor blade trailing and shed vorticity in the wake then; the induced
velocity is then determined at any point using the Biot-Savard law [21, 26]. Two
types of vortex models have been used in this approach: the fixed-wake and the
free-wake models. These vortex models need a significant amount of computer time
to predict the aerodynamic loads and performance of the wind turbine machine
more accurately than momentum models.

In the models using Navier–Stokes equations such as the case in a steady incom-
pressible laminar flow using finite volume method based on the widely known
“SIMPLER” algorithm [27], such models are well suited for wind farms as it can
compute the flow velocity everywhere in the rotational plane of the wind turbine
machine as well as in its vicinity. In a comparative study conducted by Perić et al.
[28] using Blade Element Method and CFD on two types of wind turbines, the DTU
10 MW RWT (Denmark Technical University 10 MW Reference Wind Turbine)
blade and the MEXICO blade (Model Rotor Experiments In Controlled Conditions),
the authors predict the aerodynamic performance of with an accuracy of 15%
accuracy for the 10 MW RWT blade and 6% accuracy for the MEXICO blade
experiment data. The author recognizes the CFD’s power to provide higher accuracy
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compared to the BEM or vortex methods. While the BEM was limited to wind
speeds of 10 to 12 m/s, the CFDmethod with k� ω turbulence model performed the
prediction with wind speeds up to a range of 20 m/s. However, the authors indi-
cated that the main disadvantage is the high computational time required for such
analysis [28]. The present study will concentrate on the DMS method due to its
simplicity, ability to include secondary effects, and, more importantly, the fast
computation and run time compared to vortex or numerical models. This model can
easily be applied to both VAWT and HAWT.

3. Double, multiple streamtube model (DMS), CARDAAV code

In the Double, Multiple Streamtube models (DMS) developed initially been by
Paraschivoiu [11, 29], the variation in the upwind and downwind induced velocities
as a function of the azimuthal angle has been included. In this case, the wind turbine
blade is divided into several elements assuming no interaction between the compo-
nents. This method’s main principle is to determine the axial and angular induction
factors using an iteration method. Then, the forces and power generated are defined
in a similar manner to the VAWT. Figure 1 shows the double streamtube model
principle where the machine is represented by a pair of actuator disks in tandem in
the upwind and downwind zone, CARDAAV Code. The induced velocity decreases in
the axial direction so that the downwind induced velocity is smaller than the upwind
zone. With V∞i representing the local ambient wind velocity, Ve the equilibrium-
induced velocity as shown in Figure 1, we can write the induced velocities as a
function of the induced factor in the upwind zone named a and downwind zone
named a0:

V ¼ a V∞i (1)

Ve ¼ 2a� 1ð ÞV∞i (2)

V 0 ¼ a0Ve ¼ a0 2a� 1ð ÞV∞i (3)

V 00 ¼ 2a0 � 1ð Þ 2a� 1ð Þ V∞i (4)

Figure 1.
Principle of the double multiple streamtube model.
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The atmospheric wind shear in Eq. (5) is based on the Frost et al. model [30]
where ZEQ represents the height at the equator, V∞i is the local ambient wind
velocity in the vertical direction, V∞ is the ambient wind velocity at the equator,
and α∞iis the exponent of the power-law, which in our simulation is taken to be 1=7.

V∞i

V∞
¼ Z∞i

ZEQ

� �α∞i

(5)

The relative velocity and the local angle of attack in the upstream zone where the
azimuth angle varies between �π=2≤ θ≤ π=2, are given by:

W2 ¼ V2 X � sinθð Þ2 þ cos 2θ cos 2δ
h i

(6)

α ¼ arcsin
cosθcosδffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X � sinθð Þ2 þ cos 2θ cos 2δ�
q

2
64

3
75 (7)

where X ¼ ωr is the tip-speed ratio, and ω is the turbine rotational speed. For the
downwind zone where the azimuth angle varies between π=2≤ θ≤ 3π=2 similar
equations can be derived using W 0 and α0. The nondimensional normal and
tangential forces as a function of the azimuth angle θ are given by

FN θð Þ ¼ c
S

ðZRþ2H

ZR

W
V∞

� �2

CNdZ (8)

FT θð Þ ¼ c
S

ðZRþ2H

ZR

W
V∞

� �2 CT

cosδ
dZ (9)

Using the same modeling above for the upwind region, the downwind area can
also be calculated with the azimuth angle between π=2< θ< 3π=2: The normal and
tangential force coefficients of the blade section are given by

CN ¼ CLcosαþ CDsinα (10)

CT ¼ CLsinα� CDcosα (11)

where the lift and drag coefficients CL and CD are computed by interpolating the

available test data using both the local Reynolds number Re ¼ Wc
μ∞

� �
and the local

angle of attack. These coefficients are used up to an angle close to the static stall angle,
from which point a dynamic-stall model is considered to estimate the dynamic lift
and drag coefficients. The equations for the interference factor a θð Þ are given by [11].

K 1� a θð Þ½ �cosθ ¼ a θð Þf θð Þ (12)

f θð Þ ¼ W
V

� �2

CNcosθ þ CT
sinθ
cosδ

� �� �
(13)

where K ¼ 8πr
Nc and N is the number of blades. The upwind half-cycle of the rotor

is divided into several angular tubes Δθ, assuming a constant induced velocity for
each of these tubes, Figure 2. The interference factor a θð Þ can be written as

a θð Þ ¼ KK0

KK0 þ
Ð θþΔθ

2

θ�Δθ
2
f θð Þdθ

(14)
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where K0 ¼ sin θ þ Δθ
2

� �� sin θ � Δθ=2ð Þ and a θð Þ is computed numerically. A
similar technique is then used for the downwind zone to determine the interference
factor a0 θð Þ. The torque produced by the blade element as a function of the azimuth
angle is calculated based on the lift and drag contributions CQL and CQD

CQL
¼ Nc

2πSR

ð3π=2
�π=2

ðZRþ2H

ZR

CLsinα
W
V∞

� �2

� r
cosδ

� �
dZdθ (15)

CQD
¼ Nc

2πSR

ð3π=2
�π=2

ðZRþ2H

ZR

CDcosα
W
V∞

� �2

� r
cosδ

� �
dZdθ (16)

Finally, the power generated due to the lift and the losses due to the drag is given by

PL ¼ 1
2
ρ∞V

3
∞SðCQÞL

ωR
V∞

 and PD ¼ 1
2
ρ∞V

3
∞SðCQÞD

ωR
V∞

(17)

The impact of atmospheric wind turbulence on a wind turbine’s aerodynamic
loads can be included in the DMS model using a stochastic atmospheric wind. The
induced velocities necessary for predicting the forces were computed for each
Streamtube in both the upwind and downwind zones of the rotor, including the
longitudinal and lateral fluctuation velocities resulting from the fluctuating atmo-
spheric wind. A wind time series in the rotor’s upwind zone is created to produce
the turbulent wind velocity. Using a time delay in the time series based on a linear
variation, the turbulent wind speed in the downwind zone is generated [11]. The
total velocity of the fluctuating atmospheric wind is a superposition of a mean part
and a stochastic fluctuating part. The values of the fluctuations velocities are
performed by using the Fast Fourier Transform. The time series are assumed to
propagate downstream of the rotor with the speed of the airflow disturbed by the
presence of the wind turbine. The simulation uses Double-Multiple Streamtube
model (DMS) with up to 1512 stream tubes for the whole Darrieus rotor (21 vertical
stream tubes and 72 lateral stream tubes at every five degrees [11]. In the presence
of atmospheric turbulence, the relative velocity and the local angle of attack are
given by [18]:

W2 ¼ Vþ ufð Þsinθþ vfcosθ� ωr½ �2 þ vfsinθ� Vþ ufð Þcosθ½ �2 cos 2δ (18)

α ¼ arcsin
vfsinθ� Vþ ufð Þcosθ

W

� �
cosδ (19)

Figure 2.
VAWT model: (a) integration points, (b) DMS model.
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where V is the upwind velocity and u f and v f the fluctuation velocity compo-
nents. The overall model developed “CARDAAS” performs the computation of
steady-state, CARDAAV as well as the stochastic response of aerodynamic loads
when turbulence is included [11, 18, 22].

4. QBlade aerodynamic code

Based on the Blade Element Momentum (BEM) method for the performance
prediction of horizontal axis wind turbines (HAWT) and the Double Multiple
Streamtube (DMS) method for the performance prediction of vertical axis wind
turbine (VAWT), QBlade is an open-source used for wind turbine simulation and
distributed under the General Public License with (GPL) free access [31–33]. The
code includes extensive post-processing functionality for the rotor and wind tur-
bine simulations, including different rotor blades and variables. The main modules
of the QBlade computer code are given in Table 1 [32]; the modules include the
airfoil design, the viscous-inviscid coupled panel method XFOIL analysis, the airfoil
polar extrapolation above the stall point, the HAWT and VAWT rotor blade design,

Module Object

Airfoil Design

XFOIL Direct Analysis

Polar Extrapolation to 360°

HAWT Rotorblade Design

Turbine BEM Simulation

QFEM - Structural Blade Design and
Analysis

FAST Simulation

Turbulent Wind Field Generator

Table 1.
QBlade objects structure and modules.
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the BEM simulation, the structural blade design and analysis, the simulation, and
the turbulent wind field generator.

The theoretical formulation in QBlade is based on BEM and DMS. The
rotor blade is discretized into a finite number of blade elements with defined
cross-sections according to the radial position, profile, chord, twist, and length.
Using the momentum theory, each blade section’s relative wind speed is computed,
which is then used to calculate the angle of attack and the Determination of the
airfoil lift and drag coefficients. Once these parameters are known, the aerodynamic
normal and tangential forces are computed, then the thrust and torque of an ele-
ment are determined. Similar to CARDAAV code, in QBlade, the iteration variables
of the BEM method are the two induction factors, axial a, and radial a0 as shown in
Figure 3 where α is the angle of attack, ∅ is the inflow angle, θ is the pitch angle,
and β is the twist angle. The wind velocity at the rotor blade is given by V 1� að Þ in
the horizontal direction, and the angular velocity is given by Ωr 1þ a0ð Þ.

Based on Figure 3, the inflow angle ∅ and the relative velocity VR are given by
the equations

∅ ¼ tan �1 V∞
1� a

Ωr 1þ a0ð Þ
� �

(20)

VR ¼ V∞
1� a
sin∅

(21)

Using the momentum and BEM theory and the solidity σr ¼ Bc
2πr with B the

number of blades and c the chord length, the axial and radial induction factors a and
a0 are computed from

a ¼ 1
4 sin 2∅
σrCN

þ 1
and a0 ¼ 1

4 sin∅ cos∅
σrCT

� 1
(22)

where the normal and tangential force coefficients of the blade section are given by

CN ¼ CL cos∅þ CD sin∅ (23)

CT ¼ CL sin∅� CD cos∅ (24)

The iteration technique used in the above equations is first to initialize the axial
and radial induction factor a and a0, then computer the inflow angle from Eq. (20),

Figure 3.
Angles, velocity components, and forces acting on the HAWT rotor blade section.

115

Aerodynamic Analysis and Performance Prediction of VAWT and HAWT Using CARDAAV…
DOI: http://dx.doi.org/10.5772/intechopen.96343



the local angle of attack by subtracting the twist angle from inflow angle, use
aerodynamic coefficients from tabulated airfoil data, compute a and a0 from
Eq. (22), compare the new axial and radial induction factors with the previous one,
if not satisfied, return to step 2 by recalculating the inflow angle again in Eq. (20)
and repeat the process if satisfied compute aerodynamic loads and performance of
the wind turbine. For the vortices that form at the rotor’s tip, resulting in added
drag, the Prandtl tip loss factor is introduced [29, 33]. Figure 4 shows a flowchart of
the algorithm used in QBlade.

5. Secondary effects

The computer code CARDAAV can evaluate several rotor shapes with a straight or
curved blade and use a defined shape such as a parabola, catenary, or modified
troposkien. The code also can include the so-called “secondary” Effects,” such as the

Figure 4.
Flowchart of the iterative algorithm used in QBlade.
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rotating tower, strut, and the spoiler. Another involved and unsteady phenomenon
due to airfoil undergoing large and rapid variations of the angle of attack with time is
the dynamic stall. During the rotor’s rotation, the drag and lift coefficients present a
different hysteresis than the case of static behavior. A dynamic delay of the stall to
angles is substantially beyond the static stall angle, including massive recirculating
regions moving downstream over the airfoil surface. In the case of VAWT, when the
operational speed approaches its maximum, all the rotor blade sections go beyond the
critical static stall angle of attack, the angle of attack changes substantially, and the
entire blade operates under dynamic stall conditions, which will increase the unsteady
blade loads and the wind machine structural fatigue. Different dynamic stall models
with some modifications derived from static and dynamic airfoil tests have been
incorporated into the CARDAAV computer code, such as the Gormont model and the
indicial model [11, 34, 35]. Comparisons between aerodynamic performance predic-
tions using dynamic-stall models show that the models provide a better prediction of
the dynamic-stall regime characterized by a plateau oscillating near the experimental
data of the rotor power function of wind speed [11].

6. Result and discussion

This section presents a selection of results obtained by performing aerodynamic
loads and performance prediction using CARDAAV, different variants, and QBlade
computer codes, including dynamic stall. Results were achieved on Sandia 17-m and
34 wind turbine machine [36] and compared to available experimental data.
CARDAAV is the original code using an ambient constant ambient atmospheric wind
speed, while CARDAAS code incorporated a stochastic wind to account for the atmo-
spheric turbulence. Both CARDAAV and CARDAAS are based on DMS methods.

The viscous code 3DVF uses numerical methods to simulate the flow field of
VAWTs in cylindrical coordinates based on the solution of steady, incompressible,
and laminar Navier–Stokes equations. Different dynamic stall models have been
incorporated into the aerodynamic codes, namely the original Gormont model, the

Figure 5.
Normal force coefficient as a function of azimuthal angle for 17-m wind turbine machine at TSR = 2.86.
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indicial model, and the MIT model [11, 34, 37]. Figure 5 compares the normal force
coefficient’s distribution as a function of azimuthal angle for 17-m wind turbine
machine at TSR = 2.86 using CARDAAS and 3DVF codes and experimental data.
Using CARDAAS with low turbulence intensity induces a low variation in the
ensemble-averaged values compared to the high turbulence intensity; obviously, for 0
turbulence intensity, both CRDAAV and CARDAAS give the same results. Comparing
the two codes, one can conclude that CARDAAS and 3DVF predict quite well the
distribution of the normal force coefficient. However, 3DVF is more time-consuming.
Figure 6 compares the normal force coefficient’s distribution as a function of azi-
muthal angle for a 17-m wind turbine machine at TSR = 4.60 for a rotor rotation of
50.6 rpm. The distribution of the torque compares quite well with the experimental
data. At the same time, it also gives the possibility to estimate the maximum and
minimum torque encountered during the wind turbine rotation as a function of the
azimuthal angle. Figure 7 compares the wind turbine’s theoretical performance with
the experimental data for the Sandia 17-m turbine. The original CARDAA code does
not include the variable interference factors used in CARDAAV code. As shown in
this figure, CARDAA over predicts the power coefficient peak while CARDAAV
shows a relatively good agreement with experimental data due to dynamic and sec-
ondary effects. Different dynamic stall models can be incorporated into the available
aerodynamic codes. In Figure 8, the Gormont dynamic stall model and the improved
Gormont model, along with the MIT dynamic stall models, have been used to predict
the power generated by the wind turbine at different wind speeds.

All in all, the models forecast well the power generated by the wind turbine, but
the early version of the Gormont over predict that power. In fact, the improved
Gormont model by Paraschivoiu [11] takes into account the fact that high-level
turbulence delays the onset of the dynamic stall. Based on that, the improved
Gormont dynamic stall model is used at low turbulence zone only, namely between
an azimuthal angle of 135 degrees and 15 degrees; the rest of the azimuthal angle
will ignore the dynamic stall. In the MIT model case, the dynamic-stall regime is
characterized by some variation compared to the improved Gormont model. In
Figure 9, we present the case of the QBlade code used for HAWT and VAWT.

Figure 6.
Comparison of aerodynamic torque with experimental data at TSR = 4.60 and 50.6 rpm.
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QBlade also uses the Blade Element Momentum (BEM) method and the DMS
method to simulate HAWT and VAWT performance. Details on how to use QBlade
can be found [31–33]. As an example, we generated the SG6043 airfoil pressure
distribution generated using the XFOIL QBlade module. QBlade code can simulate
the wake in the “Turbine Visualization” module, as shown in Figure 10. In
Figure 11, we compare QBlade with CARDAAV code, including two dynamic stall
models for the Sandia 34-m turbine, namely the indicial and improved Gormont
models. The indicial model is used to simulate the effect of a dynamic stall at low

Figure 8.
Comparison of rotor power with different dynamic stall models at 50.6 rpm.

Figure 7.
Performance comparison between theoretical and experimental data for the Sandia 17-m turbine.
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Figure 10.
Example of the wake simulation generated by QBlade.

Figure 9.
Example of the SG6043 airfoil pressure distribution generated by QBlade.
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tip-speed ratios; it is basically centered on the fact the dynamic stall is considered to
be a superposition of several different effects that can be independently explored by
using indicial functions [34]. As shown by Figure 11, all models predict quite well
the power generated by the wind turbine but QBLADE slightly over predicts the
power compared to CARDAAV. More validation of the QBLADE code in the case of
VAWT can be found in [38].

7. Conclusion

This book chapter emphasizes progress in the development of the aerodynamic
codes for the prediction of HAWT and VAWT such as CARDAAV and Qbalde, with
a focus on the BEMN and DMS methods for predicting aerodynamic and perfor-
mance of wind turbines, including normal and tangential forces, torque, and the
power generated by the wind turbine. The dynamic stall has been incorporated in
this study to show the effects of this phenomenon on wind turbines’ performance.
The codes have been successfully applied compared to available experimental data
for the 17 m and 34 m wind turbine machines. The strength of the available codes
lies in their simplicity, fast prediction, and ability to include secondary effects.
More work is now needed to simulate wind turbine wake and predict the perfor-
mance of wind turbine farms, which requires the understanding of the physics of
the atmospheric wind flow, the structure and dynamics of large-scale machines, and
the enhancement of energy capture, control, stability, optimization, and reliability.
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Chapter 8

Assessment and Analysis of
Offshore Wind Energy Potential
Radian Belu

Abstract

Wind energy usage is increasing at fast rates due to significant technical
advances, energy supply security and environmental concerns. Research is focusing
among others areas on the development of reliable and accurate wind energy
assessment methods. Offshore wind energy resources are usually larger than at
geographically nearby onshore sites, which may offset in part higher installation,
operation, and maintenance costs. Successful offshore wind energy development
relies on accurate analysis and assessment of wind energy resource potential. Off-
shore wind assessment challenges are related to the wind turbine size, offshore
installation challenges, lack of adequate and long-term wind and meteorological
measurements, etc. Wind, a highly intermittent phenomenon has large spatiotem-
poral variability, being subject to sub-hourly, hourly, diurnal, seasonal, yearly, and
climate variations in addition to their dependence on the geography and environ-
ment. Wind regime characteristics are critical to all aspect of a wind energy project,
e.g. potential site identification, economic viability, equipment design, operation,
management, or wind farm impacts on the electric grid. For a reliable wind energy
assessment, measurements at rotor heights are required at least for one year. If such
measurements are not available needs to be substituted by alternative approaches,
e.g. measure-correlate-predict or numerical methods. Chapter objectives are to
provide the reader with comprehensive reviews of the wind energy assessment and
analysis methods.

Keywords: wind regime, offshore resource assessment, wind characteristics, wind
profiles, turbulence intensity, wind statistics, measure-correlate-predict techniques

1. Introduction

Wind power is viewed as one of the most techno-economically viable renewable
energy sources for electricity generation. In resource-ideal locations, the wind gen-
erated electricity costs are competitive with conventional power generation. Accu-
rate estimates of the energy production together with good estimates of the
uncertainties associated with any project are required to secure funds and hedge
wind project risks. Wind energy resource assessment enters into the several project
development phases: (1) suitable wind energy site prospecting, (2) site mapping
and wind farm design, (3) wind turbine micro-siting, (4) risk assessment and
performance analysis, (5) permitting and tower certification, and (6) wind farm
operation and management [1–21]. Better knowledge, the smaller are the safety
margins, therefore, the higher investment potential returns. An accurate prediction
of the potential wind farm performance is therefore vital for the project success.
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Electricity generation from wind can be economically achieved only where a sig-
nificant wind resource exists. To maximize the wind form power output, the
resource assessment at any prospective site is critical. Wind is highly variable,
geographically and temporally, its variability persisting over a very wide range of
spatiotemporal scales. Due to the cubic relationship between wind speed and energy
output, sites with small differences in wind speeds can have substantial differences
in available wind energy [2–10]. A wind power assessment is accurate, only if the
wind speeds and directions are measured at the wind turbine hub height and for a
significant time-period. Knowledge of the local wind regime is vital to the industry,
yet commercially viable products that meet the wind industry needs are often
questionable. Three main phase involved with project planning and operation,
requiring accurate wind characterization are: (1) prospecting and siting, by using
historical data, retrospective forecasts, and statistical methods to identify potential
wind energy sites; (2) specific micro-siting assessment to determine the optimum
wind energy project layout; and (3) operation using the wind prediction to deter-
mine available power output for specific time horizons. However, the most critical
factor is the wind energy resource identification and characterization. Wind energy
resources depend on the wind regime, varying in time and space due to large- and
small-scale atmospheric circulations, surface energy fluxes, and geography. Ulti-
mately, wind energy production is governed by factors such as: large-scale genera-
tion potential, grid supplied power predictability, and the expected investment
returns. The various wind energy uncertainties impact the reliable determination of
these viability factors.

Offshore wind power relates to the installation of wind turbines in large water
bodies. On average, winds blow faster and more uniformly over the sea than on
land, and a faster and steadier wind means less wear on the turbine components and
more electricity generated per turbine [12–20]. Due to cubic relationship of the
potential energy produced from wind and the wind speed, any wind speed marginal
increase results in larger generated electricity. Notice that the offshore wind energy
is also the most developed form of marine renewable energy in terms of technology,
policy frameworks, and installed capacity. The offshore wind industry needs
detailed wind regime information for proper structural design, e.g. wind shear and
veer, across the rotor plane as well as between the water surface and hub height,
turbulence, ideally at hub height, wind speed profile, wind velocity probability
distributions, and extreme weather conditions. In addition to detailed wind
information, other environmental data are also important during the design and
operation, e.g. air and water temperature and gradients, tidal, storm surge, extreme
waves, marine currents, atmospheric humidity, pressure, density, icing character-
istics, hail and lightning frequency and severity, and seismic conditions [2–4, 9–22].

The most important activity in a site selection is to determine the wind energy
resource potential, consisting in the estimated local wind velocity probability den-
sity function. Other important aspects in this context are estimating the turbulence
levels and the resulting wind turbine loads at the concerned site, promoting better
decision making, in selecting the most suitable site wind turbines and the project
life cycle cost prediction. Higher wind loads result in higher maintenance and
operation costs [1–27]. Other site selection criteria are: (1) local geography, (2)
electric grid proximity, (3) permitting and land acquisition, and (4) site accessibil-
ity for transportation and maintenance. A planning strategy accounting for key
engineering design factors and addressing the uncertainties in the wind energy
project offers to the wind energy industry a powerful impetus. However, the wind
energy resource itself is highly uncertain, while the wind conditions (wind speed
and direction), turbulence intensity and air density are showing large temporal
variations, varying significantly from season to season or from year to year.
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Inaccuracies in wind velocity distributions can introduce significant errors in the
estimated wind resource potential or in the wind farm performance prediction. Key
measures of wind power plant performance include annual energy production, cost
of energy, and payback period. Both parametric and nonparametric uncertainty
models are formulated, which can be leveraged in conjunction with a wide variety
of wind velocity distribution models [2–14].

Wind energy measurement campaigns have traditionally been conducted with
mast-based instrumentation consisting of cup anemometers and wind vanes.
Almost all field campaigns are also using temperature, pressure, and humidity
sensors, besides the wind velocity sensors [2–16]. However, many wind energy
developers and manufacturers stick to the standard mast configuration for long-
term measurement campaigns. Notice that sonic anemometers and wind remote
sensing instruments are still far from being standard instruments in wind energy
assessment although they are being used more and more for detailed measurement
campaigns or performance testing. Given the field campaign limited time span, it is
often needed to extrapolate wind time series to periods of at least 5 years to better
predict the long-term average energy yield. For this purpose, the measure-correlate-
predict (MCP) methods are still the most used methods. Numerical models are
especially used in wind resource assessment to spatially extrapolate the wind mea-
surements to obtain wind maps, and vertically to estimate hub-height wind fields.
Additionally, numerical weather prediction models are used to construct simulated
historical time series that can be used to extend limited wind measurement time
series to longer time spans in a similar way to the MCP methods. Usually
measurement techniques are available for on-site measurement ranging from point
measurements performed at different heights using anemometers or ultrasonic
sensors to profiling techniques like sonic detection and ranging (SODAR) or light
detection and ranging (LIDAR) systems. However, many measurement campaigns
for commercial wind projects or even for wind energy research projects rely on cup
anemometry and ultrasonic sensors, the latter being preferred in research projects.
However, remote-sensing techniques (SODARs and LIDARs) are increasingly used
as complementary techniques, providing high quality wind vertical profiles at
higher sampling rates [1–20]. In wind projects the profiling instruments can be
conveniently relocated within the project area for specific wind measurements.
Remote sensed wind speed measurements are needed to supplement mast mea-
surements, especially in off-shore, campaign to evaluate wind flow models for
resource assessments, power curve measurements, or uncertainty evaluation.

The primary objectives of robust, accurate and optimal wind farm planning
include: optimal site selection, based on the quality of the wind energy resource,
maximization of the annual energy production, energy cost minimization, and
reliability wind farm energy production maximization. Major activities in a site
selection are accurately determining the wind energy potential at the candidate site,
turbulence levels and the resulting wind loads at the wind farm site. Such activities
are critical for selecting site optimum wind turbines and to predicting the life cycle
cost of the project, higher wind loads usually implying higher costs. Other wind
energy site selection criteria include, but not limited local geography, distance to
electric grid connections, permitting, and site accessibility.

1.1 Issues and challenges of the offshore wind resource assessment

Developing any offshore wind energy project presents unique and specific chal-
lenges, different from the onshore wind energy counterparts. Offshore wind farms
are subject to specific atmospheric conditions, the see atmosphere boundary layer
dynamics are significantly different from the land ones, and in many regards, not
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fully understood [2–14]. Moreover, the atmospheric observations over the ocean or
see are sparse compared to land, requiring an increasing reliance on numerical or
MCP models to assess wind energy potential [2–4, 9–18]. Good wind energy poten-
tial is by far the most important factor, in any offshore wind energy project,
considering relative merits of the potential sites. Wind energy resource assessment,
covering a wide range of spatiotemporal scales, is playing a critical role in deter-
mining the wind energy project economic viability, described as a two-phase pro-
cess: (a) regional wind energy resource assessment, and (b) site specific analyses of
the energy resource quality. Successful offshore wind energy projects are relying on
accurate estimate of the wind regime. However, since installing and operating
offshore measurement equipment and meteorological masts are expensive and dif-
ficult to operate; prospective sites must be carefully evaluated through remote
sensing, numerical model data or measure-correlate-predict approaches [2–4, 9,
14–18]. Relative paucity of comprehensive offshore wind velocity observations,
with proper spatio-temporal resolution makes the offshore wind energy assessment
more challenging than for the onshore sites. Notice also that the floating offshore
wind technology is constrained by some practical installation depths (up to 1300 m
depth), limiting the offshore wind energy availability and areas. The depth limits up
to 1300 m are based on economic criteria, safety and installation issues for the
electrical undersea power cables.

There are main issues regarding the offshore wind energy resources, e.g. atmo-
spheric stability conditions, wind dynamics, the extrapolation of the wind speed at
turbine hub heights due to the lack of adequate observations. For example, the
influence of thermal stratification on vertical profiles of wind speed is believed to be
larger than over land due to lower mechanically generated turbulence [9, 14]. Other
issues affecting offshore wind energy resources are that many of the offshore wind
farms are located in the coastal areas, the region extending from the coastline,
where the wind velocity and turbulence profiles are not in equilibrium with the
underlying sea surface, significantly affecting the wind shear, wind profiles and
turbulence. Research works are suggesting that the distance from the coastline over
which wind speed vertical profiles are not at equilibrium with the sea surface
extends for about 20 km and possibly larger distance from the coastline [9, 12–14].
Several studies have demonstrated that careful area meteorology and climatology
considerations, when determining the layout of an offshore wind farm can increase
its power production, improving wind farm viability [9, 12–16]. It was shown by
using a mesoscale model, incorporating a wind farm parameterization can improve
wind energy resource assessment [9, 13–16]. Offshore wind energy assessments
should also take into consideration the experience, technology advancements, and
trends of the offshore wind industry over the past few decades to establish physical
parameters for array power density and wind turbine height that are needed to
accurate evaluate the power capacity and energy production [2–4, 9–19]. Notice
that the assessment of availability for good offshore wind energy sites is dependent
on meteorological see conditions, the service equipment availability, electric grid
proximity and the land-based infrastructure.

2. Factors affecting wind power computation

Wind shear, turbulence intensity, and atmospheric stability effects on wind tur-
bine production are not fully understood, and can introduce large uncertainties on
wind energy assessment. The estimation of these uncertainties is related to empirical
considerations rather than theoretical calculations. Several studies are suggesting that
the natural variability of wind energy resources should include air density, surface
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roughness, associated probability distributions, and error for prediction of long-term
wind velocity. Depending on atmospheric conditions, waking by upstream wind
turbines and roughness interactions, wind turbines often operate far from the ideal
conditions, field-deployed power curves being quite different from certified ones
[2–12]. Better predictions of power output or loads require representative wind
measurements and power estimates over the rotor-swept area for individual wind
turbines. Depending on the flow properties and motion scales, the flow can become
turbulent [2–4]. There are three approaches that can reduce the wind energy inter-
mittency: spatial distribution of wind power facilities, accurate forecasting, and
energy storage systems. Although wind generation is subject to large wind variations,
if the facilities are spatially distributed, an overall output at any time is more uniform
and reliable. The wind speed increases with height, higher elevation sites offering
greater wind energy resources. However, the air density decrease with height reduces
wind turbine power output. However, it is advantageous to locate turbines at higher
elevations to take advantage of higher wind speeds. Power curves for various air
density values must be accounted for better power output estimate accuracy. Air
density is usually calculated from temperature and pressure measurements [2–4].
Depending on the wind turbine, either the wind velocity is normalized for power
calculations. The wind speed is normalized with the reference air density ρ0, as:

vnorm ¼ v
ρ

ρ0

� �1=3

(1)

The usual hub-heights of 80 m or higher of the modern, the rotors may encoun-
ter large vertical gradients of wind speed and boundary layer turbulence. Wind
turbine rotors are susceptible to turbulence fatigue damages. Understanding of the
turbulence impact on the blades can help in better designing the operational and
maintenance schedules for wind farms. Consequently, the full understanding can
lead to advanced and improved control and management schemes and methods.
Quantification of the turbulence effects on wind turbine is usually done by com-
puting an equivalent fatigue load parameter, as a function of wind fluctuation
amplitudes within the averaging period, blade material properties, and the size of
measurement samples. It is found that the highest blade root flap bending moment
equivalent fatigue load does not correspond to the greatest wind speeds, but to the
class of wind speeds that has the highest amplitude of the fluctuations [2–4, 18–27].
Turbulent fluctuations are found to be the main source of the blade fatigue. The
turbulence intensity (TI), a measure of the overall level of turbulence, is defined as:

TI ¼ σv
v

(2)

where σv is the wind speed standard deviation (m/s) at the nacelle height over a
specified averaging period (usually 10 min). In [21] was found that, from the power
curves for different turbulence intensity classes and for low to moderate wind
speeds (4 to 12 m/s), the high TIs are yielding the higher turbine power output. TI
index is affected by the atmospheric stability, so the theoretical wind turbine power
curves [2–4, 13–21]. A correction factor, common used, for the effect of turbulence
intensity is given by:

vcorr ¼ vnorm 1þ 3 TIð Þ2
� �1=3

(3)

Vertical wind shear effects are important as the wind turbines become larger and
larger. It is therefore quite questionable whether the hub height wind speed is
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representative. Various methods exist concerning the extrapolation of wind speed
to the hub height of a wind turbine. The wind velocity varies as a disproportionate
function of height. At low height levels surface friction and low level obstacles
introduce turbulence and reduce the observed wind velocity. The velocity u(z) at
low height levels over consistent terrain or see surfaces is conventionally approxi-
mated by the logarithmic function, of u* is the scaling velocity, k is the Von
Karman’s constant, usually equal to 0.4, z is the desired height level and z0 the
roughness length, values lower than 0.01, while the roughness length or surface
friction is the parameter of most influence in equation, defined as:

u zð Þ ¼ u ∗

k
ln

z
z0

� �
(4)

There are several theoretical expressions used for determining the wind speed
profile. However, the increase of wind speed with height should be considered for
the installation of large wind turbines. Thus, the surveys must rely to simpler
expressions and secure satisfactory results even when they are not theoretically
accurate. For h0 = 10 m and z0 = 0.01 m, the parameter α = 1/7, which is consistent
with the value of 0.147 used in the wind turbine design standards (IEC standard,
61400-3, 2005) to represent the change of wind speeds in the lowest levels of the
atmosphere. Wind speed is usually recorded at the standard meteorological height
of 10 m, while wind turbines usually have hub heights near 80 m. In cases which
lack of elevated measurements, the hub-height wind velocity is estimated by
applying a vertical extrapolation to the surface or reference measurements. How-
ever, the vertical extrapolation coefficient may contain errors and uncertainties due
to terrain complexity, ground or see conditions, atmospheric stability, and turbu-
lence [2–4, 17–36]. The wind speed v(z) at a height z can be calculated directly from
the wind speed v(zref) at height zref (usually the standard measurement level) by
using the logarithmic law (the so-called Hellmann exponential law) expressed by:

v zð Þ
v0
¼ z

zref

 !α

(5)

where, v(z) is the wind speed at height z, v0 is the speed at zref (usually 10 m
height, the standard meteorological wind measurement level), and α is the power
law index. This coefficient is a function of the site surface roughness and the
thermal stability, frequently assumed to be 1/7 for open land. However, this
parameter can vary diurnally, seasonally and spatially. It was found that a single
power law is insufficient to adequately estimate the wind power at a given site,
especially during nighttime and in presence of the low-level jets. Another formula,
the logarithmic wind profile law, widely used in Europe, is:

v
v0
¼ ln z=z0ð Þ

ln zref=z0
� � (6)

Here, z0 is again the roughness length, expressed in meters, depending basically
on the surface type, ranging from 0.0002 up to 1.6 or higher. In addition to the
roughness, these values can vary during the day and at night, and even during the
year. Once wind speeds have been calculated at other heights, Eq. (6) can be used
for calculating the useful wind energy potential. Notice that the wind shear over the
rotor area can also be significant. The standard procedure for power curve mea-
surements is given by the IEC Standard, 6-1400-12-1, 2005 [19], where the wind
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speed at hub height is considered representative of the wind over the rotor area.
This assumption can lead to large wind power estimate inaccuracies since inflow is
often non-uniform and unsteady over the rotor-swept area. By integrating the wind
profile over the rotor span, a corrected wind speed is obtained:

Uavrg ¼ 1
D

ðHþD
2

H�D
2

v zð Þdz ¼ v Hð Þ � 1
αþ 1

� 3
2

� �αþ1
� 1

2

� �αþ1 !
(7)

where H is the nacelle height and D is the rotor diameter. It is observed these
corrections have less significant effects. For wind speeds in the range 4 m/s to 20 m/s
(the useful wind speed regime) the corrected power differs less than 5% from the
uncorrected power. However, the corrected power is larger than the uncorrected
turbine power.

An additional wind velocity property that can make the impact on wind turbine
operations is the wind gustiness. Proper wind turbine design and operation requires
knowledge of wind extremes and gustiness, defined by the wind gust factor. This is
important in areas where wind climate shows strong gusty winds, e.g. downslope
windstorms [3, 50, 51]. In sites with higher turbulent intensity and gusty winds,
turbines are subject to extreme structural loading and fatigue. The gust factor (G) is
defined as:

G ¼ ug
U
� 1 (8)

where ug is the gust speed and U is the mean daily wind speed. Higher gusts are
usually associated with higher mean wind speeds; however, it also is expected that
normalized gust speed ug/U and, consequently, the gust factor, G, decreases with
the increasing mean speed. The following equation relates the gust factor to the
mean daily wind speed:

G ¼ AUn (9)

where the parameters A and n are obtained by using a least-square fit of the
logarithm of G vs. the logarithm of the mean daily wind speed. While gusts gener-
ally decrease as wind speed increases, in extreme cases the wind gusts can easily
reach over twice the strongest wind speeds (v > 20 ms�1) and damage a wind
turbine. However, wind gusts over 25 m/s, the upper wind speed limit of a large
wind turbine, are quite unlikely in many areas, occurring only about 2% of time
[2–4, 23–25]. Gusts associated with stronger winds may cause considerable losses by
reducing the energy production of the wind turbine which would otherwise operate
at nominal output power. Another effect of wind gust is the additional stress on the
wind turbine structure, which may reduce its lifespan.

The low-level jet, observed worldwide is a mesoscale phenomenon associated
with the nighttime very stable boundary layer that can have a width of hundreds of
kilometers and a length of a thousand kilometers. During nighttime and over land,
ground surface cools at a faster rate than the adjacent air and stable stratification
forms near the surface and propagates upward. Downward mixing of the winds is
reduced, and winds aloft become decoupled from the surface and accelerate. The
maximum wind speeds are usually 10 m/s to 20 m/s or even higher at elevations
100 m to 300 m. Consequently, it is not possible to accurately estimate winds aloft
at hub and blade tip heights from routine surface measurements [4]. Additionally, a
strong wind shear and associated turbulence are developing at the bottom and top
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of the jet layer. After the wind velocity field data are collected and transferred to the
computing environment, the next steps are to validate and process data, and gen-
erate reports. Data validation is defined as the inspection of all the collected data for
completeness and reasonableness, and the elimination of erroneous values. Data
validation transforms raw data into validated data. The validated data are then
processed to produce the summary reports required for analysis, step crucial in
maintaining high rates of data completeness. Therefore, data must be validated as
soon as possible, after they are transferred. The sooner the site operator is notified
of a potential measurement problem, the lower the risk of data loss. Data can be
validated either manually or by using computer-based data analysis [2–4]. The
latter is preferred to take advantage of the computer power and speed, although
some manual reviews are always required. Data validation implies visual inspection,
editing, missing data interpolation, outliers and questionable data rejection, and
finally saving data in appropriate format.

3. Wind energy statistical analysis

The wind is characterized by its speed and direction which is affected by several
factors, including: geographic location, climate characteristics, height above
ground, vegetation and surface topography. Wind turbines interact with the wind
capturing part of its kinetic energy and converting it into usable energy. Wind
availability, the influence of the turbine height installation above ground, the wind
gusting effect and the wind turbine micro-sitting are the main influences of the
annual energy output and are the theoretical basis for the wind energy assessment
[2–9, 14, 32–60]. There main aspects of the wind resource assessment are the wind
power potential estimate, and the prediction of the wind plant energy production.
The measured wind velocity data were usually available at 10 m standard meteoro-
logical height. However, sometimes the anemometers are installed on top of build-
ings or airport control towers, or at meteorological masts. The wind energy classes
were developed for 10 m height because that was the standard for meteorological
data, and then the wind power potential is extrapolated at 50 m, assuming that the
wind shear exponent was 1/7 for all locations. Global wind patterns, upper air wind
data, and boundary layer meteorology were routinely used to obtain estimates of
the wind energy resource [2–4]. The knowledge of the quasi-steady mean wind
speeds that can be expected at a potential site is critical to determine the wind
economic viability of a wind energy project. Such information is essential in the
wind turbine selection in order to maximize efficiency and durability. The wind
frequency distributions, used in wind energy assessment are predicted from wind
measurements collected during several years. If such information is not available,
wind speed probability distributions, constructed from limited field campaigns, e.g.
Weibull or Rayleigh probability distributions are used to estimate the wind power
potential. The highly dependent nature of energy production on wind speed needs
accurate predictions of the distribution of wind speeds for a prospecting wind farm
location and for accurate energy production calculations.

The wind probability distribution (PDF) functions have been investigated,
employed and explained by many researchers and engineers involved in the wind
energy [2–12, 42–68]. In wind power studies such probability distributions are used
for assessment and analysis of wind energy resources, wind power plant operation,
as well as for turbine design. Both analytical and numerical methods can be carried
out. However, a planning from a different point of view can be performed, while
similar distribution functions can be used for wind power, if wind velocity distri-
bution functions are taken into account, together with WT features, provided by
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the manufacturers. Usually the wind velocity time series are rather large, differ-
ences among parameter estimation methods is not as important as differences
among distributions. There are several estimators of PDF parameters, such as
Method of Moment (MOM), Maximum Likelihood Estimators (MLE), Least-Square
(LS), and Percentile Estimators Methods [2–72]. These estimators are unbiased, so
there is no reason to give preference to any of them. The choice of specific estima-
tors is based on the existing wind speed data, computing availability and user
preference. The rule-of-thumb is to select a number of estimators of the PDF
parameters, while the parameters are usually computed by taking the averages of
the estimates found by these methods. We preferentially use MLE, MOM and LS
estimators for the large samples, and the averages are the PDF parameters [45–70].
However, when using MOM, we calculate the sample mean standard deviation (s),
and skewness (G) as:

v ¼ 1
N

XN
i¼1

vi (10)

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N � 1

XN

i¼1 vi � vð Þ2
r

(11)

and

G ¼ 1
N
�
PN

i¼1 vi � vð Þ3
S3

(12)

where N is the number of observations in v, the wind speed. Once the wind
power distribution function is obtained, the mean power available is deduced. So as
not to depend on the type of wind turbine, this will be shown per unit of surface
(mean power density). This process is performed in four different ways: (1)
obtaining of the wind power; (2) Betz’ law considerations; (3) consideration of
realistic values, remembering that Betz’ law is an upper limit; and (4) consideration
of WT parameters such as Cut-In and Cut-Out wind speed, rated speed, and rated
power. The goal of any wind energy assessment and analysis is to give response to
questions about statistical distribution of the maximum power obtainable from the
wind, regardless of the WT chosen, and also taking into account its features, when
the only input value is the mean wind speed.

3.1 Weibull probability distribution

TheWeibull density distribution is a commonly applied statistical distribution to
model wind speed regime. The use of probability distribution functions in order to
define and to characterize the field data has a long history of use. It has been
established, in the literature [2–4, 41–70] that the Weibull probability distribution
is very well fitted to characterize wind speed regimes, being commonly used to
estimate and to assess wind energy potential. However, efforts have been made over
the years to fit the wind data to other distributions, e.g. exponential distribution,
gamma distribution, or logistic distribution. The Weibull probability distribution is
given by:

fWB ¼ k
vk�1

ck
exp � v

c

� �k� �
(13)
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The Weibull distribution is a function of two parameters: k, the shape parame-
ter, and c, the scale factor. These parameters are defining the shape or steepness of
the curve and the mean value of the distribution. These coefficients are adjusted to
match the wind data at a particular site. For wind modeling, typical k values range
from 1 to 2.5 and can vary drastically form site to site, as well as during years and/or
seasons. The scale parameter, c, corresponds to the average wind speed for the site.
The main inaccuracy of the Weibull distribution is that it always has a zero proba-
bility of zero wind speed, which is not the case since there are frequently times in
which no wind is blowing. The higher the k value, the sharper the increasing part of
the curve is. The higher c values correspond to a shorter and fatter distribution,
with a higher mean value. Ideally the mean value would correlate with the rated
wind speed of the turbine: producing rated power for the extended time annually.
The cumulative probability function for Weibull distribution is given by:

F vð Þ ¼ 1� exp � v
c

� �k� �
(14)

The availability of high quality wind speed distributions is crucial to accurate
forecasts of annual energy production for a wind turbine. Statistical distributions
suffice for early estimations, while the actual wind speed measurements are neces-
sary for accurate predictions. The factors k and c featuring in Eq. (13) are deter-
mined for each measurement site. There are several estimators of Weibull
parameters, such as the Moment (MOM), Maximum Likelihood (MLE), Least-
Square, and Percentile Estimators. These estimators are unbiased, although some of
them, such as the Method of Moments, may have large variances, so there is no
reason to prefer any of them. The choice of specific estimators is based on the
existing wind speed observations, computing availability and user preference. The
rule-of-thumb is to select estimators of the Weibull parameters, such as: standard
least-square, maximum likelihood or MLE variants, while the shape and scale
parameters are computed taking the averages [2–4]. If sufficient wind speed obser-
vations are available, one of the most used is the MOM methods or its variants. It is
based on the numerical iteration of the following two equations while the mean (v)
and standard deviation (s) of the wind speeds are determined from:

v ¼ c � Γ 1þ 1
k

� �
(15)

and

s ¼ c Γ 1þ 2
k

� �
� Γ2 1þ 1

k

� �� �1=2
(16)

where v is the wind speed data set (sample) mean, as defined in Eq. (11), s is the
wind speed data set (sample) standard deviation, and Γ() is the Gamma function:

Γ xð Þ ¼
ð∞

0

tx�1 exp �tð Þdt (17)

A special case of the moment method is the so-called empirical method, where
the Weibull shape parameter k is estimated by following relationship:

k ¼ s
v

� ��1:086
(18)
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Then the scale parameter, c is computed by using the following relationship:

c ¼ v
Γ 1þ 1=kð Þ (19)

Both, the moment and empirical method require a reasonable wind speed
observations data set to be available. Another Weibull parameter estimator, based
on the least squares, is the graphical method. In which a straight line is fitted to the
wind speed data using lease squares, where the time-series data must be sorted into
bins. Taking a double logarithmic transformation, the cumulative distribution
function is rewritten as:

ln � ln 1� F vð Þ½ �f g ¼ kln vð Þ � kln cð Þ

Plotting ln(v) against ln{�ln[1 - F(v)]}, the slope of the best fitted line to data
pairs is the shape parameter, and the scale parameter is then obtained by the
intercept with y-axis. The graphical method requires that the wind speed data be in
cumulative frequency distribution format. Time-series data must therefore first sort
into bins. In essence the graphical method is a variant of the moment method,
consisting of the calculation from the time series of the observations of statistical
estimators, such as wind speed means and of the square wind speeds. Then the
Weibull parameters are calculated as:

v ¼ c
k
Γ

1
k

� �
(20)

and

v2 ¼ 2c2

k
Γ

2
k

� �
(21)

Then computing the means from the wind observations (Eq. (20) and Eq. (21)),
the Weibull parameters are estimated. The Weibull distribution can also be fitted to
time-series wind data using the maximum likelihood method. The shape factor k
and the scale factor c are estimated, numerically using the following two equations:

k ¼
PN

i¼1v
k
i ln við ÞPN
i¼1v

k
i

�
PN

i¼1 ln við Þ
N

 !�1
(22)

c ¼ 1
N

XN
i¼1

vki P við Þ
 !1=k

(23)

where vi is the wind speed in the bin i and N is the number of nonzero wind
speeds (the actual wind speed observations). Eq. (22) is solved numerical, usually
through iterative methods, with k equal to 2 as initial guess, and then Eq. (23) is
solved explicitly. When wind speed data are available in frequency distribution
format, a MLE variant can be applied. In this cans, the Weibull parameters are then
estimated through:

k ¼
PN

i¼1v
k
i ln við ÞP við ÞPN
i¼1v

k
i P við Þ

�
PN

i¼1 ln við ÞP við Þ
P v≥0ð Þ

 !�1
(24)
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c ¼ 1
P v≥0ð Þ

XN
i¼1

vki P við Þ
 !1=k

(25)

where, P(vi) is the frequency with which the wind speed falls within bin i,
P(v ≥ 0) is the probability that the wind speed equals or exceeds zero. Eq. (23) must
be solved iteratively, after which Eq. (25) is solved explicitly to determine the
Weibull parameters. One of the parameter estimator not very often used is the
energy pattern factor method. In this approach, the energy pattern factor for a
given wind speed data is defined as:

Epf ¼ v3

v3
(26)

here (v3) is the mean of the cubes of the wind speed. Notice that the factors in
Eq. (26) are related to the wind energy estimates. Weibull shape parameter can be
estimated with the following equation:

k ¼ 1þ 3:69
Epf

(27)

Scale parameter is estimated by using Eq. (19), for example. Often isw necessary
to estimate the Weibull parameters in the absence of suitable information about the
distribution of wind speeds. For example, if only annual or monthly averages may
be available, the value of k must be estimated by Eq. (27). The value of k is usually
from 1.5 and 3, depending on the wind variability. Smaller k values correspond to
variable winds.

To analyze the accuracy of the aforementionedmethods, the following tests are
used, RMSE (rootmean square error), χ2 (chi-square), R2 (variance analysis or method
efficiency) and the Kolmogorov–Smirnov test. These tests are examining whether a
PDF is suitable to describe the wind speed data or not. The RMSE test is defined by:

RMSE ¼ 1
N

XN
i¼1

yi � xi
� �2

" #1=2
(28)

where yi is the actual values at time stage i, xi is the value computed from
correlation for the same stage, and N is the number of data. The next two tests are
defined by:

χ2 ¼
PN

i¼1 yi � xi
� �2
N � n

(29)

and

R2 ¼
PN

i¼1 yi � zi
� �2 �PN

i¼1 yi � xi
� �2

PN
i¼1 yi � zi
� �2 (30)

where N is the number of observations, yi is the frequency of observations, xi is
the Weibull frequency, and zi is the mean wind speed. The Kolmogorov–Smirnov
test is defined as the max-error between two cumulative distribution functions:

Q ¼ max FT vð Þ � FO vð Þj j (31)
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where FT(v) and FO(v) are the cumulative distributions functions for wind
speed not exceeding v computed by using estimated Weibull parameters and by
observed (or randomly generated) time-series, respectively. The critical value for
the Kolmogorov–Smirnov test at 95% confident level is given by:

Q95 ¼
1:36ffiffiffiffi
N
p (32)

If Q value exceeds the critical value, then there is significant difference between
the theoretical and the time-series data under the given confident level. Figure 1
shows the fitted Weibull probability distributions with long-term observations, for
two locations [4, 51, 52], exhibiting a good agreement between fitted PDF and
actual data. The energy that a wind turbine generates depends on both on its power
curve, a nonlinear relationship between the wind speed and turbine power output
and the wind speed frequency distribution. If derived from long-term
(multi-annual) wind speed data sets the histograms shape of the PDFs that are
characterizing the wind speed at a specific site or for a region.

3.2 Other probability distribution function used in wind energy

Another used probability distribution is the Rayleigh distribution, which
is a special case of the Weibull distribution where k = 2. The Rayleigh
distribution is simpler because it depends only on the mean wind speed, and is
given by:

f RL vð Þ ¼ π

2
v
c2

exp � π

4
v
c

� �2� �
(33)

These two probability distribution functions, Weibull and Rayleigh [2–4, 9,
41–72] are the most commonly used for wind energy analysis and assessment. The
Rayleigh PDF is a special case of the Weibull distribution with k = 2. Notice that for
both distributions, Vmin = 0 and Vmax = ∞. The cumulative Rayleigh distribution is
expressed as:

F vð Þ ¼ 1� e� v=cð Þ2 (34)

Figure 1.
Experimental wind speed probability density functions, at 50 m level, using the composite 2003–2008 data sets,
for two 50 m instrumented towers [4, 51, 52].
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For the Rayleigh distribution the single parameter, c, relates the following three
properties:

c ¼ Vmp
ffiffiffi
2
p
¼ 2μffiffiffi

π
p ¼ σ

ffiffiffiffiffiffiffiffiffiffiffi
4

8� π

r
(35)

The Rayleigh distribution can be written using Vmp or the mean velocity, μ.
Determination of the mean and standard deviation from experimental data for the
normal distribution are well known. The MLE estimate of the normal distribution
en is the arithmetic mean. The parameter c in the Rayleigh distribution can be
evaluated from N wind velocities, Vi. If experimental data are used to determine
distribution parameters, the computed result is called an estimate of the true
parameter. Here, the symbol used to indicate that the equation gives only an esti-
mate of the true distribution parameter, c.

ĉ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2N

XN

i¼1V
2
i

r
(36)

The 3-parameter Weibull (W3) is a generalization of the 2-paramter Weibull
distribution, where the location parameter s establishes a lower bound (assumed to
be zero in the case of 2-parameter Weibull distribution). It was found that for some
areas the W3 fits wind speed data better than the 2-parameter Weibull model
[4, 40–72]. The W3 probability distribution and cumulative distribution functions
are expressed as:

f v, k, c, τð Þ ¼ kvk�1

ck
exp � v� τ

c

� �k� �
(37)

and

F v, k, c, τð Þ ¼ 1� exp � v� τ

c

� �k� �
(38)

Respectively, for v≥ τ, and τ is the location parameter, locating the probability
distribution along the abscissa (v axis). Changing the value of τ has the effect of
sliding the distribution and its associated function either to the right (if τ > 0)
or to the left (if τ < 0). The MLE estimators for the W3 PDF parameter
calculation are:

PN
i¼1 vi � τ

_ð Þk
_

ln v� τ
_ð Þ

PN
i¼1 vi � τ

_ð Þk
_ � 1

k
_� 1

N

XN
i¼1

ln vi � τ
_ð Þ ¼ 0 (39)

and

c_ ¼ 1
N

XN
i¼1

vi � τ
_ð Þk

_
 !

(40)

τ
_þ c_

N1=k
_ Γ 1þ 1

k
_

� �
¼ Umin (41)
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where N is the number of observations in the sample v, and Umin indicates the
minimum values in the v time series. Parameters of the W3 distributions are then
found iteratively.

Another PDF used in wind energy assessment, especially in offshore
applications is the lognormal distribution [4, 66–68]. The 2-parameter lognormal
PDF is given by:

τ
_þ c_

N1=k
_ Γ 1þ 1

k
_

� �
¼ Umin (42)

And its cumulative distribution function is expressed as:

F v, μ, σð Þ ¼ 1
2
þ 1
2
erf

ln vð Þ � μ

σ
ffiffiffi
2
p

� �
(43)

where erf xð Þ ¼ 2ffiffi
π
p
Ð x
0 exp �t2ð Þ � dt is the error function from the Normal distri-

bution, and the parameters μ and σ are the mean and standard deviation of the
natural logarithm of v. The parameter estimators are given by:

μ
_ ¼ ln

vffiffiffiffiffiffiffiffiffiffiffi
1þ s2

v2

q

0
B@

1
CA

σ
_ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln

s2

v2

� �s

The truncated normal distribution is the probability distribution function of a
normally distributed random variable whose values are either bounded at lower
end, higher end or at both. Since the wind speed is only positive, the most common
is the single truncated normal distribution, suitable for nonnegative case:

n v, μ, σð Þ ¼ 1
I μ, σð Þσ ffiffiffiffiffi

2π
p exp � v� μð Þ2

2σ2

" #
, for v>0 (44)

where μ and σ are the date mean and standard deviation, and I(μ, σ) is the
normalized factor, making the integral of this distribution equal to one, the cumu-
lative distribution function is evaluated in its domain de definition. The normalized
factor is given by:

I μ, σð Þ ¼ 1
σ
ffiffiffiffiffi
2π
p

ð∞

0

exp � v� μð Þ2
2σ2

" #
dv (45)

The distribution function parameters can be determine using graphical, moment
or maximum likelihood methods or a combination of them. The maximum entropy
probability (MEP) concept has commonly been applied in many engineering and
science areas. The entropy of PDF, f(x) is defined [54–72] by:

S xð Þ ¼ �
ð
f xð Þ ln f xð Þð Þdx

141

Assessment and Analysis of Offshore Wind Energy Potential
DOI: http://dx.doi.org/10.5772/intechopen.95346



Maximizing the entropy subject to specific constrains enables to find the most
likely probability distribution function if the information available is provided by
moment functions. The classical MEP solution applied to wind distribution case is
given by:

f vð Þ ¼ exp �
XN

k¼0
akvk

" #
(46)

and solution, Lagrange multipliers are given by the following nonlinear system
of equations:

Zn að Þ ¼
ð
vn exp �

Xn

k¼0
akvk

" #
dv ¼ λn for n ¼ 1, 2, … ,N

The λn, n = 0,1, … , N, with λ0 = 1, are the distribution moments, representing
the mean values of n wind speed powers, calculated from observations. MEP
probability density functions of third or fourth order with three or four moment
constrains.

Gamma PDF can be expressed with the following function:

g v; x; βð Þ ¼ vx�1

β2Γ xð Þ exp �
v
β

� �
, for v, x, β>0 (47)

where x and β are the shape and scale parameter, respectively. The parameters of
the Gamma distribution can be estimated using graphical, moment or maximum
likelihood methods, similar to one presented above in the Weibull case. However,
the Gamma PDF is usually employed in a mixture of distributions in connection
with Weibull PDF.

In recent years, in order to improve the accuracy of wind statistics, mixtures of
PDFs were employed [4, 50–72]. Distribution function mixed with Gamma,
Weibull, or Normal distribution functions can be used to describe the wind statis-
tics. For example, Gamma and Weibull mixture applied to wind energy assessment
is given by:

h v;w; x, β, k, cð Þ ¼ wg v, x, βð Þ þ 1�wð Þf v, k, cð Þ (48)

where 0≤w≤ 1 is the weight parameter indicating the mixed proportion of each
probability distribution included in the PDF mixture relationship. Again, the five
parameters, in the Eq. (48) can be estimated using graphical, moment, maximum
likelihood methods or any combination them, as discussed in the Weibull case.

3.3 Wind turbine power and energy estimates

The average power of a wind turbine, over a specific time period (e.g. one
month) is determined by multiplying the wind speed probability density function
fPDF(v) and the power curve of the turbine, CP(v). The power curve represents the
wind turbine output power vs. wind speed diagram [2–4, 68–72]. The power curve
depends on the wind speed, air density and turbulence intensity, being usually
provided by the manufacturers or can be constructed from the field measurements.
However, the manufacturers do not usually are providing the information on the
power curves of their wind turbines in a continuous (analytic) form, but rather in a
discrete form with N nodes (PWT-i, vi). Wind power density, a measure of the
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energy flux through an area perpendicular to the direction of motion, it is exten-
sively used in wind energy assessment. It is also varying not only with the cube of
wind speed, but also with the air density and turbulence. The monthly average
energy produced by a wind turbine is obtained from the monthly average output
power by multiplying it with the hours of that month. The prediction of the wind
speed variation with height, the variation in wind speed over the wind farm area, air
density and the wake interaction between the wind turbines are usually calculated
by using a computer programs, specifically designed to facilitate accurate predic-
tions of wind farm energy production. Such computing applications allow fast
computations of the energy production for different layouts, turbine type and hub
height to determine the optimum setting. In the statistic approaches, based on an
estimate of the wind velocity probability distribution function, for the location
wind regime, fPDF(v), extrapolated at the hub height and a known WT power curve
PWT(v), the mean power output of a wind turbine (assuming 100% of its availabil-
ity) is given in the following equation:

PWT ¼
ðVco

Vci

f PDF vð Þ � CP vð Þ � dv (49)

Generally, the integral of Eq. (49) has no analytic solution and must be resolved
numerically. For example, if the Weibull probability distribution is determined the
wind power density, WPD is estimated, function of the Weibull parameters by:

WPD ¼ 0:5 � ρc3 1þ 3
k

� �

The relationship between the power output of a turbine and the incoming wind
speed is usually simplified by a generic power curve model, as expressed in practical
application by the following relationship:

PWTG vð Þ ¼
0, v≤Vci or Vco ≤ v

PWT�Rated v
VR

� �3
, Vci ≤ v≤VR

PWT‐Rated, VR ≤ v≤Vco

8>><
>>:

(50)

Here, PWT-Rated is the wind turbine rated power, Vci, VR, and Vco are the wind
turbine cut-in, rated, and cut-off speeds. These values are also provided by the
manufacturer. The total power yield of the wind farm is the sum of the power
output of each wind farm turbine. For a number of wind turbines taking into
consideration of the generator efficiency, the total output power can be extracted as
follows:

PWT�tot ¼ NWT � ηWTG � PWT (51)

Where: ηWTG and NWT are the wind generator efficiency and number of wind
turbine generators in the wind farm, respectively. Wind turbine output power is
estimated, as adapted from the Eq. (49), by a relationship such as:

PWT vð Þ ¼
0, v≤Vci or Vco ≤ v

0:5 � ρ � A � CP λ, βð Þv3, Vci ≤ v≤VR

PWT‐Rated, VR ≤ v≤Vco

8><
>:

(52)
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The wind generator power output is best estimated through interpolation of the
values of the data provided by the manufacturers with wind velocity observations.
As the power curves are quite smooth, they can be approximated using a cubic
spline interpolation. The fitting equation of the output characteristic of wind gen-
erator can be expressed as:

PWTG vð Þ ¼

0 v≤Vci or v≥Vco

a1 v3 þ b1 v2 þ c1 vþ d1 Vci < v<V1

a2 v3 þ b2 v2 þ c2 vþ d2 V1 < v<V2

::… … … … … … … … … … … … …

an v3 þ bn v2 þ cn vþ dn Vn�1 < v<Vr

Prated Vr ≤ v<Vco

0
BBBBBBBBBB@

(53)

Where PWTG is the output power of wind generator at wind speed v, is the wind
turbine rated power; v is the wind speed at the hub height, n is the number of cubic
spline interpolation functions corresponding to n + 1 values, couples of the wind
speed and the wind turbine output power. These data are provided by the manu-
facturers, a, b, c and d are the polynomial coefficients of the cubic spline interpola-
tion functions, depending on the wind turbine type and are estimated from
measurements. Simplified versions of the wind turbine power output calculations,
usually used in practice and design are:

PWT ¼

PWT�Rated
v tð Þ � Vcið Þ
Vr � Vcið Þ , for Vci ≤ v tð Þ<VR

PWT�Rated, for VR ≤ v tð Þ≤Vco

0, for v tð Þ<Vci, or v tð Þ>Vco

8>>>>>><
>>>>>>:

Or

PWT ¼
a � v tð Þð Þ3 � b � PWT�Rated, for Vci ≤ v tð Þ<VR

PWT�Rated, for VR ≤ v tð Þ≤Vco

0, for v tð Þ<Vci, or v tð Þ>Vco

8>>><
>>>:

where PWT(v) is the output power of WT units with an ambient wind speed v,
PWT-Rated is the rated power of the WT, Vci, Vco and VR are the cut-in wind speed,
cut-out wind speed, and rated wind speed, respectively. Based on the wind speed
data, the output power of WT units is calculated according to one of these relation-
ships. The parameters a, and b, of the last WT power output relationship are
calculated by these expressions:

a ¼ PWT�rated
V3

r � V3
ci
, and b ¼ V3

ci

V3
r � V3

ci

Calculation of energy output requires knowledge of the wind speed probability
distribution and the wind turbine power curve. Once, the wind speed probability
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distribution and turbine power curve are determined, the output energy of a wind
turbine or for a wind farm can be easy determined. The wind energy (EWT) that can
be extracted by a wind turbine, over a T time period is defined by this relationship:

EWTG ¼
ð∞

0

CP vð Þ � f PDF vð Þ � dv (54)

3.4 Wind direction

To ensure the most effective use of a wind turbine it should be exposed to the
most energetic wind. Though the wind may blow more frequently from the west
more wind energy may come from a different direction if those winds are stronger.
It is important to find out which directions have the best winds for electricity
production. The distribution of wind direction is crucially important for the evalu-
ation of the possibilities of utilizing wind power. The distributions of wind speed
and direction are conventionally given by wind roses. A wind rose, generated from
your wind resource assessment, is a helpful tool to determine wind direction and
distribution. Traditionally, wind direction changes are illustrated by a graph, which
indicates percent of winds from that direction, or the wind rose diagram [2, 4,
52, 61, 62, 66–70]. The wind rose diagrams and wind direction frequency histo-
grams provide useful information on the prevailing wind direction and availability
in different wind speed bin. A vane points toward the wind source. Wind direction
is reported as the direction from which the wind blows, not the direction toward
which the wind blows, e.g. a North wind blows from the North toward the South.
The wind direction varies from station to station due to different local features
(topography, altitude, distance from the shore, vegetation, etc.). There are usually
changes in the wind directions on diurnal, seasonal or annual basis. The wind
direction can also be analyzed using continuous probability models to represent
distributions of directional winds, e.g. von Mises circular statistics, usually com-
prised of a mixture of von Mises distributions.

The wind rose diagrams and wind direction frequency histograms provide useful
information on the prevailing wind direction and availability of directional wind
speed in different wind speed bins. The wind roses were constructed using the
composite data sets of measurements of wind velocities. The wind direction is
analyzed using a continuous variable probability model to represent distributions of
directional winds, comprising of a finite mixture of the von Mises distributions (vM
– PDF) [2–4, 52, 61, 62, 60–66]. The model parameters are estimated using the least
square method. The range of integration to compute the mean angle and standard
deviation of the wind direction is adjusted to minimum variance requirements. For
example, the proposed probability model mvM(θ) is comprised of a sum of N von
Mises probability density functions, vMj(θ), as:

mvM θð Þ ¼
XN
j¼1

w jvM j θð Þ (55)

where wj are non-negative weighting factors that sum to one [2–4, 52, 61, 62, 66]:

0≤w j ≤ 1, for j ¼ 1, … ,N, and
XN
j¼1

w j ¼ 1

145

Assessment and Analysis of Offshore Wind Energy Potential
DOI: http://dx.doi.org/10.5772/intechopen.95346



A von Mises distribution vM-PDF if its probability is defined by the equation:

vM j θ; k j, μ j

� �
¼ 1

2πI0 k j
� � exp k j cos θ � μ j

� �h i
, and 0≤ θ≤ 2π (56)

where kj ≥ 0 and 0 ≤ μj ≤ 2π are the concentration and mean direction parame-
ters. The angle corresponding to the northerly direction is taken as 0o. Note that in
meteorology, the angle is measured clockwise from North. Here, I0(kj) is a modified
Bessel function of the first kind and order zero and is given by:

I0 k j
� � ¼ 1

2
ffiffiffi
π
p

ð2π

0

exp k j cos θ
� �

dθ≈
X∞
p¼0

1

p!ð Þ2
k j

2

� �2p

(57)

The distribution lawmvM(θ), given by Eq. (49) is numerically integrated between
two given values of θ to obtain the probability that wind direction is within a particu-
lar angle sector. Various methods are employed to compute the 3 N parameters on of
the mixture of von Mises distribution. Figure 2 is showing fitted von Mise distribu-
tions to two long-term wind direction time series for two locations [4, 52, 53, 66].

4. Measure-correlate-predict methods

Measure-correlate-predict (MCP) algorithms are used to predict the wind energy
resource at target sites, by using relatively long-term measurements at reference
locations. MCP methods model the relationship between wind velocity data mea-
sured at the target site, usually over a short period, up to a year, and concurrent data
at a nearby reference site. The model is then used with long-term data from the
reference site to predict the long-term wind speed and direction distributions at the
target sites [4, 73–76]. Typical wind energy assessments last anywhere from one to
three years, with important decisions to be taken often after only few months, there

Figure 2.
Frequency histograms of wind directions and the fitted von Mises distribution functions at (a) Kingston 14SW
tower and 50 m level, and (b) Tonopah 24NW and 50 m level using the composite 2003–2008 data sets
[4, 51, 52].
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is an obvious need for a prediction of the performance of a planned wind energy
project for expected life time (20 years or more). Such an assessment is an important
part of the financing process. While the measurement campaign may correspond to
an untypically high or low period, correlations with nearby reference stations help to
detect such trends and provide accurate long-term estimate of the wind velocity at
the development site and its inter-annual variations. Moreover, since the wind
turbine power output depends on the wind speed in a non-linear way, the distribu-
tion of the wind speeds should be predicted accurately. MCP methods proceed by
measuring the winds at a target site, correlating with winds from reference sites,
then by applying these correlations to historical data from the reference site, to
predict the long term wind resource of the target site [2–4, 72–77].

Several MCP algorithms have been studied using wind data from potential wind
energy sites. Some of the algorithms and methods have been improved using prob-
abilistic methods, and have then been implemented into software packages, such as
the WindPRO or WAsP for planning and projecting of wind power plants. MCP
process methods [72–77] consist of: (1) collect wind data at the predictor site for
extended possible time period; (2) identify reference sites, for which high quality,
long term records exist, ideally located in the predictor site proximity, with similar
climate; (3) obtain reference site wind data for the same time period as for the
predictor site, the concurrent period; (4) determine the relationship between the
reference and predictor site wind data for the concurrent period; (5) obtain wind
data from the reference site for a historic period of over 10 years duration or the
longest possible, the historic period; and (6) apply the relationship determined in
step (4) to the historic data from the reference site to “predict” what the winds
would have been at the predictor site over that period. These are the wind pre-
dictions that would have been observed and the measurements were made at the
predictor site for the same period as the historic data, rather than a wind velocity
prediction. The MCP key factor is the algorithm or relationship used in step (4).
Most MCP techniques use direction sectored regression analysis to establish rela-
tionships of the wind speed and direction at the reference site and the ones at the
potential wind farm site. The long-term wind data may be taken from nearby
meteorological stations or data from the NCEP/NCAR reanalysis dataset. The gen-
eral approach is to look for a relationship between the wind speed variables vsite
and vmet of the site under development and a suitable reference station:

vsite ¼ f vmetð Þ (58)

Often, it may be suitable to consider several reference stations with concurrent
data sets for a given development site; Eq. (57) can be then generalized to:

vsite ¼ g v1met, v
2
met, … , vNmet

� �
(59)

Currently different MCP variants are implemented in the WindPRO, WAsP or
other wind energy software packages. However, many researchers developed own
MCP applications. Notice that the wind speed time series can be analyzed
irrespective of wind direction, while usually, the wind direction is binned into a
certain number of sectors and the wind speed subsets for each direction bin are
analyzed separately for their MCP correlations. Since wind direction observations
may not always coincide, binning may be based either on the wind direction mea-
sured at the reference station (usually) or at the prospect site. When a systematic
veer occurs (e.g., in response to the topography), the relationship between the site
and the meteorological station direction may be fitted, and the fit curve may be
used to predict the long-term site wind direction. A deeper objective, requiring a
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more insightful analysis of the statistical behavior is to achieve an estimation of the
probability density function fY,long (vsim, vmet, α), which best describes the long-term
wind speed distribution at a given location and height above ground level based on
the knowledge of the density in the reference site. Here α is a vector of parameters
for each one of the distributions; the number and type of parameters here depend
on the particular distributions. The knowledge of fY,long (vsim, vmet, α), allows to
calculate the average wind speed and power density and, most importantly, the
average energy yield of a given wind turbine [4, 72–77]. Additionally, intra- or
inter-annual fluctuations of the wind resource at the prospective site need to be
studied, although the present study does not consider such variations. The models
employed in practical applications fall into two classes, linear and non-linear and
can be described mathematically, adapting previous equations, as:

vpred ¼ f vref , θref
� �

(60)

θpred ¼ g vref , θref
� �

(61)

Here, f and g are the functional relationships between two concurrent data,
target and reference sites. Subscripts denote the data set, the reference as ref., or
predictor as pred. There are several variants of these models, each with advantages
and disadvantages.

4.1 Linear and regression models

The regression MCP method holds the traditional linear regression MCP analysis
as a specialized subset of regression models using polynomials of other orders.
Polynomial fitting methods are included, as suggested in literature [73–77]. In the
simplest linear models the wind speed and direction at the target/predictor site is
expressed as:

vh,pred ¼ f vh,ref
� �

(62)

and

f vh,ref
� � ¼ vc,pred

vc,pred
vh,ref (63)

Here the over bar refers to average, while c and h to the concurrent and historic data.
Regression, with one independent (x) and one dependent (Y) variable is expressed as:

Y ¼ f xð Þ þ e (64)

Here, Y is the dependent variable, x is the independent variable, f(x) is the
regression model, and e is a random error (residual). The regression model could be
polynomials of any order or other models, but traditionally a linear model is
assumed, as this model has been found to give reasonable fits for wind energy
estimation. In the case of a regression MCP analysis, the independent variable could
be the wind speed measured at the reference site. The dependent variable, Y is then
the wind speed at the local WT site. The regression parameters are estimated
through a least square algorithm. The distributions of the random errors may,
reasonably be assumed to follow a zero mean Gaussian distribution, e � N(0,σ).
However, the distribution of the residuals should be visually checked, so that the
assumption is verified as reasonable. This is needed, as the random variable model
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for the residuals is included in the MCP model to give the right energy levels in the
new MCP-corrected time series. Note, that currently the distribution of residuals is
conditioned on the reference wind direction only. Thus, conditioned on the refer-
ence wind direction, the residuals are independent on the reference wind speed.

4.2 Matrix method

In the matrix methods the changes in the wind speed and direction (wind veer)
are modelled through joint distributions fitted on the ‘matrix’ of wind speed bins and
wind direction bins. The concurrent periods of the measured wind data are used to
calculate the set of non-linear transfer functions, used for estimating wind speeds and
directions from the reference site to the prospect site. Since real measurements suffer
from data missing in bins in the dataset, this method needs a way to substitute the
missing input bins. A basic assumption of the matrix method is that the long-term site
data (wind speed and direction) can be expressed through the simultaneous mea-
surements of on-site data and reference site data. How this joint distribution is
modelled should actually depend on the data in question, suggesting that a combina-
tion of binned sample distributions and modelled joint Gaussian distributions are
working well [73–77]. The transfer model, given as a conditional distribution, is
actually the key distribution in the matrix method. When applying the matrix
method this conditional distribution is stipulated to hold regardless of the time frame
considered. Thus, for each measured sample it is necessary to calculate/measure pairs
of the two quantities (a pair is data with identical timestamps):

Δv ¼ vsite � vref (65)

Δθ ¼ θsite � θref (66)

These parameters refer to the wind speeds and directions at the wind project site
and the meteorological site, respectively. The joint distribution of f(Δu, Δθ) is
modelled conditioned on the wind speed and the wind direction on the reference site.
The joint distributions are represented as either through the samples (bootstrap
model) or often through a joint Gaussian distribution. When the data has been
measured and a match between the short-term data and the short-term reference data
has been established, then the samples are sorted into bins with specific resolutions,
such as 1 m/s and 10 degrees. The result from this binning is a set of joint sample
distributions of wind veer and wind speeds. Since the data is binned with wind speed
and wind direction, these sample distributions are conditioned on the mean wind
speed at the reference position and the wind direction on the reference position. The
calculated distributions are used directly in a bootstrapping technique when doing
matrix MCP calculations. Based on the sample distributions, the statistics, calculated
for the wind veer are the mean, the standard deviation, and the correlation coeffi-
cients. To enable interpolations and extrapolations into bins where no data is present,
a spline is fitted to the sample distributions. This parametric distribution is
represented by the two moments and the correlation, assuming that a joint Gaussian
distribution. Note, that even if the Gaussian distribution assumption may seem a bit
crude, then the parametric model can be applied in cases where limited or no sample
data is available. Thus, the influence of this assumption is limited, as most long-term
corrected samples are typically based on the resampling approach. The mean, stan-
dard deviation and correlation are now modelled as ‘slices’ of polynomial surfaces:

P v, θð Þ ¼
XN
i¼0

ai vi, θið Þv1ref (67)
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where P denotes the sample statistical moment (or correlation) considered, N is
the order of the polynomial is the polynomial coefficients, depending on the wind
velocities. As in the case of regression MCP, the long-term corrected meteorological
data is calculated using Bootstrap and Monte-Carlo techniques, i.e. probabilistic
methods enabling generation of the long-term corrected wind distribution through
an artificial time series.

4.3 Hybrid MCP and the wind index MCP methods

The hybrid MCP method [72–77] correlates the wind data at the targeted wind
plant site with that at multiple reference stations. The strategy accounts for the local
climate and the topography information. In the original hybrid MCP method, all
component MCP estimations between the targeted wind plant site and each refer-
ence station use a single MCP method (e.g., linear regression, variance ratio,
Weibull scale, or neural networks). The weight of each reference station in the
hybrid strategy is determined based on: (i) the distance and (ii) the elevation
differences between the target wind plant site and each reference station. The
hypothesis here is that the weight of a reference station is larger when the reference
station is closer (shorter distance and smaller elevation difference) to the target
wind plant site. The weight of each reference station, wi, is determined by:

w j ¼ F nref ,Δd j,Δh j
� �

(68)

where nref is the number of reference stations; and Δdj and Δℎj represent the
distance and the elevation difference between the target site and jtℎ reference
station, respectively. Each wind data point is allocated to a bin according to the
wind direction sector at the target wind plant site. Within each sector, the long-
term wind speed is predicted by a hybrid MCP strategy based on the concurrent
short-term wind speed data within that specific sector. By setting the wind speed
data in each sector together, the long-term wind data at the target wind plant site
can be obtained. The predicted long-term wind data quality is usually evaluated
using the performance metrics. ANNs are used to correlate and predict wind con-
ditions because of their ability to recognize patterns in noisy or complex data. A
neural network contains an input layer, one or more hidden layers, and an output
layer, being defined the following parameters: input and output connections, num-
ber of neuron layers, the weights, and transfer functions, the interconnection pat-
tern between different neuron layers, the learning process for updating the weights
of the interconnections, and the activation function that converts the input into
outputs. The Levenberg–Marquardt algorithm is usually used for neural network
training.

The index correlation method is a method creating the MCP analysis by means
of monthly averages of the energy yield, disregarding the wind directional distri-
butions [72–77]. Even though this method may seem rather crude and primitive
when comparing to other more advanced MCP methods, which takes the wind veer
into account; this method has the advantages in stability and performance as it may
even succeed in the cases where other MCP methods may fail. This is due to the
fact, that the wind indexes are related directly to WTG energy yield and that the
method allows the production calculation to be completed using actual measured
data before applying the correction. The Wind Index MCP method offers the
opportunity to calculate the wind indexes using real power curves of the wind
turbines. A generic power curve based on a truncated squared wind speed approach
may be chosen. When the wind indexes are calculated, the MCP correction is done
on the estimated WTG energy yield, i.e. by multiplying the production estimated
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with a correction factor based on the difference in the wind index from the short-
term site data to the long-term site estimated data. However, since the power curve
of a WTG is a non-linear function of the wind speed the wind index is typically
modelled using power curve common models. For the power output, calculated for
the target site and the reference to be comparable they must be based on a similar
mean wind speed. This is done by assuming a sector uniform shear that can be
applied so that both concurrent mean wind speeds are set to a fixed user-inferred
wind speed, typically the expected mean wind speed at hub height. The individual
wind speed measurements are thus multiplied with the relevant factor. Full time
series wind speeds are adjusted with the same ratio as the one applied to the
respective concurrent time series. The argument for this operation is that the vari-
ations in wind speed will only be interpreted correctly in terms of wind energy if a
comparable section of the power curve is considered.

As discussed in [4, 9, 14, 72–77], once a regression equation has been condi-
tioned based on the measurement overlap period, the regression parameters can
then be used to derive an extended data record for the site of interest. MCP methods
are generally applied using some sort of regression analysis for each wind direction
sector. An issue of using MCP methods based on wind velocity data from the land
sites, due to the scarcity of offshore wind velocity observations is that most appli-
cations use linear regression which cannot account for observed differences in the
wind speed distribution between the land site and the offshore sites. In [9, 14] was
proposed in such cases to apply wind velocity corrections of the probability distri-
bution functions, e.g. Weibull parameter corrections. In this method, the Weibull
parameters of the short-term data series are modified to characterize longer data
sampling periods. It compares sector-based wind speed distributions at the onshore
and the off-shore sites considering the on-shore long-term time series as represen-
tative of the area of interests. Weibull scale (c) and shape (k) factors are deter-
mined for each of several wind sectors and for the mean values in each point of the
grid, for data sets from overlapping periods. The differences between the two
datasets are expressed in terms of the ratios of Eq. (69). These correction factors are
applied to the Weibull factors estimated for the short-term data sets.

CorrScale ¼ c off‐shoreð Þ
c on‐shoreð Þ , and CorrShape ¼ k off‐shoreð Þ

k on‐shoreð Þ (69)

TheWeibull correction method, as discussed in [9, 14] gave better wind velocity
estimated for both onshore and offshore flow where the wind speeds were
overestimated.

5. Wind energy resources in climate projections

Just as with the other aspects of climate, wind statistics are subject to natural
variability on a wide range of time scales. Like other meteorological parameters,
such as temperature, rainfall, or other climate variables, wind speeds and directions
change on time scales of minutes, hours, months, years, and decades. Future cli-
mate change is expected to alter the spatio-temporal distribution of surface wind
speeds and directions, with impacts on wind-based electricity generation. Long
term trends in wind speeds are difficult to quantify and large historical data sets are
required to accurately capture and describe such variations. This is a more evident
in the case of the offshore wind energy resources. Wind energy resources at any
location vary on a range of time scales, and hence any resource assessment should
address issues of climate variability and change. However, due to scarcity of
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complete datasets offshore, comparisons have generally been performed with the
hypothesis that local wind regimes have not changed during the last 10–20 years.
The assumption validity is questionable, being likely to be regionally variable
[78–81]. Even in the absence of climate non-stationarity, wind energy measurement
sites typically have data periods up to 3 years and hence are not representative of
wind climates over the 20–30 year lifetime of the wind farms. A further
confounding influence is that homogeneous wind speed time series are rarely avail-
able for long periods because many monitoring locations have undergone change in
land use and instrumentation. Accordingly, one can conceptualize the wind
resource assessment as a two-step process: (1) an evaluation of wind resources at
the regional scale to locate promising wind farm sites and (2) a site specific evalu-
ation of wind climatology and vertical profiles of wind and atmospheric turbulence,
in addition to an assessment of historical and possibly future changes due to climate
variability.

In the context of wind energy generation, even small changes in the wind speed
magnitude can have major impacts on the productivity of wind power plants, as the
wind power relationship is directly proportional to the cube of the wind speed.
However, the predictions for the direction and magnitude of these changes hinge
critically on the assessment methods used. Decadal and multi-decadal variability in
wind speed statistics currently introduce an element of risk into the decision pro-
cess for siting new wind power generation facilities. Recent findings from the
atmospheric science community suggest that climate change may introduce an
added risk to this process. Many climate change impact analyses, including those
focused on wind energy, use individual climate models and/or statistical downscal-
ing methods rooted in historical observations. Wind speed and direction vary on
small scales and respond in complex ways to changes in large-scale circulation,
surface energy fluxes, and topography. Thus, whereas multiple climate models
often agree qualitatively on temperature projections, wind estimates are less robust.
The spatial variability of wind and its sensitivity to model structure suggest that
higher resolution models and multi-model comparisons are particularly valuable for
wind energy projections. For long-term planning of wind resources, it is imperative
to analyze historical datasets and establish monitoring at hub-height using meteo-
rological towers and remote sensing. A comprehensive review of climate change
impacts on wind energy is shown in [78–81], discussing the main changes in the
wind resources due to climate evolution, focused on northern Europe, with signif-
icant wind energy installations.

According to the analysis, until the middle of the current century natural
variability will exceed the effect of climate change in the wind energy resources
[78–81]. They conclude that there is no detectable trend in the wind resources that
would impact future planning and development of wind industry in northern
Europe. Pryor et al. (2006) down-scaled winds from ten global climate models at
locations in northern Europe and found no evidence of significant changes in the
21st century wind regime compared to the 20th century. Predicted changes are
found to be small and comparable to the variability associated with different global
climate models. Using another approach, Ren [79] proposed a power-law relation-
ship between global warming and the usable wind energy. The power-law exponent
was calibrated using results from eight global climate models. He found that reduc-
tion of wind power scales with the degree of warming according to method and
estimated that about 4 Celsius degrees increase in the temperatures in mid to high
latitudes would result in up to 12% decrease in wind speeds in northern latitudes.
Ren [79] suggested that an early maximized harvesting is beneficial and should be
carried out. However, more studies are needed to solve all uncertainties in climate
projections of wind resources under various future climate scenarios [4].
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6. Chapter summary

Several factors are influencing the accurate assessment and prediction of wind
energy production. A primary issue is adequate understanding of the effects of wind
variability, atmospheric stability, turbulence and air density variability on the wind
turbine energy production. Non-negligible and quite often significant error is
incurred when the effects of shear, TI, and atmospheric stability on the wind
turbine power performance are ignored, as in the IEC standard, 61400-12-1 (2005).
The standard procedures are valid only for ideal neutral conditions and a small wind
turbine. Besides the dominant cubic dependence of the wind speed on the wind
power density, there are smaller but still important corrections to the air density
that are important to harvesting wind energy at high-elevation sites. Corrections
that account for these factors must be included in the power output estimates, and
more accurate predictions will help alleviate production-consumption imbalances.
These imbalances can also be ameliorated through the use of storage devices. The
field of wind resource assessment is evolving rapidly, responding to the increasingly
stringent requirements of large-scale wind farm projects often involving invest-
ments of several hundred million dollars. Traditional cup anemometry is being
complemented with ultrasonic sensors providing information on all three compo-
nents of the wind velocity vector and enabling a better assessment of turbulence.
Remote sensing devices like sodar and lidar are becoming more popular as turbine
hub heights and rotor diameters increase, often placing the upper edge of the swept
rotor area at heights of 130 m or more. While the traditional, conventional
approaches of measuring the wind speed and direction at a few heights below hub
height and extrapolating based on a logarithmic profile is still very common, the use
of both vertical profiling devices and more accurate modeling tools considering the
full terrain complexity and atmospheric stability is quickly moving into the main-
stream. Measure-correlate-predict (MCP) methods are used to estimate wind
speeds and directions at a target site where wind power is assessed for development.
These methods use two sets of in-data. To begin with a series of measured speeds
and directions from the target site during a period of time (usually one year) is
needed. In addition to this, a reference series from a much longer period needs to be
obtained. On the other hand, the advanced hybrid MCP method uses the recorded
data of multiple reference stations to estimate the long-term wind condition at a
target plant site. Because each reference station has the flexibility to use any of the
available MCP techniques, the multiple reference weather stations were combined
into the hybrid MCP strategy with the best suitable MCP algorithm for each refer-
ence station. Climate projections of wind resources in changing climate are a topic
of a debate in the literature, requiring a thorough investigation of uncertainties and
understanding the complex interaction of atmospheric dynamics. This will contrib-
ute to understanding the extent to which some of the predicted trends are the result
of the weather and climate variability or the result of inadequate physical
parameterizations in global and regional climate models.
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Chapter 9

Nonlinear Control Strategies of an
Autonomous Double Fed
Induction Generator Based Wind
Energy Conversion Systems
Nouha Bouchiba, Souhir Sallem, Mohamed Ben Ali Kammoun,
Larbi Chrifi-Alaoui and Saïd Drid

Abstract

In the last few decades, among the wide range of renewable energy sources,
wind energy is widely used. Variable speed wind energy conversion systems based
on double fed induction generator have a considerable interest mostly in case of
islanded networks and/or isolated applications. In this paper, as a means to supply
remote areas, an investigation of a wind energy conversion system (WECS) based
on a double fed induction generator (DFIG) is carried out. The presence of both
wind turbine aerodynamics and DFIG coupled dynamics causes strong nonlinear-
ities in the studied system. Wind speed and demanded power variations have a
major impact on the quality of the produced energy. In order to control and main-
tain the stator output voltage and frequency at their nominal values (220 V/50 Hz)
under wind speed and load variations, this work presents a study of three kinds of
controllers: PI, Back-Stepping and Sliding Mode controllers. These controllers are
integrated in the studied system and a comparison of their dynamic performances
has been developed. Moreover, in order to ensure the rotor side converter safety on
the one hand and to guarantee an optimal operation of the DFIG on the other hand,
a management strategy is proposed in this work. Simulation results are performed
using Matlab/Simulink environment and show the effectiveness and the accuracy of
each controller compared to others mainly with the presence of wind speed and load
demand variations.

Keywords: wind energy conversion system, double fed induction generator,
PI controller, back-stepping controller, sliding mode controller

1. Introduction

Over the past two decades, one of the most important aspects of our life is
electrical energy [1, 2]. Currently, to supply power for a modern life as well as to
avoid environmental issues originating from fossil fuels exploitations, the produc-
tion of clean energy has become the primary objective of major universal power
producing nations [3, 4]. Solar energy, wind power, biomass and geothermal are the
most useful renewable energy sources [5–7]. Nowadays, wind power has become a
crucial renewable energy source [8–10].
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To convert wind energy into electric power, many kinds of generator concepts
have been used [11, 12]. Previously, the squirrel cage induction generator was
basically used in wind energy conversion system [13]. This technology is well
known in fixed speed applications. Recently, the technology moves towards
variable speed wind energy conversion systems [14].

Thanks to its advantages such as four quadrant power capabilities, variable
speed operation, improved efficiency, decoupled regulation and reduced losses, the
Doubly Fed Induction Generator DFIG has been extensively used in wind energy
conversion systems WECS [1, 12, 15, 16].

In fact, using this concept, the electronic power converters are designed only at 25 to
30% of the generator capacity [12]. Therefore, from an economic point of view, this
technology ismore attractive compared to others (PMSG) [9, 11, 17].Moreover, a study
demonstrates that the DFIG topology presents 50% of the wind powermarket [10, 15].

Instead of DFIG based WECS in grid connected operation mode, a very little
consideration has been paid towards the stand-alone strategy where consumers are
totally disconnected from the distribution network [12]. However, in the last few
decades, the availability of electricity problem in remote areas has created opportu-
nities to exploit renewable energy sources to feed isolated loads [15]. Therefore, the
implementation of stand-alone or isolated power systems can handle the rural
electrification for small or medium power consumers located far from the
distribution grid by providing sustainable and reliable energy supply [10, 15, 18].

Owing to the large extension of the doubly fed induction generator in isolated
power systems as a primary power source generator for handling the electrification
requirements of numerous isolated consumers worldwide, stand-alone wind power
systems based on DFIG have become one of the most promising used technologies
[10, 15]. From this perspective, the modeling and the control of WECS based DFIG
have attracted extensive research efforts [2, 10, 15, 16].

Under variations of wind speed and power demand, the stator output voltage
and frequency are no longer constant [12]. Highly fluctuating and unpredictable
wind generation can have consequences in terms of system stability and robustness
[19]. In fact, the DFIG based on WECS has strong nonlinearities [20] and the
stability of power system is confronted to new challenges [21]. Many kinds of
control strategies are studied and developed in literature [3, 5, 8, 10, 15].

In [8], the vector control strategy is used for the purpose of control both the
active and reactive powers. In fact, to ensure the optimal operation mode, a strategy
based on Adaptive fuzzy gain scheduling of the PI controller is developed.

In [10], the application of the DFIG for an isolated wind power system is
examined to supply the remote area using Double-fed Induction Generator. The
objective of this study is to supply different loads such as balanced, unbalanced and
nonlinear loads. This study investigates the application stator/load side converter
for load harmonics mitigation in the studied system. The shunt active power filter
function is added to the convention control scheme of the load/stator-front voltage
source converter so as to improve load harmonics. A simple technique for rotor side
converter is invested to regulate Voltage and Frequency at stator/load terminals.

In [15], authors developed a speed-sensor less control strategy for a stand-alone
doubly fed induction generator supplying energy to an isolated load. This technique
is based on the root mean square (rms) detection. This developed direct voltage
control method is applicable for not only the balanced and unbalanced load but also
for standalone and grid connected mode. The control of load side converter is
beyond the scope of this paper and only a diode rectifier is used for the purpose.

In [18], using fuzzy PI controller, the authors have described a control strategy
for variable speed wind turbine based on DFIG. The main goal of this work is to
analyze, apply and compare two kinds of controllers such as classical and Fuzzy PI.
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In [19], a technique of terminal voltage build-up and the control of a stand-alone
WECS based on DFIG is described. This technique is based mainly on the pitch
control of the wind turbine. The active and reactive output powers are controlled
and maintained equal to their reference values under sudden perturbations of wind
speed and/or load variations.

In this chapter, an improved structure of a variable speed stand-alone WECS
based on DFIG is proposed. In this context, a general model of the wind turbine is
displayed. A detailed analysis of the autonomous DFIG for transient stability analy-
sis is performed. The main goal of the present work is to control the stator outputs
voltage and frequency as well as to maintain them within permissible operational
limits (220 V/50 Hz) under wind speed and load demand variations on the one hand
and to ensure the rotor side converter security on the other hand. Accordingly, to
achieve these purposes, three types of controllers have been explored, modeled and
integrated into the global system: The classical PI controller, a Back-Stepping and a
Sliding mode controller. Besides, a management strategy is suggested to guarantee
the rotor side power under 30% of the DFIG nominal power. The implementation of
the overall system and different controller designs with the management strategy is
achieved using Matlab/Simulink environment. In fact, simulation performances
analysis of the stand-alone DFIG based WECS using the classical PI controller,
back-stepping and sliding mode controllers are exhibited and discussed. A compar-
ison between different controller process performances under sudden variation of
load and wind speed disturbances is presented.

The remaining parts of this paper are organized as follows. Section 2 depicts
different system component models. Section 3 describes various controller designs.
Section 4 highlights the controllers management strategy. Section 5 demonstrates
and compares simulation results of used controllers. Finally, Section 6 presents
some drawn conclusions.

2. System modeling

The simplified schematic of the studied system is shown in Figure 1. It consists
of a stand-alone double fed induction generator driven by a variable speed wind
turbine through a gearbox. The stator of the machine is directly connected to an
isolated three phase resistive inductive load (RLp,LLp). In fact, in order to make the
stator outputs voltage and frequency independent from the load demand changes as
well as the rotational speed variations, the rotor of the machine is supplied through
a rotor side controller followed by a rotor side converter. The modeling of different
components is presented and explained subsequently.

Figure 1.
Block diagram of the autonomous WECS based on DFIG.
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2.1 Wind turbine model

The wind turbine aerodynamic modeling can be determined based on the power
speed characteristics [12]. The mathematical expression of the mechanical power
from wind turbine to the aerodynamic rotor is set forward (Eq. (1)).

Pm ¼ 1
2
ρ R Cp λ, βð ÞV3 (1)

The power coefficient can be expressed in terms of the tip speed ratio and the
pitch angle as follows (Eq. (2)):

Cp λ, βð Þ ¼ C1
C2

λi
�C3β�C4

� �
e
�C5
λi þ C6λi (2)

Where the power coefficients are C1 = 0.5176, C2 = 116, C3 = 0.4, C4 = 5, C5 = 21,
C6 = 0.0068 [12].

λi can be expressed by the following equation (Eq. (3)):

1
λi
¼ 1

λþ 0:08β
� 0:035
β3 þ 1

(3)

The tip speed ratio is given by (Eq. (4)):

λ ¼ RΩt

V
(4)

The aerodynamic torque, the generator torque and mechanical speed appearing
on the shaft of the generator [11, 12] are represented respectively by (Eq. (5)–(7)).

Caer ¼ Pm

Ωt
(5)

Cm ¼ Caer

G
(6)

Ωt ¼ Ωmec

G
(7)

In fact, the power of the used generator is low, the use of the pitch control can
increase the cost of the whole system. Therefore, in this work, the pitch control does

Figure 2.
Power coefficient for a pitch angle β ¼ 0.
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not prove to be a relevant solution to achieve our purpose and consequently, the
pitch angle is maintained fixed (β ¼ 0), which is a valid hypothesis for low and
medium wind speeds [9]. Figure 2 illustrates the power coefficient Cp variation
versus the tip speed ratio λ for a specific chosen value of the pitch angle β ¼ 0.

2.2 Standalone DFIG model

In this section, we attempt to analyze properly the DFIG in autonomous mode.
The modeling of the three phase DFIG is carried out in a (d, q) reference frame.
Using the generator convention, the Park model of the DFIG describing the func-
tioning of this machine [22] in both stator and rotor side is given below respectively
(Eqs. (8) and (9)):

d
dt

ψ sd ¼ �RsIsd � Vsd þ ω1ψ sq

d
dt

ψ sq ¼ �RsIsq � Vsq � ω1ψ sd

8>><
>>:

(8)

d
dt

ψrd ¼ �RrIrd þVrd þ ω2ψrq

d
dt

ψrq ¼ �RrIrq þVrq � ω2ψrd

8>><
>>:

(9)

As the d and q axis are magnetically decoupled, stator and rotor machine flux are
expressed as (Eqs. (10) and (11)):

ψsd ¼ LsIsd þMIrd

ψ sq ¼ LsIsq þMIrq

(
(10)

ψrd ¼ LrIrd þMIsd

ψrq ¼ LrIrq þMIsq

(
(11)

While functioning as a generator, the electromagnetic torque produced by the
DFIG can be represented in terms of stator and rotor currents and flux as follows
(Eq. (12)):

Cem ¼ 3
2
p
M
Ls

Irdψsq � Irqψ sd

� �
(12)

Neglecting the machine viscous friction phenomenon, the electromechanical
equation is given by (Eq. (13)):

dwr

dt
¼ p

J
Cm �Cemð Þ (13)

2.3 Load model

In stand-alone technology of DFIG based WECS, the stator of the machine is not
connected to the grid but supplies an isolated load. Different kinds and values of
loads can be connected to the stator terminals. The connected load is detected
RLP,LLPð Þ in the following work. This couple RLP,LLPð Þ depends mainly on load
demand power percentage noted LPd [12]. Based on LPd, the connecting load can be
computed using the following equations (Eq. (14) and (15)).
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RLP ¼ 3V2
1n

LPd:P1n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ tgφ2ð Þp (14)

LLP ¼ RLPtgφ
ω1n

(15)

Where P1n, V1n, and w1n represent respectively nominal power, voltage and
pulsation of the machine.

Electrical equations on the stator side can be rewritten as follows (Eq. (16)) [12]:

Vsd ¼ RLPisd þ LLP
d
dt

isd � ω1LLPisq

Vsq ¼ RLPisq þ LLP
d
dt

isq þ ω1LLPisd

8>><
>>:

(16)

2.4 Converter model

For the considered power schema shown in Figure 1, the voltages across a, b, c
rotor weddings of the DFIG are constructed as follows (Eq. (17)) [17].

Van

Vbn

Vcn

2
64

3
75 ¼ Vdc

3

2 �1 �1
�1 2 �1
�1 �1 2

2
64

3
75

f 1
f 2
f 3

2
64

3
75 (17)

Where f 1, f 2 and f 3 represent the control signals and Vdc is the DC-link voltage
referring to [17].

3. Controllers synthesis

The target of the proposed DFIG based WECS control is to keep the stator
voltage amplitude and frequency constant and equal to their nominal values namely
220 V and 50Hz versus the load variations and wind speed fluctuations. Accord-
ingly, the integration of a controller inside the studied system seems crucial. A few
technologies about voltage and frequency control in an autonomous system based
on DFIG are studied in literature [15]. However, in terms of complexity, these
techniques exhibit many disadvantages in practice. In this work, we attempt to
explore three types of controllers. In a first step, the implementation of the classical
PI control technique is presented. Then, thanks to its advantages, the Back-Stepping
controller is modeled and integrated into the system. Finally, a new technique of
control is studied known as Sliding Mode controller.

In addition, the synthesis of different control strategies is based on choosing a
synchronously dq reference frame with the stator voltage that is oriented with the d
axis [23]. Consequently, we can formulate (Eq. (18)):

Vsd ¼ 0
Vsq ¼ Vs

(
(18)

3.1 PI controller parameters calculation

In order to ensure the convergence conditions of the proposed system and to
obtain good responses, PI controller parameters should be chosen properly. This
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section describes a simple method for PI parameters computing. In general, the
control diagram is presented as shown in Figure 3.

Where H sð Þ represents the transfer function of the system which is given by
(Eq. (19)):

H sð Þ ¼ Kb0

1þ Tb0s
(19)

Kp and Ki are the PI controller parameters for proportional and integral actions
respectively. These parameters are computed based on DFIG parameters so as to
ensure quick and convergent response of the DFIG based WECS subsystems. Ki is
determined using the pole compensation method and Kp is deduced so as to ensure
a fast response of the DFIG subsystems.

3.2 PI controller design

The main principle of the PI control topology is to control and regulate different
physical parameters of the system using closed loops control. In this context, while
applying this controller, in order to obtain the final control signals (Urd and Urq), two
control loops are required. The computing of reference rotor currents (Ird and Irq) is
carried out in a first step based on the calculation of the difference between reference
and measured value of stator voltage (Usd and Usq). Calculating the output rotor
voltages is performed in a second step by minimizing the error between reference and
measured rotor currents already calculated in the first step. Therefore, stator and
rotor voltages can be reformulated as follows (Eq. (20) and (21)):

Vsd ¼ RsIsd þ Ls
dIsd
dt
� ωsLsIsq

� �
þM

dIrd
dt
� ω1MIrq

Vsq ¼ RsIsq þ Ls
dIsq
dt
þ ωsLsIsd

� �
þM

dIrq
dt
þ ω1MIrd

8>>><
>>>:

(20)

Vrd ¼ RrIrd þ Lr
dIrd
dt
þM

dIsd
dt
� ω2LrIrq � ω2MIsq

Vrq ¼ RrIrq þ Lr
dIrq
dt
þM

dIsq
dt
þ ω2LrIrd þ ω2MIsd

8>><
>>:

(21)

The orientation of stator voltages with the d axis leads to (Eq. (22)):

0 ¼ RsIsd þ Ls
dIsd
dt
þM

dIrd
dt
� ω1LsIsq � ω1MIrq

Vs ¼ RsIsq þ Ls
dIsq
dt
þM

dIrq
dt
þ ω1LsIsd þ ω1MIrd

8>><
>>:

(22)

Figure 3.
The control diagram.
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Departing from these equations and omitting coupling terms, reference rotor
currents can be expressed in terms of stator voltages.

Moreover, referring to (Eq. (22)), the first derivative of the stator current can be
written as (Eq. (23)):

dIsd
dt
¼ 1

Ls
�RsIsd �M

dIrd
dt
þ ω1LsIsq þ ω1MIrq

� �

dIsq
dt
¼ 1

Ls
Vs � RsIsq �M

dIrq
dt
� ω1LsIsd � ω1MIrd

� �

8>>><
>>>:

(23)

Referring to (Eq. (21)) and (Eq. (23)), reference rotor voltages are given as
(Eq. (24)):

Vrd ¼ RrIrd � ω2LrIrq � ω2MIsq þ Lr
dIrd
dt
þM

Ls
Ld

Vrq ¼ RrIrq þ ω2LrIrd þ ω2MIsd þ Lr
dIrq
dt
þM

Ls
Lq

8>>><
>>>:

(24)

Where

Ld ¼ �RsIsd �M
dIrd
dt
þ ω1LsIsq þ ω1MIrq

� �

Lq ¼ Vs � RsIsq �M
dIrq
dt
� ω1LsIsd � ω1MIrd

� �

8>>><
>>>:

(Eq. (24)) can be rewritten as follows:

Vrd ¼ RrIrd þ Lr �M2

Ls

� �
dIrd
dt

� �
þ Td

Vrq ¼ RrIrq þ Lr �M2

Ls

� �
dIrq
dt

� �
þ Tq

8>>>><
>>>>:

(25)

Where

Td ¼ � ω2Lr �M2

Ls
ω1

� �
Irq �M ω2 � ω1ð ÞIsq � RsM

Ls
Isd

Tq ¼ ω2Lr �M2

Ls
ω1

� �
Ird þM ω2 � ω1ð ÞIsd � RsM

Ls
Isq þM

Ls
Vs

8>>>><
>>>>:

3.3 Backstepping controller design

In this paper, we aim at improving performances of the studied system. In this
context, in order to answer this need and to respond to our objective, we are
basically interested in developing control strategies resting on linearization of the
autonomous WECS based DFIG.

With the presence of many kinds of uncertainties, the back-stepping controller
is able to linearize effectively a nonlinear system. In fact, during stabilization,
unlike other techniques of linearization, this control technique has the flexibility to
keep useful nonlinearities [23].
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The stabilization of the virtual control state stands for the main purpose of the
Backstepping controller. Therefore, this control strategy rests on the stabilization of
a variable error by selecting carefully the suitable control inputs which are obtained
from the analysis of Lyapunov function [24, 25].

In order to regulate effectively the output reference rotor voltages, the reference
rotor currents are obtained based on a PI controller. Then, the rotor voltages are
obtained by using a back-stepping controller.

Indeed, the first step of the Backstepping control is meant to identify the
tracking errors by Eq. (26).

e1 ¼ I ∗rd � Ird

e2 ¼ I ∗rq � Irq

(
(26)

Tracking errors first derivative can be written as Eq. (27):

_e1 ¼ _I
∗
rd � _Ird

_e2 ¼ _I
∗
rq � _Irq

8<
: (27)

The derivative of the rotor currents can be obtained referring to Eq. (24) and can
be written as follows (Eq. (28)):

dIrd
dt
¼ Vrd

Lr
� Rr

Lr
Ird �M

Lr

dIsd
dt
þ ω2Irq þ ω2

M
Lr

Isq

dIrq
dt
¼ Vrq

Lr
� Rr

Lr
Irq �M

Lr

dIsq
dt
� ω2Ird � ω2

M
Lr

Isd

8>>>><
>>>>:

(28)

To ensure the convergence and the stability of the system, the Lyapunov func-
tion is chosen to be a quadratic function (defined as a positive function) and is
given by Eq. (29).

V1 ¼ 1
2
e21 þ

1
2
e22 (29)

The expression of Lyapunov derivative function is defined as negative function
and it is expressed as follows (Eq. (30)).

_V1 ¼ �K1e21 � K2e22 (30)

Eq. (29) can be rewritten as:

_V1 ¼ e1 _e1 þ e2 _e2 (31)

In order to guarantee a stable tracking, the Back-stepping gain coefficients K1
and K2 need to be positive [25].

Referring to Eqs. (30) and (31), it can be concluded that (Eq. (32)):

e1 _e1 ¼ �K1e21
e2 _e2 ¼ �K2e22

(
(32)
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Consequently, we can obtain (Eq. 33):

�K1e1 ¼ _I
∗
rd � _Ird

�K2e2 ¼ _I
∗
rq � _Irq

8><
>:

(33)

Based on Eqs. (28) and (33), we can obtain (Eq. (34)):

�K1e1 ¼ _I
∗
rd �

Vrd

Lr
þ Rr

Lr
Ird þM

Lr

dIsd
dt
� ω2Irq � ω2

M
Lr

Isq

�K2e2 ¼ _I
∗
rq �

Vrq

Lr
þ Rr

Lr
Irq þM

Lr

dIsq
dt
þ ω2Ird þ ω2

M
Lr

Isd

8>>>><
>>>>:

(34)

Finally, the rotor control voltages are given by (Eq. (35)):

Vrd ¼ Lr K1e1 þ _I
∗
rd þ

Rr

Lr
Ird þM

Lr

dIsd
dt
� ω2Irq � ω2

M
Lr

Isq

� �

Vrq ¼ Lr K2e2 þ _I
∗
rq þ

Rr

Lr
Irq þM

Lr

dIsq
dt
þ ω2Ird þ ω2

M
Lr

Isd

� �

8>>>><
>>>>:

(35)

3.4 Sliding mode controller design

Thanks to its advantages such as the simplicity of the implementation, the
stability and the insensitivity to external disturbances, the sliding mode controller is
a widely used strategy [26]. Similar to the back-stepping controller, the aim of this
strategy is to stabilize a chosen virtual control state. It rests on the stabilization of a
variable error, defined as a sliding surface, by selecting the suitable control inputs.
In fact, the output control parameters are obtained by the determination of two
components: Ueq and UN as given in Eq. (36).

In this section, a detailed analysis of this controller is presented in order to
obtain the control output rotor voltages which regulate the output voltage and
frequency of the system and maintain them constant no matter which external
disturbances occur.

Vrd ¼ Veq
rd þVN

rd

Vrq ¼ Veq
rq þVN

rq

8><
>:

(36)

In our research, the sliding surface is chosen as follows (Eq. (37)):

S1 ¼ I ∗rd � Ird

S2 ¼ I ∗rq � Irq

8<
: (37)

The derivative of sliding surfaces is given by (Eq. (38)):

_S1 ¼ _I
∗
rd � _Ird

_S2 ¼ _I
∗
rq � _Irq

8><
>:

(38)
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Based on Eq. (28), Eq. (38) can be rewritten as follows (Eq. (39)):

_S1 ¼ _I
∗
rd �

Vrd

Lr
þ Rr

Lr
Ird þM

Lr

dIsd
dt
� ω2Irq � ω2

M
Lr

Isq

_S2 ¼ _I
∗
rq �

Vrq

Lr
þ Rr

Lr
Irq þM

Lr

dIsq
dt
þ ω2Ird þ ω2

M
Lr

Isd

8>>><
>>>:

(39)

In a first step, and during the sliding mode, in order to compute the first part of
the control signal, we can set forward these hypotheses (Eq. (40)):

S ¼ 0

_S ¼ 0

VN
rd ¼ 0

VN
rq ¼ 0

8>>>>>><
>>>>>>:

(40)

Subsequently, equivalent voltage expressions are formulated as follows (Eq. (41)):

Veq
rd ¼ Lr _I

∗
rd þ

Rr

Lr
Ird þM

Lr

dIsd
dt
� ω2Irq � ω2

M
Lr

Isq

� �

Veq
rq ¼ Lr _I

∗
rq þ

Rr

Lr
Irq þM

Lr

dIsq
dt
þ ω2Ird þ ω2

M
Lr

Isd

� �

8>>><
>>>:

(41)

In a second step, during the convergence mode, to ensure the condition S _S<0,
we can suppose that (Eq. (42)):

VN
rd ¼ K1 sign S1ð Þ

VN
rq ¼ K2sign S2ð Þ

8<
: (42)

To guarantee a stable tracking, K1 and K2 are chosen positive constants [27].

4. Controllers management strategy

With the rapid progress of control topologies, various nonlinear control strate-
gies such as Backstepping and sliding mode controllers whetted the interest of many
researchers who attempted to develop and further enhance them. These algorithms
succeeded to improve different performances of the studied system, but they
remain unable to ensure optimal and safe operation of the rotor side converter. In
general, the rotor side converter integrated in a DFIG based WECS is estimated at
30% of the machine nominal power which presents the main advantage of the DFIG
use [12]. However, with the presence of load demand power variations and wind
speed fluctuations, the rotor demanded power may exceed 30% of the DFIG nom-
inal power. Hence, to ensure a safe functioning of the RSC and to guarantee an
optimal operation mode of the DFIG, a management strategy is proposed. The wind
energy can be then used effectively in order to satisfy the demand of the connected
load on the one hand and to ensure security of the DFIG rotor side converter with
an optimal operation on the other hand.

Based on the captured wind velocity and the load demanded power, the pro-
posed management algorithm computes and specifies secure operation boundaries
(0:7 ω1n ≤ωr ≤ 1:3 ω1n).
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Thus, in order to obtain nominal stator output voltage and frequency
(V ¼ 220V,F ¼ 50H), both rotor voltage and frequency change with every
detected change in load demand power (Eq. (43)) to maintain a constant electro-
magnetic torque (Eq. (44)). As it is shown in (Eq. (43)), the rotor voltage depends
mainly on the load impedance whereas, the rotor pulsation depends basically on the
rotational speed of the machine.

Vr ¼ j
ω1M

:
Z:ZsT

Zch
Vs

ω2 ¼ ω1 � ωr

8<
: (43)

Ce ¼ 3
2
p
V

2
s

ω1
Imag j

ZsT

Zch
2

 !
(44)

where ZLP ¼ RLP þ jω1LLP, Zr ¼ Rr þ jω2Lr, ZsT ¼ Rs þ RLPð Þ þ jω1 Ls þ LLPð Þ
and Z ¼ Zr þ ω1ω2M2

ZsT
.

The proposed algorithm can be summarized by the flowchart displayed in Figure 4.
The handling of the algorithm detailed in Figure 4 allows us towards the end to

obtain the speed range for every connected load.Within this framework, themain idea
of the developed strategy is to detect first the load demanded power. Based on the wind
turbine parameters, the connected load value and the rotor speed limits (wr ¼ 0:7wn
andwr ¼ 1:3wn), the wind speed limits are calculated (Vmin andVmax). Otherwise, if
the detectedwind speed does not respect the given algorithm boundaries, the DFIG has
to disconnect from the load unless the wind speed respects computed limits.

5. Simulation results and discussion

In order to analyze the system modeling, to check performances of the studied
controllers and to compare the system responses using each control strategy, the

Figure 4.
Management strategy flowchart.
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proposed stand-alone wind energy conversion system based on doubly fed induc-
tion generator is implemented and tested using Matlab/Simulink environment.

The studied system rests on a wind turbine, a doubly fed induction generator
and a three-phase isolated load. The DFIG parameters are obtained experimentally
in the LTI, Cuffies-Soissons, France laboratory. They are exhibited in Table 1 [28].

To satisfy the convergence conditions of the proposed system, parameters of PI
controller, Backstepping and Sliding mode controllers are selected properly.

In this paper, our intrinsic purpose is to maintain constant output stator voltage
and frequency under sudden variations of wind speed and load demand. Therefore,
a selected profile of wind speed deduced from the proposed management strategy
and load demand is applied to the system. These profiles are chosen properly in
such a way that rotor side power is limited under 30% of DFIG nominal power so as
to ensure the safety of the rotor side converter.

In fact, to analyze the system performances, a comparison between the three
proposed strategies of control is carried out. A set of different simulation tests have
been performed and carried out for 20 seconds.

The profile of wind speed profile is presented in Figure 5. To check the perfor-
mance of the proposed model, different sudden variations are applied to the system.
The wind speed varies from 7m=s to 15:3 m=s. For 15≤ t≤ 20s, the wind velocity
increases to attend 15:3 m=s. At this moment, for safety reasons, the management
and control strategy reacts in such a way it disconnects the DFIG from the load.

Figure 6 represents the demand of the isolated load. The demanded power of
the load presents many variations. For 0≤ t≤ 5s, the demand of the connected load
is equal to the nominal power Pn. At t ¼ 5s, the demand of the load decreases and
becomes 0:8Pn. However, at ¼ 10s, an increase in the demanded power from 0:7Pn
to 1:2Pn is recorded. For 15≤ t≤ 20s, when the wind speed increases suddenly, the
load is totally disconnected from the DFIG and the power transmitted to the iso-
lated load becomes equal to zero.

To interpret properly the different results, to demonstrate the load and the wind
speed variation effects on the system response and to show the response of each
controller, two zooms are chosen to be presented in different figures. A zoom noted
(a) is performed at t ¼ 5s to show the effect of the load demanded power variation.
Moreover, at t ¼ 15s a zoom noted (b) is stated in different figures in order to

Rs(Ω) Rr(Ω) Ls(H) Lr(H) M(H) P(KW)

4.9 4 0.24 0.24 0.2 1.5

Table 1.
DFIG parameters.

Figure 5.
Wind speed profile.
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demonstrate the effectiveness of the management strategy when the wind speed
does not abide by computed limits.

Figure 7 plots the output stator voltages (Usd and Usq). We notice that the stator
voltage is maintained constant in case of load demand variations (at t ¼ 5s and t ¼
10 s) and even when a wind speed fluctuation is detected (at t ¼ 15s).

Figure 8 describes the rotor voltages (Urd and Urq) which correspond to the
control signals of the system. In each detected variation in load impedance and wind
speed, controllers react by controlling rotor voltages which vary in order to maintain
constant output voltage and frequency. For example, at t ¼ 5s, the load demanded
power changes. So, the direct rotor voltage (Urd) decreases and the quadratic rotor
voltage (Urq) increases instantaneously to regulate the stator outputs. In fact, when
the load demand varies at t ¼ 10s, the control system reacts to obtain the same results

Figure 6.
Load demand variations.

Figure 7.
The stator output voltages responses using the PI controller, the Backstepping controller and the Sliding mode
controller. Two zooms are done at t = 5 s noted (a) and at t = 15 s noted (b) to see the advantages and
disadvantages of each controller.

174

Entropy and Exergy in Renewable Energy



in stator side. Furthermore, at t ¼ 0:1s, in both Figures 7 and 8, we detect the
existence of a transient regime uniquely in case a PI controller is used. At this starting
time, some picks are presented. However, the response of the backstepping and the
sliding mode controllers are smoother and more flexible. Thus, while comparing the
response of the backstepping and the sliding mode controllers, it is obviously visible
in Figures 7 and 8 that the steady state regime is reached faster when the
backstepping controller is used. In both Figures 7 and 8, the presence of two zooms
(a and b) permits to check the performances of the studied system, to judge the
response of each controller and to select the best one. Departing from those figures
(Figures 7(a) and (b) and 8(a) and (b)), in case of implementing a PI controller, we
notice the presence of overshoot in stator and rotor output voltages. Thus, the
robustness of the backstepping and sliding mode controllers is demonstrated.

Figure 9 highlights the evolution of the stator pulsation w1, the rotor pulsation
w2 and the electric angular speed of the DFIG wr. We infer that w2 and wr vary
inversely to keep a constant stator pulsation and constant output frequency accord-
ingly. Thus, the variation of the wind speed affects the rotor pulsation and the
electric angular speed which is a normal process.

The stator output currents are displayed in Figure 10. It is deduced that when
the power demanded by the load changes, the stator currents change in order to
satisfy the demand of the load. Moreover, in zone (b), the wind speed increases and
reaches 15:3 m=s. Therefore, for security reasons, the management strategy reacts to
disconnect the DFIG from the load and subsequently, the power supplied to the
load becomes equal to zero. At this moment, the stator currents increase and
become equal to zero. However, the controller operates properly, and the stator
voltage remains equal to the nominal value 220 V and remains ready for the next
coupling of the DFIG and the load.

Figure 8.
The rotor output voltages responses using the PI controller, the Backstepping controller and the Sliding mode
controller. Two zooms are done at t=5 s noted (a) and at t=15 s noted (b) to see the advantages and
disadvantages of each controller.
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A scrutiny of Figures 8–10 reveals that, by comparing these three strategies, the
results obtained by using the Backstepping and the sliding mode controllers are
faster and more flexible than these obtained by using the PI control topology.

In order to evaluate developed control strategy performances for each load
and wind speed variations, the RMSE (Root-Mean-Square Error) is calculated as
follows:

Figure 9.
Machine pulsations.

Figure 10.
The stator output currents responses using the PI controller, the Backstepping controller and the Sliding mode
controller. Two zooms are done at t=5 s noted (a) and at t=15 s noted (b) to see the advantages and
disadvantages of each controller.
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RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1 xi � xið Þ2
r

(45)

Where N is the number of obtained points, xi is the estimated value, xi is the
observed value.

Tables 2–4 sum up the RMSE of different algorithms for the same conditions
(wind speed and load variations). As noticed, in each table, the RMSE of the Sliding
mode controller is the smallest value. As a matter of fact, the different results
obtained by this controller are close to the desired results which confirms the
effectiveness of the sliding mode algorithm compared to others.

6. Conclusion

The modeling and analysis of the isolated DFIG based on WECS have been
presented. The main purpose of this chapter is on the one hand to regulate the
output voltage and frequency, to maintain them constant and equal to their nominal
values (220 V, 50 Hz) under wind speed fluctuations and load demand variations
and on the other hand to guarantee a safe operation mode of the rotor side converter
through limiting the rotor side power by around 30% of the machine power.
Therefore, three different system control strategies are proposed and examined.
Compared to the PI controller, a stable operation of the whole system is obtained
with the application of back-stepping and sliding mode controllers. However, the
Sliding mode controller presents more precision and its responses are much faster
than the Backstepping controller. Thus, the system performances such as precision,

Method RMSE (Vsd) RMSE (Vsq)

PI Controller 0.78 1.07

Backstepping Controller 0.45 0.32

Sliding mode Controller 0.11 0.09

Table 2.
Vsd and Vsq curves errors (Time ¼ 0s� 5s½ �).

Method RMSE (Vsd) RMSE (Vsq)

PI Controller 0.64 0.87

Backstepping Controller 0.38 0.24

Sliding mode Controller 0.08 0.07

Table 3.
Vsd and Vsq curves errors (Time ¼ 5s� 10s½ �).

Method RMSE (Vsd) RMSE (Vsq)

PI Controller 0.85 1.2

Backstepping Controller 0.55 0.36

Sliding mode Controller 0.13 0.11

Table 4.
Vsd and Vsq curves errors (Time ¼ 10s� 15s½ �).
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stability, rapidity are improved. Analysis and simulation results prove the accuracy
as well as the effectiveness of both the Back-stepping and sliding mode control
strategies compared to classic control strategy.
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Nomenclature

Rs resistance of a stator phase
Ls stator inductance
ψ s stator flux
Is stator current
Vs stator voltage
w1 electric stator angular speed
wr electric angular speed of the DFIG
R R is the turbine radius
V wind speed
Rr resistance of a rotor phase
Lr rotor inductance
ψ r rotor flux
Ir rotor current
Vr rotor voltage
w2 electric rotor angular speed
M maximum coefficient of mutual induction
ρ air density
G gain of the gearbox
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Chapter 10

Vertical Axis Wind Turbine
Design and Installation at
Chicamocha Canyon
Luis-Fernando Garcia-Rodriguez, Juan Diego Rosero Ariza,
Jorge Luis Chacón Velazco and Julian Ernesto Jaramillo Ibarra

Abstract

The use of vertical axis wind turbines (VAWT) in Colombia could tackle the
energy distribution difficulties as large parts of the territory are not connected to
the electrical grid. The present chapter explains how to design and select an accu-
rate VAWT for a mountain site, (the Chicamocha’s canyon) by characterizing the
wind energy potential, selecting the appropriate blade’s airfoil, and design its
corresponding blades to obtain an accurate VAWT performance. This methodology
can be used to design and allocate a VAWT for residential use, as it tackles the
critical point on wind energy design and selection. It is found feasible the use of
wind energy at the location where the mean year density power is 485 [W/m2], and
the DU06W200 airfoil is suggested as its aerodynamic efficiency (cl=cd) overcomes
by 14% the commonly used NACA0018. Finally, straight blades are recommended
to overcome the inertial effects of the low wind velocity at the location.

Keywords: VAWT, Colombia, wind, energy, turbine

1. Introduction

There is a need of developing wind energy solutions capable to adapt fluctuating
flow resources to have a diversified energy portfolio for the energy demand in
Colombia [1]. The Chicamocha’s canyon topography does not allow a stable electri-
cal grid, which difficulties the incentives for tourism and commodities at the loca-
tion, and the local community needs a sustainable source of energy that does not
impact the environment. Therefore, this work assembles the feasibility for installing
Vertical Axis Wind Turbines (VAWT) along with an optimal design.

The performance of a VAWT relies principally on its airfoil and blades, which
generate lift and drag forces that take advantage of the wind kinetic energy to
produce torque at the shaft of the turbine. The airfoil design and selection is an
important task that depends on three main topics: wind flow conditions, airfoil
shape, and modeling. The Darrieus VAWT blades design are based on lift
aerodynamic forces and commonly use the commercial NACA0018 airfoil, and its
performance varies according to the wind velocities [2]. Claessens [3] developed
the DU06W200 airfoil for VAWT turbines, which overcomes the aerodynamic
performance of the NACA0018 under high wind velocities than the calculated at
Chicamocha’s Canyon nature. Yarusevych and Boutilier [4] analyses a similar
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Reynolds number but only one angle of attack is analyzed. Therefore, Garcia
Rodriguez et al. [1] complements previous studies by increasing the range of
Reynolds numbers analyzed for the DU06W200 airfoil, providing further informa-
tion about the aerodynamic global coefficients and analyzing the performance of
both airfoils under different attack angles.

In addition, different geometrical factors related to Power Coefficient Cp
� �

and
VAWT turbine design is presented. These parameters vary depending on the wind
characteristics of the region where the turbine is installed, therefore its analysis is
fundamental to determine the VAWT performance. The 3D analysis performed
allows an accurate VAWT dimensions distribution, correlates literature wind
speeds (between 4 and 7 m/s) works with the Chicamocha Canyon region. Finally,
different the influence of the VAWT turbine blades design is analyzed, by charac-
terizing the Savonius rotor, Troposkien design, straight blades helical blades,
observing the advantages and disadvantages of each type for the conditions of the
region in question.

2. Chicamocha’s canyon wind energy characterization

The Chicamocha’s canyon national park, known as “PANACHI”, monitor con-
stantly the wind velocity at the canyon to control the cableway safety installed at
the location. The administration of the park provided to [1] research the historical
data from the year 2009 up to 2012. The wind velocity magnitude is characterized at
three different locations: the two highest points of the location (“Mesa de Los
Santos” and “PANACHI”) and the river point.

The wind energy potential of the canyon is analyzed by using the mass
conservation principle Eq. (1):

dm
dt
¼ ρ ∗A ∗U (1)

where ρ is the air density, U the velocity and A is the swept area. Then, the wind
energy potential, P, can be expressed as kinetic energy per time unit as Eq. (2):

P
A
¼ 1

2
∗ ρ ∗U3 (2)

Manwell et al. [5] establishes how significant the wind energy potential is at a
selected location (Table 1).

The annual average wind speed and wind power density of the three locations
are shown in Table 2. Garcia Rodriguez et al. [1] concludes that the suitable VAWT
location is at Chicamocha’s river due to its high wind speed, 6.9 m=s½ �, and the
critical point is found at “Mesa de Los Santos” location.

P=A< 100 W=m2 Poor

P=A≈ 400W=m2 Good

P=A> 700 W=m2 Excellent

Table 1.
Wind power potential criterion [5].
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3. VAWT aerodynamics

3.1 Aerodynamic airfoil and blades

An airfoil is identified using its aerodynamic parameters [5] as shown in
Figure 1. The mean curve line is the focus midway points between the upper and
lower surfaces of the airfoil. While the straight line connecting the leading and
trailing edges is called the airfoil chord line, and the distance from the leading edge
to the trailing edge measured along the chord line is known as the aerodynamic
airfoil’s chord (c). Finally, the angle of attack, α, is defined as the angle between the
relative wind (Urel) and the chord [6].

3.2 Lift, drag, and dimensionless parameters

The airflow over an airfoil produces a force distribution on the surface. The flow
velocity increases over the convex surface resulting in lower average pressure on
the “suction” side of the airfoil compared to its concave “pressure” side. Meanwhile,
the viscous friction between the air and the surface of the airfoil slows the airflow to
a certain point near the surface [6].

There are three forces of vital importance for aerodynamic analysis as seen in
Figure 2, which are:

• The lifting force goes in the perpendicular direction to the incident airflow.
The lift force is a consequence of the pressure differential generated between
the upper and lower surfaces of the airfoil.

• Drag force is the tangential component and occurs due to friction forces on the
surface of the airfoil

Place Annual average
wind speed [m/s]

Standard deviation Annual average wind
power density [W/m2]

“Mesa de los santos” 5.9 0.736 306.188

Chicamocha’s River 6.9 1.084 485.115

“PANACHI” 4.3 0.536 86.643

Table 2.
Wind power potential at Chicamocha’s canyon [1].

Figure 1.
Aerodynamics nomenclature [5].
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• Pitch moment is defined around a perpendicular axis to the cross-section of the
airfoil.

• Lift and drag coefficients: The lift and drag forces (per unit length of the blade)
are usually expressed as a function of two coefficients CL and CD in Eq. (3)
and Eq. (4) respectively.

CL ¼ L=l
1
2 ρU

2c
(3)

CD ¼ D=l
1
2 ρU

2c
(4)

where c is the chord of the blade. The lift and drag coefficients are expressed as a
function of the angle of attack (γ). Figure 3 shows the typical coefficients of wind
turbine blades. Note that the CL coefficient grows approximately linearly with the
angle of attack, while CD remains at a low value. For angles of attack greater than
13°, CL decreases while CD grows rapidly, and the blades go into loss.

The power output is produced through the lift force generated on the airfoil
surface. As the turbine rotates, the airfoils encounter an incident wind velocity that
is the vector summation of the surrounding flow velocity and the turbine rotation
Figure 4 [8].

Figure 2.
Forces and moments in an aerodynamic section, an angle of attack; c, chord. The direction of positive forces and
moments is indicated by the direction of the arrow [5].

Figure 3.
Coefficients of lift and drag of a blade [7].
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3.3 Reynolds number (Re)

Defines the characteristics of flow conditions Eq. (5):

Re ¼ UL
v
¼ ρUL

μ
¼ Inercial Force

Viscous Force
(5)

where μ is the fluid viscosity, U and L are the velocity and length that charac-
terize the flow scale. These can be the inflow velocity of the flow, Uwind and the
chord length of an airfoil. In addition to the Reynolds number of the flow
conditions, the Reynolds number based on the chord c is also important.

Brusca et al. [9], defined the Reynolds number based on the chord (Rec), and can
be expressed as follow the Eq. (6)

Re c ¼ cw
v

(6)

where c is the chord, w is the air’s relative velocity to the aerodynamic surface
and v is the air’s kinematic viscosity. The c can be expressed as a function of the
solidity (σ) of the turbine Eq. (7):

c ¼ σCpmax

Nb
R (7)

where σ is the solidity, Cp is the Power Coefficient, Nb is the number of blades
and R is the turbine’s radio. Therefore, Rec is directly proportional to σ and Cp as
follow Eq. (7):

Rec ¼ σCpmaxRw
Nbv

(8)

The Reynolds number strongly influences the power coefficient of a vertical-axis
wind turbine. Furthermore, it changes as the main dimensions of the turbine rotor
change. Increasing rotor diameter rises the Reynolds number of the blade.

3.4 Power coefficient (Cp)

The turbine performance is given by the power coefficient Cp. This coefficient
represents the energy produced by the turbine as part of the total wind energy that

Figure 4.
Vertical axis wind turbine principle of operation. α is the relative angle of attack of the incident flow velocity U
incident, and e is the angle of rotation [8].
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passes through the swept area. Claessens [3], the Cp is represented as follow the
Eq. (9):

Cp ¼ PT

Pwind
¼ PT

1
2 ρV

3A
(9)

where PT are the total energy, ρ is the air’s density, V is the velocity of the wind
and A is the swept area for the turbine. Hansen et al. [10] express PT as it shown the
Eq. (10):

PT ¼M:ω (10)

where M is the instantaneous momentum and ω is the angular velocity. Another
parameter is the instantaneous moment coefficient (Cm) indicating the torque
generated by the blades in the Eq. (11):

Cm ¼ M
1
2 ρV

2AR
(11)

3.5 Solidity and tip speed ratio

The solidity and Tip Speed Ratio of the turbine are directly related with the Cp as
will be seen in this section, therefore, they are crucial in the design of VAWT. With
the correct relation of these, it can obtain the maximum Cp. These parameters are
shown below.

3.5.1 The solidity of the turbine (σ)

The solidity of the turbine (σ) it can see in Eq. (12), is defined as the developed
surface area of all blades divided by the swept area [11].

σ ¼ Nc
R

(12)

σ has a strong influence on VAWT performance. High solidity machines reach
optimum efficiency at a low Tip Speed Ratio (λ) and efficiency drops away quickly
on either side of this optimum [12].

A low solidity results in less total blade area, therefore, the blade is lighter. This
benefits wind turbine performance as higher rotation speeds can be reached [6].

Paraschivoiu [11] establishes that a maximum Cp value rise a pick in a range of σ
between 0.3 and 0.4, and then, it decreases. This peak value is not higher than Cp in
the proposed solidity of 0.2. This statement is closely linked to the result obtained
by [13], which proposes through its computational tool an optimal value of σ
between 0.25 and 0.5.

In Figure 5, it can observe when the solidity is increased from 0.05 to 0.2, the
static torque coefficient will increase by a factor of approximately 4 for an
H-Darrius wind turbine. Therefore, for a high solidity, the turbine has a self-
starting capability, because it has a higher static torque coefficient than the low
solidity turbines [15].

Increasing σ can decrease the negative Cp region (i.e, when the turbine is not
self-starting) and even make the Cp values completely positive for solidity values of
0.6 or more [3]. However, the result of this is very large blades that will increase
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their manufacturing cost, so a balance must be chosen when defining the robustness
of the turbine.

3.6 Tip speed ratio (λ or TSR)

The speed ratio (λ) is a ratio between the tip blade speed (ω.R) and the
freestream wind velocity, and this ratio is defined as following in Eq. (13):

λ ¼ ωR
V

(13)

In Figure 6 it can see a relation between the azimuth angle (ɵ), the angle of
attack (α), and the speed ratio (λ), this relation is as follow in Eq. (14):

α ¼ tan �1
sin θ

λþ cos θ

� �
(14)

Figure 5.
Solidity effect on the static torque coefficient [14].

Figure 6.
Forces and velocities distribution on Darrius rotor airfoil [14].

189

Vertical Axis Wind Turbine Design and Installation at Chicamocha Canyon
DOI: http://dx.doi.org/10.5772/intechopen.99374



Zouzou et al. [16] conclude in his investigation that a variable pitch VAWT has a
major advantage respectively to fixed pitch VAWT in the case of high solidity rotor
where the blade wake is large. That is because the pitch variation of the blade
reduces flow separation and as result, the drag forces are lower. Figure 7 shows the
relationship between the drag force and the λ and the comparison between the fixed
and variable pitch.

The Cp of a VAWT increases with an increase in the λ and reaches a peak, after
which it takes a dip as larger λ are attained. Figure 8 shows the angle of attack (α) is
evaluated at different values of λ. To higher λ the value of α is smaller for a λ = 0.5
and λ = 1.5.

For VAWT λ is lower the common range is (λ = 1; λ = 5), this ranges of λ values
refer to the Wind Turbine peak (Cpmax). Figure 9 shows the performance of main
wind turbines and some possible areas for new designs.

Figure 7.
The drag force of the different wind turbine configurations depends on the specific speed TSR.

Figure 8.
Attack angle variation vs. azimuthal angle for two tip speed ratios of 0.5 and 1.5 at θp = 0° [17].
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The Cp can be expressed in function of the λ and the Cm, replacing and solving
Eq. (12) in (9), the Cp follow the Eq. (15) as follow:

Cp ¼ Cm:R:ω
V

¼ Cm ∗ λ (15)

According to Posa [19] there is a relation between λ and the establishment of the
flow downstream of a VAWT, this is related to the optimal distance between
turbines in wind farm configurations. Establishing the downstream flow of a
VAWT to its far-wake behavior takes a shorter distance at higher λ values.

4. VAWT design

VAWT design correlates geometrical characteristics of the rotor with the Power
Coefficient (22) of the turbine. The influence of the main aerodynamic design
parameters is compared with the operation of turbines [20]. This section presents
the considerations and parameters necessary for the construction of VAWT tur-
bines. The design procedure taking aerodynamics into account can be expressed as
follows:

• Application and desired power

• Geometrical aspects

• Airfoil selection.

4.1 Application and desired power

The VAWT turbines have different applications [21] to generate electricity,
pump water, purify and/or desalinate water by reverse osmosis, heating, and
cooling using vapor compression heat pumps, mixing and aerating bodies of water;
and heating water by fluid turbulence. Rathore et al. [22] suggests VAWT use on
highways, in which vehicles travel at high speed in both directions producing an

Figure 9.
Performance of main conventional wind machines and possible areas for new hybrid designs [18].
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acceleration of the surrounding wind that can be used by turbines located in the
separators.

To do so, the power (PT) required for the application is selected. This PT is given
for a particular velocity (V), area (A), density of the air (ρ), probable Power
Coefficient (Cp) and efficiencies of the mechanical components (gearbox,
generator, etc.) (η) as following in the Eq. (16) [6].

PT ¼ Cp η
1
2
ρV3A (16)

4.2 Geometrical aspects

Among the main aspects of VAWT turbines are the chord length (c), rotor
height (H), rotor diameter (D), and aerodynamic airfoil (Figure 10).

4.2.1 Height/diameter ratio (Φ = H/D)

The relation Φ is analyzed from the turbine shape indicating the visual pro-
portions of the turbine. On the other hand, for a fixed sweep area, low Φ values are
characteristic of turbines in which optimal flow conditions are obtained in the
aerodynamics airfoil, due to large diameters that increase the peripheral speed. On
the contrary, high values of Φ can be related to turbines where blade efficiency is
preferred [20].

The Darrieus rotor has low aspect ratios to minimize the length of the blade and
the center column for a given swept area. If the Φ is increased, then the rotor speed
increases (to maintain the same relative wind speed and tip speed ratio), and torque
decrease if power is constant [11].

4.2.2 Chord/diameter ratio (ξ = c/D)

High ξ values indicate that chord length is increased to improve the Reynolds
number, while low values relate to rotors in which the relative wind speed increases
proportionally to the relative wind speed on the aerodynamic airfoil [20].

Figure 10.
Schematic view of the architecture of the Darrieus turbines [23].
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4.2.3 Rotor swept area (A)

The swept area of the turbine (Figure 10), corresponds to the amount of air that
is dragged by the turbine blades. In particular, the larger sweep areas guarantee
fewer demanding limits of the turbine radius, therefore a high peripheral speed is
obtained leading to a good Reynolds number on the blades.

The energy capture is proportional to the swept area and the cube of wind
velocity. It is important to identify an equilibrium between energy capture and the
cost of the swept area, a bigger area means more manufacturing cost of the turbine.
The parameters Φ and ξ are geometric parameters that allow modifying the swept
area of the turbine, they are directly related to the design of VAWT turbines.

4.2.4 Number of blades

According to Paraschivoiu [11] for given solidity, it is structurally advantageous
to have fewer blades of a larger chord rather than more blades of a smaller chord.
This is due to the bending stresses which are dependent on the square of the chord
size whereas the aerodynamics loads are dependent on only the first power of the
chord. For these reasons, the VAWT have generally two or three blades, but each
design is unique for each application, therefore, it’s important to analyze the rela-
tionship between the geometric parameters as the solidity and the Cp of the turbine.
Table 3, can show some advantages for two and three blades in a VAWT.

4.3 Airfoil selection

The VAWT blades’ performance depends largely on the airfoil behavior, which is
selected or designed in terms of the wind flow conditions of the feasible location [1].

Employing CFD modeling, Garcia Rodriguez [1] found that the DU06W200
airfoil aerodynamics performance is larger than NACA0018 under the
Chicamocha’s canyon wind energy conditions. Table 4 summarizes the calculated

Item Three blades Two blades

Construction Cost Higher Lower

Assembly Cost Higher Lower

Choice of fabrication techniques Better Poorer

Strength/Weight ratio Poorer Better

Torque ripple Better Poorer

Structural dynamics Better Poorer

Table 3.
Advantages of two or three blades [11].

Airfoil Cl Cd

NACA0018 0.707 0.0801

DU06W200 0.876 0.0853

Table 4.
Lift and drag coefficients of the airfoils NACA0018 and DU06W200 under Chicamocha’s canyon wind
speed [1].
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aerodynamic coefficients of the most feasible point, proving the advantage of
considering the DU06W200 airfoil [1].

5. VAWT types and selection

According to Liu et al. [24] the VAWTs are categorized as drag or lift-based
devices. The first ones utilize wind drag on the blades to rotate and the last one
utilizes the lift on the blades. In Figure 11 it can observe these categories.

5.1 Drag-based turbines

The Drag-based turbines have the advantage of self-starting ability, and they are
commonly found as small-sized turbines in urban and remote areas with relatively
low wind speed. These turbines generally are not preferred due to high solidity,
heavier weight, and low efficiency. One example of this turbine is the Savonius
turbine [24], Figure 12 shows characteristic parameters of a Savonius wind turbine
with two semicircular airfoil blades.

The Savonius turbine produces high torque at low tip-speed ratios (λ) due to the
large area facing the wind. The disadvantage with this turbine is that the same drag

Figure 11.
Schematic view of different types of VAWTs from left to right: S-type Savonius wind turbine, straight-type,
Troposkien-type, and helical-type Darrieus wind turbine [24].

Figure 12.
Two bladed Savonius rotor [25].
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of the blades which is used to produce power also works against the turbine by the
returning blades, reducing the power that can be obtained [15].

According to Zemamou et al. [25] the number of blades has an important impact
on the turbine performance. For obtaining the highest value of the Cp under the
same test condition, a Savonius turbine must have two blades as shown the
Figure 13.

5.2 Lift-based turbines

The lift-type turbine consists of airfoil sections that capture the wind energy
using the lift force. This lift force produces torque on a shaft, which can then be
connected to a generator to produce electricity as power output [15]. The advantage
of this configuration is their simple and extruded blades, hence lower manufactur-
ing costs [24]. The straight type, Troposkien type, and helicoidal type are examples
of this configuration.

5.2.1 Straight type

These blades usually are used in small-scale, fixed pitch, rooftop designs are
commercially available for domestic and other applications. The straight blades
have a high value of Cp (0.23). This configuration can have any number of blades,
from one to a configuration of five. However, the most used are two-bladed (com-
monly called H-type turbines) or three-bladed [26]. In Figure 14 it can be the
straight blades with two and three blades.

According to Ali and Sattar Aljabair [27] this configuration is better than the
type helicoidal at low wind velocity, also, the power coefficient values for DWTs
straight model with 2 blades are higher than other models as can see in Table 5.

Figure 13.
The Cp variation with the TSR for two & three blades [25].
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The Straight blades present a higher value of Cp compared to the others as shown
the Figure 15.

5.2.2 Troposkien

The Troposkien architecture is characterized by hub-to-hub blades, this config-
uration offers a lower aerodynamic drag (compared to the H-shaped one), which
minimizes the bending stress in the blades [28]. In Figure 16 it can see the
Troposkien type.

Figure 14.
Darrieus WT type straight blades with two and three blades [27].

DWT type Number of blades Wind velocity self-starting (m/s)

3 4 4.5 4.85 5.15 6.45 7.65

Straight 2 0.2495 0.2506 0.2635 0.275 0.2895 0.3076 —

3 0.2407 0.2494 0.2606 0.2678 0.2846 0.3065 —

Twisted 70° 2 0 0 0 0 0.0372 0.0757 0.1216

3 0 0 0 0.0195 0.0597 0.1008 0.1323

Helical 120° 2 0 0 0 0 0.0449 0.0690 0.0889

3 0 0 0 0.0427 0.0789 0.1332 0.1465

Table 5.
The (CP) at various wind velocities for DWT models number [27].

Figure 15.
The numerical relationship between CP and TSR for the DWT models has 2 blades [27].
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According to Battisti et al. [28] the Troposkien type is more efficient than the H-
shaped configuration (two straight blades) at high values of TSR as can see in
Figure 17. On other hand, for low values of TSR, the Troposkien present a lower Cp
compared to the other type.

Quite similar behavior is registered for low wind velocities and a cut-in wind
speed of 6–6.5 m/s is observed. For high values of wind velocity, the Troposkien is
capable to generate significantly more power than the H-shaped configuration as
shown in Figure 18. This quite different behavior could relate to the higher blade
Reynolds number, which promotes an improved aerodynamic efficiency, in the
investigation of [28], the radius of the Troposkien type is bigger than the H-shaped
type to maintain the same rotor swept area. For this reason, the Troposkien type
have a bigger Re c and consequently bigger efficient and more power generated.

Figure 16.
The Troposkien rotor [28].

Figure 17.
Rotor power coefficients, as a function of the equatorial tip speed ratio [28].
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5.2.3 Helical type

Helical H-rotor distributes the blade airfoil along the rotor perimeter uniformly,
thus making the swept area as well as the blade sections constant to the wind in all
cases of turbine rotation [29]. In Figure 19 it can observe the Helical type.

Tjiu et al. [29] made a comparison was made between the helical, straight, and
Troposkien types. The comparison was made using 3 blades using the NACA 0015
airfoil with a TSR of 5. The behavior can be seen in Figure 20 where it can be
observed that the Troposkien typology obtained the highest fluctuation with a Cp
value of approximately 0.3, the straight blades typology had a fluctuation in the Cp
of 0.2 and the lowest fluctuation was obtained by the helicoidal rotor with a varia-
tion of approximately 0.03 Cp. However, despite the benefits obtained, the helical
blades are more expensive to manufacture, so depending on the desired application

Figure 18.
Power curves for the two analyzed rotor configurations [28].

Figure 19.
Helical design [30].
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and the available budget, a middle point must be chosen for the selection of the
different types of rotors.

5.3 VAWT selection

A critical factor in the feasibility of power generation with VAWT turbines is the
self-starting of the turbine, according to Ali and Sattar Aljabair [27], at a wind speed
of 3 m/s, the VAWT with airfoil DU06W200 has the capability of self-starting as
seen in Table 6. The straight blade type has better performance because the turbine
can self-start at lower wind velocity than the others turbines.

The straight blade configuration offers the flexibility to adjust the swept area.
Rotor height and diameter can be independently adjusted to suit each design. In
addition, this configuration is usually mounted on a tower, which provides higher
stability, lower bending, and torsional stresses on the blades compared to the
Troposkien topology. Similarly, the gravity-induced bending stress is lower in the
straight-bladed configuration as they are stiffer with the same chord length and
thickness as the blades of a Troposkien rotor. In addition, they are vertically

Figure 20.
Power coefficient variations of a typical Troposkien rotor, H-rotor, and helical H rotor.

DWT type Number of blades Wind velocity self-starting (m/s)

Straight 2 3

3 3

Twisted 70° 2 5.75

3 5

Helical 120° 2 6.5

3 6

Table 6.
The wind speed at which Darrieus WT models can be DWT auto-started [27].
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positioned and suspended by supports, so they are not subjected to constant bend-
ing stress due to gravity [31].

In his investigation Meana-Fernández et al. [13] proposes an optimized design
for medium and low wind speed which presents a maximum ?? of 0.5798 and
0.5996 respectively, as observed in Table 7.

The type of blades used by [13] were straight blades, it is observed that the
proposed design presents a good performance for both medium and low wind
speed. It should be noted that for low speeds, as described throughout this section,
straight blades perform well without the complexity of construction and high
manufacturing cost of the helical type for example, or the instability and torsional
stress produced by the Troposkien type.

6. Conclusions

The current literature review analyzes a full VAWT design and installation
facility by considering the site wind energy potential, the airfoil performance anal-
ysis, and the 3D blade type selection. Experimental and theoretical formulations are
referenced to validate the proposed method, leading to an optimal VAWT design. It
is found that Chicamocha canyon’s large wind energy potential is found at its river,
and the critical point is found at one of its boundaries locations (“Mesa de Los
Santos”). This wind velocity is taken as a baseline point to select the airfoil and
blade designs, as is the minimum value to overcome inertial effects to start VAWT
rotation. Literature found that using DU06W200 airfoil, improves by 23% the
aerodynamic performance of the VAWT airfoil blades, the reason why is selected to
move on at the current design. Finally, the literature review shows that considering
3 straight blades on the VAWT design, complements the airfoil design and selec-
tion, as these blades have shown experimentally an accurate performance under the
analyzed critical wind flow conditions. The future work will design the size of the
VAWT blades and optimized the current proposes, to reach a feasible domain to be
used in local facilities.

Conflict of interest

The authors declare no conflict of interest.

Wind speed Medium Low

Number of blades N 3 3

Rotor radius R 1 m 3 m

Rotor height H 3 m 5 m

Blade chord c 111 mm 333 mm

Rotor solidity σ 1/3 1/3

Airfoil DU-06-W-200 DU-06-W-200

Nominal Wind speed 9 m/s 4.5 m/s

Rated power 1.5 kW 1 kW

Maximum power coefficient 0.5798 0.5996

Table 7.
Characteristics of the proposed VAWT designs [13].
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