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Abstract: Nowadays, Data Science (DS) is gaining a relevant impact on the community. The most
recent developments in Computer Science, such as advances in Machine and Deep Learning, Big Data,
Knowledge Discovery, and Data Analytics, have triggered the development of several innovative
solutions (e.g., approaches, methods, models, or paradigms). It is a trending topic with many
application possibilities and motivates the researcher to conduct experiments in these most diverse
areas. This issue created an opportunity to expose some of the most relevant achievements in the
Knowledge Discovery and Data Science field and contribute to such subjects as Health, Smart Homes,
Social Humanities, Government, among others. The relevance of this field can be easily observed
by its current achieved numbers: thirteen research articles, one technical note, and forty-six authors
from fifteen nationalities.

1. Introduction

The importance and impact of Data Science (DS) in the decision process are signifi-
cantly increasing. DS is an interdisciplinary field that combines various areas, including
Computer Science, Machine Learning, Math and Statistics, domain/business knowledge,
software development, and traditional research. DS applies scientific methods, processes,
algorithms, and systems to extract knowledge and insights from structured and unstruc-
tured data as a research topic.

Knowledge Discovery (KD) is the basis of Data Science and consists of creating
knowledge from structured and unstructured sources (e.g., text, data, and images). The
output needs to be in a readable and interpretable format. It must represent knowledge
in a manner that facilitates inferencing. This new trend is being explored in several areas,
such as education, health, accounting, energy, and public administration. In this context,
this Special Issue arises as an excellent opportunity to provide scientific knowledge and
disseminate the findings and achievements through several communities.

This Special Issue discusses this trending topic and presents innovative solutions to
show the importance of Data Science and Knowledge Discovery to researchers, managers,
industry, society, and other communities. Through invited and open call submissions, a
total of fourteen excellent articles have been accepted, following a rigorous review process
that required a minimum of three reviews and at least one revision round for each paper.

2. Contributions

The first paper, written by Theodora A. Maniou and Andreas Veglis [1] and entitled
Employing a Chatbot for News Dissemination during Crisis: Design, Implementation, and
Evaluation, presents some benefits of using chatbots by journalists and media professionals.
It shows the advantages of implementing chatbots in news platforms during a crisis when
the audience’s need for timely and accurate information rapidly increases. This study
was evaluated using two metrics: the technical effort of creating a functional and robust
news chatbot and, the second, users’ perception regarding the appropriation of this news
chatbot. The participants involved in the case study agreed that the COVINFO Reporter’s
accessibility was very good, and they experienced no problems navigating the chatbot.
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The second paper, entitled Visualization, Interaction and Analysis of Heterogeneous
Textbook Resources, and written by Christian Scheel, Francesca Fallucchi, and Ernesto
William De Luca [2], proposes a Component Metadata Infrastructure (CMDI)-based ap-
proach. The authors used this approach for data rescue and reuse, where data is retroac-
tively joined into one repository, minimizing future research projects’ implementation
efforts. While the data is precious, it cannot be used by any service—except the prepared
tool. With this approach, the authors want to increase data understanding, sustainability
and reusability, and reduce data silos.

Antonio Maria Rinaldi, Cristiano Russo, and Cristian Tommasino wrote the third
paper of this issue: Knowledge-Driven Multimedia Retrieval System Based on Semantics
and Deep Features [3]. In this work, the authors analyzed studies in the semantic research
field based on ontologies. They considered that, although modern search engines provide
visual queries, it is not easy to find systems that allow searching from a particular domain
of interest and that perform such searches by combining text and visual questions. Then,
the authors proposed a novel approach for semantic image retrieval that included a pos-
sible combination with multimedia document analysis. This paper presents the method
developed and several results to show its performance compared with the state of the art.

Alan Ponce and Raul Alberto Ponce Rodriguez wrote the fourth paper, an Analysis
of the Supply of Open Government Data [4]. This work presents an analysis based on the
index of the release of open government data, published in 2016 by the Open Knowledge
Foundation, which shows a significant variability in the country’s supply of open data.
The authors used several linear regression models to explain the cross-country differences.
This work provides evidence that the country’s civil liberties, government transparency,
quality of democracy, efficiency of government intervention, and economies of scale in
the provision of public goods, as well as the size of the economy, are the most statistically
important reasons for differences in the supply of open government data.

The following paper, the fifth one, is entitled Geospatial Assessment of the Territorial
Road Network by Fractal Method [5] and was written by Mikolaj Karpinski, Svitlana
Kuznichenko, Nadiia Kazakova, Oleksii Fraze-Frazenko, and Daniel Jancarczyk. This
paper proposes an approach to the geospatial assessment of a territorial road network
based on the fractal theory. The method allows calculation of the fractal dimension based
on a combination of box-counting and GIS analysis. The authors created a geoprocessing
script tool for the GIS software system ESRI ArcGIS 10.7 using the spatial pattern of the
transport network of the Ukraine territory and other countries of the world. The study
results help to better understand the different aspects of the development of transport
networks, their changes over time, and the impact on the socioeconomic indicators of
urban development.

The sixth paper was written by José Paulo Lousado and Sandra Antunes and is
entitled S. Monitoring and Support for Elderly People Using LoRa Communication Tech-
nologies: IoT Concepts and Applications [6]. This paper is the second article motivated
by the SARS-CoV-2 virus (COVID-19) and aims to show an implementation of low-cost
technologies, which make it possible to answer a fundamental question: how can near
real-time monitoring and follow-up of the elderly and their health conditions, as well as
their homes, especially for those living in isolated and remote areas, be provided within
their care and protect them from risky events? The proposed system uses low-cost devices
for communication and data processing, supported by Long-Range (LoRa) technology, and
incorporates various sensors, both personal and in residence. It allows family members,
neighbors, and authorized entities (including security forces) to have access to the health
condition of system users and the habitability of their homes, as well as their urgent needs.
This article shows that it is possible to implement sensor networks to monitor the elderly
using the LoRa gateway and other low-cost infrastructures.

The seventh publication, entitled About Rule-Based Systems: Single Database Queries
for Decision Making, is a technical note written by Piotr Artiemjew, Lada Rudikova, and
Oleg Myslivets [7]. It explores the implementation of artificial intelligence systems for
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manipulating data and the surrounding world in a more complex way. In this work, the
authors addressed the possibility of placing the rule-based learned model of decision
support in a SQL database environment. They propose a universal solution for any IF-
THEN rule induction algorithm to place the previously trained model in the database and
apply it by employing single queries.

Sook-Ling Chua, Lee Kien Foo, and Hans W. Guesgen wrote the eighth paper—
Predicting Activities of Daily Living with Spatio-Temporal Information [8]. This paper
is framed in smart homes and shows the importance of having spatial and temporal
information for reasoning. The authors created a method for predicting user activities
given the spatial and temporal information and explained how it could be represented for
activity recognition. The method was evaluated using three publicly available smart-home
datasets and achieved an average accuracy of more than 81%.

The following article, the ninth one, addresses the Role of Artificial Intelligence in
Shaping Consumer Demand in E-Commerce and was written by Laith T. Khrais [9]. This
article explores the use of AI in e-commerce, where ethical soundness is a contentious issue,
especially regarding the concept of explainability. The study adopted the use of word cloud
analysis, voyance analysis, and concordance analysis to gain a detailed understanding of
the idea of explainability as has been utilized by researchers in the context of AI. Motivated
by a corpus analysis, the authors formulated the Explainable Artificial Intelligence (XAI)
model that provides insights into the decision points, variables, and data used to produce
recommendations. This study also suggests that the Machine Learning models should be
improved by making them interpretable and comprehensible, and allowing them to deploy
explainable XAI systems.

Jing Wang, Zhong Cheng Wu, Fang Li, and Jun Zhang present the tenth article entitled
Data Augmentation approach to Distracted Driving Detection [10]. This work addresses
the behavior problem associated with distracted driving that leads to vehicle crashes. To
address this problem, the authors proposed a Data Augmentation method based on the
driving operation area using the convolutional neural network classification model. The
classification’s result achieved a 96.97% accuracy using the distracted driving dataset. This
method is helpful to detect drivers in actual application scenarios and identify dangerous
driving behaviors. It helps to give an early warning of unsafe driving behaviors and
avoid accidents.

The eleventh paper, entitled Authorship Identification of a Russian-Language Text
Using Support Vector Machine and Deep Neural Networks was written by Aleksandr
Romanov, Anna Kurtukova, Alexander Shelupanov, Anastasia Fedotova, and Valery Gon-
charov [11]. The authors explored the advantages and disadvantages of various approaches
that can determine the author of a natural language text. Some of the examples found were
used to identify authors of suicide notes, conduct forensic exams, and detect plagiarism.
This article describes the process of identifying the author of Russian-language texts using
support vector machine (SVM) and deep neural network architectures, as well as convolu-
tional neural networks (CNN) with attention networks and transformers. The results show
that all the considered algorithms are suitable for solving the authorship identification
problem, but SVM offers the best accuracy. The average accuracy of SVM reaches 96%.

Nuno Marques da Costa, Nelson Mileu, and André Alves present article number
twelve, entitled Dashboard COMPRIME_COMPRI_MOv: Multiscalar Spatio-Temporal
Monitoring of the COVID-19 Pandemic in Portugal [12]. This article, the third in this
Special Issue about the pandemic, shows a set of dashboards to disseminate information
and multi-scale knowledge of COVID-19. As a result, the authors developed a system
for monitoring the evolution of the pandemic. The constructed platform dynamically
and interactively brings together a diverse set of variables and indicators that reflects the
evolutionary behavior of the pandemic from a multi-scale perspective in Portugal. The
authors mention that this approach proves to be crucial to guarantee everyone’s access
to information while simultaneously emerging as an epidemiological surveillance tool.
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This tool can assist public authorities in terms of ensuring competent decision-making by
defining control policies and fighting the spread of new coronavirus strains.

The article Adapting Data-Driven Research to the Fields of Social Sciences and the Hu-
manities, the thirteenth in this Special Issue, was written by Albert Weichselbraun, Philipp
Kuntschik, Vincenzo Francolino, Mirco Saner, Urs Dahinden, and Vinzenz Wyss [13], and
addressed the application of data-driven research methods to disciplines such as the So-
cial Sciences and Humanities. The authors presented a case study that demonstrates the
potential of the proposed method in the domain of Communication Science by creating
approaches that aid domain experts in locating, tracking, analyzing, and finally, better
understanding the dynamics of media criticism. The paper shows that data-driven research
approaches require a tighter integration with the methodological framework of the target
discipline to provide a significant impact on the target discipline.

The last article is the fourth study about covid19. Ana Teresa Ferreira, Carlos Fernan-
des, José Vieira, and Filipe Portela present the study Pervasive Intelligent Models to Predict
the Outcome of COVID-19 Patients [14]. The authors induced intelligent models capable
of predicting and supporting clinical decisions to predict if the patient will die or recover
from COVID-19. The best scenario is composed of all comorbidities, symptoms, and ages.
The best model achieved a sensitivity of 95.20%, accuracy of 90.67%, and specificity of
86.08%. The models were deployed as a service and are part of a clinical decision support
system named ioCOVID19, which is available for authorized users anywhere and anytime.

Funding: This work has been supported by FCT—Fundação para a Ciência e Tecnologia within the
R&D Units Project Scope: UIDB/00319/2020.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Nowadays, there is an increasing need to understand the behavior of COVID-19. After
the Directorate-General of Health of Portugal made available the infected patient’s data, it became
possible to analyze it and gather some conclusions, obtaining a better understanding of the matter.
In this context, the project developed—ioCOVID19—Intelligent Decision Support Platform aims to
identify patterns and develop intelligent models to predict and support clinical decisions. This article
explores which typologies are associated with different outcomes to help clinicians fight the virus
with a decision support system. So, to achieve this purpose, classification algorithms were used,
and one target was studied—Patients outcome, that is, to predict if the patient will die or recover.
Regarding the obtained results, the model that stood out is composed of scenario s4 (composed of
all comorbidities, symptoms, and age), the decision tree algorithm, and the oversampling sampling
method. The obtained results by the studied metrics were (in order of importance): Sensitivity of
95.20%, Accuracy of 90.67%, and Specificity of 86.08%. The models were deployed as a service, and
they are part of a clinical decision support system that is available for authorized users anywhere
and anytime.

Keywords: COVID-19; classification; information systems; public health; data mining; ioCOVID19

1. Introduction

Every day, the world population is faced with an increasing number of severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) cases. Portugal is one of the European
Countries where Coronavirus has a significant impact, and the number of cases and deaths
is increasing every day. As a way to provide some inputs to the decision process, a research
project was released: ioCOVID19 aims to develop an intelligent decision support platform
that allows the prediction of the evolution of the disease in a specific patient to support
clinicians in the fight against Coronavirus disease 2019 (COVID-19).

Since the provided data only refers to the Portuguese population, it was attempted
to seek information regarding the most likely outcome of a specific patient based on his
characteristics—such as the comorbidities he presents, symptoms, age, and gender. This
article was developed as an integral part of a research project. It is a continuation of the
work already demonstrated in the article “The clinical reality of COVID19 in Portugal—A
clustering analysis” [1]. It intends to expose the obtained results concerning the analysis of
the data carried out to the moment of writing the document. Therefore, the development
of this phase of the project went through the following steps: Data preparation, since there
was a need to replicate some of the data under study; Modeling, where the classification
process was carried out and Evaluation of the results obtained in the last moment. The
study aims to help health professionals in the moment of crucial decision-making. Previous
records of infected patients by COVID-19 were used to predict their outcome. Thus, based
on the classification processes, it is attainable to indicate whether the patient will need to be
hospitalized or need specific medical support. It is also possible to understand the patient’s
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outcome, that is, to predict whether the patient will recover or die. The data found in this
article goes back to February of 2021 regarding newly infected patients.

The article presents the following structure to expose all the results, techniques, and
conclusions in the most organized and detailed way: first, to situate the reader in the
theme and problem addressed, a short introduction to the subject is presented. The article’s
main themes are then detailed in the Background section, where it is described what
type of data mining technique is used in the study. It is then portrayed in more detail
which materials and methods were used in the project’s development, such as which data
was used and which methodologies were adopted. Regarding the Case Study point, the
Cross-industry Standard process for data mining (CRISP-DM) and Design Science Research
(DSR) methodologies are exposed in more detail, always establishing a connection with
the project to understand the development achieved in each phase. In the section referring
to the Results and Discussion, all relevant results and information obtained during the
classification are exposed, discussed, and evaluated in detail.

2. Background

This section presents the article’s relevant topics, showing Portugal’s current situation
and mentioning related works.

2.1. COVID-19

COVID-19 is the World Health Organization (WHO) official name for the disease
caused by the new coronavirus SARS-COV-2 (Severe acute respiratory syndrome coron-
avirus 2), which can cause severe respiratory infections such as Pneumonia. This virus was
first identified in humans in the Chinese city of Wuhan, Hubei province, at the end of 2019.
The main symptoms associated with the COVID-19 infection are fever (body temperature
above 38 degrees Celsius), cough, and difficulty breathing, such as shortness of breath.
Some fewer common symptoms associated with the disease are sore throat, runny nose,
headaches, muscle aches, and tiredness. In more extreme cases, it can also result in severe
Pneumonia with acute respiratory failure, kidney and other organs failure, and, eventually,
death. The contagion period is currently considered 14 days; however, transmission by
asymptomatic people is still under investigation [2].

2.2. Portuguese Reality of COVID-19

When writing this article (6 April 2020), the scenario in which Portugal found itself
concerning cases of COVID-19 was 824,368 infected and 16,887 deaths. This information
was provided by the Directorate-General of Health of Portugal (DGS) [3].

To understand the pandemic’s effect in Portugal, it is essential to know its mortality
rate concerning the deadliest diseases. According to the available records for the year 2019,
the relative circulatory system’s diseases represent 29.90% of deaths in the country, being
the leading cause of death. This is followed by malignant tumors, representing 25.50% of
deaths and respiratory system diseases with 10.90% [4]. Therefore, through comparison, it
is possible to understand the Coronavirus’s impact—however, considering that the virus is
a recent phenomenon, the used data may not provide a correct representation of its actual
effects. So, taking this into account, in March 2021, the mortality rate in Portugal stands
at 2.0%. [5].

2.3. Project ioCOVID-19

This article is linked to the project developed—ioCOVID19—Intelligent Decision
Support Platform NORTE-01-02B7-FEDER-048344. The article represents the second phase
of the developed project. It aims to create an essential platform for clinicians to combat
COVID-19. Its primary goals are to analyze the available data referring to those infected by
Coronavirus in Portugal and predict the evolution of a given patient’s disease from a set
of predictive models. Using open data accessible online and made available by the SNS
(Portuguese National Health Service) and DGS, it is possible to categorize patients and
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assess the impact that each variable has on the disease’s course and predict the kind of
patient discharge. A Web/Mobile platform—ioCOVID19—was also developed, aiming to
allow physicians and/or nurses to access a set of essential data for decision-making. The
models here depicted are part of the inference engine of the application conceived.

2.4. Data Mining

For the depicted project, Data Mining (DM) techniques were applied, in order to
extract only valuable and relevant information from the data. The main objective is to find
non-evident relationships and patterns between data or, in other words, it is the process
of discovering knowledge from the data [6,7]. To this end, the used techniques allowed
the identification of different categories, patterns detection, and the forecast of different
scenarios—in this case, the outcome of the disease on a given patient. Nevertheless, the
methodologies used to achieve the proposed objective were Classification Analysis and
Neural Networks.

To assess and compare the models obtained, confusion matrix and Receiver Operating
Characteristic (ROC) curve were considered [8].

2.5. Classification

Classification is a supervised machine learning technique used in DM. Briefly, the
classification algorithms learn from the data input provided and then use the knowledge
obtained to classify new observations [7]. From the available classification algorithms, only
five were considered for this project (a brief explanation of the algorithms is presented in
Section 4 of this paper): Logistic Regression, Naive Bayes Classifier, Decision Tree, and
Deep Learning. For this project, a classifier was used to predict the categorical labels. From
this method, it was possible to understand, for example, the outcome (dead or recovered)
of a given patient taking into account their characteristics. To assess and compare the
models obtained, a set of metrics were used: Confusion Matrix and Receiver Operating
Characteristic (ROC) curve (more specifically, the measures calculated were Accuracy,
Sensitivity, and Specificity) [8].

The Confusion Matrix presented in Table 1 is used to measure the performance of a
classification algorithm in terms of True Positive (the classifier predicts positive and it is
correct); True Negative (the classifier predicts negative, and it is correct); False Positive (the
classifier predicts positive, and it is incorrect), and False Negative (the classifier predicts
negative, and it is incorrect) [9].

Table 1. Confusion Matrix.

Actual Values

True False

Predicted Values
Positive True Positive False Positive

Negative False Negative True Negative

The metric Accuracy exposes how often the classifier was correct. Sensitivity repre-
sents the positive data correctly predicted the total number of positive samples. Specificity
represents the ratio of samples correctly classified as negative to the total number of
negative samples [10]. The metrics mentioned are calculated as follows [10]:

ACCURACY = (TP + TN)/(TP + TN + FP)
SENSITIVITY = TP/(TP + FN)
SPECIFICITY = TN/(TN + FP)

2.6. Similar Works

Due to the impact of COVID-19 on today’s society, an extensive set of studies was
carried out. However, since the data under analysis exclusively refers to Portugal, no
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works using data mining referring to the Portuguese situation in the face of the pandemic
were found. Therefore, after conducting research and analyzing the obtained results, it
was possible to realize that no study was being carried out along the lines of the project
exposed in this article. Nonetheless, a set of works was carried out in the area in question
using data from Portuguese institutions, which allows assessing this project’s feasibility.
Regarding the studies carried out at national level in this area of support systems in the
medical sector, the following examples will be considered:

• An intelligent decision support system is applied to Intensive Care Unit (ICU) based
on several models, such as patient’s vital signs, critical events, medical scores in ICU,
and the data mining models. The main goal of this project concerns de hourly forecast
of organ failures and the result [11];

• The application of domain knowledge in order to improve an intelligent decision
support system related to the study of bacteriological ingestions. The goal is to
make the decision-making process more efficient about which antibiotic is the most
appropriate for a given situation, based on specialists’ knowledge in the field [12].

However, for projects related to COVID-19, the majority of studies are carried out
outside Portugal. As an example, two studies in this field are as follows:

• The prediction of early mortality risk based on patients infected with covid-19—For
this purpose, several machine learning models were used, which revealed factors such
as age, c-reactive protein sensitivity, lymphocyte count, and D-dimer influence the
result of the infected patient [13];

• Understanding the role of preconditions associated with COVID-19—The main ob-
jective is to identify which characteristics are associated with the patient’s death. As
of July 2020, the main conclusion was that this outcome (death by COVID-19) is
associated with male individuals and over the age of 60 years [14].

From these examples, it is possible to observe that there are studies on the implemen-
tation of decision support tools in the medical context being developed but also studies
regarding the coronavirus and its evolution. However, there are no studies combining
both themes.

3. Materials & Methods

The Directorate-General provided the portrayed data for Portuguese Health, and
it refers to patients infected with COVID-19. It was collected by medical professionals
between 2 March 2020 and 28 February 2021.

3.1. Design Science Research

Since this is a research project and, to understand if it is possible to characterize the
clinical typology of patients infected with Coronavirus (as well as the outcome of the
disease), two methodologies were followed: Design Science Research (DSR) as a research
methodology, and Cross-Industry Standard Process for Data Mining (CRISP-DM). DSR
consists of 6 phases: 1. Identifying the problem and motivation; 2. Defining objectives of the
solution; 3. Design and development; 4. Demonstration; 5. Evaluation; 6. Communication.
These phases provide guidelines for evaluation and interaction in research projects. To put
DSR in action, it is necessary to use a practical methodology to help drive the project, so,
Cross-Industry Standard Process for Data Mining was chosen [15].

3.2. Cross-Industry Standard Process for Data Mining (CRISP-DM)

CRISP-DM was the second methodology used, and it is focused on the development
of predictive models. The CRISP-DM method provides a global perspective on the life
cycle of a data mining project. This cycle, shown in Figure 1—Project Workflow—is
divided into six sequential phases. There are dependencies between them; however, it
does not have a rigid structure. The current CRISP-DM model stages for data mining
projects are Business Understanding, Data Understanding, Data Preparation, Modelling,
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Evaluation, and Deployment. The information depicted in this document was achieved
after completing the fifth phase—Evaluation [16].
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To drive this project, it is essential to assure a relation between the research methodol-
ogy and practical method.

3.3. DSR and CRISP-DM

Since both methodologies are used concurrently, it is possible to point out the re-
lationships between the phases of CRISP-DM and DSR (Design Science Research). The
CRISP-DM method comprises the following activities: Business Understanding, Data
Understanding, Data Preparation, Modeling, Evaluation, and Deployment [15].

This article portrays the phases of both CRISP-DM and DSR. For example, phases 1
and 2 of the DSR are directly linked to the first activity of CRISP-DM, as it is possible to
check in the table. The remaining relationships are also shown in Table 2 [15].

Table 2. Crossover of CRISP-DM and DSR methodologies.

Methodology Activities
DSR Phases

1 2 3 4 5 6

CRISP-DM

Business Understanding X X

Data Understanding X X

Data Preparation X

Modeling X

Evaluation X X

Deployment X X

In other words, in the first phase of the project, there was a necessity to identify
the business objective to understand the motivation for the project’s emergence. Then,
regarding the provided data, the goal was to understand its use and, from there, to define
the objectives of the solution to be developed. In a third phase, data is prepared to facilitate
its use in future steps. Afterward, the modeling process begins, which in the current project
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involves the data mining classification technique. This phase is linked to the previous two.
From this point, there may be a need to make changes to obtain the best results. Then, in
the Evaluation phase, the results obtained previously were analyzed to understand their
usefulness and viability. And finally, after completing the previous stages, it is necessary
to apply the obtained resources to make them useful in the environment in which they
are required.

3.4. Tools

Python programming language was used for the preparation of the data and conse-
quent analysis of it. Moreover, to be able to apply this same language to the project in
question, a set of libraries were used to enable the preparation, analysis, and consequent
prediction of the data:

• Panda’s library allows the use of the DataFrame object to provide storage and manip-
ulation of the data organized by columns [17];

• Scikit-learn (sklearn) is a machine learning software that provides various algorithms
such as classification, regression, and clustering [18];

• TensorFlow is a library used for solving problems with Machine Learning and Deep
learning [19].

3.5. Classification Algorithms

A set of classification algorithms was used to achieve this project’s aim, namely
Logistic Regression, Naive Bayes, Decision Trees, and Deep Learning.

3.5.1. Logistic Regression

Logistic regression is a supervised classification algorithm modeling the data using
the sigmoid function. This algorithm is used to predict the probability of a categorical
dependent variable [20]. Both the set of resources (input) and the destination variable
(output) can only assume discrete values when involved in classification problems. This
algorithm builds a model to predict the probability that a given entry belongs to the
category numbered as 1. In other words, this model predicts the Probability of P(Y = 1).
Therefore, when using the algorithm Logistic Regression, it is necessary to take into account
the following assumptions [20]:

• The dependent variable has to be binary;
• Factor 1 of the variable should represent the desired outcome;
• Only the relevant variables should be included in the classification process;
• The independent variables should be independent of each other;
• It requires large sample sizes.

For this model, no hyperparameter was modified to control the learning process; all
parameters had their default value.

3.5.2. Naïve Bayes

The Naive Bayes algorithm is a simple probability classifier. Bayesian algorithms
predict the class depending on the probability of belonging to that class [21]. It calculates a
set of probabilities from the frequency count and the combinations of values in a given data
set. This algorithm is based on Bayes’ theorem, assuming that all variables are independent.
Bayes’ theorem follows the following formula [22]:

P(A|B) = P((B\A)P(A))/P(B)

From this theorem, it is possible to find the probability of event A to happen (what
is intended to be predicted—the outcome), given that a particular event B occurred (the
comorbidities, symptoms, age, and gender of a given patient). However, this lack of
independence is not valid in real contexts because it disregards the correlation between the
variables. Hence it is characterized by “Naive” [23].
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For this model, no hyperparameter was modified to control the control de learning
process; all parameters had their default value.

3.5.3. Decision Trees

Decision Tree is one of the most important and well-known classification algorithms.
This algorithm is a nonparametric supervised learning method. The goal is to create a
model capable of predicting the value of a target variable by learning simple decision
rules inferred from the given data [24]—in other words, it works as a set of “yes” or “no”
questions based on specific characteristics to reach the target variable. The base components
are nodes and branches, and the next most important steps are splitting, stopping, and
pruning, so it is possible to create a decision tree [25].

For this model, one hyperparameter setting was modified, as shown in Table 3, yet
the remaining parameters kept their default value. The parameter max_depth assumes the
value of 20, which establishes the tree’s maximum depth to control the size of the generated
tree. This value was achieved after implementing the GridSearchCV library, which allows
identifying the best values to be applied in the parameters [26,27].

Table 3. Decision Tree hyperparameters settings.

Parameter Assumed Value

max_depth 20

3.5.4. Deep Learning

Deep Learning (DL) is Machine Learning based on algorithms inspired by the human
brain structure and function denominated artificial neural networks (ANNs) [28], also
known as feedforward neural networks. With the constant increase of data and processing
power, the need to apply both concepts arose. DL consists of a technique associated with
neural networks that enable computers to learn through experience from a hierarchy of
concepts. This hierarchy allows the computer to learn complex concepts by building them
out of simpler ones. Therefore, since the computer can learn from its own experience, there
is no longer a need for Human intervention [29]. This method achieves excellent power
and flexibility by learning to represent information as a nested hierarchy of concepts. An
ANN is composed of 3 components: Input Layer, Hidden Layers, and Output Layers [30].
There are several neurons for input values and others for output values; however, many
neurons are interconnected in the hidden layer. So, formally neurons define Deep Learning.

For this model, the changes made to the hyperparameter were the following, as
depicted in Table 4:

Table 4. Deep learning hyperparameters settings.

Parameter Assumed Value

batch_size 64
callback EarlyStopping
epochs 20

The remaining parameters kept their default value.

4. Case Study

The case description goes through the methodology presented in the CRISP-DM
section, as possible to understand in the following points. As previously mentioned,
the used data is inserted in the time interval between March 2nd of 2020 and February
28th of 2021. The provided data has 805 141 records, with each record referring to a
patient. To provide a better understanding of the used data, attached to the article is a
document denominated “COVID-19 Data Analysis”, where it is possible to find relevant
general information.
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4.1. Business Understanding

The first phase—Business Understanding—focuses on understanding the project’s
objectives and requirements from a business perspective. It is then possible to design
a preliminary data mining project that can achieve the outlined goals. In the project in
question, this phase consisted of realizing what type of data would be provided and its
use in a data mining project. Therefore, the project intends to develop a platform for
clinicians to combat COVID-19, with the primary objective of predicting the evolution of a
specific patient’s disease—evaluating the impact that each variable has on the disease and
predicting the type of discharge. In the study, the particular aspect addressed is trying to
predict the outcome or the need for further medical support for clinical patients in Portugal.

4.2. Data Understanding

Data Understanding starts after the initial collection of data to be worked. At this stage,
data analysis is carried out to search for possible quality problems and, consequently, obtain
a better understanding of them. Due to this type of study, it is also easier to understand
if there is any subset that can be obtained considering the available information, thus
enriching the subject under investigation. So, it was at this stage that a meticulous analysis
of the data at hand was carried out.

The data provided has 805,141 records, collected between the 2nd of March and the
28th of February. Since the patient’s age is an important variable in the classification process,
all records with no associated age were ignored. Therefore, the number of associated
records changed to 739,297 (representing 91.8% of the initial data). Subsequently, a table
was created to expose all the relevant information in order to obtain a better perception of
the data. However, since that table has large dimensions, it is attached to the article. The
table is denominated “COVID-19 Data Analysis”.

For the reader to obtain a global perception of the data, Figure 2—Records General
Information presents some relevant information to retain. According to the presented
figure, it is possible to perceive the gap between records of recovered and infected patients,
a crucial detail that can influence the result in the modeling phase; for example, the number
of dead patients only represents 1.98% of the cases. The percentage of patients who present
comorbidities prior to infection caused by the SARS-CoV-2 virus can also be understood.
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Figure 2. Records General Information.

The comorbidities noted by health professionals are the following: Diabetes, Asthma,
Neoplasm, Chronic Lung Disease, Chronic Kidney Disease, Chronic Neurological and
Neuromuscular Disease, Chronic Hematological Diseases, Chronic Neurological Deficiency,
Liver Pathology, HIV or other Immunodeficiencies, Acute Renal Failure, Cardiac Insuf-
ficiency, and Consumption Coagulopathy. The comorbidities distributions are shown in
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Figure 3—Comorbidities Distribution and how it is possible to perceive the comorbidities
with the largest number of associated records are: Diabetes, Asthma and Neoplasia.
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For a better comprehension of the dataset, an analysis of the data is provided in the
supplement material section. Table S1 presents a description, the data type, quality issues,
percentage of non-nulls, and an example of possible values for each variable.

4.3. Data Preparation

As it is possible to understand by Figure 2—Records General Information, presented
in the previous point, the data in use is unbalanced: the discrepancy between patients
who died and infected/recovered patients is significantly accentuated, showing a 1:49.4
proportion of the minority class [deaths] to the majority class [infected/recovered], which
can result in an Imbalanced Classification. This type of detail needs an important evaluation,
given that the minority class instances are easier to be ignored by the learning algorithm
due to the high number of instances from the majority class [31]. To counter this problem,
Random Oversampling and Undersampling were used.

Oversampling involves the duplication of records from the minority class to correct
the imbalanced data. On the other hand, Undersampling consists of a random selection of
data from the majority class that involves removing instances of this class until the majority
class and the minority class present an equal number of examples for each class [32].

To obtain the best possible result for the classification algorithms, using the Over-
sampling method, small changes were made to the data. The number of patients in-
fected/recovered is 724,630 (which represents 98% of the selected data) and, on the other
hand, the number of patients who died is 14,667 (which represents around 2% of the
selected data). Probability sampling techniques were used in order to make sure that
all elements of the population have an equal chance of being selected, having been used
more specifically Simple Random Sampling [33]. For such, a data sample was created by
selecting only the records of patients who died, therefore, it contains the 14,667 records
previously mentioned. This data sample was replicated 50 times, so the number of records
regarding patients who are infected/recovered or died is balanced, as can be observed in
Table 5—Distribution of cases using Oversampling, thus allowing better results. However,
this is not the correct method when the need for replication is very high. Furthermore,
the Undersampling method was also used in order to compare the results obtained by
the two techniques considered. This method requires a random selection of data referring
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to Infected/Recovered patients so that both classes involved obtain the same number of
records, as seen in Table 6—Distribution of cases using Undersampling.

Table 5. Distribution of cases using Oversampling.

Targets Replicated
Before After

Number of Cases Percentage of Cases Number of Cases Percentage of Cases

Patients who died 50 14,667 1.98% 733,350 50.3%

Patients
infected/recovered 0 724,630 98.02% 724,630 49.7%

Table 6. Distribution of cases using Undersampling.

Targets
Before After

Number of Cases Percentage of Cases Number of Cases Percentage of Cases

Patients who died 14,667 1.98% 14,667 50.0%

Patients
infected/recovered 724,630 98.02% 14,667 50.0%

4.4. Modelling

In this phase, several modeling techniques were selected and later applied to the
previously treated data, optimized to obtain better results. For this, the modeling includes
the following tasks: Selecting modeling techniques, generating a test environment, building
the model, and evaluating it [34,35].

To proceed with the application of the algorithms to make predictions on the data, the
data had to be divided into two parts: a training set and a testing set. The training set is
used by the various classification algorithms so that they can train and adjust the model’s
constituent parameters. The test set allows evaluating the Accuracy of the final model
taken from the training. For the data referring to patients infected by the Coronavirus, the
data was divided using Stratified Cross-Validation since it offers more robust and reliable
results. This method estimates the Machine Learning model’s learning capacity to make
predictions on unused data during the training phase, evaluating the classifier performance.
Therefore, when a supervised Machine Learning process is carried out, data is separated so
that one of these sets can be tested. This procedure has a single parameter denominated
“k”, and this value refers to the number of sets into which the data set in use was divided.
For the project in question, this variable assumed the value of ten, meaning that the data
sample in question was divided into ten different groups. The purpose of cross-validation
is to test the model’s ability to correctly predict new data that was not used in the training
phase [36]. The Stratification process reorganizes the data to ensure that each fold has the
same proportions of observations and provides a correct representation of the data as a
whole [37].

In this case, the data referring to COVID-19’s patients will be subject to several
classification algorithms to be able to predict the class of data in question. The SVM
classification algorithm was also considered; however, it was not possible to obtain results
on time due to the amount of data.

The targets under consideration, presented in JSON (JavaScript Object Notation), were
the following:

{
“Scenarios”:{
“S1”:”All comorbidities, symptoms, age and gender”,
“S2”:”All comorbidities, age and gender”,
“S3”:”Risk comorbidities, age and gender”,
“S4”:”All comorbidities, symptoms and age”,
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“S5”:”All comorbidities and symptoms”,
“S6”:”All comorbidities”,
“S7”:”All comorbidities and age”,
“S8”:”All comorbidities and gender”
},
“Techniques”:{
“T1”:”Logistic Regression”,
“T2”:”Naive Bayes”,
“T3”:”Decision Trees”,
“T4”:”Deep Learning”
},
“Sampling Methods”:{
“SM1”:”Oversampling”,
“SM2”:”Undersampling”
}
}

Therefore, 64 models were induced to obtain the published results (8 Scenarios × 1
Targets × 4 Techniques × 2 Sampling Methods).

4.5. Evaluation

In the Evaluation phase, the developed model was evaluated to ensure it allows the
achievement of business objectives. In other words, this phase of the project presupposes
the implementation of the following stages: Evaluate results, Review the process and
Determine the next steps.

So, the previous phase models go through an evaluation process regarding perfor-
mance and utility. For this, metrics are used to understand which algorithm has the best
results for the problem presented.

Therefore, it was necessary to define a threshold to obtain the best possible model.
Consequently, from the knowledge of the specialist in the field, the following values were
stipulated for the metrics Sensitivity, Accuracy, and Specificity:

• Sensitivity ≥ 90%;
• Accuracy ≥ 80%;
• Specificity ≥ 80%.

The obtained results varied from 0 to 1, and the main objective is to predict the 1. So,
to evaluate the performance of the models, the mentioned metrics are used. Metrics related
to Sensitivity have priority compared to the others given because it allows for balancing
the number of false positives and negatives. However, it is important that there are no
unbalanced models, such as predictions with high false positives. So, both Accuracy and
Specificity must have relevant values. This metric will also be important for the future
implementation of ensembles.

4.6. Deployment

In the Implementation phase, the obtained knowledge has to be presented so that the
client—in this case, health professionals—can use it. In other words, it involves making the
acquired knowledge useful for decision-making.

The project in question is part of the clinical Intelligence Decision Support System
(CIDSS). The CIDSS is an information system focused on the health area, conceptualized to
provide support in health professionals’ decision-making, in this case, the ones that are
on the front line to combat COVID-19. Clinical observations are linked to the domain’s
knowledge in a specific area of health, and they can influence physician’s choices to
improve health care services.

Regarding the coronavirus project, a web and mobile application were developed to
support the results obtained. Furthermore, to allow its use, the models will be consumed
by clinicians as a service. To this end, a third article associated with the project is under
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development, where the main outputs from both the clustering and the classification phase
will be exposed, explaining more closely why it is a CIDSS project. The deployment process
turns the models pervasive and makes it available as a service anywhere and anytime to
any user with access privileges. The deployment process and the entire solution will be
described in-depth in a further article [38].

5. Results and Discussion

At this stage of the project, the obtained results in the modeling phase are exposed.
The classification algorithm’s best-obtained result and its respective scenario are shown for
the target under study. In this way, it is possible to uncover which is the best model for the
considered target.

The prediction models were constructed considering the target under study (Patient
Outcome), eight different scenarios (S1 to S8), and applied five different DM techniques
(T1 to T5). For such, the models can be identified as an ensemble of a three-dimensional
matrix M composed by s = 8 scenarios× t = 5 techniques× sm = 2 sampling methods. Each
element of M corresponds to a particular model and can be defined as:

Ms,t,sm =





s = 1 . . . 8
t = 1 . . . 4
sm = 1, 2





where,
s:
1 = {All comorbidities, symptoms, age and gender}
2 = {All comorbidities, age and gender}
3 = {Risk comorbidities, age and gender}
4 = {All comorbidities, symptoms and age}
5 = {All comorbidities and symptoms}
6 = {All comorbidities}
7 = {All comorbidities and age}
8 = {All comorbidities and gender}

t:
1 = Logistic Regression
2 = Naive Bayes
3 = Decision Tree
4 = Deep Learning

sm:
1 = Oversampling
2 = Undersampling

The table below presents the best results obtained by each scenario (s = 1 to 8). For
each model, the values of Accuracy, Specificity, and Sensitivity are presented. For example,
for model M1, 3, 1—consisting of scenario 1, Decision Tree technique, and sampling method
Oversampling—the Accuracy obtained was 90.99%, which represents the percentage of
correctly labeled subjects. Specificity was 86.79%, indicating the percentage of recovered
outcome correctly predicted, and Sensitivity was 95.14%, which represents the percentage
of death outcome correctly identified.

For example, taking into account the M1, 3, 1 model (composed by scenario 1—Decision
Tree technique and sampling method Oversampling), the metrics Accuracy, Specificity, and
Sensitivity were noted. The Accuracy obtained was 90.99%, representing the percentage of
correctly labeled subjects; Specificity was 86.79%, which indicates the percentage of recov-
ered outcome correctly predicted, and Sensitivity was 95.14%, representing the percentage
of death outcome correctly identified.

In this way, it is possible to understand the importance of the Sensitivity metric. It
is preferable to obtain a forecast that indicates if the patient is going to die, but that, in
reality, ends up recovering, than to predict the opposite, since it can affect the decisions
of health professionals. All the results obtained can be consulted in the Supplementary
Materials—“Table S2—Classification Results”.

Therefore, the best results obtained for Patient outcome, where bold is the metrics that
achieved the threshold, shown in Table 7—Metrics for Patient Outcome, were as follows:
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Table 7. Metrics for Patient Outcome.

Model Accuracy Specificity Sensitivity

M1, 3, 1 90.99% 86.79% 95.14%
M2, 3, 1 88.94% 84.43% 93.39%
M3, 3, 1 88.91% 84.60% 93.16%
M4, 3, 1 90.67% 86.08% 95.20%
M5, 3, 2 87.66% 82.19% 93.12%
M6, 3, 1 58.72% 96.80% 21.08%
M7, 3, 1 88.13% 84.80% 91.41%
M8, 3, 2 60.86% 97.00% 24.74%

As previously mentioned, the purpose of the project is to understand each patient’s
outcome, positive or negative, based on their characteristics. Therefore, after a brief analysis
of the results presented, the main outputs gathered are discussed in this section. Firstly, it
is important to remember the threshold previously defined to find the best model for the
project, which is defined by the following metrics (in order of importance):

• Sensitivity ≥ 90%;
• Accuracy ≥ 80%;
• Specificity ≥ 80%.

All values that managed to reach or exceed the defined threshold were marked in
bold. That said, with the exception of models M6, 3, 1 and M8, 3, 2, all the other models
can be considered for the prediction of the outcome of a given patient. In general, the
models present interesting results for Sensitivity, and the lowest values are obtained by
scenario 6 (all comorbidities) and scenario 7 (all comorbidities and age). The models that
obtained the best results, both in Sensitivity and in the other metrics, were M1, 3, 1 and
M4, 3, 1—which are associated with scenario 1 (All comorbidities, symptoms, age, and
gender) and scenario 4 (All comorbidities, symptoms, and age). All models (except the
two with the lowest results) were able to reach the stipulated threshold (since, for example,
the Sensitivity value ranges from 91.41% to 95.20%). It is possible to notice that the more
detailed the patient’s profile was, the higher the probability of the model obtaining better
results. Another interesting point to draw from the results gathered is that for all models,
the classification algorithm that showed the best metrics was T3—Decision Tree. Regarding
the sampling methods, the method that presented the best results was Oversamplaing,
being present in six of the eight models presented.

Therefore, the M4, 3, 1 model is the best since it is the one that presents the best result
in the Sensitivity metric (95.20%), and in the other metrics, it presents values higher than
those of the defined threshold. This model uses the Decision Tree as a classification and
oversampling technique for sampling technique.

6. Conclusions

This paper presents evidence that it is possible to predict the outcome of a specific
patient infected with the SARS-CoV-2 virus using the characteristics indicated by the data
provided, thus making it possible to assist clinicians at crucial decision-making moments.
The article exposes the authors’ work from the moment of data collection and analysis to
the implementation of the data in the modeling phase to extract knowledge from them.

The results were evaluated in terms of a collection of three metrics and in accordance
with the thresholds established; however, priority was given to the Sensitivity metric. Six
of the exposed models meet the threshold. This means that for the target under study—
Patient’s outcome—health professionals will be able to predict the outcome, death, or
recovery of a given patient. The model with the best results is M4, 3, 1 since it presents
the best result for the metric Sensitivity (95.20%) and the following metrics—Accuracy
(90.67%) and Specificity (86.08%), while also showing positive values above the threshold.
This model consists of scenario 4 (all comorbidities, symptoms, and age), decision tree
technique, and sampling method oversampling.
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These results indicate that clinicians use the predictions to understand the most likely
outcome of the patients, which allows health professionals to make better decisions on
how to act towards an infected patient. In terms of future work, the continuous reception
and exploration of new records regarding patients infected by COVID-19 will allow the
exploration of new patterns, techniques and broadcast the solution next to the medical
community. Simultaneously, it will make possible the continuous improvement of the
results obtained by the predictive models. Induced Models are part of the inference layer
of the Clinical Decision Support System (CIDSS) developed and can be easily used by
clinicians approved by the Institutions that use the platform.

The interested reader should consult the official page of the project (https://iocovid19.
research.iotech.pt) for more information about future work to be developed, such as model
optimization with the most recent data and the conclusion of the CIDSS deployment.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/fi13040102/s1, Table S1: Dataset analysis, Table S2: Patient’s Outcome results.
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Abstract: Recent developments in the fields of computer science, such as advances in the areas of
big data, knowledge extraction, and deep learning, have triggered the application of data-driven
research methods to disciplines such as the social sciences and humanities. This article presents
a collaborative, interdisciplinary process for adapting data-driven research to research questions
within other disciplines, which considers the methodological background required to obtain a
significant impact on the target discipline and guides the systematic collection and formalization of
domain knowledge, as well as the selection of appropriate data sources and methods for analyzing,
visualizing, and interpreting the results. Finally, we present a case study that applies the described
process to the domain of communication science by creating approaches that aid domain experts in
locating, tracking, analyzing, and, finally, better understanding the dynamics of media criticism. The
study clearly demonstrates the potential of the presented method, but also shows that data-driven
research approaches require a tighter integration with the methodological framework of the target
discipline to really provide a significant impact on the target discipline.

Keywords: Big Data; Web Intelligence; media analytics; social sciences; humanities; linked open data;
adaptation process; interdisciplinary research; media criticism

1. Introduction

Recent advances in areas such as Big Data and deep learning have paved the way for
the development of Web Intelligence systems that are capable of performing knowledge
extraction and data analytics tasks on large and dynamic web and social media corpora
in real time. Driven by this success, methods from computer science have expanded to
disciplines within the social sciences and humanities, such as business, communication
science, economics, healthcare, and even religion. Some researchers have raised concerns
about whether the current approach of transferring methods to other fields without consid-
ering the target field’s theoretical framework, research background, and concepts is really
a good strategy for unfolding the full potential of data-driven research approaches [1].
In fact, there are areas within the field of natural language processing that have been
doing particularly well, by building upon existing frameworks from other disciplines.
In sentiment analysis, for example, many of the most influential researchers draw upon
models from psychology and neuroscience [2,3]. The well-known Hourglass of Emotions
model and its revisited version [2], for example, blend concepts from psychology, affective
neuroscience, and computer science.

Bartlett et al. [4] note that it is telling that computer scientists are rarely called to
embrace traditional sociological thought, and they contest the idea that computer scientists
should be legitimate interpreters of social phenomena, even if they have been analyzed
with data-driven methods. Researchers such as Connolly argue that computer scientists
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should receive a more comprehensive training in social sciences [1] to make them better
suited for contributing to these fields. Given the wide area of academic disciplines that are
considered as social sciences, such a strategy seems challenging and barely actionable in
the short term.

This paper, in contrast, proposes a collaborative process that aims at creating a shared
understanding between computer scientists and the researchers in the target domain,
provides multiple feedback loops to ensure that knowledge extraction and data analytics
tasks are well aligned with the underlying theoretical frameworks, and yields results that
significantly impact the target domain. The process guides the research design, the collec-
tion and formalization of domain knowledge (e.g., as linked open data), data acquisition,
data selection, knowledge extraction, and data analytics. It also actively promotes a close
collaboration between researchers from different fields to unfold the full potential of their
joint research endeavors.

The rest of this paper is structured as follows: Section 2 discusses related research in
the fields of Big Data and Web Intelligence. We then provide an overview of the process
used for adapting data-driven research methods to other fields. Afterwards, we elaborate
on its application to the field of communication science, provide a short discussion of
the relevant research framework and background (Section 4), and demonstrate how the
process impacts tasks such as collecting domain knowledge (Section 5) and the processes of
data acquisition and selection (Section 6), as well as how it affects the choice of knowledge
extraction and data analytics techniques (Section 7). Section 8 finally demonstrates the
potential of the constructed data analytics platform based on a use case that analyzes the
media coverage of the New Year’s Eve sexual assaults in Cologne in 2015. The paper closes
with the presentation of conclusions in Section 9.

2. Related Work

Big Data and Web Intelligence provide powerful methods for analyzing web and social
media content. The potential and capabilities of these data-driven approaches have been
successfully demonstrated in many domains ,such as political science [5], environmental
communication [6,7], financial market analysis [8,9], healthcare [10], and marketing [11].

Ranganath et al. [5] drew upon social movement theories from political science to
design a quantitative framework for studying how advocates push their political agendas
on Twitter. They used two datasets for analyzing message and propagation strategies,
as well as the community structures adopted by these advocates. Chung and Zeng [12]
used network and sentiment analysis on Twitter to investigate the discussion on U.S.
immigration and border security. The authors uncovered major phases in the Twitter
coverage, identified opinion leaders and influential users, and investigated the differences
in sentiment, emotion, and network characteristics between these phases.

In the environmental communication domain, Khatua et al. [7] studied the perception
of nuclear energy in tweets covering the 2017 Nobel Peace Prize won by the campaign
to abolish nuclear weapons and the 2011 Fukushima nuclear disaster. Scharl et al. [6]
presented visual tools and analytics to support environmental communication in the
Media Watch on Climate Change (https://www.ecoresearch.net/climate, accessed on
21 February 2021), the Climate Resilience Toolkit (https://toolkit.climate.gov/, accessed
on 21 February 2021), and the NOAA Media Watch [13]. All three platforms aggregate
and analyze the coverage of environmental topics in different outlets, including news
media, Fortune 1000 companies, and social media, such as Twitter, Facebook, Google+,
and YouTube. The article discusses (i) the implemented metrics and visualizations for
measuring communication success, (ii) monitoring the efficiency and impact of newly
published environmental information, programs to engage target groups in interactive
events, and the distribution of content through partners and news media, and (iii) tracking
communication goals.

However, even in traditional mediums, such as television, where metrics by Nielsen Me-
dia Research (https://www.nielsen.com, accessed on 21 February 2021) are well-established
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standards for audience ratings, Web Intelligence is gaining in importance, since it pro-
vides techniques for assessing audience engagement rather than the impact and reach of
television programs [14]. Wakamiya et al. [15] and Napoli [14] discussed the advantages
of performing complementary analyses of social network activities related to television
programs, and Scharl et al. [16] investigated the emotion in online coverage of HBO’s Game
of Thrones in Anglo-American news media, Twitter, Facebook, Google+, and YouTube.

Li et al. [17] drew upon company-specific news articles to study their impact on the
movements of stock markets. They concluded that public sentiments voiced in these
articles cause fluctuations in the market, although their impact depends on the company
as well as the article content. Xing et al. [18] presented an analysis of common mistakes
and error patterns within sentiment analysis methods used in the financial domain and
provided suggestions on how to counter them. They also provided a comprehensive study
of data-driven approaches used for financial forecasting in [9].

Kim et al. [19] investigated the coverage of the Ebola Virus on Twitter and in news
media. They created topic and entity networks, computed per-topic sentiment scores,
and analyzed the temporal evolution of these networks. Yang et al. [10] developed a
recommender system for patients interested in information on diabetes. Their approach was
developed on Weibo.com, which is the largest microblogging site in China, and suggested
new content based on the users’ interests and their attitude towards a topic by considering
features extracted from the users’ tweets.

The application domain plays an important role in choosing data sources, analytics,
and visualizations. Marketing, for instance, often focuses on the discussion of products and
product features in online word-of-mouth channels by applying techniques such as opinion
mining and conjoint analysis. Xiao et al. [11] extracted consumer preferences from product
reviews and used an economic preference measurement model to derive and prioritize
customer requirements at a product level based on this information.

A common theme of the work presented above is the expansion of data-driven ap-
proaches to other research fields, particularly to social sciences. As outlined in the introduc-
tion, such approaches have been highly successful, but have also raised concerns regarding
their efficiency and legitimacy in terms of impact on the target domain [1,4]. The presented
paper aims at addressing these concerns by proposing a collaborative process that promotes
a shared understanding of the research framework and an alignment of hypotheses and
goals between the disciplines, as outlined in the next section.

3. Method

Computer scientists that adapt data-driven research methods to other fields often
have only a limited understanding of the theoretical framework that guides research within
the target domains. Although such knowledge might not be strictly necessary for applying
data science to new fields, it seems sensible to suggest that aligning data-driven research
with the concepts, research questions, and methodological framework of the target domain
will improve the efficiency, effectiveness, and impact of the research outcomes within the
target discipline.

This section introduces an iterative process that supports this alignment by promoting
a collaborative, interdisciplinary approach that leverages expert knowledge. We have
successfully applied this process to a number of interdisciplinary research projects covering
domains such as business ethics, communication science, investment, and pharmaceutical
drug development.

Figure 1 illustrates the proposed process, which consists of five main tasks that trigger
corresponding feedback loops used to align the research design, goals, hypotheses, and
data-driven research methods with the target domain and to consequently improve the
quality and impact of the created artifacts. The following subsections elaborate on these
tasks in greater detail, and are followed by a comprehensive discussion of how this process
has been applied to the creation of the Swiss Media Criticism portal in Sections 4–8.
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Figure 1. Adapting data-driven research to a new target domain.

3.1. Adaptation to the Research Framework and Background of the Target Domain

The first step aims at creating a joint understanding between computer scientists and
researchers from the target domain. It involves introducing the background, research frame-
work, and hypotheses to computer scientists, and communicating the available methods,
their potential, and their limitations to the colleagues from the target domain. This stage
should also consider how existing concepts from the target domain might support down-
stream data acquisition, knowledge extraction, and analysis. Finally, the research design,
hypotheses, and experiments that help in either confirming or rejecting these hypotheses
are created in this step.

An illustrative example of the impact of this first adaptation step is given in Section 4;
the definition of media criticism within the communication science literature, which re-
quires a particular stakeholder to voice criticism, had a significant impact on the approach
used to detect media-critical content in online news and social media. The domain’s re-
search framework has also been instrumental in determining:

1. The required domain knowledge on stakeholders and sources (Section 5), which, in
turn, influenced:

2. The sources and source groupings considered by data acquisition components
(Section 6) and

3. The types and kinds of entities supported in the named entity-linking process (Section 7.1);
4. Whether a domain-specific affective model or standard sentiment should be used in

the knowledge extraction pipeline (Section 7.2);
5. The approach used for data analytics, i.e., investing considerable effort into building

the Swiss Media Criticism portal and analytics dashboard, which supports real-time
tracking of emerging issues in addition to historical analyses (Section 8).

3.2. Formalization of Domain Knowledge and Selection of Relevant Data Sources

Afterwards, domain experts formalize domain knowledge and collect relevant data
sources. The importance of this step cannot be overstated, especially since all later analyses
will draw upon data retrieved from sources specified in the formalization step. The domain
experts, therefore, need to clearly state which sources are relevant and useful to the
analyzed domain and are required for answering the research questions. At the end of this
task, they provide:

• Domain knowledge, such as ontological knowledge on entities (e.g., relevant stake-
holders, locations, events, etc.) and their relations to each other, which is well suited
for supporting data acquisition and knowledge extraction processes. Approaches
for computing the domain specificity (Section 6), named entity linking (Section 7.1),
and sentiment analysis (Section 7.2) also benefit heavily from domain knowledge.
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• Data sources, such as (i) links to relevant web resources (e.g., news media sites),
(ii) search terms, and (iii) social media accounts of major stakeholders.

Section 5 outlines the tasks necessary for collecting and formalizing the relevant
domain knowledge in greater detail.

3.3. Acquiring and Preprocessing Textual Data

The content acquisition process leverages the specified data sources and domain
knowledge for content acquisition and filtering. The later step is of particular importance
for content sources, such as news media, that cover a broad selection of topics and, conse-
quently, contain both relevant and irrelevant content.

Criteria and concepts from the research framework (e.g., the concept of media crit-
icism) and formalized knowledge (e.g., stakeholders, domain concepts, etc.) from the
previous step are instrumental in ensuring that only relevant documents are included in
the information space on which analytics will be performed. Depending on the chosen ap-
proach, domain experts might provide (i) regular expressions for white- and blacklists (i.e.,
text patterns that identify relevant and irrelevant content) or (ii) gold-standard documents
for training supervised machine learning components and deep learning, or (iii) might ask
computer scientists to apply more advanced techniques that combine these approaches,
such as ensemble methods.

Experts then browse this corpus in order to evaluate the acquired documents in terms
of (i) relevance, (ii) coverage, and (iii) quality (i.e., whether the content is complete and free
of noise, such as navigation elements). The feedback on the data quality triggers (i) adap-
tations of the domain-specificity component, which aims at improving the document
relevance and/or coverage (if relevant documents have been filtered), (ii) the inclusion of
additional sources to address missing document sources, and (iii) the optimization of the
boilerplate removal to improve the document quality.

This iterative feedback process is also a good point to reflect on the necessity of the
selected sources. Within the presented use case, for example, we observed that especially
web sites of small media outlets tended to violate web standards and caused problems
with the boilerplate removal. This observation, combined with the insight that these sites
do not contribute a relevant amount of media-critical content and, therefore, have no real
impact on the validation of the research hypotheses, led to the decision to remove them
from the list of data sources, yielding a better overall content quality.

3.4. Knowledge Extraction

Once the data acquisition and preprocessing pipeline has been established, knowledge
extraction processes (Section 7) draw upon methods such as (i) named entity linking
to identify persons, organizations, and locations relevant to the use case, (ii) sentiment
analysis to determine the polarity (i.e., positive versus negative coverage) of the retrieved
documents, topics, and stakeholders, and (iii) keyword analysis to extract topics and
concepts covered in these documents. The contextual information obtained from the
knowledge extraction pipeline yields annotations that form the contextualized information
space [20], which is then used for further analyses. Domain experts provide feedback on
the annotation quality to aid improvements of the underlying methods, as well as the
modeling of the relevant stakeholders.

3.5. Visualizations and Analytics

In the last steps, computer scientists draw upon data analytics and visualizations to
obtain the results required for verifying or rejecting research hypotheses, to conduct ex-
periments, and to generate insights that are relevant to the target domain. The outcome of
this step is not limited to one-time analyses, but may also comprise the creation of expert
systems, such as Web Intelligence dashboards, that equip researchers with powerful tools
for continuously monitoring relevant web and social media coverage to gain additional
insights into stakeholders, new trends, and factors that drive these developments. Finally,
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as the case study in Section 8 demonstrates, domain experts are indispensable for interpret-
ing insights generated by data-driven methods and for relating them to the target domain’s
theoretical framework.

4. Use Case—Analyzing Media Criticism

The following sections demonstrate the application of the introduced process to
research in the field of communication science that focuses on media criticism.

As suggested in Section 3, we start by outlining the importance of the topic and the
relevant research background within the target discipline. Afterwards, we elaborate on
how this background is used to guide the collection of domain knowledge (Section 5), ac-
quire relevant content (Section 6), adapt knowledge extraction methods to the given use case
(Section 7), and, finally, create an expert system that is tailored towards performing analyses
that help in answering research questions within the domain’s theoretical framework.

4.1. Research Background

Mass media play a pivotal role for democratic societies. However, a number of recent
national and international debates (e.g., on the media coverage of the 2020 US election
and the COVID-19 pandemic) have shown that the performance of mass media is highly
contested and trust in journalism is on the decline. A study that was published by Gallup
in September 2020 (https://news.gallup.com/poll/321116/americans-remain-distrustful-
mass-media.aspx, accessed on 21 February 2021) shows that only 9% of U.S. citizens have
a great deal of confidence in media reporting, while more than 60% of the respondents
described their confidence in news media as “not very much” or “none”. The performance
of the media is also highly contested in Germany, where the term Lügenpresse (lying
press) was elected as the worst German word of 2014 (https://www.unwortdesjahres.net/
fileadmin/unwort/download/pressemitteilung_unwort2014.pdf, accessed on 21 February
2021) and is still used by some ideological groups.

Measuring and understanding the issues, dynamics, and impact of media criticism is
a challenging task that can tremendously benefit from systematic studies that cover media
criticism from major stakeholders, such as (i) mass media, (ii) media-critical agents, and (iii)
social media across different outlets and media. An analysis of the daily output produced
by these stakeholders makes it clear that it is no longer feasible to manually collect and
analyze these document streams by hand and that a collaborative research design that
integrates methods from computer sciences is required.

4.2. Research Framework

Journalism possesses substantial definatory power due to its selection of fragments of
reality and the resulting staging of it. However, journalistic descriptions of the reality are at
least partly subjective and depend on a number of long-term factors, such as the journalist’s
socialization, know-how, and self-conception, but also on short-term circumstances, such as
the available time for production, events occurring shortly before or after, and the accessible
resources (experts, pictures, etc.).

Moreover, citizens depend on trustworthy journalism, which can be achieved by
periodic information about current processes in the sector, journalistic work routines,
or dominant pressures [21]. Substantial media criticism also empowers the public to
overcome its role as an exclusive consumer and enables it to acquire the role of a media-
literate agent and citizen who shoulders responsibility for the media system’s status quo
and quality [22]. Therefore, society cannot go without a continuous, public, and critical
debate about journalistic performances [23]. We understand media criticism as optimistic–
constructive or negative, public, and reflexive observation, description, and evaluation of
media process routines, concerning all relevant participants, referring to accepted rules and
standards [21,24]. Crucial is an explicit assessment of a relevant media issue concerning
products, agents, actions, or procedures [21,25].
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Up to now, academic research lacks a systematic inventory and quantitative empirical
basis of editorial-based media criticism, as well as of agents and institutions that practice
public media criticism, aside from [26,27]. What is the yearly output of media-critical stake-
holders? On which issues do they focus? What resonance do existing agents encounter
in mass media? Moreover, little is known from a scientific point of view about the issues,
dynamics, and impact of media criticism debates. What seems obvious is that circum-
stances for editorial-based media critics are deteriorating due to ongoing concentration
processes within the media system [28]. Furthermore, on the basis of content analyses,
Wyss, Schanne, and Stoffel [27] hint at the often episodic character of media criticism and
deplore the absence of explicit evaluations and statements that focus on structural deficits.
It remains uncertain whether other agents are able to fill this gap with their own qualitative
and systematic coverage. Although the number of critical agents and institutions has
increased since digital channels have spread, at least some of them are highly dynamic
and show variable lifespans, such as media blogs [29–31]. The societal relevance of media
criticism along with recent developments, such as the declining trust in journalistic stake-
holders, the structural changes in the media industry, and the neglect of media criticism
by communication research [32,33], emphasizes the importance of a systematic scientific
analysis of this topic.

4.3. Conclusions

The discussions of research questions, research framework, and the available data
analytics capabilities yielded the following insights that directly influenced the project’s re-
search design: The dynamics of media criticism are of particular interest to communication
science. We, therefore, decided to develop an expert system that acquires, identifies, and
monitors media-critical coverage in real time, enabling historical analyses as well as active
tracking of current issues. Due to the importance of research questions that focus on the
output and impact of different media-critical actors, we have defined three groups from
which media-critical coverage will be collected (Section 5.3). The data acquisition com-
ponent will also draw upon the discipline’s definition of media criticism for determining
whether an article is relevant for the analysis (Section 6). Finally, the knowledge extraction
components (Section 7) will perform named entity linking to identify major stakeholders,
phrase detection to automatically obtain associations that provide clues on important topics
and the framing behavior of agents, and sentiment analysis to gather insights on whether
issues are perceived as positive or negative. Based on these design decisions, the created
expert system will allow an efficient and effective analysis of relevant issues, stakeholders,
their output, and the impact of their criticism.

5. Collecting Domain Knowledge and Data Sources
5.1. Domain Knowledge on Stakeholders

The research framework emphasizes the importance of gathering qualitative and
quantitative insights into (i) the output of media-critical stakeholders and (ii) the issues,
dynamics, and impacts of media-critical debates. Consequently, domain experts compiled
stakeholder lists that contain media entities (persons and organizations) of all four Swiss
language regions, as well as key organizations and persons of foreign countries. Infor-
mation on international stakeholders was provided because Swiss German media-critical
coverage can potentially also refer to entities outside of Switzerland. In addition to active
organizations, historical entities were part of the list, as well as existing agents that have not
produced any publication output in the last few years. The domain experts also provided
background information on entities, such as abbreviations, addresses, and key people.
In total, these efforts yielded the object lists outlined in Table 1.
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Table 1. Categories of the media-critical entity lists and the corresponding numbers of entities.

Entity Category Entities

Swiss Stakeholders 1209
Media-critical agents 65
Mass media (print, radio, TV, online) 524
Publishing houses and print offices 85
Publishers, CEOs, and editors in chief 344
Media events and media awards 21
Syndicates and associations 11
Media scholars and (commercial and non-profit) research organizations 50
Foundations and media schools 22
Media politicians and federal councillors 13
Media lawyers 26
Media journalists 48

Foreign stakeholders 39
Selected organizations and persons from foreign countries 39

Miscellaneous 462
Information programs of the Swiss Broadcasting Corporation (SRG) 64
General media-critical keywords (media-relevant terms) 398

In addition, the experts assembled a general keyword list of about four hundred
concepts that might indicate media criticism, which contains terms such as journalism,
mass media, newspaper, broadcaster, editorial, circulation, tabloid press, practical training,
audience rating, or gatekeeper. These terms were manually extracted from a set of media-
critical articles that were used by the domain-specificity components (Section 6) and from
literature covering communication and media studies. This keyword list was used by the
mentioned domain-specificity components as another indicator for media criticism.

5.2. Formalizing Domain Knowledge

The domain experts provided the collected domain knowledge on media-critical
stakeholders in a tabular form, specifying information such as the stakeholder’s name,
possible abbreviations, Twitter accounts, homepages, organization, and type. These tables
were converted into the Resource Description Framework (RDF) linked data format, which
is more easily interpretable by automated processes and serves as input for the named
entity linking component (Section 7.1).

Maali et al. [34] introduced the Publishing Pipeline for Linked Government Data,
which utilizes Open Refine (https://openrefine.org/, accessed on 21 February 2021) to-
gether with an RDF extension (https://github.com/stkenny/grefine-rdf-extension, ac-
cessed on 21 February 2021) to convert tabular data into RDF. We simplified this pipeline to
contain only the steps “Data clean-up” and “Transformation into RDF”, and subsequently
adopted it for the targeted lightweight RDF graph used further along in the process.

The main advantages of the outlined procedure are (i) its simplicity and (ii) that
the configuration used for the conversion pipeline can be exported, edited, and reused.
As such, it is only necessary to create this pipeline once, since it is possible to just reapply it
on an updated dataset.

5.3. Selecting Relevant Data Sources

Gaining a comprehensive picture of publicly performed online media criticism re-
quires analyzing the publication output of opinion-leading media-critical agents (press
releases, news features, blogs, project reports) and their response rate in relevant mass me-
dia and specialized publications focusing on media. In this context, “publicly performed”
means mass media online distribution, as well as publications that are accessible on organi-
zational web sites, available for everyone, and, hence, usable cross-systemically [21]. Based
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on these insights, the domain experts organized sources of media-critical content into three
source categories, as outlined in Table 2: mass media, professional public, and social media.

Table 2. Sources per source type for media-critical content.

Source Type Sources

Mass media 185
Professional public 170
Social Media

Media organizations 180
Journalists and media stakeholders 740

Total 1275

1. A total of 185 mass media sources were identified by the experts, comprising web
pages of radio stations, TV stations, and printed media with an edition of at least
15,000 copies, as well as online only media. In addition to editions, crucial factors
concerning printed media were timeliness, universality, and periodicity. This category
also contained well-established TV and radio programs (i.e., programs that have been
broadcasted for at least five years).

2. The professional public category gathered articles from 100 Swiss German media-
critical agents participating in the public discourse related to media criticism and
the corresponding press releases. It included a heterogeneous range of organizations
that are either part of the media system (intra-media agents) or belong to another
societal system (extra-media agents) [27]. The resulting list contains 170 agents with
approximately 100 harvestable URLs.

3. Based on the domain experts’ assessment, our research considered two different types
of social media accounts: The first one collected tweets from mass media sources,
and the second one collected tweets from media- and journalism-related persons. For
inclusion in the Twitter sample, profiles needed to fulfill the following three criteria:
(i) at least 100 followers, (ii) a relation to Swiss media criticism, and (iii) the majority
of the tweets must be written in German. The system monitored 180 Twitter accounts
of mass media and 740 accounts of Swiss journalists and media-related persons.

A minor drop-out on the web sources could be determined due to the lack of relevant
or up-to-date content, or because content was secured by a paywall or offered exclusively
as a podcast, ePaper, or another non-trivial data format. In the case of mass media, program
preview sites and audio-only content were removed as well. In the case of paywalls, a
subscription for important outlets was organized.

6. Data Acquisition and Preprocessing

Based on the information provided in the previous step, our content acquisition
pipeline drew upon web crawlers and the Twitter web API to retrieve potentially relevant
content. Since between 50 and 60% of a typical web page consists of noise, such as naviga-
tion menus, links to related documents, advertisements, and copyright notes, the content
acquisition processes also deploy boilerplate removal [35] to identify and remove noise
elements as well as overview pages (i.e., summarization pages and entry points).

Afterwards, a domain-specificity classifier ensures that only relevant documents are in-
cluded in the corpus (or information space) by filtering irrelevant documents. The informa-
tion space used for analyzing media criticism, therefore, will contain mostly media-critical
documents rather than arbitrary media coverage. The following sections describe the
evolution of the domain-specificity component within the Swiss Media Criticism project.

6.1. Keyword-Based Approach

The first version of the content acquisition pipeline drew upon black- and whitelist
items to determine the domain specificity of documents. Keyword-based queries are very
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common in social sciences and have the advantage of being well accepted within this
discipline. Nevertheless, they provide low performance in terms of recall, since media
criticism can be voiced in manifold ways and settings, ranging from sport events like
the ski accident of Michael Schuhmacher in 2013, to tragic disasters in aviation like the
Germanwings accident in 2015, to political statements like the Böhmermann affair in 2016,
and to public health and policy issues, such as the reporting on the COVID-19 crisis.
Knowledge-aware text classification systems address this problem by considering both the
document’s vocabulary and background knowledge, such as the presence of media-critical
entities and terms in the classification process.

6.2. Knowledge-Aware Text Classification

The next iteration of the domain-specificity component drew upon the formalized
domain knowledge to calculate the probabilistic affiliation of a new and unknown text
with a given set of categories. In the presented project, two categories—media criticism
and not media criticism—were used, corresponding to relevant and irrelevant content.

To gather the needed domain-specificity information, domain experts (i.e., communi-
cation scientists) collected a gold-standard corpus of both media-critical and non-media-
critical documents. Special attention was paid to finding document pairs dealing with the
same topic, where one document contained media criticism while the other one did not,
as this helped to minimize the risk of topic-specific bias. In addition, the domain experts
aimed to include a wide range of topics, such as sports, direct democracy, affirmative
actions, disabilities, the Holocaust, offshore leaks, the Pope, Islam, climate change, the en-
ergy transition, and airplane accidents, in the gold standard. All selected documents were
published in a Swiss medium after 2010. The media-critical documents in the sample only
considered texts for which media criticism was clearly identified as the main topic and
was not just peripherally mentioned. The final gold standard comprised 503 media-critical
documents and 643 corresponding non-media-critical counterparts, which were used for
training the classifier.

This iteration used the Naïve Bayes classification algorithm due to its simplicity and
explainability, which allowed the determination of the reasons for a correct (or incorrect)
classification result. Being able to observe and correct the process if necessary helped in
building the domain expert’s trust in the classifier, and this was therefore identified as a
crucial step in creating the system.

The overall probability of an unknown text was derived from the probabilities of the
contained terms: First, the document ws converted into a “bag of words” representation
that also considered n-grams and skip-grams. A stopword filter and a frequency-based filter,
which remove terms that have been used less than three times in all collected documents,
were applied to speed up the computation time. The prior probability for each element of
this bag of words was received from the knowledge base calculated previously. The overall
probability of an article being media critical given its included terms P(M|t) was calculated
with the cross-product of its terms’ prior probability P(M) and the likelihood P(t|M) that
they were contained divided by its evidence P(t).

P(M|t) = priorprobability× likelihood
evidence

=
P(M)P(t|M)

P(t)
(1)

In this scenario, prior probability describes the general probability of an unknown
text containing media criticism according to the training data, while likelihood refers to the
probability of an unknown text’s term being related to a media-critical text. Meanwhile,
evidence means the probability of an unknown text’s terms being contained in any of the
trained categories (in this case media criticism M and not media criticism ¬M).

evidence = P(t) = P(M)P(t|M) + P(¬M)P(t|¬M) (2)
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We further introduced ensemble heuristics, where the classification functions as a
baseline, and further knowledge sources, such as (i) source whitelists, (ii) black- and
whitelists, and (iii) named entity annotation and text patterns, function as regulators.
Documents that contain no or only a few keywords received a penalty on the estimated
probability of containing media criticism. The ensemble methods applied in this iteration
achieved results with a recall of over 71%, which is already considerably better than the
keyword-based approach.

6.3. Deep Learning for Text Classification

The final iteration of the domain-specificity component drew upon a transformer ar-
chitecture to perform the classification process. As outlined in Figure 2, the classifier used a
Bidirectional Encoder Representations from Transformers (BERT) language model [36] with
twelve transformer layers and a maximum sequence length of 512 tokens to create a contex-
tualized representation of the input document, in which each token was represented by a
768-dimensional vector. Text classification tasks usually only consider the BERT symbol for
classification output ([CLS]), which starts each document and provides a 768-dimensional
vector representation of its content. Since combining multiple hidden layers has been
shown to improve accuracy [36], we pooled the output of the last four hidden layers and
fed it through two linear layers, which then provided the final classification result.

Figure 2. Architecture of the deep learning classifier.

We used the Hugging Face transformer library (https://huggingface.co, accessed
on 21 February 2021) in conjunction with PyTorch (https://pytorch.org, accessed on 21
February 2021) to implement the classifier and evaluated it using the following two pre-
trained transformer models:

• German BERT base (https://huggingface.co/bert-base-german-cased, accessed on 21
February 2021): A case-sensitive BERT transformer that has been trained on over 10 GB
of textual data comprising the German Wikipedia dump (6 GB), the OpenLegalData
dump (2.4 GB), and 3.6 GB of news articles.
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• Multilingual BERT (https://huggingface.co/nlptown/bert-base-multilingual-uncased-
sentiment, accessed on 21 February 2021): A case-insensitive, multilingual BERT
model that has been fine-tuned for sentiment analysis on product reviews in English,
Dutch, German, French, Spanish, and Italian.

Experiments that aimed at optimizing the model’s hyperparameters yielded the
following settings: a batch size of four, a dropout value of 0.3 to prevent overfitting,
an Adam optimizer with a learning rate of α = 3× 10−5, a binary cross-entropy (BCE) loss
function, and a training limit of 35 epochs with early stopping if the validation loss does
not improve.

Both models were fine-tuned on the domain-specificity classification task using the
gold standard created by our domain experts. In our experiments, the German BERT
Base model achieved an F1 score of 92.5% with both a precision and a recall of 92.5%.
The multilingual BERT model even topped this performance with an F1 score of 95.8%
(recall: 95.6%, precision: 95.8%). This considerable boost in performance came at the cost
of a lower explainability of the provided classification results.

7. Knowledge Extraction

The selection of the knowledge extraction techniques was guided by the research
framework discussed in Section 4, which requires (i) the analysis and tracking of major
stakeholders, (ii) the identification of dominant issues, and (iii) the classification of media
criticism as either optimistic–constructive or negative. Weichselbraun et al. [37] discussed the
use of domain-specific affective models, which support capturing emotions that go beyond
standard sentiment and emotion models. An assessment that compared the optimistic–
constructive and negative dimensions from communication science literature with standard
sentiment polarity (dimensions: positive and negative) concluded that, for the purpose of the
joint research project, the use of sentiment polarity is an efficient (availability of high-quality
sentiment lexicons) and effective (sufficiently high correlation between both metrics) strategy.

Consequently, we deployed named entity linking for identifying stakeholders
(Section 7.1), the phrase extraction method described by Weichselbraun et al. [38] for
tracking associations and dominant issues, and sentiment analysis (Section 7.2) to automat-
ically determine whether the feedback was positive or negative.

7.1. Named Entity Linking

Named entity linking identifies mentions of named entities, such as persons or or-
ganizations that are important stakeholders in the public discourse on media criticism,
as well as locations, and links them to structured knowledge sources, such as the DBpedia,
GeoNames, and custom linked open data repositories. Therefore, it paves the way for
analytics that assign sentiments to entities, identify trends, and reveal relations between
these entities. Transforming the domain knowledge on media criticism assembled by the
domain experts to a linked data format (Section 5.2) enables us to leverage these data for
named entity linking.

The webLyzard platform used in this project draws upon Recognyze [39], a named
entity linking component that queries linked open data sources to obtain textual, contextual,
and structural information on entities, which is then used to identify entity mentions in text
documents. Figure 3 outlines this process. Recognyze uses analyzers, i.e., graph mining
components, that retrieve the relevant information from the available linked data sources.
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Figure 3. Named entity linking with Recognyze.

Name analyzers yield textual information that comprises different named variants
and abbreviations used to refer to an entity (e.g., BBC, British Broadcasting Corporation,
etc.). Context analyzers mine contextual information, such as keywords obtained from
the organization’s description, products and services offered by an organization, its web
address, and mail and email addresses. Structural information is obtained by structure
analyzers, which reveal relations between the extracted entities—for instance, that John
Reith was the founder of the BBC or that Future Media is an operational division of the BBC.

The obtained information was then used to create disambiguation profiles that iden-
tified potential named entity mentions in textual content, thus helping to disambiguate
these mentions and ground them to the correct entity in the linked open data repository.

7.2. Sentiment Analysis

Sentiment analysis computes the polarity (positive versus negative) of targets, such
as documents, sentences, topics, and named entities. Therefore, it is useful to determine
how targets are perceived by the public or to identify conflicting targets, i.e., targets with a
high standard deviation of the sentiment value, which indicates that the coverage of these
targets is framed differently in the analyzed outlets.

The Swiss Media Criticism portal uses a context-aware sentiment analysis approach
to determine the text sentiment, which considers the text’s context prior to evaluating its
sentiment. Therefore, it combines a static sentiment lexicon that contains sentiment terms ti
that either indicate a positive or negative sentiment (e.g., good and excellent versus bad and
horrible) with a contextualized sentiment lexicon, which determines the sentiment value
for ambiguous sentiment terms (ti ∈ Tambig) based on the text’s context Ci, expressed as a
set of non-sentiment terms within the text. The term expensive, for instance, is considered
negative in conjunction with context terms such as overpriced, while the context terms
high value and quality might indicate a positive usage of this term.

Aggregating the sentiment value of all terms ti within a sentence with context Ci
yields the total text’s sentiment (Equation (3)).

ssentence =
n

∑
i=1
N (ti) · s′′(ti, Ci) (3)

The sentiment lexicon s′′(ti, Ci) yields the contextualized sentiment value for ambigu-
ous sentiment terms ti and falls back to the static sentiment lexicon s(ti) for unambiguous
sentiment terms or if no context terms are available.

s′′(ti, Ci) =

{
s′(ti, Ci) if ti ∈ Tambig and Ci 6= ∅
s(ti) otherwise

(4)
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A function N (ti) considers negations by inverting the term sentiment if ti has
been negated.

N (ti) =

{
−1 if ti is negated
+1 otherwise

(5)

The system also propagates the sentence sentiment to topics, sources, and entities,
i.e., it allows assessment of whether a certain entity occurs frequently in a positive or
negative context or how a certain new media site frames a particular topic.

8. Visualizations and Analytics—The Swiss Media Criticism Portal

The expert system that was created, the “Swiss Media Criticism portal and analytics
dashboard”, was developed within the Radar Media Criticism Switzerland project, funded
by the Swiss National Science Foundation, and was built upon the webLyzard platform
(https://www.weblyzard.com, accessed on 21 February 2021), which provides compo-
nents for scalable knowledge acquisition and extraction [40], advanced analytics [16], and
visualizations [6]. The expert system has been actively used by communication scientists
from the project consortium, and efforts towards extending this system to further countries,
domains, and research groups are planned.

Figure 4 illustrates the Swiss Media Criticism portal and analytics dashboard, which
enables users to search, refine, analyze, and interpret media-critical coverage from Swiss
online sources.

Figure 4. Screenshot of the Swiss Media Criticism portal featuring a query for the search term “corona”.

The system aggregates media-critical content and yields keyphrase statistics (left
bottom), relevant documents (center), real-time analytics, such as the geographic distribu-
tion of the media coverage (right top), a tag cloud highlighting terms associated with the
current query (right middle), and a keyword graph outlining how the associated terms are
connected to each other (right bottom). The case study in the following section outlines
how the computed associations and the corresponding visualizations provide clues con-
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cerning the framing behavior of the agents and support the development of hypotheses
that describe the effects that the coverage has among the target audience.

The created expert system provides powerful analytics for addressing the major issues
and questions raised within the research framework:

• The platform provides real-time coverage of current (e.g., Figure 4) and past (e.g.,
Section 8.1) issues, thus enabling experts to analyze the dynamics of both current and
past issues and to participate in the discourse with data-driven insights.

• Stakeholder groups (i.e., mass media, professional public, and social media) are
organized in different samples, allowing domain experts to analyze and contrast the
output and impact of these groups.

• Named entity linking enables analyses that focus on the stakeholder groups that have
been defined by the domain experts (Section 5).

• Phrase extraction automatically identifies terms and concepts that are associated
with stakeholders, locations, and queries, supporting domain experts in uncovering
important topics, dominant issues, and their framing.

• Sentiment analysis provides insights into the perception of stakeholders and issues.
• Drill-down analyses ensure that aggregated results and trends presented in the portal

are valid and help in understanding the underlying reasons for the observed effects.

The following case study demonstrates how these analytics and visualizations are
instrumental in understanding the media-critical discourse and its dynamics by supporting
analyses that (i) aid in answering fundamental questions on the temporal course and
lifespan of issues, (ii) highlight important agents participating in the discourse, and (iii)
identify the sentiment (positive versus negative) of its coverage.

8.1. Case Study: New Year’s Eve Sexual Assaults in Cologne

During the night of New Year’s Eve in 2015/2016, numerous women were robbed and
sexually molested at the Cologne main station. Generally, the suspects were described as
African- or Arabic-looking. A public debate emerged over immigrants, sexism, and cultural
values. In this context, the role of mass media coverage of delicate topics was critically
discussed, and the term Lügenpresse (lying press) was suddenly socially acceptable again.

Searching for media-critical coverage of these events using the keywords Silvester-
nacht (night of New Year’s Eve), Köln (Cologne), and Medien (media) during the period
from 31 December 2015 to 31 March 2016 yielded 72 documents in the mass media and
professional public categories, as well as 227 Tweets from media-critical stakeholders.

Figure 5 compares the media-critical coverage in mass media and in Tweets authored
by media-critical stakeholders.

For mass media, the most relevant concepts were Köln (Cologne, 36 mentions), Täter
(offenders, 36 mentions), and Übergriffe (assaults, 16 mentions), indicating that the discourse
was focused on these particular events.

The discussion of media-critical stakeholders, in contrast, focuses on the implications
of the events for Switzerland, as indicated by the keywords Frauen (women, 17 mentions),
Schweiz (Switzerland, 12 mentions), and Durchsetzungsinitiative (an upcoming people’s vote
regarding the deportation of criminal foreign citizens, nine mentions). It is also interesting
to note that the term “refugeeswelcome”, which was present only in the Twitter tag cloud,
became a hashtag for some of these discussions.

The geographic distribution of the locations mentioned in the articles indicates that the
coverage focused on Cologne, Stuttgart, and Sweden, where similar events were reported,
as well as in Poland due to an article that covered the drastic means by which Poland’s
government tried to strengthen its influence on the media, mentioning the Polish media
coverage of the events in Cologne.

Figure 6 reveals the topic’s life cycle, which seems to be typical for mass media
coverage, with a heavy increase in coverage when the issue first became apparent three days
after New Year’s Day. The mostly episodic mass media coverage, which has been criticized
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by media scholars, seemed to continue as far as media-critical coverage is concerned.
Media critics seem to operate similarly to their colleagues.
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Figure 5. Tag clouds of the media-critical coverage of the New Year’s Eve sexual assaults in Cologne on
Twitter (top), in news media (bottom), and in locations mentioned in the news media coverage (right).

Figure 6. Frequency graph illustrating the topic’s life cycle in mass media in the first quarter of 2016.

After a fortnightly high during which the issue was dominant, the media lost interest,
as hardly any new information became available or there was a lack of similar follow-up
events. The steep decline was followed by a steady loss of importance, which ended
in disappearance. When considering that almost three hundred monitored agents only
yielded 72 hits over three months, it became obvious that this event did not attract a lot of
media-critical coverage in Switzerland. Hence, the hypothesis of media-critical coverage
not being widespread is supported. Swiss journalists held themselves back from criticizing
their professional colleagues in Germany, but also omitted a discussion of what should be
done differently by Swiss media if a comparable event would happen in Switzerland.

At the same time, the system revealed which sources participated in a public debate
and how strongly each source had been involved (Figure 7). From a media studies perspec-
tive, this feature is relevant concerning the distinction of mass media with institutionalized
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forms of media criticism and editorial teams without similar structures or for recogniz-
ing differences between tabloid press and quality media. Institutionalization means that
there is at least a personal specialization or an organizational beat in the topic field of
media journalism. According to structuration theory, institutionalization of media criticism
should lead to more regular and more qualitative coverage [41]. Moreover, the coverage’s
geographic distribution becomes visible; therefore, it is also more discernible if one regional
press cooperation reports more often than another.

The deepening analysis in Table 3 points out that only 22 of the 185 mass media titles
covered the event from a media-critical point of view. This corresponds to an average
of 0.31 contributed articles per title in the category of the mass media. The reaction of
the professional media in this case was even lower. Only 8 of the 100 professional public
media titles covered the issue. This corresponds to an average of 0.13 contributed articles
per title in the category of the professional public. This result shows that mass media
criticism cannot be fully substituted with criticism by professional public agents. Moreover,
the analysis allows a comparison between tabloid papers and quality press. In the sample,
we found 24 articles coming from five quality press titles, but only five articles in five
tabloid press titles. We could argue that substantial media criticism is not something that
tabloid press is predestined for due to its meta-level nature and its complex context with
ethics or law. Therefore, media criticism is a topic that tabloids seem to avoid, fearing they
could perform poorly.

Figure 7. Cropped screenshot of the Swiss Media Criticism portal demonstrating the most frequent
sources of the selected articles. Included are the source name (Quelle), number of documents (Anzahl),
reach (Reichweite), influence (Einfluss), and sentiment.

Table 3. Average number of articles per medium.

Category Articles (Agents) Average per Medium

Top Categories
Mass media 59 (185) 0.31
Professional public 13 (100) 0.13

Sub-Categories
Quality media 24 (5) 4.80
Tabloid press 5 (5) 1.00
Institutionalized media criticism 17 (5) 3.40

The data show that forms of institutionalized media criticism structures within the
newsroom do indeed lead to more coverage. In the category of the media with institution-
alized media criticism, we found an average of 3.4 contributed articles per title, whereas
editorial teams without such specialization published far fewer articles.
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Although the analysis shows certain tendencies, it is clear that one case study is not
enough to determine whether institutionalization is meaningful or not. Just by skimming
the articles, it becomes evident that the expression “lying press” is hardly existent in Swiss
mass media coverage. The Swiss journalists do not seem to be willing to support the
polemical use of this inadequate term. In addition, mass media only perform “embedded
media criticism”, which means that critical content is not the main topic of an article, but is
peripherally mentioned in a few sentences.

Figure 8 shows the sentiment for the press coverage of the New Year’s Eve sexual
assaults in Cologne. The figure indicates the framing behavior of the involved agents—
more precisely, whether an issue is mainly framed with positive, neutral, or negative terms.
This allows, for example, the creation of hypotheses regarding the effects of this coverage
on the audience.

Figure 8. Sentiment analysis of the topic’s perception in the first quarter of 2016.

In the case of Cologne, once more, we recognized a typical pattern known from
general media coverage: There is often a first outrage wave among journalists when such
an issue emerges. A highly emotionalized coverage arises, leading to a very negative issue
sentiment. Indeed, most of the media-critical Cologne coverage was clearly negatively
framed. After a few weeks, the sentiment becomes more neutral, as journalists gain distance
from an event and contextualize an incident. Later, the sentiment even becomes positive,
as voices often arise that demand that society learns and improves and that things have to
be handled differently the next time in order to avoid a similar event. After this conclusion
phase, the sentiment stays neutral as media coverage vanishes. If there is a new aspect to
be released to the public or a new event occurs that can be associated with the previous
one, the neutral phase ends and is replaced by more emotional coverage again.

8.2. Validation of the Results

Validation of automated methods plays a key role in ensuring a high data quality
and in obtaining reliable results and insights. Within the Swiss Media Criticism project, we
implemented multiple validation routines that have been tailored to meet the specific needs
of the domain experts’ use cases, some being fully automated tests, and others requiring
heavy human interaction.

For instance, the recall of the data acquisition pipeline (i.e., whether all available
media-critical coverage can be found in the expert system) was of particular importance.
Therefore, we complemented standard automatized tests that computed the precision,
recall, and F1 measure of the domain-specificity components with manual checks, in which
domain experts scanned newspapers for relevant articles and verified that the articles were
also actually available in the portal.

To evaluate information extraction tasks, such as named entity linking and sentiment
analysis, we introduced group exercises into lectures and tasked students with evaluating
data quality in seminars. These efforts were complemented by evaluations performed by
computer scientists using tools such as Orbis [42] that aid validations of computer-generated
annotations by visually comparing them with gold-standard annotations.
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The feedback received from the validation steps was collected in an issue management
system, which allowed all stakeholders to track the improvements in data quality and
reliability, and has been proven to strengthen participation and involvement.

8.3. Discussion of the Case Study

For newly evolving discourses, the Swiss Media Criticism portal provides an auto-
mated quantitative overview for crucial parameters and answers to basic research questions
in almost real time. What is the temporal course and lifespan of an issue? Which agents
participate to which extent in an ongoing discourse? How is an issue framed and which
sentiment does it encounter during coverage? In addition, the portal instantly delivers a
sample of articles that can easily be used and modified for more in-depth, manual content
analysis, as search results are exportable to various data formats.

Several benefits can be highlighted from the application of data-driven research
methods to the domain of media criticism: (i) availability of a complete inventory, such as
extensive document repositories, (ii) volatile sources of information (such as Twitter and
comments in forums) can be captured, and (iii) the efficiency of the content analysis is
much higher than with conventional methods.

In addition, the system provides powerful analytics and visualization to gain a better
understanding of the target domain, of spatial and temporal effects, and of the framing of
topics due to the computation of associations and the sentiment. The Swiss Media Criticism
portal also supports exporting documents and visualizations, enabling the application of
further linguistic and statistical methods to the document corpus.

9. Conclusions

Recent literature has raised serious concerns about the effectiveness of computer
scientists that apply methods from their field to other disciplines without a proper under-
standing of the necessary research background within the target domain [1,4]. This article
addresses these concerns by suggesting a strong collaborative adaptation process that
has been developed within a number of research projects and that aids interdisciplinary
research groups in building a common understanding of (i) the research framework within
the target discipline and (ii) the benefits that data-driven research methods could yield.
The process guides researchers in:

• Aligning their research design and hypotheses with the target discipline’s research
framework and background to ensure that the envisioned research has a real impact
on that discipline;

• Leveraging theories and concepts from the target domain in the design of indicators
and metrics;

• Considering the target domain’s research framework in the development of the entire
data acquisition, processing, and analytics process and integrating domain expert input
(e.g., on formalized domain knowledge and data sources) into their development;

• Organizing the collaboration between the groups by defining interfaces and feed-
back loops.

We then applied this approach to the field of communication science and discussed its
impact on the design of the whole data-driven research process. Our experiences with the
domain-specificity component, which was improved based on multiple feedback loops,
demonstrate that iterative feedback and refinements—for example, of system components—
are crucial for ensuring success. The presented process also guides the evolution of the
system in a controlled and structured way, enabling computer scientists and domain
experts to systematically monitor the impact of each feedback loop and to determine when
a sufficient quality has been reached.

A case study that drew upon the developed system demonstrated how a close align-
ment between the target discipline and computer scientists helps in creating research
designs that yield insights of high relevance to the target domain. The Swiss Media Crit-
icism portal, for example, provided sophisticated analytics that helped communication
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scientists in identifying, tracking, and understanding public media criticism debates. An
analysis that would take weeks with conventional means can be performed in close to real
time, enabling the research team to provide continuous reports on media-critical events
and to investigate temporal effects. The alignment of data-driven research methods with
the research framework from communication science also ensures that the obtained results
adhere to the target domain’s scientific standards and yield relevant contributions to this
field. Computer scientists also benefit from this process, since the interdisciplinary ap-
proach provides them with insights into the target domain’s research frameworks and with
innovative views on the strengths and weaknesses of their technology, since each scientific
discipline poses its own typical questions for its objects of investigation, and technology
cannot answer all questions ad hoc.
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Abstract: Due to its novelty, the recent pandemic of the coronavirus disease (COVID-19), which is
associated with the spread of the new severe acute respiratory syndrome coronavirus (SARS-CoV-2),
triggered the public’s interest in accessing information, demonstrating the importance of obtaining
and analyzing credible and updated information from an epidemiological surveillance context. For
this purpose, health authorities, international organizations, and university institutions have pub-
lished online various graphic and cartographic representations of the evolution of the pandemic with
daily updates that allow the almost real-time monitoring of the evolutionary behavior of the spread,
lethality, and territorial distribution of the disease. The purpose of this article is to describe the techni-
cal solution and the main results associated with the publication of the COMPRIME_COMPRI_MOv
dashboard for the dissemination of information and multi-scale knowledge of COVID-19. Under
two rapidly implementing research projects for innovative solutions to respond to the COVID-19
pandemic, promoted in Portugal by the FCT (Foundation for Science and Technology), a website
was created. That website brings together a diverse set of variables and indicators in a dynamic and
interactive way that reflects the evolutionary behavior of the pandemic from a multi-scale perspective,
in Portugal, constituting itself as a system for monitoring the evolution of the pandemic. In the
current situation, this type of exploratory solutions proves to be crucial to guarantee everyone’s
access to information while simultaneously emerging as an epidemiological surveillance tool that
is capable of assisting decision-making by public authorities with competence in defining control
policies and fight the spread of the new coronavirus.

Keywords: dashboard; WebGIS; data analytics; COVID-19; SARS-CoV-2

1. Introduction

In December 2019, several cases of pneumonia of unknown origin appeared in China.
Earlier that year, the World Health Organization (WHO) had published a list of ten major
global threats, including pandemics associated with respiratory diseases [1]. Later, in
January 2020, a new severe acute respiratory syndrome coronavirus (SARS-CoV-2) was
identified and recognized as responsible for the spread of the COVID-19 disease. The first
records of infection by SARS-CoV-2, initially circumscribed in the Chinese territory, quickly
spread, with a progressive increase in the number of infected by the new coronavirus and
its spread to dozens of countries.

Due to the rapid progression of the disease, the increase in the number of deaths
associated with it, and its widespread expansion, the WHO declared COVID-19 as a
pandemic on 11 March 2020. By this date, more than 100,000 people were infected in 114
countries, and the number of deaths was already 4000 [2]. Nine months later, the number
of confirmed cases in the world has exceeded 60 million, and the number of deaths is over
1.5 million [3], attesting to the high transmissibility of the disease.
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Already in a pandemic situation, the WHO requested several countries with cases of
infection to maintain an open policy of communication and dissemination of information
about the situation in their countries. This request resulted from the fact that during the
last SARS epidemic (severe acute respiratory syndrome), an emerging disease caused
from infection by the SARS coronavirus, in 2003, the lack of transparent and updated
disclosure of the number of cases made it difficult to control and manage the epidemic,
thus evidencing that “transparency is the best policy” [4]. Following this request, the WHO
itself set an example by providing a dashboard that gathers a set of data on the evolution
of the pandemic situation in the world [3].

In this framework, health authorities in the various affected countries have communi-
cated the evolution of the pandemic situation by making data available to the public. At
this juncture, also the public interest for access to information has been high, as shown
by the study REACT COVID—Survey on Food and Physical Activity in the Context of
Social Contention [5], where it was found that almost 80% of respondents in Portugal seek
information on health care and more than 94% have accessed information on COVID-19.
However, about 56% state that they have difficulty understanding it. This last finding
is an indication of the need to develop simpler representations capable of transmitting
information on the pandemic situation to the population with different levels of health
literacy. The use of exploratory data methods, such as dashboards applied to monitoring
the coronavirus pandemic, has been developed by several authors, for their versatility,
speed of analysis, and ease of understanding by decision makers and the general public.
For Boulos and Geraghty, dashboards became an essential source of information during the
COVID-19 outbreak, contributing to the protection and reduction of its harmful effects [6].

The main objective of this article is to present the dashboard COMPRIME_COMPRI_MOv
technical solution and data analytics results for monitoring the evolution of the COVID-19
disease situation in Portugal. The dashboard was published online in order to be a means
of dissemination of multi-scale information and knowledge but also a support for analysis
of the main time trends and territorial patterns of SARS-CoV-2 contagion in Portugal,
and it allows access to multiple indicators and interactive exploration of graphics and
dynamic maps. The research path was based on the information collected from the project’s
stakeholders, namely the dashboard purpose, dashboard users, functional functionalities,
design features, and how it could support the decision process.

The development of the dashboard was associated with two research projects, both
of them rapid implementation projects for innovative solutions in response to the pan-
demic of COVID 19 under the exceptional funding line “RESEARCH 4 COVID-19” of the
FCT (Portuguese Foundation for Science and Technology) (https://www.fct.pt/apoios/
research4covid19/edicao_1/index.phtml.pt) (accessed on 9 February 2021), which aims
to support research and development projects and initiatives that meet the needs of the
National Health Service:

1. COMPRIME—COnhecer Mais PaRa Intervir MElhor (Get to Know More for Intervention)
—has as its main objective to identify the propagation dynamics of SARS-CoV-2, in its
relations with the demographic and socioeconomic profiles of the territories, at the
municipality scale, identifying the determining factors of this propagation;

2. COMPRI_MOv—COnhecer Mais PaRa Intervir melhor no contexto da Mobilidade
(Get to Know More for Intervention in the context of mobility)—aims to characterize
the mobility of populations given the intensity, motivation, and geographical pattern
of the flows and, associating these dynamics with epidemiological data, assess the risk
of propagation associated with mobility. The project intends to propose a monitoring
system to support the decision and present the basis of a model for the simulation of
propagation based on mobility.

Thus, within these projects, we developed the dashboard, which is structured in
four components corresponding to the scales of analysis: international, national, re-
gional, and municipal. The dashboard is published online at the following address:
https://www.comprime-compri-mov.com/dashboards.html (accessed on 9 February 2021),
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with an English version at the following address: https://www.comprime-compri-mov.
com/dashboardsenglish.html (accessed on 9 February 2021). The information used in the
dashboard is merely an evolutionary follow-up based on official information from the Di-
rectorate General of Health [7] in the form of daily epidemiological reports, based on which
several metrics were calculated. Thus, the COMPRIME_COMPRI_MOv dashboard does
not include any output or conclusions obtained in the scope of the projects or information
of predictive character, being its function to represent the evolution of the epidemiological
situation based on official information.

This article is organized in six parts. The first corresponds to this introduction, which
is followed by a brief contextualization of the importance and contributions of using
dashboards for the study of COVID-19. The third part concerns the methodologies used,
dividing itself between the background, architecture, and the data. The following shows
the technical solution designed and briefly describes the main processes and trends of
propagation of COVID-19 in Portugal, making it possible to withdraw from the dashboard.
In the fifth part, the results achieved with the dashboard are discussed, and in the last part,
the conclusions are presented.

2. Use of Dashboards in the Context of the Pandemic

The use of spatial analysis in tracking and understanding the spread of infectious
diseases using cartography is an old process. One of the most widespread examples of
analysis in the literature is the map of physician John Snow, who in the nineteenth century
identified the origin of an outbreak of cholera through the spatial relationships between
the occurrences of deaths by disease and the location of water wells in the city of Lon-
don [8]. With the development of Geographic Information Systems (GIS), the possibilities
of analyzing, visualizing, and detecting disease patterns have increased significantly, as
proved by the growing number of publications [9]. Using examples at different scales,
Zhou et al. analyzed the contribution of GIS and big data in combating the pandemic, with
the visualization of information constituting one of the challenges in the response to the
pandemic [10]. In addition, Franch-Pardo et al. present several studies using spatial analy-
sis and other GIS techniques to study the geographical dimension of COVID-19, some of
which the authors add in the category of web-based mapping as they are cartographic rep-
resentations of the pandemic situation available online [11]. In the context of a pandemic,
the forms of representation of the disease situation have multiplied, with dashboards being
the predominant solution. As Sarfo and Karuppannan point out, making data available on
interactive dashboards in real time, or near real time, has become a useful tool by which
many countries present specific information on COVID-19 [12]. In this sense, Boulos and
Geraghty present several examples of WebGIS and dashboards to track the spread of the
new coronavirus with the aim of discussing additional ways these tools contribute to com-
bating outbreaks of infectious diseases and epidemics [6]. This type of solution is crucial
by facilitating transparent access to information to the entire population in a simple way,
ensuring the monitoring of the situation evolution from an epidemiological surveillance
point of view, not only regarding the number of new infections but also other parameters
and at various scales, also allowing the health authorities a rigorous monitoring. WHO and
Johns Hopkins University were pioneers in representing the pandemic situation in various
graphic and cartographic ways, with the Center for Systems Science and Engineering
(CSSE) dashboard at Johns Hopkins University [13] being used as an official source of
international information. Other examples could be given, and there are even published
studies by researchers such as Fernandez-Lozano and Cedron [14] that have developed
an interactive and dynamic dashboard for monitoring COVID-19 to support the epidemi-
ological study of the disease in Spain, or Barone et al. [15], who propose a set of ways to
explore and analyze epidemiological data of COVID-19 from a spatio-temporal perspective
with explorative and non-inferential metrics. Without neglecting the importance that these
solutions have for epidemiological monitoring and surveillance, it is crucial to address
others that add a predictive component to the evolution and that naturally have a greater
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weight in helping make decisions regarding the control of contagions. In this sense, Florez
and Singh [16] combine international monitoring of the evolution of the number of cases
and deaths associated with COVID-19 with the prediction of the evolution of these indica-
tors using quadratic equations. Despite the simple projection using purely mathematical
models, ignoring other variables and geographical differentiations of the phenomenon
diffusion with importance for a more rigorous estimation, this is still a positive contribution
toward the analysis and evaluation of risk of future infection.

In the European context, the European Centre for Disease Control and Prevention
(ECDC) has developed its own solution for monitoring developments [17] in the European
Union and the European Economic Area, by countries and regions, while maintaining the
international situation monitoring.

In Portugal, the national health authority official online service is the DGS (Direção-
Geral da Saúde – Directorate-General of Health) interactive platform [18]. This platform
reproduces the official reports published daily [7] at national, regional, and municipal level
(weekly), but no other metrics and indicators are available with the official information.
The National Institute of Statistics (INE) has also designed a solution of the same kind,
with special focus on municipalities and where it makes available, for each analysis unit,
statistical variables, and indicators from its database in an attempt to complement the
reading of the epidemiological situation [19].

The “COVID-19 Insight” platform [20] is one of the most complete proposals for
multi-scale and multi-thematic epidemiological monitoring which, in addition to including
a municipal risk index, allows monitoring and forecasting the impacts on the economy
and changes in mobility, as well as epidemiological estimation models of various relevant
indicators.

Finally, and with the same type of architecture as the DGS and INE solutions, the
Portuguese Association of Geographers (APG) partially replicates the most relevant na-
tional information by monitoring in greater detail the evolution of cases per municipality,
providing the absolute variation in the number of new cases and the accumulated per
inhabitant [21].

3. Materials and Methods
3.1. Background

The transformation of large volumes of data into information using dashboards is a
practice in several domains. From the typical dashboards associated with management [22],
through its adoption in the context of smart cities [23,24] or in health [25], several examples
can be found in the literature. Although there are several dashboard definitions [23,24],
they all share the fact that it constitutes a communication mechanism to support decision
making. In this article, the definition of Yigitbasioglu and Velcu was adopted, where a
“dashboard can be regarded as a data-driven decision support system, which provides
information in the particular format to the decision maker” [22]. Another important aspect
in the construction of a dashboard, is related to the type of use. In this respect, Stephen
Few’s Information Dashboard Design [26] establishes a useful taxonomy, proposing three
categories: strategic, operational, and analytical. Taking into account the objectives asso-
ciated with the research project, it was considered that the COMPRIME_COMPRI_MOv
dashboard fit into the operational typology [27], providing descriptive measurements using
indicators based on original data and other related data, in order to provide multi-temporal
and multi-scale information.

The research methodology was adapted from Yigitbasioglu and Velcu [22], organizing
in the following conceptual relationships: purpose, users, design features, and decision-
making (Figure 1). The implementation of concepts and relationships between entities was
based on discussion and analysis among the stakeholders involved in the project. Firstly,
the entities involved established the main objective of the dashboard to monitor cases
of infection and to calculate indicators using auxiliary information to allow understand-
ing/explaining the spread of the virus in the territory. The first step was the assembly of

46



Future Internet 2021, 13, 45

appropriate time series data and geographic information. Based on the number of cases
and auxiliary demographic information, the indicators that make up the dashboard are
calculated. The calculation of indicators (e.g., confirmed cases per 10,000 inhabitants by
municipality, risk classification) allows establishing the relationship between the pandemic
situation and the socio-economic context.
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Figure 1. Dashboard research paths.

The functional features identified by the project’s stakeholders were the visualization
of information through maps, the use of simple and dynamic graphics, and the visualization
of the big statistical numbers associated with the number of cases. The principles of
visualizing data identified by the project stakeholders were the visualization on a one-page
style and drilldown style containing all the maps and graphs (Figure 2). The screen is
organized by geographic scales, and each level includes elements such as maps, graphs,
and indicators. Based on the requirements defined by the stakeholders and the purpose of
the dashboard, the integration of the map and other elements assumed the map as part of
the Graphic User Interface (GUI) [23]. The interactive spatio-temporal exploration, and
spatio-temporal information decoding constitutes the support for decision-making.

In order to provide an interactive exploration of spatiotemporal data, the time sliders
were developed to make a web maps depicting time series information using proportional
symbols [28] and choropleth maps.

3.2. Architecture

To integrate data and the logic from various systems and derive new functionalities,
such as multi-temporal and multi-scale management, a combined approach based on Esri’s
ArcGIS Online technology was chosen (Figure 3). All existing graphical elements, except
external incorporations and cartography, were developed from ArcGIS Online dashboard
functionalities.

WebGIS cartography was developed using the Leaflet map library and jQuery function
library, in a solution that combines HTML (HyperText Markup Language), CSS (Cascading
Style Sheets) and JS (JavaScript), for allowing greater development freedom, interactivity
and query speed. The cartography was developed combining the Leaflet map library and
some of its plugins such as Leafet.migrationLayer (for viewing imported case flows) with
the jQuery library. Both the proportional circle maps and the choropleths present in the
dashboard allow the user to set the date of the data series to be represented by a time slider
from jQuery.

Due to the external cartographic development, the cartography was published online
on a hosting platform and then incorporated into the dashboard.
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3.3. Data

The data for the national territory come from the daily reports [7] and dashboard of
DGS [18]. Despite the work developed by DGS for the daily preparation of epidemiological
newsletters and their availability to the public, the information is made available exclusively
in Portable Document Format and dashboard, i.e., it is not provided in a format that could
be easily manipulated and submitted to analysis and modeling tasks or can be integrated
into a GIS, which is a limitation to the use of the data. Therefore, the use of the information
for analysis tasks requires the manual collection of the information, subject of course to
errors. It was also necessary to edit and correct the series when they represent reductions
in the number of accumulated cases due to recounts. This edition was imperative for
a proper representation of the graphic and cartographic information. Various changes
that have occurred in the information made available in the daily reports should also be
noted. That information no longer includes imported cases, which limits the knowledge
of the geographical origin of new cases associated with international contacts. It should
also be noted that historical corrections in the series made by DGS sometimes occur due
to delays in reporting by laboratories or due to incorrect allocation of cases to territorial
units, but the correction process is not made available by DGS. The main consequence
is that the accumulated numbers of some variables do not match with the sum of daily
values. Whenever this happens, data are updated as much as possible from the available
information. In addition, the information on a municipal scale is no longer disclosed with
a fixed periodicity, and the disclosure of accumulated cases per municipality has been
discontinued. Now, it provides at 14 days the cumulative incidence per 100,000 inhabitants.
These changes also constitute constraints to the maintenance and update of the information
present in the dashboards.

The data on the international scale are based on information from the WHO dash-
board [3] and the portal “Coronavirus Pandemic (COVID-19)”, which compiles a set of
data from the ECDC [29]. Due to the use of these two sources for monitoring the situation
at an international level, it is sometimes possible that there is not a complete matching of
the quantities recorded by both.

The information regarding dashboard charts and graphs has been structured in Excel
files, due to its ease of import and daily update in ArcGIS Online. Regarding WebGIS car-
tography, the information is structured in GeoJSON format that contains all the associated
data series, topology, and coordinates.

4. Results

This dashboard ensures the monitoring of the evolution of COVID-19 at various
scales, in a close articulation between the geographic and temporal dimensions. The
interactivity and dynamism of the various graphic elements (Figure 4a, b) is a guarantee of
ease of consultation and access to all available information. The production of dynamic
WebGIS cartography with time control ensures the representation of variables in a spatio-
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temporal perspective (Figure 4c–f), proving to be of great contribution to the interpretation
of processes and trends of evolution of the phenomenon and its propagation in space and
over time.
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Since the publication of the dashboard in October 2020 until the month of November
2020, there were about 600 visits and 1191 page views, corresponding to a daily average of
10 visits.
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The dashboard is structured in four components, each representing a different scale of
analysis (international, national, regional, and municipal).

4.1. International Scale

In monitoring the situation on an international scale (Figure 5), the dashboard is
divided into two parts:

1. The left half that results from the WHO data collection [3] in which the main figures
(confirmed cases, deaths, new cases, new deaths, and mortality rate) and the countries
that register a rapid increase in them in absolute terms and by their population
are highlighted. The proportions of cases and deaths in the world context are also
represented for the 10 most affected countries (Figure 5a,c).

2. The right half where six external elements are incorporated: daily variation of new
confirmed cases per country (Figure 5b), new cases per million inhabitants, new
deaths per million inhabitants (Figure 5d), evolution of the total number of cases and
deaths in the world, evolution of vaccination doses administered and, finally, the
WHO dashboard.
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(accessed on 9 February 2021).

In the context of the international component, the option of incorporating the external
elements mentioned, as opposed to their collection and subsequent editing and representa-
tion, results from the slowness of constant updating of the situation for all countries with
incidence of the disease. Moreover, the incorporation of these elements allows the user to
access a vast amount of information published in these sources, contributing to the access
to more information on the phenomenon.
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4.2. National Level

As for the national context, particular importance is given to the large numbers
(confirmed cases, active, deaths, recovered, and hospitalized) using 11 line graphs to
represent the evolution of the main variables made available in the DGS daily bulletins.
Metrics calculated from the information in the DGS reports were also included, such as the
average of new infections in the last 14 days and the confirmed and active cases per 10,000
inhabitants. It also includes two interactive maps (one of flows and one of proportional
circles), representing the origin of imported cases (with temporal variation), which is
accompanied by two horizontal bar graphs expressing the number and relative percentage
of the 10 countries of origin of the most cases imported into Portugal, and also two vertical
bar graphs stacked at 100% with the distribution of confirmed cases and deaths by age.

The metrics and indicators available at the national scale (Figure 6) are indicative of
the evolution of the main variables, such as the number of confirmed, active, recovered,
and death cases.

The evolution of confirmed cases (Figure 6a) depends on the number of new cases
per day (Figure 6c) which, in turn, depends on the testing that is performed. In the first
months of known spread of the new coronavirus in Portugal (March and April), high
values of infection were reached with the number of accumulated cases exceeding 20,000.
Later, and in the context of general confinement (March to May), a slowdown is observed,
but the numbers increase again in the beginning of September, with the return to schools
and face-to-face work after vacations, reaching in the months of October and November
values of contagion much higher than those recorded at the beginning of the pandemic.
The average of new 14-day infections in November was seven times higher than the
maximum registered in the first wave (5587 against 800). The variation from September
shows that the first wave (March, April, and May) was very circumscribed in time and of
low magnitude, with consecutive maximums of new infections in October and November,
with the number of confirmed cases doubled in less than 1 month (101,860 cases at 18
October 2020 and 204,664 at 12 November 2020, reaching 300,462 at 30 November 2020). In
the end of December, this second wave showed signals of being under control; however,
after Christmas and New Year’s Eve festivities, the number of new cases increased as never
seen before, being 15 times higher than the first wave and more the double the second.
January was the worst month, representing about 30% of the accumulated cases since the
beginning of the pandemic in Portugal. The evolution of the disease’s transmissibility index
(Figure 6e) reveals a complex trajectory that does not always coincide with the evolution
of new cases, but at the time of higher incidence of new cases, it was higher than 1. The
number of recovered patients has always evolved favorably with an exponential increase
in recent months, as has the number of cases. The number of hospitalizations has also been
increasing, as have intensive care unit admissions, putting great pressure on health care
and revealing the severity and magnitude of this new phase. The fatality of the disease as a
proportion of those infected was especially high in the first phase, and it decreased during
and after the period of national confinement in a clear trend of control and maturation.
However, the current number of daily deaths is much higher than in the first and second
waves, successively reaching record mortality rates. January was also the worst month
relative to COVID-19 deaths with almost 6000 deaths. It took nine months of the pandemic
to reach the same number. Fatal cases occur mainly in the older age groups, and there are
no substantial differences in proportions between males and females. The same is not true
for confirmed cases in which, in a very short initial period, men were the most affected, and
since the end of March, women have been the most affected. As far as testing is concerned,
the daily variation varies substantially, yet the general trend is one of continuous increase,
reaching the maximum number of tests ever performed. With the positive rate increasing,
it reveals that the increase in the number of cases in recent months is not exclusively the
result of more testing. On this scale, a map is also available with the number of imported
cases per country of origin (Figure 6b), a map representing the flows per country of origin
(Figure 6d), and a graph with the top 10 countries of origin (Figure 6f).
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4.3. Regional Level

At the regional scale, the cases and deaths are differentiated by a region on the
interactive maps, which allows changing the date represented (Figure 7a,c,e). Seventeen
graphs were elaborated to show the evolutionary behavior of the virus propagation at the
regional scale, highlighting the accumulated curves individualized by Regional Health
Administration (RHA), the number of new cases per region, as well as the average evolution
(Figure 7b,d,f). In addition to the number of cases, graphs by the RHA referring to deaths
are presented with the representation of their accumulated number (information also
mapped) and the mortality rate.
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The spatial spread of the disease started in the Norte RHA and Lisboa e Vale do
Tejo (LVT) RHA, since these administrative units include the metropolitan areas of Lisbon
and Porto. The phenomenon quickly spread to the Centro RHA, and only at a later stage
was there a higher incidence in Alentejo and Algarve. Subsequently, the LVT overcame
the Norte region in daily and accumulated cases, becoming the main focus of contagion
in the national territory, while the remaining regions showed a situation of control and
low contagion. In a more recent period (October), the Norte region again reached daily
incidence values higher than any other unit in the country, in a clear repetition of the initial
trend of the pandemic, currently registering more confirmed cases than all the other RHAs
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together. With the beginning of the third wave, the LVT RHA far surpassed the incidence
registered in Norte. The index of transmissibility of the disease presents several “peaks”
due to the occurrence of large outbreaks and localized outbreaks of infection by COVID 19,
especially in the Alentejo RHA.

The Madeira and Azores RHA are characterized by its own evolution of greater
stability, which is not strange its insularity, with the number of new contagions very
residual and practically zero in the period of confinement. From July onwards, there was a
more expressive increase, although it was quite controlled, maintaining these two regions
as the two with the lowest number of cases per 10,000 inhabitants. After January, they seem
to show the same trajectory of the rest of country trajectory with record incidences.

Regarding deaths, the mortality rate has been decreasing considerably in all RHA,
remaining below 5% in all territorial units, with the Norte LVT accumulating the highest
number of fatal cases, closely followed by the Norte RHA.

4.4. Municipal Level

Given the municipal context, the dashboard (Figure 8) highlights the municipalities
with the highest number of confirmed cases. In parallel, the municipalities are represented
in a WebGIS through six variables with the option of temporal change: risk classifica-
tion based on the cumulative incidence of new cases at 14 days per 100,000 inhabitants
(Figure 8a); number of confirmed cases (Figure 8c); number of cases per classes (Figure 8e);
confirmed cases per 10,000 inhabitants (Figure 8g); infection rate per 10,000 inhabitants
(Figure 8i).
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Figure 8. Example of dashboard elements for the municipal scale. Source: https://www.comprime-
compri-mov.com (accessed on 9 February 2021).

The representation of these variables on a municipal scale, associated with a timeline,
allows identifying different geographical patterns, as well as spatio-temporal trends in an
interactive way. The cartography is accompanied by five graphs of the evolution of the
number of confirmed cases, allowing interpreting the different timings of contagion and
the epidemic phase of the municipalities: municipalities with 100 to 199 cases (Figure 8b);
municipalities with 200 to 499 cases (Figure 8d); municipalities with 500 to 1999 cases
(Figure 8f); (iv) municipalities with 2000 to 4999 cases (Figure 8h); and municipalities with
5000 or more cases (Figure 8j).
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5. Discussion

The high number of accesses to the dashboard allows us to state that the use of
exploratory data methods is an approach that facilitates the understanding of the main
epidemiological patterns and trends.

The cartography available on the dashboard allows a temporal analysis of the evo-
lution of the propagation of new cases, noting that in the first moment (March to early
April), the evolution of the number of infections was higher in municipalities with higher
population density and associated with concentrations of employment, as is the case of
municipalities in metropolitan areas [30]. The spatial spread of the phenomenon in main-
land Portugal occurred from metropolitan areas to non-metropolitan coastal municipalities,
particularly in the northern and central regions first, followed by the spread from the coast
to the interior from the main cities and urban axes of the coast [31].

Later, the phenomenon reaches territories with lower population density and an older
population, with outbreaks also occurring, mainly in nursing homes, leading to a significant
increase in the number of outbreaks of infection dispersed throughout the municipalities
of the interior in the Norte and Centro regions and, later, the municipalities of the Oeste e
Médio Tejo [30].

Another component responsible for the dispersed and random number of new cases
results from the visit of emigrants to Portugal, which caused some contagions in the regions
Norte and Centro [31].

While in the first wave, the phenomenon expanded practically to the entire national
territory, both through hierarchical diffusion and by contagion, the second phase started
in September, which demonstrates not only the further geographical expansion of the
phenomenon, with virtually all municipalities registering cases of infection by COVID-
19, but also a substantial increase in the values of confirmed cases in the most urban
municipalities and their nearest functional dependencies, proving not only the growth of
territorial diffusion but also the consolidation of spatial dispersion of the disease.

Thus, we can state that the diffusion of COVID-19 in Portugal is strongly related to
the hierarchy of the urban network, spreading the infection from the main urban centers to
those closest to them, and with the concentration of employment and industrial production.
Industrial companies with a high number of workers have been the scene of large outbreaks
of infection, often with high geographical extent. Social facilities such as nursing homes
and senior residences have been associated with large localized outbreaks of contagion
in a dispersed and localized pattern and explain the high number of cases in the older
territorial units [32].

Dashboards can improve transparency and accountability; however, there are various
risks and challenges related [33]. The greatest limitations to the development of the
dashboard are related to data access. For example, information on a municipal scale is
no longer disclosed at a fixed periodicity, and the disclosure of accumulated cases per
municipality has been discontinued. These changes are constraints to the maintenance of
the data series of the various indicators, requiring various calculations in order to guarantee
the continuity of the series. Moreover, in the municipal case, due to these calculations,
only approximate values represent the actual information, with no public access to the
real number of cases per municipality. Another aspect refers to the fact that the data are
not made available in a format that is easily manipulated (human-readable and machine-
readable), that can be submitted to analysis and modeling tasks, or that can be integrated
in a GIS, which is a limitation to the data use.

The main benefit for citizenship after implementing the dashboard is the involvement
of citizens and the possibility of knowing the consequences of public policies and behaviors
that influence the evolution of the pandemic. In this way, citizens will have the opportunity
to know the spatio-temporal evolution and discuss the results. Future problems in the use
and exploration of the dashboard are the lack of resources, maintenance, and updating,
leading citizens to lose trust and to abandon the use of the dashboard.
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The evolution of the dashboard is expected to integrate predictive models supported
by mobility data, and the limitations associated with real-time data availability will be
overcome through the provision of webservices by the national health authority.

6. Conclusions

Geographic information systems in general and web technologies in particular are
indispensable tools in the provision and sharing of pandemic information in real time
to understand the processes of contagion and support decision-making. The dashboard
elaborated and presented in this article allows monitoring “almost in real time” the evolu-
tion of the COVID-19 disease at different scales and according to different perspectives,
making available in a dynamic and interactive way the main indicators and variables that
synthesize the pandemic situation from an exploratory and not inferential point of view.

The possibility of combining the cartographic representation of various indicators with
their temporal differentiation allows a clear understanding of the dynamics and processes
of virus spread throughout the national territory at regional and municipal scales. This is
the main advantage of the solution developed compared to similar ones, and it is possible
to consult information regarding several indicators for all the dates when official data are
available.

Although the existing knowledge about the spread of the disease is not yet sufficient
to control it, the tools for surveillance and epidemiological control, such as dashboards,
continue to have an added importance in monitoring infections from a spatio-temporal
perspective. The availability of this type of platform, which is an aggregator of official
information providing it in an accessible, interactive, and transparent way, contributes to
amplifying the dissemination of knowledge, providing important insights on the spread in
space and time of the disease, supporting the population and other entities with detailed
information so they can make as informed decisions as possible.
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Abstract: The article explores approaches to determining the author of a natural language text and the
advantages and disadvantages of these approaches. The importance of the considered problem is due to
the active digitalization of society and reassignment of most parts of the life activities online. Text author-
ship methods are particularly useful for information security and forensics. For example, such methods
can be used to identify authors of suicide notes, and other texts are subjected to forensic examinations.
Another area of application is plagiarism detection. Plagiarism detection is a relevant issue both for the
field of intellectual property protection in the digital space and for the educational process. The article
describes identifying the author of the Russian-language text using support vector machine (SVM) and
deep neural network architectures (long short-term memory (LSTM), convolutional neural networks
(CNN) with attention, Transformer). The results show that all the considered algorithms are suitable for
solving the authorship identification problem, but SVM shows the best accuracy. The average accuracy
of SVM reaches 96%. This is due to thoroughly chosen parameters and feature space, which includes
statistical and semantic features (including those extracted as a result of an aspect analysis). Deep neural
networks are inferior to SVM in accuracy and reach only 93%. The study also includes an evaluation
of the impact of attacks on the method on models’ accuracy. Experiments show that the SVM-based
methods are unstable to deliberate text anonymization. In comparison, the loss in accuracy of deep
neural networks does not exceed 20%. Transformer architecture is the most effective for anonymized
texts and allows 81% accuracy to be achieved.

Keywords: authorship; text mining; machine learning; attribution; neural networks; deep learning;
forensic intelligence

1. Introduction

It is now known that it is possible to determine the individual characteristics of the au-
thor on the basis of the writing style, since each text has a specific linguistic personality [1].

The topic of attribution overlaps with information security [2–5]. With the constant
increase in volume of transmitted and received documents, there are many opportunities
for the illegal use of personal data. An example is a type of fraud in which an attacker
sends an employee of an organization an email on behalf of a manager asking them to
perform a specific action (e.g., to divulge confidential information of the organization or to
transfer funds). In addition, quite often there are situations related to hacking the victim’s
social media accounts and sending messages on the victim’s behalf. One solution to this
kind of problem is to compare the writing style of the suspicious texts with others for
which it is certain that they were written by the person. As a result of the comparison, it is
possible to determine the author. Establishing general differences in the documents based
on the writing style is most relevant if there are no other data that would allow the author
to be identified.
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One type of violation in cyberspace is a copyright infringement and related rights
of a text, which can be expressed, for example, by claiming a text by another author for
material gain or attempting to pass off the authorship of a created text as the authorship
of another person. The effectiveness of intellectual property protection in the digital
space is determined by an ability to resist such violations and threats of their occurrence.
Authorship identification methods allow determining such infringements and establishing
the identity of the text creator.

Interest in the topic is also due to a growth in the volume of text data, the evolution of
technology, and social networks. Thus, automatic identification of authorship is a growing
area of research, which is also important in the fields of forensic science and marketing.

In this article, we solve the problem of identifying the author of a Russian-language
text using a support vector machine and deep neural networks. Literary texts written
by Russian-speaking writers were used as input data. The article includes an overview
of related works, the statement of the text authorship problem, a detailed description
of approaches to solving the authorship identification problem, an impact evaluation of
attacks on the developed approaches, and a discussion of the results obtained.

2. Related Works

An excellent overview of articles up to 2010 is presented in [1]. However, since then,
methods based on deep neural networks (NN) have become more and more popular, replac-
ing classical methods of machine learning. For example, the topic of author identification
is considered annually at the PAN conference [6]. As part of the conference, researchers
were offered two datasets of different sizes, containing texts by well-known authors.

The authors of [7] emphasize that they have proposed an approach that takes into
account only the topic-independent features of a writing style. Guided by this idea,
the authors chose several features such as the frequency of punctuation marks, highlighting
the last word in a sentence, consideration of all existing categories of functional words,
abbreviations and contractions, verb tenses, and adverbs of time and place. An ensemble of
classifiers was used in the work. Each of them accepts or rejects the supposed authorship.
Research is distinguished by the application of an approach that, in general, is aimed at
recognizing a person based on his behavior. Here, Equal Error Rate (EER) has been applied
as the thresholding mechanism. Essentially, the EER corresponds to the point on the curve
where the false acceptance rate is equal to the false rejection rate. The results are 80% and
78% accuracy for the large and small datasets, respectively. The results of the approach
allowed the authors to take third place among all the submitted works.

In [8], stylometric features were extracted for each pair of documents. The absolute
difference between the feature vectors was used as input data for the classifier. Logistic
regression was used for a small dataset, and a NN was used for a large one. These models
achieved 86% and 90% accuracy for small and large datasets, respectively. As a result,
the authors of the study took second place.

The work that achieved the best result in the competition [9] presents the combination
of NN with statistical modeling. Research is aimed at studying pseudo metrics that repre-
sent a variable-length text in the form of a fixed-size feature vector. To estimate the Bayesian
factor in the studied metric space, a probability layer was added. The ADHOMINEM
system [10] was designed to transmit the association of selected tokens into a two-level
bi-directional long short-term memory (LSTM) network with an attention mechanism.
Using additional attention levels made it possible to visualize words and sentences that
were marked by the system as “very significant”. It was also found that using the sliding
window method instead of dividing a text into sentences significantly improves results.
The proposed method showed excellent overall performance, surpassing all other systems
in the PAN 2020 competition on both datasets. The accuracy was 94% for the large dataset
and 90% for the small one.

The authors of [11] took into account the syntactic structure of a sentence when
determining the author of a text, highlighting two components of the self-supervised
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network: lexical and syntactic sub-network, which took a sequence of words and their
corresponding structural labels as input data. The lexical sub-network was used to code
a sequence of words in a sentence, while the syntactic subnetwork was used to code
selected labels, e.g., parts of speech. The proposed model was trained on the publicly
available LAMBADA dataset, which contains 2662 texts of 16 different genres in English.
The consideration of the syntactic structure made it possible to eliminate the need for
semantic analysis. The resulting accuracy was 92.4%.

The work in [12] provides an overview of the methods for establishing authorship
with the possibility of their subsequent application in the field of forensic research on social
networks. According to the authors, in forensic sciences, there is a significant need for
new attribution algorithms that can take context into account when processing multimodal
data. Such algorithms should overcome the problem of a lack of information about all
candidate authors during training. Functional words have been chosen as a feature, as they
are quite likely to appear even in small samples and can therefore be particularly effective
for analyzing social networks. Combinations of different sets of n-grams at symbol and
word level with n-grams at the part-of-speech level were investigated. An accuracy of 70%
was obtained for 50 authors.

The main idea of the study [13] is to modify the approach to establishing authorship
by combining it with pre-trained language models. The corpus of texts consisted of
essays by 21 undergraduate students written in five formats (essay, email, blog post,
interview, and correspondence). The method is based on a recurrent neural network (RNN)
operating at the symbol level and a multiheaded classifier. In cross-thematic authorship
determination, the results were 67–91%, depending on the subject, and in cross-genre,
77–89%, depending on the genre.

The essence of [14] is to research document vectors based on n-grams. Experiments
were conducted on a cross-thematic corpus containing some articles from 1999 to 2009
published in the English newspaper The Guardian. Articles by 13 authors were collected and
grouped into five topics. To avoid overlapping, those articles for which content included
more than one category were discarded. The results show that the method is superior to
linear models based on n-gram symbols. To train the Doc2vec model, the authors used a
third-party library called GENSIM 3. The best results were achieved on texts of large sizes.
Accuracy for different categories ranged from 90.48 to 96.77%.

In [15], an ensemble approach that combines predictions made by three independent
classifiers is presented. The method based on variable-length n-gram models and poly-
nomial logistic regression and used to select the highest likelihood prediction among the
three models. Two evaluation experiments were conducted: using the PAN-CLEF 2018
test dataset (93% accuracy) and a new corpus of lyrics in English and Portuguese (52%
accuracy). The results demonstrate that the proposed approach is effective for fiction texts
but not for lyrics.

The research conducted in [16] used the support vector machine (SVM). Parameters
for defining the writing style were highlighted at different levels of the text. The authors
demonstrated that more complex parameters are capable of extracting the stylometric
elements presented in the texts. However, they are most efficiently used in combination
with simpler and more understandable n-grams. In this case, they improve the result.
The dataset included 20 samples in four different languages (English, French, Italian,
and Spanish). Thus, five samples from 500 to 1000 words in each language were used.
The challenge was to assign each document in the set of unknown documents to a candidate
author from the problem set. The results were 77.7% for Italian, 73% for Spanish, 68.4% for
French, and 55.6% for English.

Authorship identification methods are used not only for literary texts but also to
determine plagiarism in scientific works. For example, [17] presents a system for resolving
the ambiguity of authorship of articles in English using Russian-language data sources.
Such a solution can improve the search results for articles by a specific author and the
calculation of the citation index. The link.springer.com database was used as the initial
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repository of publications, and the eLIBRARY.ru scientific electronic library was used to
obtain reliable information about authors and their articles. To assess the quality of the
comparison, experiments were carried out on the data of employees of the A.P. Yershov
Institute of Informatic Systems. The sample included 25 employees, whose publications
are contained in the link.springer.com system. To calculate the similarity rate of natural
language texts, they were presented as vectors in multidimensional space. To construct a
vector representation of texts, a bag-of-words algorithm was used with the term frequency–
inverse document frequency (TF-IDF) measure. Stop-words were preliminarily removed
from the texts, and stemming of words was carried out. Experiments were also provided
on the vectorization of natural language texts using the word2vec. The average percentage
of the number of publications of authors recognized by the system was 79%, while the
number of publications that did not belong to the author but were assigned to his group
was close to zero. The approaches used in the system are applicable for disambiguating
authorship of publications from various bibliographic databases. The implemented system
showed a result of 92%.

There were only a few works that achieved a high level of author identification in
Arabic texts. In [18], the Technique for Order Preferences by Similarity to Ideal Solution
(TOPSIS) was used to select the basic classifier of the ensemble. More than 300 stylometric
parameters were extracted as attribution features. The AdaBoost and Bagging methods
were applied to the dataset in Arabic. Texts were taken from six sources. Corpora included
both short and long texts by three hundred authors writing in various genres and styles.
The final accuracy was 83%.

A new area of research is attribution, which uses not only human-written texts but
also texts obtained using generation [19]. Several recently proposed language models
have demonstrated an amazing ability to generate texts that are difficult to distinguish
from those written by humans. In [20], a study of the problem of authorship attribution is
proposed in two versions: determining the authorship of two alternative human–machine
texts and determining the method that generated the text. One human-written text and
eight machine-generated texts (CTRL, GPT, GPT2, GROVER, XLM, XL-NET, PPLM, FAIR)
were used. Most generators still produce texts that significantly differ from texts written
by humans, which makes it easier to solve the problem. However, the texts generated by
GPT2, GROVER, and FAIR are of significantly better quality than the rest, which often
confuses classifiers. For these tasks, convolutional neural networks (CNN) were used,
since the CNN architecture is better suited to reflect the characteristics of each author.
In addition, the authors improved the implementation of the CNN using n-gram words
and part-of-speech (PoS) tags. The result in the “human-machine” category ranges from
81% to 97%, depending on the generator, and, for determining the generation method, 98%.

The author of [21] presented the software product StylometRy, which allows the
identification of the author of a disputed text. Texts were presented in the form of a bag-
of-words model. Naive Bayesian classifier, k-nearest method, and logistic regression were
chosen as classifiers, and pronouns were used as linguistic features. The models were
checked in L. Tolstoy, M. Gorky, and A. Chekhov texts. The minimum text volume for
analysis was 5500 words. The accuracy of the model for texts over 150,000 characters was
in the range of 60–100% (average 87%).

The scientific work [22] describes the features of four styles of the Russian language
—scientific, official, literary, and journalistic. The parameters selected for texts analysis were:
the ratio of the number of verbs, nouns, adjectives, pronouns, particles, and interjections to
the number of words in the text, the number of “noun + noun” constructions, the number
of “verb + noun” constructions, the average word length, and the average sentence length.
Decision trees were used for classification. The accuracy of the analysis of 65 texts of each
style was 88%. The highest accuracy was achieved when classifying official and literary
texts, and the lowest was achieved for journalistic texts.

The authors of [23] present the analysis and application of various NNs architectures
(RNN, LSTM, CNN, bi-directional LSTM). The study was conducted based on three datasets
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in Russian (Habrahabr blog—30 authors, average text length 2000 words; vk.com—50 and
100 authors, average text length 100 words; Echo.msk.ru—50 and 100 authors, average text
length 2000 words). The best results were achieved by CNN (87% for Habrahabr blog,
59% and 53% for 50 and 100 authors with vk.com, respectively). Character’s trigrams
performed significantly better for short texts from social networks, while for longer texts,
both trigram and tetragram representations achieved almost the same accuracy (84% for
trigrams, 87% for tetragram representations).

The object of research study [24] is journalistic articles from Russian pre-revolutionary
magazines. The information system Statistical Methods of Literary Texts Analysis (SMALT)
has been developed to calculate various linguistic and statistical features (distribution of
parts of speech, average word and sentence length, vocabulary diversity index).
Decision trees were used to determine the authorship. The resulting accuracy was 56%.

The problem of authorship attribution of short texts obtained from Twitter was consid-
ered in scientific work [25]. Authors proposed a method of learning text representations using
a joint implementation of words and character n-grams as input to the NNs. Authors used an
additional feature set with 10 elements: text length, number of usernames, topics, emoticons,
URLs, numeric expressions, time expressions, date expressions, polarity level, and subjectivity
level. Two series of comparative experiments were provided to test using CNN and LSTM.
The method achieved an accuracy of 83.6% on the corpus containing 50 authors.

The authors of [26] applied integrated syntactic graphs (ISGs) to the task of automatic
authorship attribution. ISGs allow for combining different levels of language description
into a single structure. Textual patterns were extracted based on features obtained from the
shortest path walks over integrated syntactic graphs. The analysis was provided on lexical,
morphological, syntactic, and semantic levels. Stanford dependency parser and WordNet
taxonomy were applied in order to obtain the parse trees of the sentences. The feature
vectors extracted from the ISGs can be used for building syntactic n-grams by introducing
them into machine learning methods or as representative vectors of a document collection.
Authors showed that these patterns, used as features, allow determining the author of a
text with a precision of 68% for the C10 corpus and also performed experiments for the
PAN’13 corpus, obtaining a precision of 83.3%.

An approach based on joint implementation of words, n-grams, and the latent Dirichlet
allocation (LDA) was presented in [27]. The LDA-based approach allows the processing of
sparse data and volumetric texts, giving a more accurate representation. The described
approach is an unsupervised computational methodology that is able to take into account
the heterogeneity of the dataset, a variety of text styles, and also the specificity of the Urdu
language. The considered approach was tested on 6000 texts written by 15 authors in Urdu.
The improved sqrt-cosine similarity was used as a classifier. As a result, an accuracy of
92.89% was achieved.

The idea of encoding the syntax parse tree of a sentence into a learnable distributed
representation is proposed in [28]. An embedding vector is created for each word in the
sentence, encoding the corresponding path in the syntax tree for the word. The one-to-one
correspondence between syntax-embedding vectors and words (hence their embedding
vectors) in a sentence makes it easy to integrate obtained representation into the word-level
Natural Language Processing (NLP) model. The demonstrated approach has been tested
using CNN. The model consists of five types of layers: syntax-level feature embedding,
content-level feature embedding, convolution, max pooling, and softmax. The accuracy
obtained on the datasets was 88.2%, 81%, 96.16%, 64.1%, and 56.73% on five benchmarking
datasets (CCAT10, CCAT50, IMDB62, Blogs10, and Blogs50, respectively).

The authors of [29] combined widely known features of texts (verbs tenses frequency,
verbs frequency in a sentence, verbs usage frequency, commas frequency in a sentence,
sentence length frequency, words usage frequency, words length frequency, characters n-
gram frequency) and genetic algorithm to find the optimal weight distribution. The genetic
algorithm is configured with a mutation probability of 0.2 using a Gaussian convolution on
the values with a standard deviation of 0.3 and evolved over 1000 generations. The method
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was tested on the Gutenberg Dataset, consisting of 3036 texts written by 142 authors.
The method is implemented using Stanford CoreNLP, stemming, PoS tagging, and genetic
algorithm. The obtained accuracy was 86.8%.

There is no generally accepted opinion regarding the set of text features that provides
the best result. In most works, text features such as bigrams and trigrams of symbols and
words, functional words, the most frequent words in the language, the distribution of
words in parts of speech, punctuation marks, and the distribution of word length and sen-
tence length have proven to be effective. It is incorrect to judge the accuracy of the methods
applied to the Russian language based on the results of research in the English language
or any other languages because of the specific structure of each language. The choice of
approach depends on the text language, the authorship identification method, and the
accuracy of the available analysis methods. Particularly, the peculiarity of the Russian
language in comparison with English, for which most of the results are presented, is its
flexibility and, consequently, more complex word formation and a high degree of morpho-
logical and syntactic homonymy, which makes it difficult to use some features useful for
the English language. The problems of genre, sample representativeness, and dataset size
also limit the implementation of some approaches.

Investigations aimed at finding a method with high separating ability with a large
number of possible authors are not always useful when solving real-life tasks. It is necessary
to continue further research aimed at finding new methods or improving/combining
existing methods of identifying the author, as well as conducting experiments aimed at
finding features that allow accurately dividing the styles of authors of Russian-language
texts. By using these features, it will be possible to work with small samples.

3. Problem Statement

We define the identification of the text author as the process of determining the author
based on a set of general and specific features of the text that formed the author’s style.

The problem of identifying the author of the text with a limited set of alternatives is
formulated as follows. There are the set of texts T = {t1, . . . , tk} and the set of authors
A = {a1, . . . , al}. For a certain subset of texts T′ = {t1, . . . , tm} ⊆ T, the authors are known;

i.e., there are the set of text–author pairs D =
{
(ti, aj)

}m

i=1
. It is necessary to determine

which author from set A is the true author of the remaining texts (anonymous or disputed)
T′′ = {tm+1, . . . , tk} ⊆ T.

In this statement, the author’s identification problem can be considered as a multi-
label classification task. In this case, set A is the set of predefined classes and their labels,
set D is the set of training samples, and objects to be classified are included in the set
T′ ′. The goal is to develop a classifier that solves the problem—finding the objective
function F : T×A→ [−1, 1] , which assigns some text from the set T to its true author.
The function value is described as the degree to which the object belongs to the class, where
1 corresponds to the completely positive solution, while −1, on the contrary, is a negative
one.

4. Methods for Determining the Author of a Natural Language Text

Early research [1] was aimed at evaluating the accuracy and the speed of classifiers
based on machine learning algorithms. Then, the best results in all parameters were demon-
strated by the SVM classifier. However, over the past 10 years, many solutions based on
deep NNs appeared in the field of NLP: RNN and CNN for multi-label text categoriza-
tion, category text generation, and learning word dependencies, and hybrid networks for
aspect-based sentiment analysis. These solutions significantly exceed the effectiveness of
traditional algorithms. As of 2020, LSTM, CNN with self-attention, and Transformer [30,31]
are the models that successfully solve related text analysis problems. Thus, the purpose of
the study was to compare SVM with modern classification methods based on deep NN.
The enumerated models, their mathematical apparatuses, as well as the techniques of their
application to the task of authorship attribution are described below.
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4.1. Support Vector Machine

The SVM classifier is similar to the classical perceptron. Application of its kernel
transformations allows training radial basis function network and perceptron with a sig-
moidal activation function, the weights of which are determined by solving a quadratic
programming problem with linear constraints, while training a standard NN implies solv-
ing the problem of non-convex minimization without restrictions. In addition, SVM allows
working directly with a high-dimensional vector space without preliminary analysis and
also without manually selecting the number of neurons in the hidden layer.

The main difference between SVM and deep-learning models is that SVM is unable to
find unobvious informative features in text that have not been pre-processed. Therefore,
it is necessary to first extract such features from the text.

Let us denote the set of letters of the alphabet, numbers, and separators
A =

{
a1, a2, . . . , a|A|

}
, the set of possible morphemes M =

{
m1, m2, . . . , m|M|

}
, the lan-

guage dictionary W =
{

w1, w2, . . . , w|W|
}

, the set of phrases C =
{

c1, c2, . . . , c|C|
}

, the set

of sentences S =
{

s1, s2, . . . , s|S|
}

, and the set of paragraphs P =
{

p1, p2, . . . , p|P|
}

. Then,
the text T can be represented as sequences of elements as follows:

T =
{

ai
j

}Na

i=1
=
{

mi
j

}Nm

i=1
=
{

wi
j

}Nv

i=1
=
{

ci
j

}Nc

i=1
=
{

si
j

}Ns

i=1
=
{

pi
j

}Np

i=1
, (1)

where ai
j ∈ A, mi

j ∈M, wi
j ∈W, ci

j ∈ C, si
j ∈ S, pi

j ∈ P; Na, Nm, Np, Nw, Nc, Ns—the number
of characters, morphemes, words, phrases, sentences, paragraphs in the text.

Thus, the SVM feature space can be described as vectors of features that reflect
the properties of text elements: {a′1, . . . , a′k} for symbols, {m′1, . . . , m′ l} for morphemes,
{w′1, . . . , w′n} for words, {c′1, . . . , c′r} for phrases, {s′1, . . . , s′t} for sentences,
and {p′1, . . . , p′u} for paragraphs.

In the study, when classifying with SVM, informative features are used as an un-
ordered collection as inputs of the SVM. The frequencies of single text’s elements are used
as follows:

tk =

{
1⇔ wj

i ∈W
0⇔ wj

i /∈W
, j = 1, ni, k = 1, |W|

}
, (2)

In addition, the texts elements sequences of some length (n-grams) or a limited number
of them from the dictionary are used as follows:

f (ai, . . . , ai+n−1) =
C(ai, . . . , ai+n−1)

L
, (3)

P(ai|ai−n+1 . . . ai−1) =
C(ai−n+1, . . . , ai)

C(ai−n+1, . . . , ai−1)
, (4)

where L—total number of counted n-grams; k—threshold value; f()—relative frequency of
the element in the text; a—the symbol; P()—the probability of the element appearing in the
text; n—the length of the n-gram.

It should be noted that for texts of small volumes, it is supposed to use frequencies
smoothed by the methods of Laplace (5), Good-Turing (6), and Katz (7), which makes it
possible to estimate the probabilities of non-occurring events:

PADD(ai, . . . , ai+n−1) =
1 + C(ai, . . . , ai+n−1)

W + ∑
i

C(ai, . . . , ai+n−1)
, (5)
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where PADD—estimates of Laplace; W—the language dictionary; C()—the number of
occurrences of the element in the text.

P∗GT =
C∗
N

, P∗GT =
N1

N
C∗ = (C + 1)

NC+1

NC
, (6)

where PGT—estimates of Laplace; N—the total number of the considered elements of the
text; NC—the number of text elements encountered exactly C times; C*—discounted Good
Turing estimate.

PKATZ(ai|ai−n+1, . . . , ai−1) =

{
P ∗ (ai

∣∣ai−n+1, . . . , ai−1), i f C(ai−n+1, . . . , ai) > k
α(ai−n+1, . . . , ai−1)PKATZ(ai

∣∣ai−n+2, . . . , ai−1), i f 1 ≤ C(ai−n+1, . . . , ai) ≤ k.
, (7)

where tk—the fact of the existence of the j-th word of the i-th text in the dictionary W;
PKATZ—estimates of Katz; α()—weight coefficient.

In the process of authorship attribution of natural language text using classical machine
learning methods, not only standard feature sets can be used; features obtained as a result
of solving related tasks such as determining the author’s gender and age, the level of the
author’s education, the sentiment of the text, etc. can also be used. However, as a part of
this study, aspect-oriented analysis was also used for informative features extraction. Such a
type of analysis involves understanding the meaning of a text by identifying aspect terms or
categories. Thus, it becomes possible to extract keywords and opinions related to aspects.

There are two well-known approaches to implementing aspect analysis: statistical and
linguistic. The statistical approach is performed as an extraction of aspects, determination
of the threshold value for them, and selection such aspects, the values of which are indicated
above the given threshold. The linguistic approach takes into account the syntactic structure
of the sentence and searches for aspects by patterns.

We decided to use a combination of these methods. Aspects chosen were nouns
and noun phrases (statistical approach), and the syntactic structure of the sentence was
determined based on the dependencies between words (linguistic approach).

Multi-layered NN, consisting of fully connected layers, was implemented to extract
aspects. The following training parameters were used:

• Optimization algorithm—adaptive moment estimation (Adam);
• Regularization procedure—dropout (0.3);
• Loss function—Binary cross-entropy;
• Hidden layers activation function—ReLU;
• Function of activation of the output layer—Sigmoid.

The principle of operation of SVM is to construct a hyperplane in the space of high-
dimensional features in such a way that the gap between the support vectors (the extreme
points of the two classes) is maximized. The mapping of the original data onto space with
the linear separating surface is performed using a kernel transformation:

(
Φ(x), Φ(x′)

)
= k

(
x, x′

)
, (8)

where (Φ(x), Φ(x′)) is the inner product between the sample being recognized and the
training samples, and k is some mapping of the original space onto the space with the inner
product (the space of dimension sufficient for linear separability).

Then the function performing the classification looks like this:

f (x) =

{
l

∑
i=1

αiyik(xi, x)

}
+ b, (9)

where α is the optimal coefficient, k is the kernel function, y is the label of class, b is the
parameter that ensures the fulfillment of the second Karush-Kuhn-Tucker condition for all
input samples corresponding to Lagrange multipliers that are not on the boundaries.
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The optimal coefficient α is determined by maximizing the objective function:

W(α) =
l

∑
i=1

αi −
1
2

l

∑
i,j=1

yiyjαiαjk(xi, xj), (10)

where the maximization condition:

l

∑
i=1

αiyi = 0, (11)

in the positive quadrant 0 ≤ αi ≤ C, i = 1, l.
The regularization parameter C determines the ratio between the number of errors in

the training set and the size of the gap.

4.2. Deep Neural Networks

A distinctive feature of deep NNs is their ability to analyze a text sequence and extract
informative features by itself. In some studies, texts should be accepted by the model
unchanged [1]. However, in solving the problem of determining the author of a natural
language text, preliminary preparation is an important stage.

The purpose of preprocessing is to cleaning the dataset from noise and redundant
information. Within the framework of the study, the following actions were taken to clean
up the texts:

• Converting text to lowercase;
• Removing stop-words;
• Removing special characters;
• Removing digits;
• White space formatting.

The data obtained from the results of preprocessing must be converted into a vector-
understandable NN. For this purpose, it was decided to use word embeddings—a text
representation, where words having a similar meaning are defined by vectors close to each
other in hyperspace. The received word representations are fed to the inputs of the deep NN.

4.2.1. Long Short-Term Memory

LSTM is a successful modification of the classical RNN, which avoids the problem
of vanishing or exploding gradients. This is due to the fact that the semantic weights of
the LSTM model are the same for all time steps during error backpropagation. There-
fore, the signal becomes too weak (exponentially decreases) or too strong (exponentially
increases). This is the problem that LSTM solves.

The LSTM model contains the following elements:

• Forget Gate “f”—an NN with sigmoid;
• Candidate layer “C’”—an NN with Tanh;
• Input Gate “I”—an NN with sigmoid;
• Output Gate “O”—an NN with sigmoid;
• Hidden state “H”—an vector;
• Memory state “C”—an vector.

Then the time step t is considered. The input to the LSTM cell is the current input
vector Xt, the previous hidden state Ht−1, and the previous memory state Ct−1. The cell
outputs are the current hidden state Ht and the current memory state Ct. The following
formulas are used to calculate outputs:

ft = σ(Xt ∗Uf + Ht−1 ∗Wf), (12)

Ct = tanh(Xt ∗Uc + Ht−1 ∗Wc), (13)
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It = σ(Xt ∗Ui + Ht ∗Wi), (14)

Ot = σ(Xt ∗Uo + Ht−1 ∗Wo), (15)

where Xt—the input vector; Ht−1—the hidden state of the previous cell; Ct−1—the memory
state of the previous cell; Ht—the hidden state of the current cell; Ct—the memory state
of the current cell at time t; W, U are the weight vectors for the forget gate f(), the gate
of candidates, i.e., an input and output gates; σ—sigmoidal function; tanh—tangential
function.

The most important role is the state of memory Ct. It is the state in which the input
context is stored. It changes dynamically depending on the need to add or remove infor-
mation. If the value of the forget gate is 0, then the previous state is completely forgotten;
if equal to 1, then it is completely transferred to the cell. With the current state of Ct memory,
a new one can be calculated:

Ct = ft ∗ Ct−1 + It ∗ Ct. (16)

Then it is necessary to calculate the output from the hidden state H at time t. It will be
based on memory state:

Ht = Ot ∗ tanh(Ct), (17)

Received Ct and Ht are transferred to the next time step, and the process is repeated.

4.2.2. CNN with Attention

CNN consists of many convolutional layers and subsampling layers. Each convo-
lutional layer uses filters with input and output dimensions Din and Dout. The layer is
parameterized by the four-dimensional nuclear tensor W of the measurement and the
displacement vector Dout—bout. Therefore, the output value for some word q:

Yq = ∑
∆

Xq+∆Wq + b, (18)

where ∆—kernel change.
The main difference between the attention mechanism and CNN is that the new

meaning of a word is determined by every second word of the sentence, since the receptive
field of attention includes the full context and not just a grid of nearby words.

The attention mechanism takes as input a token feature matrix, query vectors, and sev-
eral key-value pairs. Each of the vectors is transformed by a trainable linear transform, and
then the inner product query vectors are calculated with each key in turn. The result is
run through Softmax, and with the weights obtained from Softmax, all vectors values are
summed into a single vector. As a result of applying the attention mechanism, a matrix
is obtained where the vectors contain information about the value of the corresponding
tokens in the context of other tokens.

4.2.3. Transformer

The mechanism of attention in its pure form can lose information and complicate the
convergence, and therefore a solution is required to this problem. Therefore, it was decided
to also try its more complex modification—a transformer.

The transformer consists of an encoder and a multi-head attention mechanism. Some of
the transformer layers are fully connected, and part of a shortcut is connected. A mandatory
component of the architecture is multi-head attention, which allows each input vector to
interact with other tokens using the attention mechanism. The study uses a common com-
bination of multi-head attention, a residual layer, and a fully connected layer. The depth of
the model is created by repeating this combination 6 times.

A distinctive feature of multi-head attention is that there are several attention mech-
anisms and they are trained in parallel. The final result is concatenated, passed through
the training linear transformation once again, and goes to the output. Formally, it can
be described as follows. The attention layer is determined by the size of the key/query
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Dk, the number of heads Nh, the size of the head Dh, and the output Dout. The layer is
parametrized with the key matrix, the query matrix Wx

qry, and the value matrix Wx
val for

each head, together with the protector matrix Wout used to assemble all the heads together.
Attention for each head is calculated as:

Aq = Xq : WqryWT
key

XT
k

. (19)

The actual head value is calculated as:

H(h)
q = ∑

k′∈[W]x[H]

so f tmax(A(h)
q )k′Xk′W

(h)
val . (20)

And the output value is calculated as follows:

Hq = concat(H(1)
q , . . . , H(Nh)

q )Wout + bout, (21)

where X—output values, Wkey—the matrix of keys, T—the transposition operation, Aq—the
attention value for a particular head, k—the key position, q—the query position, Nh—the
number of heads, bout—the bias coefficient of the measurement Dout.

5. Experiment Setup and Results

About 45 groups of different features of text were used to train the SVM classifier [1].
Vectors ranging in size from 33 to 5000 features were used, including characteristics of
different levels of text analysis:

• Lexical (punctuation, special symbols, lexicon, slang words, dialectic, archaisms);
• Morphological (lemmas, morphemes, grammar classes);
• Syntactic (complexity, position of words, completeness, sentiments);
• Structural (headings, fragmentation, citation, links, design, mention of location);
• Content-specific (keywords, emoticons, acronyms and abbreviations, foreign words);
• Idiosyncratic stylistic features (spelling and grammatical errors, anomalies);
• Document metadata (steganography, data structures).

Even a carefully selected feature space does not guarantee high model efficiency, but
equally important are the training parameters of the SVM model. In an early study [1],
the following parameters were identified as the most appropriate:

• Learning algorithm—sequential optimization method;
• Kernel—sigmoid;
• Regularization parameter C = 1;
• Acceptable error level—0.00001;
• Normalization—included;
• Compression heuristic—included.

As stated earlier, deep NNs do not need a predetermined set of informative text
features, as they are able to search for them on their own. However, these models are also
extremely sensitive to learning parameters. These parameters have been selected based on
the results of model experiments for related tasks [32,33]:

• Optimization algorithm—adaptive moment estimation (Adam);
• Regularization procedure—dropout (0.2);
• Loss function—cross-entropy;
• Hidden layer activation function—rectified linear unit (ReLU);
• Output layer activation function—logistic function for multi-dimensional case (Softmax).

A large number of data are required to train models. For this purpose, the corpus was
collected from the Moshkov library [34]. The corpus includes 2086 texts written by 500
Russian authors. The minimum size of each text was 100,000 symbols.

As part of experiments with models, the number of training examples varied with
needs in solving real-life authorship identification tasks (including when the training data
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are limited). Therefore, the texts were divided into fragments ranging from 1000 to 100,000
characters (~ 200–20,000 words). We used three training examples for each author and one
for testing.

Table 1 shows the accuracy of the SVM model for datasets of 2, 5, 10, and 50 candidate
authors. Table 2 shows the results of applying SVM trained on statistical features and
extracted aspects. Cross-validation for 10-folds was used as a procedure for evaluating the
effectiveness of the models.

Table 1. Average accuracy of author identification using SVM.

The Length of Text, Symbols 2 Authors 5 Authors 10 Authors 50 Authors

1000 0.9 0.71 0.64 0.49
5000 0.91 0.79 0.77 0.54

10,000 0.93 0.85 0.81 0.59
20,000 0.98 0.97 0.94 0.78
40,000 0.99 0.99 0.97 0.82
60,000 0.99 0.97 0.97 0.89
80,000 0.99 0.98 0.98 0.93

100,000 1 0.99 0.99 0.95
Average accuracy 0.96 0.91 0.88 0.75

Table 2. Average accuracy of author identification using SVM with extracted aspects.

The Length of Text, Symbols 2 Authors 5 Authors 10 Authors 50 Authors

1000 0.92 0.74 0.68 0.53
5000 0.93 0.81 0.79 0.58

10,000 0.95 0.87 0.85 0.62
20,000 0.99 0.98 0.96 0.81
40,000 0.99 0.99 0.98 0.84
60,000 0.99 0.99 0.98 0.91
80,000 1 0.99 0.99 0.95

100,000 1 0.99 0.99 0.97
Average accuracy 0.97 0.92 0.90 0.78

It should be noted that the results presented in Tables 1 and 2 were obtained by joint
application of SVM and the Laplace smoothing method, which gives a slight increase in
accuracy (from 0.01 to 0.07) on small sample sizes. Experiments have also shown that the
Good-Turing and Katz smoothing methods negatively affect the quality of identification,
with an average accuracy 0.04–0.11 lower when using them.

Table 3 shows the accuracy of determining the author using the LSTM for datasets of
similar size and obtained by 10-fold cross-validation, while Table 4 shows the CNN with
Attention and Table 5, the Transformer.

Table 3. Average accuracy of author identification using LSTM.

The Length of Text, Symbols 2 Authors 5 Authors 10 Authors 50 Authors

1000 0.68 0.51 0.4 0.23
5000 0.75 0.53 0.45 0.3

10,000 0.82 0.59 0.49 0.37
20,000 0.88 0.64 0.55 0.41
40,000 0.91 0.73 0.58 0.46
60,000 0.95 0.77 0.64 0.56
80,000 0.97 0.82 0.68 0.62

100,000 0.98 0.89 0.74 0.66
Average accuracy 0.87 0.69 0.57 0.45
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Table 4. Average accuracy of author identification using CNN with attention

The Length of Text, Symbols 2 Authors 5 Authors 10 Authors 50 Authors

1000 0.84 0.61 0.59 0.36
5000 0.89 0.69 0.68 0.4

10,000 0.92 0.75 0.76 0.5
20,000 0.95 0.78 0.79 0.56
40,000 0.96 0.83 0.85 0.62
60,000 0.96 0.88 0.86 0.68
80,000 0.99 0.93 0.91 0.73

100,000 0.99 0.95 0.95 0.78
Average accuracy 0.94 0.80 0.79 0.58

Table 5. Average accuracy of author identification using Transformer

The Length of Text, Symbols 2 Authors 5 Authors 10 Authors 50 Authors

1000 0.86 0.64 0.6 0.34
5000 0.88 0.68 0.69 0.4

10,000 0.91 0.74 0.77 0.52
20,000 0.94 0.8 0.81 0.59
40,000 0.95 0.86 0.83 0.66
60,000 0.95 0.88 0.86 0.72
80,000 0.98 0.94 0.92 0.76

100,000 0.98 0.95 0.96 0.8
Average accuracy 0.93 0.81 0.80 0.60

Obtained results allow one to form a conclusion about the special effectiveness of
SVM trained on accurately selected parameters and features. The approach based on
SVM demonstrates superior accuracy to modern deep NNs architectures, regardless of the
number of the samples and their volume. It should also be noted that the SVM classifier
is able to learn on large volumes of data 10 times faster than deep NNs architectures.
The average training time for SVM was 0.25 machine-hours, while deep models were
trained for an average of 50 machine-hours.

6. Attacks on the Method

SVM classifier showed excellent results in determining the author of a natural-
language text. However, keep in mind that the above experiments were not complicated by
deliberate modifications aimed at text anonymization. Anonymization may have a negative
impact on the accuracy of authorship identification. This hypothesis was confirmed by an
early study [35]. A text anonymization technique was proposed based on a fast correlation
filter, dictionary synonymizing, and a universal transformer model with a self-attention
mechanism. The results of the study showed that decision-making accuracy can be reduced
by almost 50% due to the proposed method of anonymization, keeping the text in readable
and understandable form for humans.

As part of the work, it was decided to evaluate the described anonymization technique
on the developed approaches. The results are presented in Table 6. The results of the
experiments confirm that deep models are much more resistant to the anonymization
technique than the SVM classifier. This is due to their ability to extract unobvious features
that are not controlled by the author on a conscious level, while SVM operates on the basis
of pre-defined features manually found by experts, and therefore text may be exposed to
deliberate confusion by anonymization techniques. It should be noted that in such cases,
SVM with aspect analysis shows a bit higher accuracy than SVM without it.
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Table 6. Average accuracy of author identification using Transformer.

Number of Authors Model Accuracy before Anonymization Accuracy after Anonymization

10

SVM 0.97 0.46
SVM (with aspects) 0.98 0.52

LSTM 0.84 0.66
CNN with attention 0.93 0.78

Transformer 0.94 0.81

30

SVM 0.95 0.42
SVM (with aspects) 0.97 0.49

LSTM 0.72 0.63
CNN with attention 0.91 0.71

Transformer 0.93 0.74

50

SVM 0.93 0.39
SVM (with aspects) 0.95 0.44

LSTM 0.68 0.59
CNN with attention 0.75 0.68

Transformer 0.77 0.69

7. Discussion and Conclusions

During the course of the research, the authors analyzed modern approaches to determin-
ing the author of a natural-language text, implemented approaches of authorship attribution
based on SVM and deep NNs architectures, evaluated the developed approaches on different
numbers of authors and volumes of texts, and evaluated the resistance of the approaches to
anonymization techniques. The results obtained allow us to draw several conclusions.

Firstly, despite the great popularity of deep NNs architectures, they are inferior
to the traditional SVM machine learning algorithms in accuracy by more than 10% on
average. This is due to the fact that NNs require more data for learning than SVM to
extract informative features from the text. However, when solving real-life authorship
identification tasks, the number of data could be not enough for accurate decision-making
by the NN.

Secondly, the SVM classification is based on an accurately found set of features
manually formed by experts. Such informative features are also obvious for anonymization
techniques and therefore can be removed or significantly corrupted. Thus, to solve the
problem of identification of the author of a natural language text, both the SVM-based
approach and deep models proposed by authors are equally suitable. However, when
choosing an approach, the researched data and available technical resources should be
objectively evaluated. In the case of a lack of resources, an SVM approach should be used.
If there are traces of use anonymization in the text, despite the longer processing time,
deep NNs architectures are recommended because they can find both the obvious and
unobvious dependences in the text.

Thirdly, when using SVM, we recommended using five of the most informative
features of the author’s style that may improve the authorship identification process:
unigrams and trigrams of Russian letters, high-frequency words, punctuation marks,
and distribution of words among parts of speech.

Finally, based on the results obtained, as well as on the experience of earlier research,
the authors identified the important criteria to obtain accurate results when identifying the
author of a natural language text:

1. Author’s personality: the informative features extracted from the text should con-
tain all important information about the writing style. In this case, the authorship
attribution system will be able to distinguish between the same or different authors.

2. Invariance: the writing style’s characteristics should be stable for certain reasons, e.g.,
author’s mood, emotional state, and the subject of the text.
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3. Stability: the writing style may be influenced by the imitation of another author’s
writing style or by deliberately distorting the author’s own style for other reasons.
The chosen approach should be resistant to such actions.

4. Adaptability to the style of text: the author adapts to the specificities of the selected
style of text to follow it. Adaptability to the style of text leads to significant changes
in the characteristics of the author’s writing style. In addition, when writing official
documents, many people use ready templates and just fill in their own data. As a
result, it is quite problematic to identify the similarity of official documents and,
for example, messages in social networks written by one person.

5. Distinguishing ability: the selected informative features of the text should be signifi-
cantly different for various authors, greater than the possible difference between the
texts written by the same author. Selecting a single parameter that clearly separates
two authors is problematic. Therefore, it should be a complex set of features from
different levels of text that are not controlled by the author at the conscious level.
In this case, the probability of wrong identification for different authors is reduced.
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Abstract: Distracted driving behavior has become a leading cause of vehicle crashes. This paper
proposes a data augmentation method for distracted driving detection based on the driving op-
eration area. First, the class activation mapping method is used to show the key feature areas of
driving behavior analysis, and then the driving operation areas are detected by the faster R-CNN
detection model for data augmentation. Finally, the convolutional neural network classification mode
is implemented and evaluated to detect the original dataset and the driving operation area dataset.
The classification result achieves a 96.97% accuracy using the distracted driving dataset. The results
show the necessity of driving operation area extraction in the preprocessing stage, which can effec-
tively remove the redundant information in the images to get a higher classification accuracy rate.
The method of this research can be used to detect drivers in actual application scenarios to identify
dangerous driving behaviors, which helps to give early warning of unsafe driving behaviors and
avoid accidents.

Keywords: distracted driving; driving behavior; driving operation area; data augmentation; fea-
ture extraction

1. Introduction

According to the World Health Organization (WHO) global status report [1], road traf-
fic accidents cause 1.35 million deaths each year. This is nearly 3700 people dying on the
world’s roads every day. The most heart-breaking statistic is that road traffic injury has
become the leading cause of death among people aged 5 to 29 [2]. The investigation [3]
for the cause of car collisions shows that 94% of road traffic accidents in the United States
are caused by human operations and errors. Among them, distracted driving, which can re-
duce the driver’s reaction speed, is the most dangerous behavior. In 2018 alone, 2841 people
died in traffic collisions on United States roads due to driver distraction [4].

The impacts of distracted behavior of drivers are multifaceted [5], including visual be-
havior, operating behavior, driving pressure, and the ability to perceive danger, etc. Accord-
ing to the definition of the National Highway Traffic Safety Administration (NHTSA) [6],
distracted driving refers to any activity that can divert attention away from driving, includ-
ing (a) talking or texting on a phone, (b) eating and drinking, (c) talking to others in the
vehicle, or (d) using radio, entertainment or navigation system.

Distracted driving detection can be used to give early warning of dangerous driving
behavior, including using a mobile phone to call or send text messages, using navigation
applications or choosing to play music, etc. [7]. Distracted driving detection methods
are mainly based on the driver’s facial expression, head operation, line of sight or body
operation [8]. Through visual tracking, target detection, motion recognition and other
technologies, the driver’s driving behavior and physiological state can be detected.

77



Future Internet 2021, 13, 1

In the early days, researchers mainly focused on behavior analysis based on the driver’s
line-of-sight direction through the eye, face, and head operation. In 2002, Liu et al. [9] pro-
posed a method of tracking the driver’s facial area and used the yaw direction angle to
estimate the driver’s facial operation to detect the driver’s facial orientation. Eren et al. [10]
successfully developed a driver’s facial operation detection system based on binocular stereo
vision, using hidden Markov models to predict the driver’s facial operation in 2007.

Later, with the development of machine learning technology and the public of driving
behavior datasets, increasing studies were added to analyze the driver’s phone calling,
drinking, eating and other unsafe driving behaviors. Southeast University driving posture
(SUE-DP) dataset [11] was proposed in 2011. The experiment collected four types of
distracted driving behaviors: “grasping the steering wheel”, “operating the shift lever”,
“eating,” and “talking on a cellular phone”. A series of studies have been conducted
based on the SUE-DP dataset: Zhao [12] used the multiwavelet transform method and
the multilayer perceptron (MLP) classifier to recognize four predefined driving postures
and obtained an accuracy of 90.61%. Zhao et al. [11] introduced a contourlet transform
method for feature extraction and achieved 90.63% classification accuracy. Subsequently.
Chihang [13] used support vector machines (SVM) algorithm with an intersection kernel
for obtaining 94.25% accuracy. In 2013, The image pyramid histogram of oriented gradients
(PHOG) features and edge features [14] were extracted comprehensively to increase the
classification accuracy to 94.75% within MLP. In 2014, Yan [15] extracted the PHOG features
of historical moving images containing time information and obtained 96.56% accuracy
through the random forests (RF) algorithm.

Recently, with the development of deep learning classification and detection tech-
nology, increasing researchers analyzed driving behavior through convolutional neu-
ral networks (CNNs). More researchers have also begun to build their own research
datasets. A combination of pre-trained sparse filters and convolutional neural networks [16]
was used to increase the classification accuracy of the SUE-DP dataset to 99.78%. Yan [17]
improved the conventional regions with CNNs features (R-CNN) framework by replacing
traditional skin-like region extractor algorithms and obtained a classification accuracy
of 97.76% on the SUE-DP dataset. Liu [18] used an improved dual-input deep three-
dimensional convolutional network structure algorithm based on a three-dimensional
convolutional neural network (3DCNN), achieving 98.41% accuracy on the rail transit
dataset. Jin [19] trained two independent convolutional neural networks by optimizing the
size and number of convolution kernels, which can effectively identify mobile phones and
hands in real time achieving 144 fps and an accuracy of 95.7% for mobile phone usage on
the self-built dataset. Multiscale attention convolutional neural network [20] was proposed
driver action recognition.

More recent datasets and studies include: The StateFarm dataset was published in the
2016 Kaggle distracted driving recognition competition [21] with ten types of distracted
driving behaviors. Alotaibi [22] used an improved multiscale Inception model with a
classification accuracy of 96.23% on the StateFarm dataset. Lu et al. [23] used the improved
deformable and dilated faster RCNN (DD-RCNN) structure to obtain an accuracy of 92.2%.
Valeriano [24] and Moslemi [25] used the 3DCNN algorithm to recognize driving behavior
and got 96.67% and 94.4% accuracy rates, respectively. In 2018, Eraqi and others [26,
27] proposed the American University in Cairo (AUC) distracted driving dataset with
reference to the ten distracted postures defined in the StateFarm dataset. The ASUS
ZenPhone close-range camera and DS325 Sony DepthSense camera were used to collect
driving images and videos of 44 volunteers from 7 countries. The cameras were fixed
to the roof handle on the top of the front passenger’s seat. The resolution of the data is
1080 × 1920 or 640 × 480. A total of 17,308 frames were collected for the dataset, which
was finally annotated to ten kinds of distracted driving behaviors: safe driving (3686),
texting using the right hand (1974), talking on the phone using the right hand (1223),
texting using left hand (1301), talking on the phone using left hand (1361), operating the
radio (1220), drinking (1612), reaching behind (1159), hair and makeup (1202), and talking
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to the passenger (2568). The dataset was randomly divided into 75% for training and 25%
for test data. A genetically weighted ensemble of convolutional neural networks combined
with the face, hand, and skin regions was proposed to obtain an accuracy of 95.98% with
the AUC dataset. Bhakti and others [28] used the AUC dataset to achieve 96.31% accuracy
through improved visual geometry group 16 (VGG-16) with regularization methods.

The collection of the dataset mainly used the camera to obtain images of the driver’s
driving process. During the collection process, it was usually recommended that the
driver perform distracting subtasks to simulate distracting driving. The distracted driving
methods were mainly based on the driver’s facial expression, head operation, line of sight,
or body operation for feature extraction. Machine-learning methods and deep learning
CNN methods were used for distracting driving recognition. However, the existing datasets
and related analysis methods still encounter some problems in the research: on one hand,
the current distracted driving research mainly judges driving behavior by the driver’s
facial and head direction, hand movements, or skin segmentation information. However,
the judgment of single local information is prone to classification errors. On the other hand,
due to the differences in the resolution, wide-angle, installation position, and installation
angle of the camera in different datasets, or the differences in the position of the seat
and steering wheel, the position and angle of each driver in the dataset will be different,
leading to the images in the dataset have different redundant information.

Two-stage deep architecture methods [29] were usually used in image classification of
remotely collected images. A common approach in the literature was employing CNNs
for feature extraction to reduce the dimensionality [30]. Data enhancement methods [31]
such as flip, rotation, crop, interpolation and color convert [32] were also often used in
the first stage of processing to increase robustness. In order to build a more robust driver
behavior analysis model and improve the accuracy of dataset classification, this paper
designs a data augmentation preprocessing model for driver behavior key areas based on
faster R-CNN [33] detection algorithms to improve the accuracy of the algorithm learned
from the two-stage depth architecture method. The classification results with data augmen-
tation are verified based on AlexNet [34], InceptionV4 [35] and Xception [36], respectively.
To achieve the best performance, transfer learning [37] was applied in training. The Ameri-
can University in Cairo distracted driver (AUC) dataset is used for the experiments.

The main contributions of this paper are summarized in the following three parts:
(1) First, the class activation mapping method [33] was used to analyze the driving

operation key areas in the images.
(2) Then, in order to enhance the dataset, the image detection algorithm faster R-CNN

was used to generate the new driving operation area (DOA) dataset. The driving operation
areas were labeled on 2000 images using the AUC dataset to establish the training driving
operation areas detection dataset for faster R-CNN training. Within the trained faster
R-CNN model, all the AUC dataset images were tested to obtain the preprocessed AUC
new DOA classification dataset, which was consistent with the original AUC dataset at the
classification storage method and naming method.

(3) Next, a classification model was built to process the AUC original dataset and
the DOA dataset. The experiments were tested with AlexNet, InceptionV4 and Xception
separately to get the best result.

(4) Finally, the trained classification method was used to test our own dataset,
which was established with a wide-angle camera different from the close-range camera in
the AUC dataset.

The framework of classification model with data augmentation method is shown in
Figure 1. Experiments proved that the classification accuracy of the method proposed in
this paper is up to 96.97%, which can improve the accuracy of classification.
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2. Materials and Methods
2.1. Driving Operation Area

In order to effectively observe which areas of the image the network focuses on, this pa-
per used gradient-weighted class activation mapping (grad-CAM) [38] to visually display
the features regions found by the Xception classification network, which displayed in the
form of a class-specific saliency map or “heat map” for short. Figure 2 shows the grad-CAM
result of ten different driving behaviors, which can be used to visually evaluate the key
feature regions of the image. The distribution of the ribbon color from red to blue that you
can see the mapping relationship between weight and color. The red area in the activation
map represents the higher basis area for the model to make classification decisions.
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According to the grad-CAM result, the driver’s upper body behaviors in the vehicle
environment determine the distracted driving classification result, which means that
the background and legs that are not related to the driver’s operation are all redundant
information in the feature extraction. We proposed the concept of the driving operation
area (DOA), including the steering wheel and the driver’s upper body, which include the
head, torso, and arms, to describe the features related to the driver’s driving behavior.
The area in the red box shown in Figure 1 is what we defined DOA.

2.2. Methods for Data Augmentation

Due to the fixed nature of the distracted driving background, traditional data aug-
mentation methods (such as flipping, rotation, trimming, and interpolation) result in
unrealistic scenes, which will cause information distortion and increase irrelevant data.
This paper proposed the data augmentation method based on the key area of driving
behavior. The mature image detection convolutional network model is used for the data
augmentation method. The AUC dataset was enhanced based on the DOA to obtain a new
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dataset. Classification modules were introduced to classify the original dataset and the
new dataset.

According to the requirements of the image detection model for the dataset, we ran-
domly selected 2000 images from the AUC dataset to relabel the driving operation area
using “labelImg” software tool. The labeling area included the steering wheel and the
driver’s upper body, including the head, torso, and arms. The annotation file was saved as
an XML file in accordance with the Pascal visual object classes (PASCAL VOC) dataset for-
mat. The image detection convolutional network model was used to extract the driving
operation area.

faster R-CNN [33] was chosen as the image detection model for feature extraction.
faster R-CNN creatively used region proposal networks to generate proposals and shared
the convolutional network with the target detection network, which can reduce the number
of proposals from the original about 2000 to 300 and improve the quality of the suggested
frames. The algorithm won many firsts in the ImageNet Large-scale visual recognition
competition (ILSVRC) and the common objects in context (COCO) competitions that year,
still used frequently by studiers now.

faster R-CNN model was trained with the labeled data; then, the trained faster R-CNN
model was used to infer all the AUC dataset images to obtain the preprocessed new DOA
classification dataset. The classification and naming of the DOA dataset were consistent
with the original AUC dataset.

2.3. Methods for CNN Classification

This paper used the mature image detection convolutional network model for the data
augmentation method. Classic models such as Alexnet [34], InceptionV4 [35], and Xcep-
tion [36] had been widely used in image classification research in recent years. AlexNet suc-
cessfully applied rectified linear units (ReLU), dropout and local response normalization
(LRN) in CNN. The Inception network started from GoogLeNet in 2014, which had gone
through several iterations of versions up to the latest InceptionV4. Xception was another
improvement proposed by Google after Inception.

Transfer learning, whose initial weights of each model came from the weights obtained
by pre-training on ImageNet, was used in our classification test to train the AUC dataset
by optimizing the parameters to get the best result.

The AUC dataset was enhanced based on the DOA to obtain a new dataset. Clas-
sification modules were introduced to classify the original dataset and the new dataset.
The classification framework with the data augmentation method is shown in Figure 1.

2.4. Wide-Angle Dataset

In order to further verify the generalization ability of our methods, A Wide-angle
distracted driving dataset was collected for verification. Referring to the collection methods
of the State Farm dataset and the AUC dataset, we fixed the camera to the car roof handle
on top of the front passenger’s seat. Fourteen volunteers sat in the car to simulate distracted
driving as required in both day and night scenes. Some volunteers participated in more
than one collection session at different times of day, driving roads and wearing different
clothes. The 360′s G600 recorder, which has a resolution of 1920 × 1080 and a wide-angle
of 139 degrees, was used in the collection. In order to simulate a natural driving scene
as much as possible; in some cases, there were other passengers in the car during the
collection process.

The data were collected in a video format with the size of 1920 × 1080 and then cut
into individual images. Our dataset finally collected 2200 pictures of ten kinds of distracted
driving behaviors: safe driving (291), texting using the right hand (224), talking on the
phone using the right hand (236), texting using left hand (218), talking on the phone using
left hand (211), operating the radio (203), drinking (198), reaching behind (196), hair and
makeup (182), and talking to the passenger (241). Part of the images of the wide-angle
dataset is shown in Figure 3.

81



Future Internet 2021, 13, 1

Future Internet 2021, 13, x FOR PEER REVIEW 6 of 12 
 

 

and makeup (182), and talking to the passenger (241). Part of the images of the wide-angle 

dataset is shown in Figure 3. 

 

Figure 3. Part of the images in the wide-angle dataset. 

3. Results 

The experiments in this article were based on the PaddlePaddle framework and Py-

thon design, with the hardware environment using a Linux server with Ubuntu 16.04. A 

single NVIDIA GeForce GTX, 1080 Ti GPU with 12 GB RAM, was used in the experiments. 

3.1. Results for Driving Operation Area Extraction 

The labeled driving dataset with 2000 images was split into a training set and a vali-

dation set with a ratio of 8:2 for validating the detection model performance. Using the 

same training strategy as Detection, the dataset was trained with the batch size of 8, the 

learning rate of 0.001, and the training iterations of 50,000. The momentum 0.9 with a 

weight decay of 0.0001 for stochastic gradient descent (SGD) was used to converge the 

model. The Resnet was used for the backbone network. The Resnet weights pre-trained 

on ImageNet model was used for initialization. 

Table 1 is the result of driving operation area extraction with the detection model. 

Faster R-CNN model was evaluated and compared with the other two models: you only 

look once (YOLO) [39] and single shot multibox detector (SSD) [40] models. According to 

the result in Table 1, the accuracy of faster R-CNN detection is 0.6271, and fps is 10.50 

which can meet real-time requirements. Considering the accuracy requirements, the faster 

R-CNN was chosen as the detection model in our experiments. YOLOV3 and SSD models 

can be used as real-time detection system. 

Table 1. Driving operation area detection result. 

Model fps mAP (0.75) mAR (0.75) 

faster R-CNN 10.50 0.6271 0.6572 

YOLOV3 37.21 0.5390 0.5568 

SSD 49.52 0.5767 0.5812 

Figure 4 shows ten different types of driving operation area detection results. Com-

paring Figures 2 and 4, the key regions are extracted by the image detection model. 

 

Figure 4. Ten different types of driving operation area (DOA) detection results. 

Then the trained weights of faster R-CNN were used to detect the key areas of driving 

behavior in the AUC dataset, and generate a dataset of driving operation area, which was 

Figure 3. Part of the images in the wide-angle dataset.

3. Results

The experiments in this article were based on the PaddlePaddle framework and Python
design, with the hardware environment using a Linux server with Ubuntu 16.04. A single
NVIDIA GeForce GTX, 1080 Ti GPU with 12 GB RAM, was used in the experiments.

3.1. Results for Driving Operation Area Extraction

The labeled driving dataset with 2000 images was split into a training set and a
validation set with a ratio of 8:2 for validating the detection model performance. Using the
same training strategy as Detection, the dataset was trained with the batch size of 8,
the learning rate of 0.001, and the training iterations of 50,000. The momentum 0.9 with
a weight decay of 0.0001 for stochastic gradient descent (SGD) was used to converge the
model. The Resnet was used for the backbone network. The Resnet weights pre-trained on
ImageNet model was used for initialization.

Table 1 is the result of driving operation area extraction with the detection model.
Faster R-CNN model was evaluated and compared with the other two models: you only
look once (YOLO) [39] and single shot multibox detector (SSD) [40] models. According to
the result in Table 1, the accuracy of faster R-CNN detection is 0.6271, and fps is 10.50
which can meet real-time requirements. Considering the accuracy requirements, the faster
R-CNN was chosen as the detection model in our experiments. YOLOV3 and SSD models
can be used as real-time detection system.

Table 1. Driving operation area detection result.

Model fps mAP (0.75) mAR (0.75)

faster R-CNN 10.50 0.6271 0.6572
YOLOV3 37.21 0.5390 0.5568

SSD 49.52 0.5767 0.5812

Figure 4 shows ten different types of driving operation area detection results. Com-
paring Figures 2 and 4, the key regions are extracted by the image detection model.
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Then the trained weights of faster R-CNN were used to detect the key areas of driving
behavior in the AUC dataset, and generate a dataset of driving operation area, which was
recorded as the DOA dataset, which classification and naming methods were the same as
the original AUC dataset.
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3.2. Results for CNN Classification

In the experiment, the dataset of AUC and DOA were both 12,997 images of training
set and 4331 images of test set. The image classification model AlexNet, InceptionV4
and Xception were used to train with image shape of 224 × 224 × 3, the learning rate of
0.001, batch size of 32, and epoch of 100. The top-1 accuracy was selected to evaluate the
performance of the models. We performed 3 rounds of verification. Table 2 summarizes the
test results for loss and accuracy of three different convolutional network models: AlexNet,
InceptionV4, and Xception.

Table 2. Image classification test result with AUC and DOA dataset.

Model Source Loss Top-1 Acc.

AlexNet
AUC 0.3753 0.9314
DOA 0.3402 0.9386

InceptionV4 AUC 0.3041 0.9506
DOA 0.2771 0.9572

Xception AUC 0.2320 0.9531
DOA 0.2156 0.9655

As can be seen from Table 2, the test top-1 accuracy of the AlexNet, InceptionV4 and
Xception on the AUC dataset are 0.9314, 0.9506 and 0.9531, respectively, and the test results
on the DOA dataset are 0.9386, 0.9572 and 0.9655, which means the DOA dataset has higher
detection accuracy and lower loss value than the original AUC dataset.

Figure 5 shows the change for loss and accuracy of each method in each epoch stage.
When the epoch is 10, the loss and accuracy of the DOA dataset with the Xception model
begin to stabilize, and when the epoch is 14, the original AUC dataset loss and accuracy
with the Xception model begin to stabilize. Moreover, The loss values in the DOA-based
results are lower than original AUC dataset. It can be seen from the testing loss and
accuracy curves with varying epochs, the loss of DOA dataset corresponding to the key
areas of driving behavior converges faster than the original AUC dataset, and the detection
accuracy rises faster too.
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Finally, the DOA training set obtained through data augmentation and the original
AUC training set were merged to expand the dataset. The final classification accuracy
is shown in Table 3. Among the three classification models, the baseline with Xception
has the smallest fluctuation, the lowest loss result, and the highest accuracy, which is
the most suitable for the benchmark model of this classification. For more evaluation,
Figure 6 is the confusion matrix for the classification results of the ten distracting behaviors
with Xception. Using the given confusion matrix, one can check that many categories can
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easily be mistaken for (c0) “safe driving”. Moreover, the most confusing operation is (c8)
“hair and makeup”. It may be due to the position of “hands on the wheel” in both classes.

Table 3. Final result after confidence comparison.

Model Top-1 Acc.

AlexNet 0.9396
InceptionV4 0.9603

Xception 0.9697
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Our distracted driver detection result was compared with earlier methods in the litera-
ture. Compared with some early methods, our method can be applied to the preprocessing
stage. We achieve the best accuracy than earlier methods as shown in Table 4. Among them,
the top-1 accuracy of our module based on Xception is finally 0.9697, which is 1.66% higher
than the classification accuracy of origin AUC dataset.

Table 4. Comparison with earlier methods from literature on AUC dataset.

Model Top-1 Acc.

GA weighted ensemble of all 5 [26] 0.9598
VGG [28] 0.9444

VGG with regularization [28] 0.9631
ResNet + HRNN + modified Inception [22] 0.9236

Our method 0.9697

3.3. Tests on Wide-Angle Dataset

Due to the high correlation between the training and test data of the AUC dataset,
this makes the detection of driving distraction an easier problem. Therefore, the newly
collected wide-angle dataset was used to verify the generalization ability of our method.
The wide-angle dataset contains 14 drivers (2200 samples). The wide-angle dataset was
used to verify the feasibility of our proposed method, especially for datasets with a rel-
atively small proportion of drivers. The trained model on the AUC dataset was used
in the verification for the wide-angle dataset directly. Referring to the performance of
the previous experiment with Xception-based model, this paper used the Xception-based
model to verify the generalization ability.

Table 5 shows the verification result of the dataset captured by the wide-angle cam-
era. The classification top-1 accuracy of the model is greater than 80%, which verifies a
relatively good generalization ability. In addition, the classification results after extracting
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the key areas of the driver operation are significantly better than the original data clas-
sification results. It proves the necessity of extracting key areas of drivers in distracted
driving detection.

Table 5. Result on wide-angle dataset.

Model Source Top-1 Acc.

Xception Wide-angle Dataset 0.8131
DOA of Wide-angle Dataset 0.8394

4. Discussion

In practical applications, due to the difference in the installation position and resolu-
tion of the camera, and the difference in the position of the driver’s seat and steering wheel,
the driver’s distribution position and angle in the image will be different. The difference
in the proportion of the driver’s operating area in the image will cause many pixels in
the image of the collected dataset to be redundant information. This article focuses on
improving the robustness and accuracy of distracted driving detection.

First, with the labeled data, faster R-CNN was used to detect the key areas of driving
behavior. The extraction of DOA was a large target detection for CNN, and the general
faster R-CNN has been able to achieve good accuracy. It can be seen from the experimental
results that this method can extract key information and can be used in the first stage of dis-
tracted driving detection. Comparing with grad-CAM activation maps, it can be seen that
our method was especially helpful for driving behavior detection in complex backgrounds.

Second, the convolutional neural network classification model was used to test the loss
and accuracy of the AUC dataset and the DOA dataset. It can be seen from the result that
the DOA dataset has higher detection accuracy and lower loss value than the original AUC
dataset. Testing with the combined dataset of AUC and DOA, the experiment got a 96.97%
top-1 accuracy. Compared with some early methods in the literature, our method can
extract the overall characteristics of key areas of driving behavior. The loss of InceptionV4
and Xception dropped to a better result when the epoch was 4, and reached relatively
stable when the epoch reached 40. The results showed the effectiveness of transfer learning
for CNN models.

Third, The wide-angle dataset collected by actual scene was used to verify our method.
Our results demonstrated that detect the key areas of driving behavior has a great sig-
nificance for driving behavior analysis of wide-angle camera shooting and long-range
shooting.

It can find that if the extracted features come from the entire image, which means
all the information in the image (regardless of whether it is related to driving behavior)
are used as a training input, the result will lead to more redundant information and larger
calculation. Considering the diversity of the driver’s position and the complexity of the
cab environment, our method is suitable for practical application fields.

5. Conclusions

Distracted driving detection has become a major research in transportation safety
due to the increasing use of infotainment components in vehicles. This paper proposed
a data augmentation method for driving position area with the faster R-CNN module.
The convolutional neural network classification model was used to identify ten distracting
behaviors in the AUC dataset, reaching the top-1 accuracy of 96.97%. Extensive results
carried out show that our method improves the accuracy of the classification and has strong
generalization ability. The experimental results also showed that the proposed method was
able to extract key information. This provided a path for the preprocessing stage of driving
behavior analysis.

In the future, the following aspects can be continued for further research:
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First, more distracted driving datasets with multi-angle and night scenarios should be
collected and published for more comprehensive research. We need to verify our model on
more practical large-scale datasets.

Second, the current classification algorithm divides dangerous driving behaviors into
multiple categories, but in actual driving behaviors, multiple dangerous behaviors may
co-exist, such as watching around when making a call. We can use detection modes such
as YOLO (or any other object detector) to detect the face, hand, and other information on
the basis of the work of DOA for more driving behavior identification.
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Abstract: The advent and incorporation of technology in businesses have reformed operations across
industries. Notably, major technical shifts in e-commerce aim to influence customer behavior in favor
of some products and brands. Artificial intelligence (AI) comes on board as an essential innovative
tool for personalization and customizing products to meet specific demands. This research finds
that, despite the contribution of AI systems in e-commerce, its ethical soundness is a contentious
issue, especially regarding the concept of explainability. The study adopted the use of word cloud
analysis, voyance analysis, and concordance analysis to gain a detailed understanding of the idea of
explainability as has been utilized by researchers in the context of AI. Motivated by a corpus analysis,
this research lays the groundwork for a uniform front, thus contributing to a scientific breakthrough
that seeks to formulate Explainable Artificial Intelligence (XAI) models. XAI is a machine learning
field that inspects and tries to understand the models and steps involved in how the black box
decisions of AI systems are made; it provides insights into the decision points, variables, and data
used to make a recommendation. This study suggested that, to deploy explainable XAI systems,
ML models should be improved, making them interpretable and comprehensible.

Keywords: artificial intelligence; automation; e-commerce; machine learning; big data;
customer relationship management (CRM)

1. Introduction

Technological advancement continues to create new opportunities for people across a variety of
industries [1]. Technology helps to improve the efficiency, quality, and cost-effectiveness of the services
provided by businesses. However, technological advancements can be disruptive when they make
conventional technologies obsolete. Neha et al. [1] assert that cloud computing, blockchain, and AI are
the current developments that may create new opportunities for entrepreneurs. The computer systems
are also influencing and improving interactions between consumers and business organizations.
Thus, the shift towards the improved use of technology has led to the creation of intelligent systems
that can manage and monitor business models with reduced human involvement. AI systems that
demonstrate an ability to meet consumers’ demands in different sectors are necessary for the current
economy [2]. AI plays a critical role in monitoring the business environment, identifying the customers’
needs, and implementing the necessary strategies without or with minimal human intervention.
Thus, it bridges the gap between consumers’ needs and effective or quality services.

Therefore, AI is modifying the economic landscape and creating changes that can help consumers
and entrepreneurs to reap maximum benefits. It is gaining popularity in businesses, especially in
business administration, marketing, and financial management [3]. AI creates new opportunities that
result in notable transformations in the overall economic systems. For instance, it causes the rapid
unveiling of big data patterns and improved product design to meet customers’ specifications and
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preferences [1]. E-commerce is the major beneficiary of the increased use of AI to improve services’
efficiency and quality.

AI helps in reducing complications that may result from human errors. Thus, although AI may
reduce employment opportunities, its benefits to organizations are immense.

Notably, AI is a formidable driving force behind the development and success of e-commerce.
In e-commerce, AI systems allow for network marketing, electronic payments, and management of the
logistics involved in availing products to the customers. Di Vaio et al. [3] note that AI is becoming
increasingly vital in e-commerce food companies because it maintains the production sites’ hygienic
conditions and ensures safe food production. It also helps in maintaining high levels of cleanliness of
the food-producing equipment.

The automated systems collect, evaluate, and assess data at a rapid rate compared to human beings.
AI helps e-commerce to capture the business trends and the changing market needs of customers.
Therefore, the customers’ increased convenience leads to increased satisfaction and balancing of the
demand and supply mechanisms.

Kumar and Trakru [4] report that AI allows e-commerce to develop new ideas on satisfying the
consumers’ needs and keep up with the changing preferences and choices. Human intelligence may
often be limited in carrying out some tasks in e-commerce, including predicting demand and supply
chain mechanisms. AI simulates and extents human intelligence to address the rising challenges in
e-commerce [5]. For instance, Soni [6] established that AI helps e-commerce platforms to manage
and monitor their customers. Through AI, a business can gather a wide range of information
and evaluate customers to ensure that quality services are offered to them. This helps e-commerce
platforms understand the factors that influence their current and potential clients’ purchasing behaviors.
It improves the interactions between the e-commerce companies and their customers through chatbots
and messengers. E-commerce companies use automation processes to eliminate redundancies in their
operations. Kitchens et al. [7] state that AI allows for automated responses to questions raised by the
customers. However, Kumar and Trakru [4] warn of potential threats and challenges to customers
and e-commerce that limit the efficiency and effectiveness of AI in meeting the business expectations.
Consequently, it is necessary to explore opportunities and challenges in light of changing consumer
demands in e-commerce.

1.1. Statement of the Problem

Even though AI systems have revolutionized e-commerce, courtesy of the wide range of
functionalities such as video, image and speech recognition, natural language, and autonomous
objects, a range of ethical concerns have been raised over the design, development, and deployment of
AI systems. Four critical aspects come into play: fairness, auditability, interpretability and explainability,
and transparency. The estimation process via such systems is considered the ‘black box’ as it is less
interpretable and comprehensible than other statistical models [8]. Bathaee [9] identifies that there
are no profound ways of understanding the decision-making processes of AI systems. The black box
concept implies that AI predictions and decisions are similar to those of humans. However, they fail
to explain why such decisions have been made. While AI processes may be based on perceivable
human patterns, it can be imagined that understanding them is similar to trying to determine other
highly intelligent species. Because little can be inferred about the conduct and intent of such species
(AI systems), especially regarding their behavior patterns, issues of the degree of liability and intent of
harm also come into play. The bottom line revolves around how best to guarantee transparency to
redeem trust among the targeted users within e-commerce spaces [9].

1.2. Proposed Solution

The main aim of the current study is to lay the foundation for a universal definition of the term
explainability. AI systems need to adopt post hoc machine learning methods that will make them
more interpretable [10]. While there is a wide range of taxonomic proposals on the definition and
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classification of what should be considered ‘explainable’ in regards to AI systems [10], it is contended
that there is a need for a uniform blueprint of the definition of the term and its components. To address
the main objective, which is solving the black box problem, this research proposes the employment
of XAI models. XAI models feature some level of explainability approached from various angles,
including interpretability and transparency. Even though the current research recognizes the prevalence
of studies under the topic and consults widely within the area, it goes a step ahead to offer a solution
to the existing impasse, as seen in divided scientific contributions concerning what constitutes the
concept of ‘explainability’. In this regard, the article will contribute to the state of the art by establishing
a more uniform approach towards research that seeks to create evidence based XAI models that will
address ethical concerns and enhance business practices.

1.3. Overview of the Study

The current article provides a critical outline of key tenets of AI and its role in e-commerce.
The project is structured into six main sections, which are the introduction, review of the literature,
proposed method, results, discussion, and conclusion. The introduction part of the project provides
an overview of the research topic ‘role of AI in shaping consumer in E-commerce,’ a statement of the
problem and the proposed solution. Section 2 examines the available literature on artificial intelligence
techniques, including sentimental analysis and opinion mining, deep learning, and machine learning.
It also examines the AI perspective in the context of shaping the marketing strategies that have been
adopted by businesses. Section 3 discusses the methodology used to explore the research question.
It identifies the research approach (word cloud analysis), sources of data (Neural Information Processing
Systems (NIPS), and Cognitive Science Society (CSS)). Section 3 also details data analysis techniques,
which include corpus analysis and concordance analysis. The results section provides the outcomes
of the analyzed data, particularly the corpus generated from the word cloud. Some of the software,
such as the Voyant Tools, was used to reveal the most prominent words. A concordance analysis table
was also generated, in the results section, for the term ‘explainability’. Section 5 provides a detailed
discussion of the outcome of the research as well as the key observations made regarding opaque
systems, interpretable systems, and comprehensible systems. The overall outcome of the study and
implications for future research are provided in the conclusion section.

2. Artificial Intelligence Techniques

2.1. Sentimental Analysis and Opinion Mining

Communication between a business organization and customers occurs through user-generated
content on websites and social media. The views of clients expressed on Twitter, Instagram,
and Facebook can impact the service providers’ image and reputation. The sentimental analysis involves
methodologies that help companies evaluate the meaning of online content and develop strategies
that can improve customer loyalty [7]. Thus, sentimental analysis refers to an automation process that
helps customers to extract emotions from customers’ online content by processing unstructured data
and creating models to extract information from it [11,12]. It helps managers or decision-makers to
understand customers’ responses towards particular topics, and it helps to determine if the event is
neutral, positive, or negative. There is a minor difference between sentimental analysis and opinion
planning. Opinion planning focuses on extraction and analyzing customers’ opinions while searching
for clients’ expressions or words and analyzing them. Opinion mining involves using predefined rules
to establish rules based on automated systems that analyze data [13]. It helps in the classification
and investigation of customers’ behavior and attitudes towards an event, a brand, company services,
and products. Twitter is one platform that contains relevant information and hashtags that have been
followed by large numbers of people [14].

Sentimental analysis or opinion mining classifies customer emotions into three levels: the sentence
level, document level, and entity level.
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Natural language processing (NLP) is a fundamental technique for promoting sentimental analysis.
It is a sub-domain in AI that focuses on understanding the unstructured content found on social media
platforms and organizing it to make it easier for sentimental analysis [13]. It helps the computer-aided
system to assess and understand the various languages spoken by customers. NLP is also a key
component in opinion mining [13]. It helps people process a large amount of information from
unstructured data by analyzing the sentence structures and computing it into the sentence or document
level using linguistic databases such as treebanks and WordNet [14]. Besides, sentiment polarity from
user-generated texts can be classified using various approaches: a semantic approach, machine learning,
lexical-based analysis, and a statistical approach [14]. These approaches help to eliminate unnecessary
noise or information such as URLs, slang, and abbreviations, thus, they decrease the size of the dataset.
Therefore, through sentimental analysis and opinion mining, customers can understand the type of
shopping experience they are likely to have in a particular enterprise based on customers’ views or
opinions on social media platforms.

2.2. Related Work

2.2.1. Deep Learning

The rapid increase in cross-border e-commerce (CBEC) and demand for international logistics
have rendered third-party logistics (3PL) obsolete because they can meet the current requirements
of CBEC [12]. The random arrival of goods or products creates a big challenge. The deep-learning
method avoids these challenges through the optimization and demand forecasting process [12].
It helps e-commerce companies identify the best advertisements to use, understand customers’
intentions, and optimize products’ delivery. Deep learning also supports decision making in a logistics
service capacity.

2.2.2. Machine Learning

Machine learning techniques use machine learning algorithms to control data processing by
classifying linguistic data and presenting it in vector form [14]. The machine learning techniques help
e-commerce businesses to detect anomalies in the products and prices. They also help the companies
track assets in warehouses and improve their pages or websites’ rankings. Machine learning algorithms
help e-commerce companies to learn from the derived data and create solutions to challenges they
may be experiencing. Thus, machine learning models are used to solve various economic issues.

2.3. AI Perspective

Davenport et al. [15] assert that AI has great potential in shaping the marketing strategies adopted
by businesses. AI redefines business models and sales processes to address the changing macro-business
environment. The impact of AI is substantial in customer behavior. Soni et al. [5] argue that the
changes brought about by AI in e-commerce aim at enhancing customer experience through improved
systems that bridge the gap between the business and consumers. Companies in e-commerce face
the challenge of addressing the continually changing customer expectations. Businesses are crafting
ways to remain competitive by going beyond merely delivering what customers demand. Soni [5]
postulates that the appropriateness of the time and channels of delivery are central in customer service.
A business that seems to be eliminating the customer’s pain associated with purchasing processes will
attract more consumers by expanding its market share. Such a business relies on machine learning to
develop a model that enhances efficiency based on available information regarding the market and
nature of the competition.

Marketing is a crucial component of the business as it convinces customers to prefer some products
from individual enterprises to others. Tussyadiah and Miller [16] observe that AI has great potential
in redefining marketing in the present and future. AI comes with new and dynamic marketing
strategies with entirely new and improved ways of reaching out to customers. AI allows for attitudinal
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segmentation making marketing strategies more sustainable. Additionally, AI ensures a comprehensive
approach to understanding customer behavior hence tailoring marketing to win over individual buyers
in e-commerce [17]. For instance, AI, as applied in marketing, supports changing user interfaces
across platforms accessed by the customers, hence increasing their likelihood to purchase a given
product. The hyper-personalization of marketing supported by AI is one critical aspect that influences
customer’s demand in e-commerce. Davenport et al. [15] stress the association between marketing
and customer’s purchasing behavior. On the contrary, Kachamas et al. [18] warn against a blanket
belief that AI in marketing leads to increased consumer demand. Instead, the authors point out the
complexities associated with AI in marketing. Customers remain exposed to malicious activities that
may lead to a breach of information, thereby harming them. On the other hand, AI is quickly evolving,
and businesses’ strategies in e-commerce to attract customers become obsolete fast. The use of AI
in marketing may mislead marketers, leading to unrealistic expectations. The study points out that
AI comes with the concepts of perceived usefulness (PU) and perceived ease of use (PEOU), which
may not necessarily be the case. Therefore, it is necessary to note the issues in using macro-levels of
business operations before rolling out the market operations [16]. Adadi and Berrada [19] argue that,
with the advent of AI, society is shifting towards a more algorithmic system characterized by the wide
use of ML techniques. With this unprecedented advancement, an essential aspect of AI systems is that
they have been deemed to lack transparency. Indeed, the BlackBox nature of Machine Learning (ML)
systems allows unexplainable but powerful predictions to occur. When AI systems make predictions
without explanations, they are bound to cause difficulties when there is a need to detect inappropriate
decisions. Thus, organizations are exposed to biased data, incorrect decision making, and unsuitable
modeling techniques in the algorithm lifecycle.

As AI systems are getting powerful, sophisticated and pervasive, the techniques for troubleshooting
and monitoring them lag behind their adoption, leading to many risks that affect consumers. Marketing
measurements are still one-dimensional. AI analytics continue to run statistical methods that are
single-sided. They are based on unidirectional feedback and responses such as click-through purchase,
customer responses, etc. While such traditional metrics are useful for gauging customer behavior, they
are static and slow. Additionally, they do not reveal the real picture of consumers—that is, they are
shallow. For example, in most cases, drilling down into consumer behavior is usually done through
segmentation and clustering, which tends to be descriptive and outdated. While such analytics tend to
reveal interesting consumer findings, the outcomes are always non-dynamic and contextually unsafe,
and inappropriate for use to inspire actionable insight to influence the customer’s daily activities and
how they interact with the business. Arrieta et al. [10] echo similar findings; the dangers of using
black-box systems are that they elicit unjustifiable decisions or those that do not allow the acquisition
of detailed explanations of the target customer’s behavioral patterns. This becomes an issue in a world
where customers expect relevance, since they are not static in their thinking, interests, and needs.

Even though AI systems are highly precise, if they cannot explain why a given customer responds
the way they did, it becomes difficult to gain insight that can generate contextually significant action.
XAI presents as a solution to the problem of static AI data. Notably, with fully explainable AI, businesses
can conduct dynamic analytics generating contextually relevant data. XAI is concerned with the issues
revolving around trustworthiness. XAI mostly revolves around the evaluation of the moral and ethical
standards of an ML. Thus XAI seeks to overcome the dangerous practice of “accepting” outcomes
blindly, whether by necessity or by choice. Therefore, by implementing XAI models, analysts provide
an output that can be understood to support rational human decision-making.

Additionally, analysts can easily assess decisions made by clients and users of AI systems to
determine if they are rational—that is, if the decisions incorporate reasoning and do not conflict with
legal or ethical norms. As echoed in the chorus voices across ML studies, there is an increased demand for
ethical AI, thus pointing to the need for XAI models. However, as argued by Arrieta et al. [10], there is a
lack of a novel framework that brings together previous works in the field as well as covering conceptual
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propositions with a unified focus on the users of XAI. Thus, this research proposes a comprehensive
framework for defining what comprises XAI, paving the way for large-scale implementation.

3. Proposed Method

Figure 1 below is an overview of the proposed method used in the study. In the research
approach, the researcher utilized word cloud analysis. Data were collected from two databases, namely
Cognitive Science Society and Neural Information Processing Systems. Finally, the collected data
were analyzed through normalization of the frequency of the ‘explainability’ term, Voyant analysis,
and concordance analysis.
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3.1. Research Approach

This research utilized a word cloud analysis to investigate the research problem and question.
A word cloud analysis is a research approach where a visual representation of a word is generated
based on its frequency [20]. In this approach, the image of the word generated becomes larger the
more the term appears within the analyzed text. This research approach is appropriate for this study,
given that the main purpose was to investigate the significance of the term ‘explainability’ within AI
research databases and determine how the concept has been defined. According to Doran et al. [21],
terms such as interpretability have been widely applied in research publications despite unclear
definitions. Thus, through the word cloud analysis, the researcher was able to assess relevant terms in
AI databases whose researchers rely on machine-learning-driven techniques to approach their study
objectives. Therefore, the method was effective in identifying the focus of the written materials being
assessed by highlighting the frequency of word use for a basic understanding of data as described by
McNaught and Lam [22].

Additionally, compared to other methods of textual analysis, the word cloud analysis was the
most appropriate for this study. For instance, in comparing word clouds to the user interface with a
search box, Sinclair and Cardew-Hall [23] found that participants tended to prefer the search box to fill
specific terms; however, they favored word clouds more when it came to dealing with open-ended
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tasks. Kuo et al. [24] found similar results and argued that word clouds are an essential technique for
giving impressions of the information in a query list. The overall conclusion is that word clouds are a
useful visualization tool for communicating the overall textual picture [20].

3.2. Data Collection

Data used in this study were the linguistic corpora obtained from conference proceedings whereby
research articles and peer-reviewed papers were evaluated. Data were gathered from the Neural
Information Processing Systems (NIPS), with the target being a range of research publications from
1987 to 2020. Additionally, research papers from the Cognitive Science Society from between 1900 and
2020 (accessed via an open-source managed by the University of California) were obtained for analysis.
These two ML communities were chosen for their richness in AI-based information [21]. Moreover,
the wide information available makes it possible to analyze the trends in using the term explainability
and the related concepts.

3.3. Data Analysis

The data analysis involved conducting a shallow assessment for the term ‘explanation’.
The frequencies were normalized between conferences and years, after which the plots in Figure 2a,b
were derived. Figure 2a is a frequency plot for the term explainability obtained from the Cognitive
Science Society database. Figure 2b is the frequency plot obtained from the Neural Information
Processing Systems (NIPS) database searches. The voyant.tools.org program was used to analyze
the corpus, generated through the word cloud analysis, to establish a connection between the words
and, consequently, generate meaning. The researcher also utilized the sketchengine.eu open-source
program to generate the concordance of the term ‘explainability’.

4. Results

The word cloud plots (Figure 2a,b) are an easy way of understanding the composition of the
‘explainability’ concept and the related semantic meaning across the ML-driven databases chosen for
this study. Here, essential words were perceived as those that first appeared in a 20-word window
following a search of the term ‘explanation’; such words also had a frequency above the average
level. In Figure 2a, it is evident that the corpus reveals the prominent words as use, explanation,
model, and emotion. Other notable words are learn and the system. The corpus (in Figure 2b) shows
well-known words as model, learn, use, and data. Other prominent words are method, task, infer,
and image. There are also essential words such as decision and prediction appearing within the
20-word window. Thus, the AI community in Figure 2a describes the term explainability as being
related to words such as use, explanation, and model, among others, suggesting an emphasis on using
system models that enhance learning, explanation, decision making, and prediction. The implication
(in Figure 2b) is that the term explainability could be taken to mean using models that allow learning,
ease of inference, and prediction, among others.

The corpus generated from the word cloud (in Figure 2a) reveals that the 20 most prominent
words are as follows: system, explanation, model, emotion, learn, use, study, train, method, predict,
data, estimate, control, result, show, decision, interpret, design, variance, image). Analyzing this
corpus to formulate a connection between the words and generate meaning using voyant-tools.org
(an open-source corpus analysis program) revealed that the most prominent words, as seen in Figure 3,
were as follows: control; data; decision; design; emotion.
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Many meaningful sentences in the context of responsible XAI can, therefore, be formed from
combining these words. For example, the words could be brought together to imply ‘a design of data
control that enhances decision making’ or ‘designing and controlling data in such a way that enhances
emotion and decisions’. The corpus from word cloud 2 reveals 20 words as the most prominent
(model, use, learn, data, method, predict, behavior, task, perform, base, show, infer, image, algorithm,
propose, optimal, object, general, explain, network). Voyant analysis revealed that five words were the
most prominent words: action; algorithm, base, behavior, data, and explain, as seen in Figure 4 below.
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Possible sentences from this word combination include: ‘an algorithm that explains data behavior’
or ‘an algorithm behavior that is based on data explanation’. Additionally, upon looking for the
concordance of the term ‘explainability’ in sketchengine.eu (an open-source program that analyses
how real users of a given language use certain words), some terms emerged as critical definitional
terms of the word: predictability, verifiability, user feedback, information management, data insights,
analytics, determinism, understanding, and accuracy, as seen in Figure 5 below.
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5. Discussion

The findings from the results highlight critical tenets regarding the concept of explainability in AI.
From the results, it is evident that specific keywords were prominently featured compared to others.
Notably, words such as ‘use’, ‘explanation’, and ‘model’, as highlighted in Figure 2, confirm increased
usability. The findings are key in addressing the shortcoming of the whole concept of explainability as
reported by Soni et al. [5]. Similar results are reported in the case of Figure 3, which identifies notable
words such as ‘use’, ‘model’, ‘learn’, and ‘data’. The analysis reveals that the AI communities approach
the concept of explainability differently, but with some general resemblance. The term is used to assist
in evaluating the mechanism of machine language systems, such as understanding the working of
the system, yet, at other times, to relate to concepts of particular inputs like determining how a given
input was mapped to an output. From the analysis, certain key observations were made.

5.1. Opaque Systems

Mainly, this refers to a system where mapping inputs to outputs are not visible to the user.
It can be perceived as a mechanism that only predicts an input, without stating why and how the
predictions are made. Opaque systems exist, for example, when closed-source AI systems are licensed
by an organization where the licensor prefers to keep their workings private. Additionally, black-box
methodologies are categorized as opaque because they use algorithms that do not give insight into the
actual reasoning for the system mapping of inputs to outputs [21].

5.2. Interpretable Systems

This refers to AI systems where clients cannot see, understand, and study how mathematical
concepts are used to map inputs to the output. Thus, related issues include transparency and
understanding. Regression models are considered interpretable, for instance, in comparing covariate
heights to determine the significance of each aspect to the mapping. However, deep neural networks’
functioning may not be interpretable, especially regarding the fact that input features are mostly based
on automatic non-linear models [21].

5.3. Comprehensible Systems

Comprehensible AI models emit symbols without the use of inputs. These symbols are
mostly words and allow the user to relate input properties to the outputs. Thus, the user can
compile and understand the symbols relying on personal reasoning and knowledge about them.
Thus, comprehensibility becomes a graded notion, with the extent of clarity being the difficulty or ease
of use. The required form of knowledge from the user’s side relates to the cognitive intuition concerning
how the output, inputs, and symbols relate to each other [21]. Interpretable and comprehensible
systems are improvements over opaque systems. The concept of interpretation and comprehension are
separate: interpretation mostly relies on the transparency of system models, whereas comprehension
requires emitting symbols that allow a user to reason and think [21]. Most present-day AI systems
can produce accurate output but are also highly sophisticated if not outright opaque, making their
workings incomprehensible and difficult to interpret. As part of the efforts to renew user trust in AI
systems, there are calls to increase system explainability.

There is an increasing need to enhance user confidence in AI systems [25]. User confidence and
trust are cited as the primary reasons for pursuing explainable AI. System users seek explanations for
various reasons—to manage social interactions, assign responsibility, and persuade others. A critical
aspect of explainable AI is that it creates an opportunity for personalized human–computer interaction.
Instead of the brick and mortar models of decision-making techniques that cannot be understood or
interpreted by humans, explainability ensures that the customer journey through machine learning and
AI systems is modeled in a way that mimics human interactions. There is a need for machine learning to
explain why and how individual recommendations or decisions are made [26]. The implication is that
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consumers’ activity on AI systems will be complemented to make better and accurate decisions faster.
Thus, organizations will be able to leverage customer value. When giving advice, recommendations,
or even descriptive aspects, looking for justifications and reasons behind the recommended action is
important. It is not enough to predict or suggest outcomes as the best or the preferred action without
showing connections between the data and the factors involved to arrive at the decisions [26].

McNaught and Lam [22] state that most people have the perception that a doctor is ‘a kind of
black box’ who transforms symptoms of illnesses and related test outcomes into the best diagnosis for
treatment. Doctors deliver diagnostic recommendations to patients without explaining why and how
they arrived at such decisions. Mostly, doctors use high-level indicators or symptoms (which, in the
context of AI systems, denote system symbols). However, when handling a patient, the doctor should
be like a comprehensible model. When interacting with medical staff and other physicians, the doctor
may be like an interpretable model. Other doctors will interpret the technical analysis like an analyst
would do to a ML system to ensure that the decisions arrived at are backed up by the reasonable
assessment of the evidence provided.

Thus, XAI ensures that the information provided is accurate and personalized, to engage with
targeted users in the most optimal manner [26]. In this way, XAI will increase the offer’s relevance,
thus enhancing user engagement and interest. Additionally, XAI will offer aspects that drive predicted
outcomes, allowing real-time adjustment of primary business aspects to optimize gains and corporate
outcomes. Transparency and reasoning will contribute to a decrease in abandoned products and
an increase in order value, and thus higher revenue and conversion rates. Therefore, this research
proposes implementing XAI frameworks that possess the following features: interpretability and
comprehensibility. However, responsible XAI is more than just the ML features: user-related aspects
of external AI features that should be considered are trust, fairness, confidence, ethics, and safety,
as highlighted in So [27]. Moreover, the actual meaning of XAI is dependent on the perspective
of the user, as highlighted by So [27] in Figure 6. As illustrated in Figure 6, XAI utilizes customer
data to support the process of decision-making, with the impact being witnessed in improved
business outcomes.
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6. Conclusions

The study’s main purpose was to lay the foundation for a universal definition of the term
‘explainability’. The analyzed data from the word cloud plots revealed that the term ‘explainability’ is
mainly associated with words such as model, explanation, and use. These were the most prominent
words exhibited in the corpus generated from the word cloud. In the corpus from word cloud 1,
they include emotion, design decision, data, control, image, variance, interpret, decision, show, result,
control, estimate, data, predict, method, train, study, use, learn, model, explanation, and system.
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In corpus word cloud 2, they include model, use, learn, data, method, predict, behavior, task, perform,
base, show, infer, image, algorithm, propose, optimal, object, general, explain, network. After the
Voyant analysis was conducted, the most prominent words that appeared on word cloud 1 included
control, data, decision, design, and emotion, while in word cloud 2, they included algorithm, base,
behavior, data, and explain. When the words obtained from the Voyant analysis were combined,
they provided specific meanings of the word ‘explainability’. The main definitions obtained from
the combination of the most frequent words include ‘an algorithm that explains data behavior’ or
‘an algorithm behavior that is based on data explanation’ or ‘a design of data control that enhances
decision making’ or ‘designing and controlling data in such a way that enhances emotion and decisions’.

The application of AI in e-commerce stands to expand in the future, as businesses are appreciating
their role in influencing consumer demands. The rapid development of research technology and
increased access to the internet present e-commerce businesses with an opportunity to expand their
various platforms. Notably, the influence of AI in e-commerce spills over to customer retention and
satisfaction. The customers are at the center of the changes and adoption of AI in e-commerce. Hence,
e-commerce can further develop contact with customers and establish developed customer relationship
management systems.

The researcher of this study has made an effort to provide a critical outline of the key tenets of AI
and its role in e-commerce, as well as a comprehensive insight regarding the role of AI in addressing
the needs of consumers in the e-commerce industry. Even though the study has attempted to provide a
universal meaning of ‘ explainability’, the actual impact of AI on consumers’ decisions is not yet clear,
considering the notion of the “black box”, i.e., if the decisions arrived at cannot be explained and the
reasons behind such actions given, it will be difficult for people to trust AI systems. Therefore, there is
a need for future studies further to examine the need for explainable AI systems in e-commerce and
find solutions to the ‘black box’ issue.

For future research, this study may serve as a ‘template’ for the definition of an explainable system
that characterizes three aspects: opaque systems where users have no access to insights that define the
involved algorithmic mechanism; interpretable systems where users have access to the mathematical
algorithmic mechanism, and comprehensible systems where users have access to symbols that enhance
their decision making.
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Abstract: One of the developmental directions of Future Internet technologies is the implementation of
artificial intelligence systems for manipulating data and the surrounding world in a more complex way.
Rule-based systems, very accessible for people’s decision-making, play an important role in the family
of computational intelligence methods. The use of decision-making rules along with decision trees are
one of the simplest forms of presenting complex decision-making processes. Decision support systems,
according to the cross-industry standard process for data mining (CRISP-DM) framework, require final
embedding of the learned model in a given computer infrastructure, integrated circuits, etc. In this
work, we deal with the topic concerning placing the learned rule-based model of decision support in
the database environment-exactly in the SQL database tables. Our main goal is to place the previously
trained model in the database and apply it by means of single queries. In our work we assume that the
decision-making rules applied are mutually consistent and additionally the Minimal Description Length
(MDL) rule is introduced. We propose a universal solution for any IF THEN rule induction algorithm.

Keywords: decision systems; rule based systems; databases; rough sets

1. Introduction

The last, very important stage of the CRISP-DM (Cross-industry standard process for data mining)
framework [1] is the final implementation of the learned models at the disposal of end users. The ways
in which models are placed, their security, and quick access for many users is a significant problem for
computer system administrators and developers of decision-support devices. In this work, we have
developed a way of placing decision-making rules in database tables and a method of making decisions
that is based on individual database queries. This is a very simple and effective way to use decision
support systems based on IF THEN type rules. The users can send queries to the Database and get the
answer for their decision problem without local computations. It was possible to build a model under
the assumption that the rules are consistent and built on the Riisanen’s Minimal Description Length
(MDL) rule [2]. The MDL rule, among other things, refers to the exclusion of longer rules, which contain
previously accepted shorter rules generated by a specific method.

In the next section we define the goal set in the work.
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1.1. The Aim of the Work

The main objective of the research was to develop a method of classification using rules collected
in database tables (i.e., a previously learned rule-based model), which works through single queries to
database tables. This has been achieved by assuming that we use non-contradictory rules that belong
entirely to only one decision-making class and meet the condition set by the MDL rule; long rules cannot
contain the correct short rules. In the following subsections, we introduce our solution and finally show an
example of the method in Section 4.3.

In the next section we present a brief approach to the methods.

1.2. Brief Approach to the Methods

To achieve the goal, we needed to design a database system supported by a data mining module
assessing the usefulness of a rule-based model. To assess the usefulness, we proposed the Cross Validation
method, which allows us to estimate the quality of the rules generated in the model. This means that the
model, which has been trained and embedded in a database table, works with a specific, real efficiency.
This element can be seen in the diagram Figure 1.

Figure 1. Basic scheme of the database system vs. rule-based knowledge based system.
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As the heart of the data mining model, we have chosen the most popular methods of generating
decision-making rules-exhaustive rules, sequentially covering and LEM2 rules usually applied in medical
diagnosis solutions. We presented these methods in examples (see Section 4.1) and we have given examples
of effectiveness in models based on these rules in Figure 2.

Figure 2. Considering Train and Test with split ratio 0.4 for Statlog (Heart) Data Set (270 objects, 14
attributes) [3], the Training system has 162 objects, the test system 108. Exemplary classification result; in
case of knn we have total and balanced accuracy = 0.833, coverage = 1; in case of an exhaustive classifier
we have total and balanced accuracy = 0.824, coverage = 1, number_o f _rules = 2588; in case of an LEM2
classifier we have total accuracy = 0.887, balanced accuracy = 0.871, coverage = 0.491, number_o f _rules =
65; in case of a Covering classifier we have total accuracy = 0.554, balanced accuracy = 0.56, coverage =

0.852, number_o f _rules = 188.

As a container containing learned models we used SQL database tables. We have worked out how to
put the rules in the proposed form in the database. The general scheme is in Figure 1. And the detailed
concept approach in Section 4.2.

In order to achieve the correct classification, which is described in Section 4.3, we have proposed a
specific form of rules, and a method for extracting the parameters that determine the classification, by
creating an appropriate query to the database. Our queries (consisting in passing the problem to the
database to be solved) to the database directly return the name of the decision class that is most likely
according to the available rules.

The rest of the paper is constructed as follows. In Section 2, we introduce basic information about
rule-based systems and we mention the existing similar solutions to the one presented in this work.
In Section 3 we present the basic assumptions about the database system. In Section 4 we provide an
introduction to the steps needed to build the system. In the following subsections we present the next steps
in detail with examples. In Section 4.1 we discuss selected techniques of rule generation, in Section 4.2
we introduce the way of communication with the database and the representation of rules, in Section 4.3
we have an introduction to the sample classifier used on rules downloaded from the database, and we
present an additional test showing the potential effectiveness of the system. In Section 5 we conduct a
critical analysis of the features of rule generation techniques. In Section 6 we benchmark our system,
verifying linear computational complexity. In Section 7 we summarize the results of the work and discuss
future plans.

105



Future Internet 2020, 12, 212

Let us move on to the matter of rule-based decision-making models.

2. Background

We are thinking about rule-based systems through the prism of the rough set theory-see Pawlak [4].
Where we start from the definition of the decision system as a triple (U, A, d), where U is a universe
of objects, A is a set of conditional attributes, d is a decision attribute fulfilling a condition (d 6∈ A).
To clarify this definition, see Table 1 for a sample decision system. In our example, the universe of objects
U = {person1, person2, person3}, the set of conditional attributes A is {color, body_temperature} and the
decision attribute d ∈ D = {Yes, No}.

Table 1. The exemplary decision system (U, A, d).

Color body_temperature d

person1 red 40. Yes
person2 green 36.6 No
person3 blue 36.5 No

For the formal representation of decision rules, we need to introduce a descriptor notation (ai = value).
For example (a1 = 1) is a general reference to all objects of the decision system that have the value 1 on
the conditional attribute a1. Exemplary IF THEN rules can be defined as:

IF(a1 = 1) THEN (d = YES)

IF(color = red) OR (temperature > 100) THEN (d = potenctial_danger)

IF(time = f ree) AND (attitude = good) THEN (d = go_to_the_park)

There are several basic types of rule generation algorithms, for instance an exhaustive set of rules [5]
is dedicated to problems, where the decision must be made with the greatest possible raw knowledge
available-this is a Brute Force technique. The sequential covering type [6] gives brief solutions to all
problems by using short rules, which fully cover the universe of objects. The last important family of
techniques worth mentioning is based on Modules of data (non conflicting data blocks), an example
method is the LEM2 algorithm [7], which allows to create long characteristic, most trusted patterns from
data. Such methods are used for medical data. Most other methods use elements of these basic three
approaches. If someone would like to use decision rules in uncertain conditions, the indiscernibility degree
of descriptors should be defined. It is not our goal to review all available variants of rule generation
algorithms, but to present system operation on a representative set of rules.

Let us move on to a discussion of selected work on the application of decision-making rules in
databases. The seemingly simple subject of using rule-based systems in databases is a specific niche,
in which there is not much research or many technical reports. We will mention the following examples
of work on this subject. In [8] authors use a database (ORACLE) to implement the functionality of an
expert system shell by a simple rule language which is automatically translated into SQL. In [9] we have a
presentation on how to maintain rule-based knowledge in temporal databases. In the paper [10] we have
implementation of a rule based system at MTBC, for applying billing compliance rules on medical claims.
In article [11] the author considers the problem of searching for rules in relational databases for potential
use in data mining. Then in the article [12] we can see discussion of generation of Apriori-Based Rules in
SQL. Finally, at work [13] authors apply an active database system in an academic information system,
to plan academic business rules.
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3. The Basic Assumptions for Our Distributed Decision Support System

In the Figure 1 represents the general view of our distributed decision system. The whole system can
be divided into 3 logical components:

1. Block of main distributed decision-making systems methods,
2. Block of rules which stores in database,
3. User’s requests and responses.

The first block has the following components: the knowledge base is a set of resolved problems in a
fixed context. The set of decision rules is the set of rules created by a selected algorithm. Estimation of
effectiveness by CV (Cross Validation) is the block in which we have the internal estimation of the decision
process effectiveness. The estimation is needed to show how the stored rules possibly work on new data.
It is just the quality of the decision-making product. Conversion to the format for DB it’s the converter,
which lets you put the rules into the Database. DB is simply Database. USER is the person who asks the
questions to the database and expects the solution for the decision problem. In the block USER (Question)
the user asks the question to DB. In the block USER (Answer from DB), the USER gets an answer from the
DB to his question.

Allow us to introduce the design of our system.

4. Stages in the Design of a Rule-Based Database System

• STEP 1: We calculate (IF THEN) decision rules for the selected technique, (1st block of Figure 1)
• STEP 2: We create a database table containing all conditional attributes, decision attribute, rule

support and rule length, where empty attribute values (not used in the rule) are marked as ’-’, (2nd
block of Figure 1)

• STEP 3: On the client’s side we load the problem to be solved. The decision is made by a single
database query. (3rd block of Figure 1)

4.1. STEP 1 in Detail-Discussion of Selected Rule Generation Techniques

Allow us to present some toy examples of selected rule generation techniques based on the system
from Table 2.

Table 2. The exemplary decision system-for rule induction [14].

Day Weather Temperature Humidity Wind Play_Tennis

D1 Sunny Hot High Weak No
D2 Sunny Hot High Strong No
D3 Overcast Hot High Weak Yes
D4 Rain Mild High Weak Yes
D5 Rain Cold Normal Weak Yes
D6 Rain Cold Normal Strong No
D7 Overcast Cold Normal Strong Yes
D8 Sunny Mild High Weak No
D9 Sunny Cold Normal Weak Yes

D10 Rain Mild Normal Weak Yes
D11 Sunny Mild Normal Strong Yes
D12 Overcast Mild High Strong Yes
D13 Overcast Hot Normal Weak Yes
D14 Rain Mild High Strong No

The implementation of the methods described below can be tested with the RSES (Rough Set
Exploration System) [5] tool. We will begin by presenting the exhaustive method.
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4.1.1. Exhaustive Set of Rules

Calculation of an exhaustive set of rules consists of browsing through combinations without repetition
of attributes, starting from the shortest, and checking their consistency against the decision. The MDL
(Minimal description length) concept is used in this method. MDL consists in not accepting longer rules,
which contain the correct shorter ones. This method is from the Brute Force family of techniques. Despite
the fact that it uses the greatest possible knowledge from decision systems, it is at risk of using rules
calculated from data noise. The method is quantitative, not necessarily giving the best possible results
for a specific subgroup of objects. The exponential computational complexity limits usability on large
data. It is worth knowing that a tool useful in calculating exhaustive rules is the relative indiscernibility
matrix-see [15].

Considering the decision system from Table 2, the exhaustive set of rules is as follows:

• (Weather = Overcast) => (Play_Tennis = Yes[4])
• (Humidity = Normal)&(Wind = Weak) => (Play_Tennis = Yes[4])
• (Weather = Sunny)&(Humidity = High) => (Play_Tennis = No[3])
• (Weather = Rain)&(Wind = Weak) => (Play_Tennis = Yes[3])
• (Weather = Sunny)&(Temperature = Hot) => (Play_Tennis = No[2])
• (Temperature = Cold)&(Wind = Weak) => (Play_Tennis = Yes[2])
• (Weather = Rain)&(Wind = Strong) => (Play_Tennis = No[2])
• (Weather = Sunny)&(Humidity = Normal) => (Play_Tennis = Yes[2])
• (Temperature = Mild)&(Humidity = Normal) => (Play_Tennis = Yes[2])
• (Temperature = Hot)&(Wind = Strong) => (Play_Tennis = No[1])
• (Weather = Sunny)&(Temperature = Mild)&(Wind = Weak) => (Play_Tennis = No[1])
• (Weather = Sunny)&(Temperature = Cold) => (Play_Tennis = Yes[1])
• (Weather = Sunny)&(Temperature = Mild)&(Wind = Strong) => (Play_Tennis = Yes[1])
• (Temperature = Hot)&(Humidity = Normal) => (Play_Tennis = Yes[1])

Now allow us to present a toy example of a sequential covering type algorithm.

4.1.2. Sequential Covering Variant

The sequential type of methods comes from Mitchell [16] works. It consists of searching for the
shortest possible rules, superficially covering the decision system. Covered objects are removed from
consideration. An exemplar of implementation can be seen in the RSES tool [5]. This type of technique is
used when the data set is large and the solution is needed quickly.

• (Weather = Overcast) => (Play_Tennis = Yes[4])
• (Weather = Sunny)&(Temperature = Hot) => (Play_Tennis = No[2])
• (Weather = Rain)&(Wind = Weak) => (Play_Tennis = Yes[3])
• (Weather = Rain)&(Wind = Strong) => (Play_Tennis = No[2])
• (Weather = Sunny)&(Humidity = High) => (Play_Tennis = No[3])
• (Weather = Sunny)&(Temperature = Cold) => (Play_Tennis = Yes)
• (Weather = Sunny)&(Humidity = Normal) => (Play_Tennis = Yes[2])

Now allow us to discuss a sample technique particularly designed for medical data.
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4.1.3. Minimal Sets of Rules: LEM2

The methods consist in searching for the smallest set of rules representing the most common
patterns in data. An illustrative technique is LEM2 (Learn from Examples by Modules 2) introduced by
Grzymala-Busse [7,17,18]. LEM2 is based on a general heuristic principle, cf, Michalski’s AQ [19], Clark’s
CN2 [20], or PRISM, Cendrowska [21], by which, rule descriptors are selected based on an established
criterion (e.g., frequency) and rule-covered objects removed from consideration. We only remember to
include them always in the rule support. The calculation is continued until the system is covered by rules,
or until there are completely contradictory combinations in the system.

The LEM2 set of rules from the Table 2 is as follows:

• (Humidity = Normal)&(Wind = Weak) => (Play_Tennis = Yes[4])
• (Weather = Overcast) => (Play_Tennis = Yes[4])
• (Humidity = High)&(Weather = Sunny) => (Play_Tennis = No[3])
• (Weather = Rain)&(Wind = Strong) => (Play_Tennis = No[2])
• (Temperature = Mild)&(Weather = Rain)&(Humidity = High)&(Wind = Weak) =>

(Play_Tennis = Yes[1])

In order to present the effectiveness of the techniques described in the section, we conducted a
demonstration experiment using the RSES system on selected data from UCI Repository [3]-see Figure 2.

Let us present samples of real rules and related statistics, generated from the heart disease system [3].
The meaning of the individual attribute names [3]: attr0 = age, attr1 sex, attr2 = chest pain type,
attr3 = resting blood pressure, attr4 = serum cholesterol in mg/dL, attr5 = f asting bloodsugar >

120 mg/dL, attr6 = resting electrocardiographic results, attr7 = maximum heart rate achieved, attr8 =

exercise induced angina, attr9 = oldpeak, ST depression induced by exercise relative to rest, attr10 =

the slope o f the peak exercise ST segment, attr11 = number o f major vessels (0–3) colored by f lourosopy,
attr12 = thal : 3 = normal; 6 = f ixed de f ect; 7 = reversable de f ect.

Using the defined notation of attr1, ..., attr12 attributes of the rules, an example of the most supported
exhaustive rules is in Table 3-based on RSES tool [5]. A similar example for the LEM2 algorithm can be
seen in Table 4. And finally for the sequential covering technique in Table 5.

Table 3. Examples of real rules-exhaustive algorithm, Statlog (heart) Data Set [3], Rule statistics: 5352 rules,
Support of rules Minimal: 1, Maximal: 32, Mean: 1.7, Length of rule premises, Minimal: 1, Maximal: 6,
Mean: 2.6, Distribution of rules among decision classes, Decision class 1: 2732, Decision class 2: 2620.

(attr1=0)&(attr5=0)&(attr6=0)&(attr8=0)&(attr12=30)=>(attr13=1[32])
(attr1=0)&(attr2=30)&(attr12=30)=>(attr13=1[29])
(attr1=0)&(attr6=0)&(attr10=10)=>(attr13=1[26])

(attr2=40)&(attr6=20)&(attr10=20)&(attr12=70)=>(attr13=2[25])
(attr1=0)&(attr6=0)&(attr8=0)&(attr11=0)=>(attr13=1[25])

(attr1=0)&(attr2=30)&(attr11=0)=>(attr13=1[24])
(attr2=20)&(attr5=0)&(attr10=10)&(attr12=30)=>(attr13=1[22])

(attr1=0)&(attr5=0)&(attr8=0)&(attr10=20)&(attr12=30)=>(attr13=1[20])
(attr1=0)&(attr2=30)&(attr10=10)=>(attr13=1[20])
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Table 4. Examples of real rules-LEM2 algorithm, Statlog (heart) Data Set [3], Rule statistics: 99 rules,
Support of rules Minimal: 1, Maximal: 23, Mean: 3.1, Length of rule premises, Minimal: 4, Maximal: 10,
Mean: 7.2, Distribution of rules among decision classes, Decision class 1: 43, Decision class 2: 56.

(attr5=0)&(attr8=0)&(attr12=30)&(attr1=0)&(attr2=30)=>(attr13=1[23])
(attr5=0)&(attr8=0)&(attr12=30)&(attr11=0)&(attr1=0)&(attr6=0)=>(attr13=1[22])

(attr5=0)&(attr8=0)&(attr12=30)&(attr10=10)&(attr6=0)&(attr1=0)=>(attr13=1[21])
(attr5=0)&(attr1=10)&(attr2=40)&(attr12=70)&(attr8=10)&(attr10=20)&(attr6=20)=>(attr13=2[13])

(attr5=0)&(attr1=10)&(attr2=40)&(attr8=10)&(attr6=20)&(attr11=10)=>(attr13=2[12])
(attr8=0)&(attr1=10)&(attr11=0)&(attr5=10)=>(attr13=1[11])

(attr5=0)&(attr8=0)&(attr12=30)&(attr11=0)&(attr6=20)&(attr1=0)&(attr10=20)=>(attr13=1[9])

Table 5. Examples of real rules-Sequential covering algorithm, Statlog (heart) Data Set [3], Rule statistics:
199 rules, Support of rules Minimal: 1, Maximal: 7, Mean: 1.6, Length of rule premises, Minimal: 1, Maximal:
1, Mean: 1, Distribution of rules among decision classes, Decision class 1: 106, Decision class 93: 56.

(attr7=1720)=>(attr13=1[7])
(attr7=1780)=>(attr13=1[5])
(attr4=2040)=>(attr13=1[4])
(attr4=2110)=>(attr13=1[4])
(attr4=2260)=>(attr13=1[4])
(attr4=2820)=>(attr13=2[4])
(attr7=1510)=>(attr13=1[4])
(attr7=1790)=>(attr13=1[4])

4.2. STEP 2 in Detail-Rule Converter for Database

We need to write the rules in the form, which can be uploaded into the Database. The rules listed in
point 1 are inserted into the database table. Creating an array looks like this.

CREATE TABLE rules(Weather TEXT, Temperature TEXT, Humidity TEXT, Wind TEXT, Play_Tennis TEXT, length int, support int);

Considering the training decision system (Utrn, A, d), |A| as the cardinality of set A. In general,
the common form or all SQL-queries can be represented with the following syntax:

INSERT INTO table(a1, a2, a3, ..., a|A|, support, length)

VALUES(v1, v2, v3, ..., v|A|+2);

attributes not used in the rule are initialized with a value ´-´. A demonstration of the representation of the
true rule calculated from the system 2 is shown in Table 6.

Table 6. An example of how to upload rules into the database.

Original Rule SQL QUERY

(Weather = Overcast)
=> (Play_Tennis = Yes[4])

INSERT INTO rules(Weather, Temperature, Humidity, Wind, Play_Tennis, length, support)
VALUES(´Overcast´, ´− ´, ´− ´, ´− ´, ´Yes´, 4, 1);

(Humidity = Normal)
&(Wind = Weak)

=> (Play_Tennis = Yes[4])

INSERT INTO rules(Weather, Temperature, Humidity, Wind, Play_Tennis, length, support)
VALUES(´− ´, ´− ´, ´Normal´, ´Weak´, ´Yes´, 4, 2);
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4.3. STEP 3: Decision-Making Based on a Database Query

Allow us now to present a query to the trained database, which will return the decision to our test
object tsti.

Basically there are many ways to perform classification based on decision rules. One of the simplest
techniques is to find out which rules fit the test object one hundred percent and use their supports
and lengths to perform the competition between classes. The support is the number of training objects,
which fits the rule. Length is the number of conditional attributes of a rule. Considering the set of rules,
which fits to the exemplary object tst. Assuming that size(rulei) is the number of conditional attributes of
i-th rule and support(rulei) is the support of this rule. The scheme of classification inside the Database
system can be as follows.

Paramclassj
(tst) = ∑

rules, which f its tst and belong to j−th class
support(rulei) ∗ length(rulei)

Allow us to go to a sample database query. Let’s assume that our test object (problem to be solved) is
in Table 7.

Table 7. The demonstration problem to be solved.

Test Object

Is it worth playing tennis? when
Weather is Sunny

Temperature is Mild
Humidity is Normal

Wind is Weak

The database query that performs the classification process described above on the selected test object
is in Table 8.

Table 8. The demonstration of the query used to classify the test object.

Decision-Making by Single Query

SELECT Play_Tennis FROM rules
WHERE Weather in(′Sunny′,′ −′)
AND Temperature in(′Mild′,′ −′)
AND Humidity in(′Normal′,′ −′)

AND Wind in(′Weak′,′ −′)
GROUP BY Play_Tennis

ORDER BY SUM(support ∗ length) DESC
LIMIT 1;

In this way, we select only the rules that fit the test object one hundred percent and carry out the
classification based on them. The query returns the decision for the test object.

For noteworthy variants of classifiers based on rules we refer the reader to works [22,23].

5. Critical Analysis

Making decisions based on rules is a very natural process, but people are not able to use too complex
rules. In complex problems and large amounts of data, rule-based decision support systems come in handy.
Each of the techniques of rule generation has their own advantages and disadvantages. The exhaustive
method, for example, has exponential complexity and it is often difficult to count rules in a reasonable
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time. The LEM2 method gives very accurate rules, but often does not give decisions to objects. Sequential
covering techniques, on the other hand, give too general and short rules that have little classification
efficiency when there is little data. That is, the application of a set of rules in the database is associated
with the problems mentioned above.

6. Verification of System Speed by Benchmarking

The technical details concerning our method. As a computational environment we have used
phpMyAdmin a free software tool written in PHP, intended to handle the administration of MySQL over
the Web. We were making a series of automatically generated queries inside. In the experiments we used
automatically generated data, the samples of which we can see in Tables 9, 10 and 11.

Figures 3–5 show the speed of our technique in different variants. Examples of random queries
used in benchmarking can be found in Table 9 and 11. The code used to test the query speed can be
seen in Table 12. The presented verification of the speed of our classification method shows its linear
computational complexity.

Figure 3. The speed of loading rules into the database for batches of 1000, 2000, . . . , 10,000 rules.

Figure 4. Speed of classification of 1000 random test objects in databases containing from 1000 to 10,000 rules.
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Figure 5. The classification speed of 100 to 1000 test objects by 10,000 rules in the database table.

Table 9. Sample of random rules created by the generator for benchmarking purposes. In experiments we
use 1000, 2000, . . . ,10,000 randomly generated rules.

Rules in the Form of a Database Query

INSERT INTO rules(Weather,Temperature,Humidity,Wind,Play_Tennis,length,support)VALUES(’Rain’,’-’,’-’,’-’,’Yes’,4,5);
INSERT INTO rules(Weather,Temperature,Humidity,Wind,Play_Tennis,length,support)VALUES(’Overcast’,’Mild’,’-’,’Strong’,’No’,1,4);
INSERT INTO rules(Weather,Temperature,Humidity,Wind,Play_Tennis,length,support)VALUES(’Overcast’,’Cold’,’Normal’,’Strong’,’Yes’,2,4);

Table 10. Creating tables to test the classification process, In experiments we upload to Tables
1000, 2000, . . . ,10000 randomly generated rules.

Creating Database Tables

CREATE TABLE rules1000(Weather TEXT, Temperature TEXT, Humidity TEXT, Wind TEXT, Play_Tennis TEXT, length int, support int);
CREATE TABLE rules2000(Weather TEXT, Temperature TEXT, Humidity TEXT, Wind TEXT, Play_Tennis TEXT, length int, support int);
CREATE TABLE rules3000(Weather TEXT, Temperature TEXT, Humidity TEXT, Wind TEXT, Play_Tennis TEXT, length int, support int);

Table 11. Sample of random generated classification query.

Classification Based on Single Query

SELECT Play_Tennis FROM rules10000
WHERE Weather in(’Sunny’,’-’)
AND Temperature in(’Mild’,’-’ )
AND Humidity in(’Normal’,’-’)

AND Wind in(’Weak’,’-’)
GROUP BY Play_Tennis

ORDER BY SUM(support∗length) DESCLIMIT 1;
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Table 12. The code for calculating the speed of execution of database operations.

SET @start_time = (TIMESTAMP(NOW()) * 1000000 + MICROSECOND(NOW(6)));
select @start_time;

...
SET OF DATABASE QUERIES

...
SET @end_time = (TIMESTAMP(NOW()) * 1000000 + MICROSECOND(NOW(6)));

select @end_time;
select (@end_time-@start_time)/1000;

7. Conclusions

This work is about rule-based decision support systems designed for a Database environment.
We present the project in a detailed way, step by step, starting from the generation of decision rules and
inserting them into the database with appropriate queries. The project is concluded with the presentation of
a query allowing an appropriate classification using the rules stored in the database. The presented scheme
allows us to build a real-time working (IF THEN) rule-based classifier. The use of our solution is limited
to methods generating IF THEN type rules, whose sets of rules do not contain contradictions or longer
rules containing correct shorter ones. Other limitations are mainly due to computational complexity of
individual methods-and the level of accuracy of covering the knowledge contained in the decision-making
systems by the rules generated.

Despite initial results that proved to be very promising a great amount of work is left to be done to
evaluate the final performance and determine the application of our new method.

This work calls for several perspectives. In future implementation of the presented system in selected
mobile devices is planned. We are also going to use the system in real-life data mining projects.
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Abstract: The smart home has begun playing an important role in supporting independent living by
monitoring the activities of daily living, typically for the elderly who live alone. Activity recognition
in smart homes has been studied by many researchers with much effort spent on modeling user
activities to predict behaviors. Most people, when performing their daily activities, interact with
multiple objects both in space and through time. The interactions between user and objects in the
home can provide rich contextual information in interpreting human activity. This paper shows the
importance of spatial and temporal information for reasoning in smart homes and demonstrates how
such information is represented for activity recognition. Evaluation was conducted on three publicly
available smart-home datasets. Our method achieved an average recognition accuracy of more than
81% when predicting user activities given the spatial and temporal information.

Keywords: prediction by partial matching; spatio-temporal; activity recognition; smart homes

1. Introduction

Almost every country in the world is experiencing a growing and aging population. The smart
home is considered a viable solution to address living problems, typically the elderly or those with
diminished cognitive capabilities. An important part of the functioning of smart homes is to monitor
user daily activities and detect any alarming situations (e.g., skipping meals several days in a row).
Sensors attached to objects of daily use (e.g., fridge, light, etc.) are often deployed in the smart home to
collect information about user daily activities. These sensors are activated when the user performs their
activities (e.g., opening the fridge, turning on the light, etc.). The recognition system uses the sensory
outputs from the home to learn about user activity patterns and predict the next probable event.

The majority of the probabilistic graphical models such as the hidden Markov model and its
variants, and deep learning methods for activity recognition, can predict where the user will go next
or what activity is the user doing given the sequence of sensor readings [1–5]. However, for a smart
home to react intelligently and support its users, the recognition system should not only recognize
their activities but also have the ability to reason, e.g., at what time and in which room did a particular
event occur.

Knowing the contexts of the user such as when and where a particular event occurred are
important for detecting any unusual or abnormal events and issue warnings to caregivers or family
members. For example, the recognition system learns that the user always goes to bed at 10 p.m.
If something is happening after 10 p.m. then it is more likely that the user is sleeping. If the user
were in the kitchen doing laundry at 1 a.m., this would be something that the recognition system
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will recognize as unusual. Both space and time play an important role in activity recognition, and to
represent and fuse all this information in the smart home poses a challenge.

An individual’s pattern of daily activities is likely the same everyday. For example, a morning
routine could consist of making the bed, grooming, making coffee and having breakfast. It turns out
that compression can be used to identify repeated ‘patterns’ that represent user activities. To illustrate
how compression can be used in this study, we first describe the form in which we expect the data to
appear. When the user performs an activity in the smart home, each user-interaction event contains
information about (1) the time when the activity is performed, (2) the location of where the activity
is performed and (3) the sensor that is being activated. Each user-interaction event is annotated
(usually by the user themselves) with an activity name and a label stating the starts and ends of an
activity. Table 1 shows an example of activity events in a smart home.

Table 1. An example of user-interaction events in a smart home.

Time Location Sensor ID Activity

8.02 a.m. bathroom S22 toileting start
8.06 a.m. bathroom S3 toileting end
8.31 a.m. kitchen S18 making coffee start
8.33 a.m. kitchen S7 making coffee
8.38 a.m. kitchen S5 making coffee end
9.05 a.m. bathroom S22 toileting start
9.17 a.m. bathroom S3 toileting end

Since each activity event consists of information about time and location, this information can
be incorporated when compressing the data stream. This paper extends the prediction by partial
matching (PPM), an adaptive statistical data compression technique, to include spatial and temporal
information. Our aim in this paper is to improve the activity recognition process by incorporating
spatial and temporal context information, as illustrated in Figure 1. In particular, this paper aims to
answer questions such as ‘where will the user most likely be at a given time’ or ‘given that the user is
in a particular location at a given time, what activity is the user most likely doing’. Evaluation was
performed on three publicly available smart-home datasets.

Figure 1. Spatio-temporal reasoning in smart homes: (Bottom) User in a smart home performs their
daily activities. (Middle) Sensor readings are mapped to user activities. (Top) Using location and time
information for reasoning.
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This paper is structured as follows: Section 2 provides reviews of related work. Section 3
contains description of our approach. Section 4 details the datasets and evaluation method used
in this study. Section 5 describes the experiments and Section 6 contains the experimental results and
discussion. Section 7 concludes our findings.

2. Related Work

The work of Das, Cook and Bhattacharya [6] is among the earlier work that used compression for
activity recognition. They partitioned the home into different zones, where each zone is represented by
a symbol. A dictionary of user movements is trained using the LZ78 compression algorithm. They then
applied prediction by partial matching (PPM) to predict user next location based on the phrases in the
dictionary. Gopalratnam and Cook [7] proposed a sequential prediction algorithm called Active LeZi,
to predict the user’s next action based on an observed sequence of user–home interactions. Similar to
the approach taken in [6], they built a representation of user–home interactions with LZ78 and used
PPM to calculate the probability of the next most probable action.

In the work of Alam, Reaz and Ali [8], they introduced an adaptive sequence prediction algorithm
that generates a finite-order Markov model and makes predictions based on PPM. To better capture
the boundary between two opposite events, they applied an episode evaluation criteria that makes use
of sensor ON and OFF states to indicate the start and end of an episode. An enhancement to this work
is seen in [9] where they used a prefix tree-based data model to learn and predict user actions.

A variation to the work described above is the work of Chua, Marsland and Guesgen [10].
They used compression as an unsupervised learning method to identify activities in an unlabeled
sensor stream. The sensor stream is represented as a sequence of characters. The Lempel–Ziv–Welch
dictionary-based compression algorithm and edit distance are used to identify repeated sequences
from sensor readings that represent user activities.

Most of these studies attempt to infer user activities from a sequence of sensor readings to either
predict the user’s next location or action. Our work differs from these studies as the spatio-temporal
information and user activities are represented in tuples. The PPM model is built on these tuples and
the trained model is used to make prediction.

There are works that used PPM to predict user locations using GPS trajectories. In the work
of Neto, Baptista and Campelo [11], they combined Markov model and PPM for predicting route
and destination. PPM is used to learn about the road segments traversed by the user, while Markov
model is used to model the transitions between locations. When predicting user route and destination,
Markov model first predicts the next user location based on current location, and the routes and
destination are retrieved from PPM. Burbey and Martin [12] extends the PPM algorithm to include
temporal and location information to predict user next location based on movement traces obtained
from wireless access points. Our work is closely related to the work proposed in [12]. The main
difference lies in the way the PPM is trained. Our approach trained the PPM based on user-interaction
events rather than on the entire sequence of movement traces.

Another variation to the methods pointed out above is to use frequent pattern mining.
Liu et al. [13] mined frequent temporal patterns from a sequence of user actions. The mined
patterns are used to characterize activities. Nazerfard [14] combined association rule mining and
expectation-maximization clustering to discover temporal features and relations of activities from
sensor-based data. However, these methods do not use any spatial information to infer user activities.
In the work of Liu et al. [15], they attempt to extract spatial and temporal features from sensor
data. They first applied k-means to cluster the temporal features and then used spatial features,
which include a set of sensors and their frequency, to build a prediction model in each temporal cluster.
Such methods, however, require the temporal features obtained from sensor readings to be clustered
first before any classification can be performed.
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3. Our Proposed Method

This section describes the statistical-based text compression approach based on prediction by
partial matching, and our approach in predicting user activities based on spatio-temporal information.

3.1. Prediction by Partial Matching (PPM)

The main idea of PPM is to use the last few characters to predict the next character in the input
sequence [16]. PPM builds several finite-context models of order k adaptively, where k is the number
of preceding characters used.

Table 2 illustrates the operation of PPM after input string ‘sensorsensor’ has been processed. All the
previously seen contexts in each model (k = 2, 1, 0 and −1) are shown with their respective predictions,
frequency counts c and the probabilities p. The lowest-level model is k = −1, which predicts
all characters equally, where A refers to the set of distinct characters used. PPM records the
frequency counts of each character seen for each context in the model, which is used to calculate
the prediction probabilities.

By default, the model with the largest k is used when the PPM is queried, which in this example
k = 2. When string ‘rs’ is seen, the likely next character is e, with a probability of 0.5. If a novel
character is observed in this context, then an escape (‘esp’) event is activated, signifies a switch to a
lower order model. This process is repeated until it reaches a model where the context is matched or
the lowest model (k = −1) is reached. Suppose that o followed the string ‘rs’, which is not predicted
from the model k = 2 in the context rs. An escape event occurs and k = 1 model of context s is used,
i.e., through the prediction s→ o.

Table 2. PPM model after processing input string ‘sensorsensor’.

Order k = 2 Order k = 1 Order k = 0 Order k = −1
Predictions c p Predictions c p Predictions c p Predictions c p

en → s 2 2
3 e → n 2 2

3 → e 2 2
17 → A 1 1

|A|
→ esp 1 1

3 → esp 1 1
3 → n 2 2

17
→ o 2 2

17
ns → o 2 2

3 n → s 2 2
3 → r 2 2

17
→ esp 1 1

3 → esp 1 1
3 → s 4 4

17
→ esp 5 5

17
or → s 1 1

2 o → r 2 2
3

→ esp 1 1
2 → esp 1 1

3
rs → e 1 1

2 r → s 1 1
2

→ esp 1 1
2 → esp 1 1

2
se → n 2 2

3 s → e 2 1
3

→ esp 1 1
3 → o 2 1

3
→ esp 2 1

3
so → r 2 2

3
→ esp 1 1

3

3.2. Description of Our Approach

Since our interest is to predict activities based on time and location, the sensor information, i.e.,
sensors that are being activated (column 3 in Table 1), are not considered. Each user-interaction event ai
is therefore represented by a triplet (X, Y, Z) in ASCII character, where X is the time, Y is the location
and Z is the activity performed.

Referring to the example of input string ‘sensorsensor’, PPM builds the context models based on
the number of preceding characters used. Assume that a1 = (s, e, n), a2 = (s, o, r), a3 = (s, e, n) and . . .,
we want the highest context model (k = 2) to predict user activity (n in a1) based on time and location
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(s and e in a1). To do this, PPM is trained on each ai rather than on the entire sequence of input string.
With this, the k = 2 model will have two predictions: (1) se→ n and (2) so → r.

One of the issues with temporal resolution is that the scale on which it is measured can in fact
change the analysis. If a representation would to train on data where the user was in the bathroom
showering at 9.15 a.m. and then head to the kitchen to make coffee at 9.50 a.m., the training data for
these two events would be:

(9.15 a.m., bathroom, showering), (9.50 a.m., kitchen, making coffee), . . .

If the test data indicated that the user was showering in the bathroom at 9.05 a.m., the model
would not be able to make a prediction of the user location at 9.05 a.m. since the model does not
have any information of the user showering in the bathroom precisely at 9.05 a.m. In view of this,
the time is processed as 30 min intervals, i.e., mapping each ASCII character for each time interval of
30 min. When the PPM model is queried for a prediction of where the user is likely to be at 9.05 a.m.,
which falls within ‘9 a.m.–9.29 a.m.’ interval, it can predict that the user is in the bathroom. Figure 2
shows the representation of Table 1 in ASCII characters and processed based on 30 min time intervals.

Figure 2. Representation of Table 1 in ASCII characters and processed based on 30 min time intervals.

4. Description of the Data and Evaluation Method

This study was run on three publicly available smart-home datasets:

• MIT PlaceLab Dataset [17] This dataset contains 16 days of user activities with 1805
user-interaction instances. The activities are grooming/dressing, doing/putting away laundry,
toileting/showering, cleaning, preparing meal/beverages and washing/putting away dishes.
These activities are performed in 4 different locations of the home i.e., kitchen, bathroom, bedroom
and office/study.

• van Kasteren Dataset [18] This dataset contains 24 days of user activities with 1318 user-interaction
instances. The activities are toileting/showering, going to bed, preparing meal/beverages and
leaving house. These activities are performed in 4 different locations of the home i.e., living room,
bedroom, bathroom and kitchen.

• Aruba Dataset [19] For this dataset, the November 2010 data is used, which contains 27 days
of user activities with 3569 user-interaction instances. The activities are meal preparation,
eating, working, sleeping, washing dishes and bed to toilet. These activities are performed
in 7 different locations of the home i.e., kitchen, dining, living room, bedroom-1, bedroom-2,
bathroom and office.

In all the datasets, the users annotated the activities themselves meaning that there were
ground-truth annotations. It was observed that some activities were not repeated daily such as
‘doing/putting away laundry’, ‘washing dishes’ and ‘cleaning’ on MIT PlaceLab dataset. Since it is
important that these activities are seen in the test set, leave-two-days-out cross-validation method is
used, i.e., training on 14 days data and testing on the remaining 2 days. As for van Kasteren dataset,
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since there is a small number of activity examples per activity, leave-four-days-out cross-validation
method is used, i.e., training on 20 days data and testing on the remaining 4 days. Since the activities
in Aruba dataset are repeated frequently, leave-nine-days-out cross-validation method is used, i.e.,
training on 18 days data and testing on the remaining 9 days. Figure 3 shows the cross-validation
method applied in this study.

(a) MIT PlaceLab Dataset (b) van Kasteren Dataset (c) Aruba Dataset

Figure 3. Evaluation method: (a) Leave-two-days-out cross-validation, (b) Leave-four-days-out
cross-validation and (c) Leave-nine-days-out cross-validation.

5. Experiments

To evaluate the effectiveness of our approach, four experiments were conducted. The first
experiment used k = 1 model for prediction, while the second experiment used k = 2 model. The third
experiment evaluated the amount of training data needed to train the PPM model. For each evaluation,
a new PPM model is created on each training set. During testing, context information such as
user location and time will be fed to the PPM for prediction. The fourth experiment evaluated the
computational performance.

5.1. Experiment 1: Prediction Based on First-Order Model

In this experiment, the first-order model (i.e., k = 1) is used for prediction. Two types of
predictions were evaluated. The first predicts the location of the user given the time of the day (time→
location), while the second predicts user activity given the location of the user (location → activity).
For example, if the test data consists of the string ‘sen’, using the first-order model, it will first given ‘s’
and see if it predicts ‘e’ and then given the context ‘e’ and see if it predicts ‘n’.

5.2. Experiment 2: Prediction Based on Second-Order Model

This experiment aims to predict user activity based on time and location ((time, location) →
activity). Using the example of the string ‘sen’ (discussed in Section 5.1), the PPM model would be
given the string ‘se’ and see if it predicts ‘n’. In this experiment, the second-order model will be used
for prediction.

5.3. Experiment 3: Training Size

To ensure that the PPM model acquires a good representation of user activity, it is important that
each event is seen several times in the training set. The aim of this experiment is to determine the
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amount of training data required to train the PPM. Different splits of the data were evaluated. Table 3
shows the number of days used for training and testing. These data were cross-validated.

Table 3. Different training splits on (a) MIT PlaceLab, (b) van Kasteren and (c) Aruba datasets.

Number of Days

Split Training Set Test Set

(a) MIT PlaceLab Dataset

1 12 days 4 days
2 8 days 8 days
3 4 days 12 days

(b) van Kasteren Dataset

1 16 days 8 days
2 12 days 12 days
3 8 days 16 days
4 4 days 20 days

(c) Aruba Dataset

1 16 days 11 days
2 12 days 15 days
3 8 days 19 days
4 4 days 23 days

Both experiments 1 and 2 were repeated in this experiment on different training-test splits.
Three types of predictions were analyzed. First is to predict user location based on time of the day
(time → location), while the second predicts user activity based on location (location → activity).
The third predicts user activity based on time and location, i.e., (time, location)→ activity.

5.4. Experiment 4: Computational Performance

The aim of this experiment is to evaluate the computational performance of our method in terms
of training time and prediction time. The training time is computed based on the time it requires to
build the PPM, while the prediction time is computed based on the time it takes to predict from the
trained PPM. The performance is evaluated on a desktop computer with an Intel(R) Core(TM) CPU
i7-7700K @ 4.2 GHz and 64 GB memory.

6. Results and Discussion

The first experiment was conducted using the first-order model for prediction. The main purpose
is to test the model’s ability in predicting user location given the time of the day (time→ location) and
predicting user activity given the location of the user (location→ activity). The recognition accuracy is
calculated based on the number of times the model correctly makes the prediction.

Table 4 shows the recognition results for (time→ location) prediction. Our method achieved an
average recognition of 95.40% on MIT PlaceLab dataset, 90.41% on van Kasteren dataset and 84.04%
on Aruba dataset when predicting user location based on time. Referring to Table 4, a low recognition
accuracy of 71.94% was observed in the 2nd set of the van Kasteren dataset. In this test set, the user
came home early around 1 pm, which was the only time and day that this was observed in the entire
dataset. The PPM model is not able to make prediction since this event was not learned during training.
Although the Aruba dataset has the lowest average recognition performance, only 18 days out of
27 days data were used for training, which is the lowest training:testing ratio as compared to the other
two smart-home datasets.
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Table 4. Recognition performance in predicting user location based on time for each test set.

Test Sets
Recognition Accuracy (%)

MIT PlaceLab Dataset van Kasteren Dataset Aruba Dataset

1st Set 88.07 92.82 96.79
2nd Set 92.78 71.94 75.24
3rd Set 97.18 98.32 79.94
4th Set 94.63 92.67 84.17
5th Set 96.31 96.69 –
6th Set 100 90.03 –
7th Set 98 – –
8th Set 96.24 – –

Average 95.40 90.41 84.04

Table 5 shows the recognition results in predicting user activity given location. A high
average recognition accuracy was observed when predicting user activity based on location across
all the datasets (i.e., 99.77% on MIT PlaceLab, 99.86% on van Kasteren and 98.89% on Aruba).
This was expected since there are certain locations in the home where an activity usually takes place.
For example, showering usually occurs in the bathroom, while cooking usually occurs in the kitchen.
The results from this experiment showed that location provides important context for inferring
user activity. The results from experiment 1 showed that our approach is effective in predicting
(time→ location) and (location→ activity) with more than 84% average recognition performance for
(time→ location) and more than 98% average recognition performance for (location→ activity).

Table 5. Recognition performance in predicting user activity based on location for each test set.

Test Sets
Recognition Accuracy (%)

MIT PlaceLab Dataset van Kasteren Dataset Aruba Dataset

1st Set 99.39 100 100
2nd Set 100 100 95.57
3rd Set 100 100 100
4th Set 99.17 100 100
5th Set 99.59 99.17 –
6th Set 100 100 –
7th Set 100 – –
8th Set 100 – –

Average 99.77 99.86 98.89

The second experiment tests the model’s ability to predict user activity given the time and location
((time, location)→ activity). This experiment used the second-order model for prediction. The results
are shown in Table 6. An average accuracy of 81.74% is achieved on MIT PlaceLab dataset, 88.14% on
van Kasteren dataset and 81.05% on Aruba dataset. A lower recognition accuracy was observed in this
experiment compared to the first experiment. This was due to variations in the activities performed
on different time of the day. Although the accuracy was lower compared to the first experiment,
our method still able to achieve an average recognition of more than 81% on all the three datasets.
The 1st test set of MIT PlaceLab dataset has a low recognition accuracy of 63%. This was due to the
variations in the way that the user performed his activity in this test set. For example, the second-order
model learned that the user will be in the kitchen between 9.30 a.m. and 10 a.m. to ‘prepare meal’.
In this particular test set, the user was ‘doing laundry’.
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Table 6. Recognition performance in predicting activity based on time and location on each test set.

Test Sets
Recognition Accuracy (%)

MIT PlaceLab Dataset van Kasteren Dataset Aruba Dataset

1st Set 63 91.16 96.20
2nd Set 82.22 68.96 72.62
3rd Set 91.55 97.19 76.17
4th Set 79.75 89.66 79.22
5th Set 81.56 92.56 –
6th Set 94.02 89.30 –
7th Set 81.38 – –
8th Set 80.45 – –

Average 81.74 88.14 81.05

The third experiment was conducted to determine the amount of training data required to train
the PPM. Various training-test splits were examined. The results presented in Figure 4 showed that
the size of training data does have an impact on recognition performance. Such results are expected
since compression is more effective when patterns are repeated frequently. When trained on 4 days,
an average accuracy of 77.48% is achieved on MIT PlaceLab, 52.50% on van Kasteren dataset and 60.49%
on Aruba dataset for time → location prediction. A lower accuracy was observed in van Kasteren
dataset. This was due to variations in the time when the user performed the activities. Such variations
were not repeated frequent enough for PPM to learn the representations. For (time, location)→ activity
prediction, an average accuracy of 52.85% is achieved on MIT PlaceLab, 51.17% on van Kasteren dataset
and 57.15% on Aruba dataset. However, for both time → location and (time, location) → activity
predictions, the average accuracy increases when trained with more training data, as shown in the
first and third grouped bar chart in Figure 4. For location→ activity prediction, our method achieved
a high recognition accuracy across the three datasets. A consistent performance of more than 91%
average recognition accuracy was observed across the different training-tests splits. The results showed
that the size of training data does not have much impact on location→ activity prediction. The high
recognition performance achieved in this experiment (and also in the first experiment) showed that
knowing which room that the user is in provides a better inference of what activity the user might be
involved in.

The fourth experiment evaluates the time it takes to train the PPM model and the time to predict
from the trained PPM. Table 7 shows the computational performance in terms of (a) training time
(in minutes) and (b) prediction time (in seconds). The value in parentheses shows the number of
user-interaction instances in each respective training/test set. The training time across the number of
instances presented in Figure 5 clearly show that the training time grows approximately linearly with
the number of instances. As for the prediction time, it takes 0.1216 s to predict 1377 instances on the
second test set of Aruba dataset (see Table 7b), which has the highest number of instances among all
the test sets. The prediction time reduces when test on a smaller number of instances.
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(a) MIT PlaceLab Dataset

(b) van Kasteren Dataset

(c) Aruba Dataset

Figure 4. Recognition performance on different training-test splits.
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Table 7. Computational time: (a) Training time (in minutes) and (b) Prediction time (in seconds).
The value in parentheses represents the number of user-interaction instances in each respective
training/test set.

(a) Training Time (In Minutes)

Training Sets MIT PlaceLab Dataset van Kasteren Dataset Aruba Dataset

1st Set 11.34 (1478) 5.68 (1137) 53.88 (2728)
2nd Set 14.38 (1625) 3.90 (983) 30.14 (2192)
3rd Set 13.77 (1592) 5.84 (1140) 31.17 (2218)
4th Set 12.95 (1563) 5.21 (1086) 38.95 (2419)
5th Set 13.05 (1561) 6.63 (1197) –
6th Set 16.08 (1688) 4.80 (1047) –
7th Set 11.31 (1456) – –
8th Set 15.36 (1672) – –

Average 13.53 (1579) 5.34 (1098) 38.54 (2389)

(b) Prediction Time (In Seconds)

Test Sets MIT PlaceLab Dataset van Kasteren Dataset Aruba Dataset

1st Set 0.0275 (327) 0.0146 (181) 0.0674 (841)
2nd Set 0.0154 (180) 0.0248 (335) 0.1216 (1377)
3rd Set 0.0172 (213) 0.0152 (178) 0.1191 (1351)
4th Set 0.0234 (242) 0.0197 (232) 0.0842 (1150)
5th Set 0.0212 (244) 0.0098 (121) –
6th Set 0.0080 (117) 0.0216 (271) –
7th Set 0.0406 (349) – –
8th Set 0.0100 (133) – –

Average 0.0204 (226) 0.0176 (220) 0.0981 (1180)

In this study, the temporal information is processed based on a 30 min interval. This time
interval is a preliminary choice to validate our approach. However, a more adequate interval could
be determined by preprocessing the data and finding the most suitable interval for each activity.
Methods that could potentially be applied include rough and fuzzy sets [20].
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Figure 5. Training time (in minutes) across the number of user-interaction instances on three datasets
(MIT PlaceLab, van Kasteren and Aruba).

7. Conclusions

This paper shows the importance of spatial and temporal information in interpreting human
activity and how such information can be represented for activity recognition. The prediction by partial
matching method is extended to capture spatio-temporal information by exploiting the repetitions
from activity events. Evaluation was performed on three publicly available smart-home datasets.
Our method can achieve an average accuracy of more than 84% for time → location prediction.
For location→ activity prediction, our method achieved more than 98% average accuracy across all
the three datasets. Although the (time, location) → activity has a lower recognition performance,
our method can achieve an average accuracy of more than 81%. The results showed that the size of
training data has an impact on the recognition performance for time→ location and (time, location)→
activity predictions. Compression tends to be more effective when trained with more data and the
training time grows approximately linearly with the number of instances. The results from the
experiments showed that location provides useful context information for inferring user activity.
As future work, the plan is to extend our approach for abnormality detection. The learned PPM can be
used to identify inputs that do not fit into the contexts.
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Abstract: The pandemic declared by the World Health Organization due to the SARS-CoV-2 virus
(COVID-19) awakened us to a reality that most of us were previously unaware of—isolation,
confinement and the massive use of information and communication technologies, as well as
increased knowledge of the difficulties and limitations of their use. This article focuses on the rapid
implementation of low-cost technologies, which allow us to answer a fundamental question: how can
near real-time monitoring and follow-up of the elderly and their health conditions, as well as their
homes, especially for those living in isolated and remote areas, be provided within their care and
protect them from risky events? The system proposed here as a proof of concept uses low-cost
devices for communication and data processing, supported by Long-Range (LoRa) technology and
connection to The Things Network, incorporating various sensors, both personal and in the residence,
allowing family members, neighbors and authorized entities, including security forces, to have access
to the health condition of system users and the habitability of their homes, as well as their urgent
needs, thus evidencing that it is possible, using low-cost systems, to implement sensor networks for
monitoring the elderly using the LoRa gateway and other support infrastructures.

Keywords: internet of things; LoRaWAN; COVID-19; ICT; The Things Network; ESP32 microcontroller

1. Introduction

Since the beginning of the SARS-CoV-2 pandemic, a virus discovered in 2019 [1], one of the
fundamental concerns was the elderly population, namely due to the impact that the disease caused by
the new coronavirus could have on the population in this age group (65 years old or more) [2].

Until then, several solutions for the surveillance of the elderly in a residential context had been
advanced by the electronic industry, information technology and entities related to the protection
of property and the security of people, allied to well-being and home automation [3–8]. However,
the reality, in the current context, shows us that the proliferation of proposals in computer and
telecommunications systems for monitoring and supporting the elderly population falls far short
of what is desired. The ageing population, living in remote regions, has been exposed to the
cruelest conditions of abandonment, without access to medicines, without means of communication,
exacerbated by the fact that, in many areas of Portugal, there is no mobile network coverage or, if there
is, it has a deficient signal. For these citizens, everything became more distant. Thus, based on this
reality as a motivation for the present work, the following question arose: how can the health status
and living conditions of the elderly population, dispersed in rural areas with low or no mobile network
coverage at all, be remotely monitored using low-cost technologies? To answer that question, several
situations need to be considered.
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The emergence of the Internet of Things (IoT), currently present in several home systems, notably
in small devices for regular use, such as a blood pressure meter, but also in larger equipment,
including photovoltaic panels, household appliances, consumption and energy efficiency controllers,
among others [9], has extended the application spectrum of data communication networks to other
sectors. The health and well-being area is also one of the areas that has benefited the most from this
type of technology [10], which is why its exploitation and use in the current context of the pandemic
for the benefit of the most disadvantaged populations, in particular the elderly population living in
rural areas, becomes imperative.

With the technology currently available, it is possible to combine devices with heterogeneous
systems, such as smartphones with mobile networks (3G/4G and, in the future, 5G), Bluetooth
devices, wireless networks, sensors, among others, allowing these devices to interact with one
another and provide fully automated, adaptive operating environments, taking advantage of these
infrastructures and being able to contribute to the improvement of people’s quality of life. In [11,12],
the authors present some models for the use of low-consumption and long-range networks for
home and industry automation, respectively, using Long-Range (LoRa) communication technologies.
These communication networks are essential to disseminate data and for its analysis, without necessarily
resorting to the Internet, as they are able to collect data from various sensors, maintaining their activity
for a long period of time, since the consumption of devices and sensors is reduced. The communication
of these data uses a LoRa Wide Area Network (LoRaWAN) gateway, which can be up to 15 km away
from the LoRa node that sends the data to the respective Internet connection device [13].

The emergence and expansion of smart cities is an excellent example of the use of the Internet of
Things and the use of Artificial Intelligence, in which ubiquitous computing systems are collecting and
generating huge amounts of data daily that not require only a storage location, using Cloud Storage,
but also immediate processing, helping citizens to take advantage of these data [14]. Decision support
systems can also complement the analysis of people’s health status, such as infrared body temperature
screening at airports and other places of public circulation, being able to detect people who may be
suspected of suffering from some pathology that poses a danger of contagion, as repeatedly observed
in the media in the current context of the pandemic [15].

Several reports published before the COVID-19 pandemic show that the proportion of those
classed as part of the ageing population is increasing in Portugal, without support units being able to
provide an efficient and timely response to all requests [16]; thus, one of the solutions will be to keep
people in their homes as long as they can be properly followed and monitored, keeping them in their
comfort zone. In this way, elderly people will feel more comfortable in their residence, maintaining
their habits and routines, a situation that contributes to active and healthy aging. Nevertheless,
recent studies show that those suffering or who will suffer from some type of mental disorder is
growing considerably throughout the world, so it is imperative to assess the existing technologies for
the benefit of the people, minimizing the negative impact that these pathologies have on their quality
of life [17,18]. In the context of social isolation and confinement caused by COVID-19, this became
even more evident, with several studies proving that these measures are risk factors for the health of
the population and for the elderly population in particular [2,19].

Based on this reality, using the concepts already defined in other monitoring and follow-up
environments based on miniaturized sensors and telecommunications equipment, namely the work
referred to in [20], we present, in this article, an answer to our question, with a system model for
following, monitoring and protecting old people who are in a stable state of health, allowing them to
maintain their autonomy within their homes and eventually abroad.

The main goal of the proposed system is, therefore, the monitoring of the health status of elderly
people who are in their homes, sometimes a few kilometers away from support centers and local
community centers (Parish/County), in a discreet and non-intrusive way, through information and
communication technologies. Thus, both support institutions, as well as family members, friends,
or other entities, can monitor the status of these people in real time. Considering that systems aimed at
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monitoring and managing people’s data are currently undergoing great evolution, and that pervasive
and ubiquitous computing is already part of everyday life, with this work, the authors hope to
contribute positively to improving people’s quality of life, especially in the senior population with low
economic resources who are still in a state of health that allows them to maintain their autonomy.

2. Related Work and Technologies

Several authors have addressed the issue of monitoring people and their health status remotely.
In answer to this question, several low-cost technologies were selected that allow us to ensure optimal
reference values in various metrics, namely reliability, quality of service (QoS) and total cost of
ownership (TCO). To this end, this chapter provides to further analysis and a literature review on
the subject, to provide a more comprehensive view of long-range communication technologies and
their applications. The most promising areas in the use of remote monitoring technologies are,
naturally, mobile communications—3G, 4G and, in the near future, 5G—but also the use of wireless
communication technologies such as LoRa, SigFox, Weightless-N/Nwave, Long Term Evolution for
Machines (LTE-M) and Narrowband IoT (NB-IoT), among others, these being the most relevant,
as mentioned and analyzed in [21], and the TV whitespace (TVWS) analyzed in [22].

In view of the panoply of similar technologies with applications in remote monitoring, it is
difficult from the outset to select one that best meets the requirements defined in order to answer our
question. Thus, based on several studies published in scientific journals, the authors selected those that,
in general, could answer our question. However, there are restrictions that may lead us to choose one
technology over another due to a set of technical requirements at the outset, namely low acquisition
cost, low energy consumption, ease of implementation, robustness and availability in the marketplace.

2.1. Long-Range (LoRa)

LoRa is a technology of wireless communication networks (radio frequency), which allows the
communication of thousands of devices powered by batteries, over long distances and with a minimum
consumption of energy. LoRa technology is part of a grouping of networks called Low Power Wide
Area Networks (LPWANs), capable of communicating over long distances, even in adverse conditions,
because of their simple way of organizing information [23]. LoRa’s low energy consumption is essential
for integration into devices that are intended to be installed over a long period of time and powered by
a battery, while, for thousands of devices to communicate, the efficiency of the network and the use of
a radio frequency spectrum is important to ensure that no information is lost. LoRa technology uses
unlicensed Industrial, Scientific and Medical (ISM) bands, i.e., 868 MHz in Europe, 915 MHz in North
America and 433 MHz in Asia. Bidirectional communication is provided by Chirp Spread Spectrum
(CSS) modulation, which spreads a narrow band signal over a wider channel bandwidth [24].

There are several works and applications of LoRa networks in the context of remote monitoring,
namely in [25], where the authors propose an advanced architecture combining edge computing,
fog computing, LoRa and other technologies based on IoT. The proposed architecture can help to
overcome the limitations of existing IoT-based health monitoring systems (for example, drop detection
or IoT-based electrocardiogram (ECG) monitoring systems) and satisfy the requirements of high data
rate applications and the regulation of the LoRa work cycle, demonstrating the functionality of the
proposed architecture through the presentation of a case study involving fall detection.

The work presented in [26] shows the advantages and disadvantages of current communication
systems and technologies, proposing new IoT architectures in the medical field, dedicated to home
and hospital care services, based on LoRa technology.

In [27], the authors studied the internal performance of LPWAN LoRa technology, using
measurements in the context of real life. Measurements were performed using commercially available
equipment on the main campus of the University of Oulu to test the suitability of LoRa LPWAN
technology for health and well-being monitoring. In the study, authors analyzed the performance
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of LoRa communications used to monitor a person’s well-being in the workplace during normal
working days.

In the study presented in [28], the authors show an irrigation monitoring system with practical
application in precision agriculture on a Czech Republic farm, using LoRa networks, while evidencing
the potential of IoT, in the case using LoRaWAN, in helping farmers, namely in irrigation control.

2.2. TV Whitespace

TV whitespace (TVWS) refers to TV channels located between frequency bands not used for
TV broadcasting in certain regions. TVWS are parts of the radio frequency spectrum not used by
transmission, also called interleaved spectra [22]. In global, TVWS are also referred to as currently
unoccupied portions of the spectrum in the terrestrial region in television frequency bands in the
Very High Frequency (VHF) and Ultra High Frequency (UHF) TV spectra (either analogue or digital,
especially in the UHF band). In a simpler way, the TVWS spectrum represents a large part of the UHF
spectrum (300 MHz–3 GHz), that is, hundreds of MHz, which in some countries also include VHF,
which is available in a specific geographic region and can be used in a shared way. This spectrum can be
used by primary (licensed) users or by secondary users who, using non-licensed equipment, can share
the spectrum with digital TV transmitters, among other types of users. The amount of terrestrial
whitespace available depends on several factors, such as geographical characteristics, the level of
potential interference in the incumbent TV broadcast service, TV coverage objectives and related
planning and use of television channels [29].

In the work presented in [22], the authors refer to the importance of TVWS, focusing their study
on the application component and key areas in the application field. Starting by proving that TVWS
has excellent penetration in buildings and good propagation characteristics, which, in turn, makes a TV
band an innovative platform with great potential in a wide range of important applications, whether
used indoors or abroad, the authors show that it is of great interest to investigate not only the quantity
of TVWS and characterize its main properties, but also to evaluate the real applications of TVWS in
reality. The TVWS use cases discussed in the study are particularly focused on wireless broadband
access in rural environments, future wireless home networks, WLAN wireless services and smart grid
network/smart meter communication.

In [30], several pilot projects are presented, namely in Africa, Europe, Asia and North America,
mostly in rural areas [31], showing great potential. However, after several tests, the question of the
applicability of TVWS was left unanswered. It is not clear why the TVWS tests were defined years ago,
but they did not result in any commercial applications. This is relevant when considering the power of
the restricted market for telecommunications operators, implying that both governments and regulators
are not interested in the implementation of this technology. For example, in 2013–14, there was a
movement to implement Microsoft-funded TVWS in Bangladesh, yet no regulatory movement was
expressed by the Bangladeshi government in regard to TVWS at that time. The reason believed to
be behind this decision concerns all operators being busy with their 4G licensing during that period.
Adding to this problem is the fact that the commercial deployment of TV blanks, especially 470–698
MHz, are not allowed to be used for research purposes in many countries, as they present a risk of
security and interference with other sectors of commercial activity [30].

The works presented in [32,33] focus on the need for the existence of a geographic database of
previous TVWS available in different countries, since the frequencies available are different from
country to country and within countries (from region to region), each of which has their own policies
and different regulatory regimes. It is therefore necessary to safeguard the spectrum of frequencies
that are used by security forces, emergency and commercial entities, without any type of interference.

In [34], the authors describe external field measurements in TVWS carried out in Munich, Germany.
Fixed and mobile measurements in rural, suburban and urban settings showed that the model presented
is appropriate to describe the path loss over distances of up to a few kilometers and that they can be
used in the process of filling a geolocation database. This work had the contribution of the European
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project ICT-COGEU (COgnitive radio systems for efficient sharing of TV white spaces in EUropean
context), whose website is currently offline.

In Portugal, the process of converting analog TV to digital TV started in 2012, and the Portuguese
entities recently changed the frequencies of digital terrestrial television broadcasters to new frequencies
in order to free up the space previously occupied for future 5G networks. This process is expected to
be completed by the end of December 2020 [35,36].

The use of TVWS is of great interest to the scientific community, namely for communications
on LPWAN and long-range networks, but there seems to be a lack of investment in this technology,
namely by the current players in the telecommunications market. As an example, the most recent
document on this subject published by the authority responsible for the regulation of communication
policies in Portugal, ANACOM (Autoridade Nacional de Comunicações), is dated August 2016 [37].

2.3. SigFox

SigFox is an LPWAN network operator that offers a complete IoT connectivity solution based
on its patented technologies. SigFox deploys its base stations with equipment previously configured
with proprietary software and connects them to the back-end servers using an IP-based network.
End devices are connected to these base stations using phase-shift keying (BPSK) modulation on an
ultra-narrow band (100 Hz) sub-GHZ ISM carrier. Like LoRa technology, SigFox uses unlicensed
ISM bands, for example, 868 MHz in Europe, 915 MHz in North America and 433 MHz in Asia.
By using an ultra-narrow band, SigFox uses frequency bandwidth efficiently and achieves very low
noise levels, leading to very low power consumption, ensuring the high sensitivity of the receiver and
low cost antenna design at the expense of a maximum transfer rate of just 100 bps. SigFox initially
supported only uplink communication, but later evolved into bidirectional technology with significant
link asymmetry. Downlink communication, that is, data derived from base stations to end devices,
can only occur after an uplink communication. The number of messages per uplink is limited to
140 messages per day. The maximum payload length for each uplink message is 12 bytes, but the
number of messages in the downlink is limited to four per day, meaning that confirmation of each
uplink message is not supported [38].

In [39], the authors show the use of a system based on SigFox networks, with applications in
agriculture, for monitoring environmental factors. In this article, they present SigFox technology, as
well as how this type of communication would be integrated into precision agriculture, while referring
to other technologies already in use in this field. The authors concluded that SigFox and LPWAN
technologies represent the future of IoT. Regardless the domain in which it is used, the IoT finds its
applicability, leading researchers and developers to find and implement new solutions in order to
increase its performance, productivity, and market value.

2.4. Weightless-N/NWave

NWave technology uses advanced demodulation techniques to allow a network to coexist with
other radio technologies without additional noise. This proprietary technology is particularly aimed at
the smart parking sensor monitoring market, where it has found a considerable market niche [40].

In [40], a comparative study of the three LoRa technologies, Xbee Pro (XBee868) and NWave,
with LoRa technology appearing to have a slight advantage, is also presented. In the context of
this study, specialized hardware was created to incorporate the different technologies and provide
quantitative and qualitative scientific information related to data rates, success rates, modes of energy
transmission and energy consumption and communication ranges.

2.5. XBee868LP/ZigBee

ZigBee communication technology uses a low data communication rate, low power consumption,
and operates with a wireless network protocol aimed at computer applications and remote control.
It has a low power specification based on the IEEE 802.15.4—2003 Wireless Personal Area Networks
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standard, whose distance does not exceed 150 m [41]. The XBee 868LP (Low Power) is designed
to provide a long-range radio frequency connection with significant performance and low power
consumption. The modules have 30 channels between the frequencies 863 MHz and 870 MHz in the
“Listen Before Talk” mode, which frees them from a work cycle. In [42], the authors refer that the
Xbee868LP module is the first Radio frequency (RF) module in the industry to use Listen Before Talk
and Adaptive Frequency Agility (LBT + AFA) techniques. The module “listens” to the environment
before communicating. If disturbed, it automatically changes channels in a matter of microseconds,
which does not affect its overall performance. With Surface Mount (SMT) technology, the XBee 868LP
is compatible with the XBee ecosystem. The configuration is also carried out with the free software
XCTU, a platform common to all products in the XBee ranges. Point to point, point to multipoint and
DigiMesh networks are supported. The XBee868LP module allows communications up to 4 Km [42].

In [41], the authors show how a network of sensors can be implemented to monitor the doors of a
building using ZigBee.

2.6. LTE-M

LTE-M technology (also LTE-Machine Type Communication (MTC) and LTE Cat M) also operates
as an LPWAN, which allows for the the reuse of an installed base LTE (mobile network) with extended
coverage. LTE-M, which stands for LTE-Machine Type Communication (MTC), is also an LPWAN
technology developed by 3GPP to enable devices and services specifically for IoT applications. LTE-M
offers a data rate of 1 Mbps for 3GPP Release 13, increasing to 4 Mbps for Release 14, leading to greater
mobility and voice capacity on the network [43].

2.7. NB-IoT

Narrowband IoT (NB-IoT) technology is also a radio technology deployed in mobile networks that
is especially suitable for indoor coverage, low cost and long battery life for a large number of devices.
NB-IoT limits bandwidth to a single narrow band of 200 kHz, offering maximum downlink speeds of
26 kbs in version 13 of the 3GPP standard. Version 14 will see this increase to 127 kbps. Both LTE-M
technology and NB-IoT operate over a mobile network, requiring coverage with a sufficient signal [43].
All Global System for Mobile communications (GSM) cells that work with LTE can also support NB-IoT,
but this requires new protocol installation and licensee fees, so not all operators provide it by default.
It is crucial to check if the local GSM operator offers NB-IoT. Moreover, the Subscriber Identity Module
(SIM) card must have this protocol enabled. SIMs with LTE may or may not work with NB-IoT—this
depends on the GSM operator [44].

In [45], the authors present a comparative study of the different technology applications in the
health care area, namely SigFox, LoRaWAN and NB-IoT.

In [46], the authors present a study related to health care, particularly the remote development
of rural regions and the application of IoT in these regions for remote health monitoring based on
NB-IoT technology. They feature an intelligent IoT-based edge system for remote health monitoring,
in which vital wearable sensors transmit data and alerts to an IoT system. The collected data and alerts
are then sent to doctors based on a risk-stratified push/pull protocol using the best combination of
cellular/mobile/NB-IoT networks. Clinical validation through implantation at the hospital where the
system was tested and remote telemedicine location demonstrated that the NB-IoT-based system can be
a low-cost, yet feature-rich alternative and that it adds value to devices for remote patient monitoring.

2.8. Analysis and Decision

Several authors present comparative studies of different technologies, namely [47,48], who contributed
to the decision regarding the technology to be used in our work. Moreover, in [49], a technical
comparison of LoRaWAN and NB-IoT can be found, explaining that LoRaWAN is an open LPWAN
system architecture developed and standardized by LoRa Alliance, a non-profit association of more
than 500 member companies that operates in the unlicensed spectrum, while, in opposition, the NB-IoT
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operates in the licensed spectrum. While both technologies can compete on QoS, IoT applications
that require more frequent communications are better served by NB-IoT, which has no duty cycle
limitations operating in the licensed spectrum, at the expense of higher TCO relative to LoRaWAN.

We elaborate on our analysis of the options offered by the two main long-range technologies—with
the use of mobile networks vs. without the use of mobile networks—in Table 1, which summarizes
the main characteristics of the two best options. When there is no mobile network coverage,
LoRa technologies were considered the best option due to the several advantages over other technologies,
the wide use, robustness, low cost, great ease and availability of equipment and also because they allow
total customization and the system can be built entirely from scratch, and integrated into The Things
Network. Alternatively, when using mobile networks, it is understood that NB-IoT technology is the
one that can best meet the requirements, considering that it can be operated on the future 5G network,
when globally available. However, this is not our focus in the present research work, since the studied
areas are remote, rural and either do not have mobile network coverage or have poor signals.

The need for a project based on LoRa networks of low consumption, low acquisition cost and long
reach is precisely related to the absence of mobile communications networks in the targeted regions,
excluding any solution that implies the use of mobile networks. The existence of mobile network
coverage would make possible other solutions. The possibility of using TVWS seems to be a distant
reality; nevertheless, the results obtained in [30–34] are promising, as long as guaranteed commitment
from the agents involved and the regulatory entities can be provided.

Advocated in this analysis, as well as in the works presented in [47–49], the authors conclude that
LoRa technology supported by the LoRaWAN architecture is the one that best meets the requirements.

Table 1. Technology summary comparison: Long-Range Wide Area Network (LoRaWAN) vs.
Narrowband Internet of Things (NB-IoT) (source: [49]).

Technology Parameters LoRaWAN NB-IoT

Bandwidth 125 kHz 180 kHz
Coverage 165 dB 164 dB

Battery Life 15+ years 10+ years
Peak Current 32 mA 120 mA
Sleep Current 1 µA 5 µA
Throughput 50 Kbps 60 Kbps

Latency Device Class Dependent <10 s

Security Advanced Encryption
Standard (AES) 128 bit 3GPP (128 to 256 bit)

Geolocation Yes (TDOA) Yes (in 3GPP Rel 14)
Cost Efficiency (Device and

Network) High Medium

3. Materials and Methods

The study and application of certain types of portable and easy-to-operate sensors have been
growing considerably. Portable sensors, namely accelerometers, with small dimensions, low energy
consumption and high precision have been used in many tests in individuals who have pathologies
that can limit their mobility, allowing us to validate in real time if a given individual suffers an abrupt
fall [50].

In the work presented in [20], several authors who have worked with these and other sensors,
show the advantage of using these small devices for following and monitoring people. It is agreed
that one of the main problems for the elderly is related to the occurrence of falls, which, in many
cases, end up incapacitating people, namely due to fractures, and other disabling pathologies, namely
those that are chronic, degenerative and naturally associated with aging (osteoarthritis, osteoporosis
and chronic musculoskeletal pain (fibromyalgia), among others). People who suffer from disabling
psychological and neurodegenerative diseases are naturally excluded.

137



Future Internet 2020, 12, 206

Currently, mobile communication devices, commonly referred to as smartphones, have several
sensors incorporated within them, including an accelerometer, gyroscope and GPS, etc., yet the
elderly population often find them difficult to operate, not being accustomed to using this type of
technology and, in most cases, having great physical limitations and barriers to the use of technologies,
as mentioned in [51,52]. Thus, in the present work, we propose the real-time monitoring of the
movement of elderly people, who are prone to eventual falls, as well as their state of health, both inside
of their houses and in the surrounding area, while also monitoring their ability to move, their pulse
and their fatigue resistance, using sensors incorporated in non-intrusive pervasive devices.

The system consists of an application set composed of software and hardware, namely an application
developed for portable devices, based on the ESP32 microcontroller (MCU). This MCU incorporates
technologies to support Wi-Fi and Bluetooth communications, except LoRa communication.

LoRa SX127x or RFM9x transceivers add the necessary support for LoRa communications and the
LoRaWAN protocol that is required to establish communications with The Things Network (TTN) [53].
It should be noted that TTN is cloud server-based network communication infrastructure that connects
LoRaWAN devices and gateways worldwide. Thus, every time someone connects a Gateway to TTN,
coverage is expanded for all users and LoRaWAN devices, thus ensuring extended, free coverage of
the LoRa network signal.

Equipment with different frequencies exists, depending on the target frequency band (433, 868 or
915 MHz). The frequencies used depend on the geographic region and the regulations of the local
Industrial, Scientific, and Medical (ISM) band, being, in most countries in the European Union and,
in particular, Portugal, the 868 MHz frequency band [54]. This can be integrated with a low-cost GPS
sensor, for example GY-GPS6MV2 [55]. For personal use, another ESP32 device with LoRa support
can be used, which already includes GPS [56]. The low-cost ADXL335 accelerometer sensor [57] is
compatible with ESP32 and can be used for fall detection and system activation (by motion detection).

ESP32 is designed for mobile, wearable electronics and IoT applications. It has all the most
recent features of low-power chips, including fine-grained clock gating, multiple power modes and
dynamic power scaling. For example, in a low-power IoT sensor hub application scenario, the ESP32
is enabled periodically and only when a specified condition is detected. The low load cycle is used
to minimize the amount of power the chip consumes. The output of the power amplifier is also
adjustable, thus contributing to an optimized trade-off between communication range, data rate and
energy consumption [58].

To control vital signs, we can connect the body temperature sensor [59], body humidity [60]
and pulse rate [61] to the ESP32 microcontroller. The equipment is installed in a device suitable
for each person (bracelet, waistcoat, etc.), in order to make it safe, concealed and comfortable,
eliminating user interaction in most operations. Communication is carried out automatically through
the communication of the main module with the LoRaWAN gateway, sending user monitoring data to
the TTN at pre-defined intervals, which are stored in a database with real-time analysis by the entities
and authorized in a network scheme similar to that shown in Figure 1. In this context, it is important
to note some definitions [53]:

• End Device, Node, Mote: an object with an embedded low-power communication device.
• Gateway: devices that form the bridge between other devices and The Things Network.

These devices use low-power networks like LoRaWAN to connect to the gateway, while the
gateway uses high bandwidth networks like Wi-Fi___33, ethernet or cellular connections to
connect to The Things Network.

• Network Server: servers that route messages from end devices to the right application, and back.
• Application: a piece of software running on a server.
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Figure 1. LoRaWAN architecture (adapted from [62]).

3.1. LoRaWAN Protocol

LoRa is a wireless modulation for long-range, low-power, and low-data rate applications developed
by Semtech. LoRaWAN is a network protocol that belongs to the set of LPWANs specified in [13]
by the LoRa Alliance, which uses LoRa modulation in its physical layer. In the new specification
(version 1.1), a Join Server (JS) was added in order to make communications more reliable and secure,
being responsible for storing several keys.

LoRa devices (nodes) are located around the different gateways. Gateways then connect to servers
(to the network) using IP connections, bridging the devices and the network (backend).

The devices use different channels and binary rhythms depending the request. By LoRa modulation,
the change in this binary rhythm is promoted through an Adaptive Data Rate (ADR) scheme specific
to the LoRaWAN network.

A representation of the LoRaWAN stack can be seen in Figure 2.
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The LoRa application layer is composed of data from various actuators and sensors on the device.
The LoRa Medium Access Control (MAC) layer is responsible for managing the network.

This management obeys the type of device class used. Medium Access Control (MAC) commands
allow us to make changes or check the status from the web.

The LoRa Modulation layer concerns the type of modulation used, which is usually modulation
LoRa. LoRaWAN also provides the use of frequency-shift keying (FSK) modulation.

The Industrial, Scientific and Medical (ISM) band concerns a set of specifications of the frequency
band of a given region, namely the frequencies and bandwidth of the transmission channels and a set

139



Future Internet 2020, 12, 206

of rules to be respected. Among these rules are the duty cycle allowed per channel and the timing of
entry into sleep and active modes. EU863-870 MHz is an example of a European ISM band.

The gateway bridges the device and the network and translates LoRa messages from the physical
layer to IP protocol messages.

Before an end device (LoRa Node) can communicate on the LoRaWAN network, it must be
activated and the following information is required [13]:

• Device Address (DevAddr): This is a 32-bit identifier that is unique within the network, present
in each data frame and shared between the end device, network server, and application server.
This differentiates nodes within the network, allowing the network to use the correct encryption
keys and properly interpret the data.

• Network Session Key (NwkSKey): This is a 128-bit AES encryption key that is unique per end
device and is shared between the end device and network server. This provides message integrity
for communications and provides security for end device to network server communication.

• Application Session Key (AppSKey): This is a 128-bit AES encryption key that is unique per end
device and is shared between the end device and application server. This is used to encrypt/decrypt
application data messages and to provide security for application payload.

The LoRaWAN protocol defines three classes of devices (A, B and C) with different functionalities.
The LoRaWAN network must be prepared to handle devices of all classes.

• Class A: All devices on the LoRaWAN network need to implement the functions described by
this class, even those of class B and class C. Class A devices send information at their discretion
(ALOHA). ALOHA is a specific type of MAC that is characterized by sending packets through
the terminals when there is information to send from higher layers. As such, collisions can occur
when there are simultaneous transmissions, since the medium is shared and not dedicated. In the
case of not receiving a message, this type of MAC waits a certain time, called backoff, in order to
retransmit the packet.

• Class B: In addition to the capacity of class A devices, these devices are characterized by opening
windows of extra time (ping slots) at defined time intervals. So, more data from the servers can be
forwarded to devices in this class. Gateways send beacons so that the devices are synchronized
and ready to open these extra windows. If a device wants to have class B functionality, it looks for
the existence of these beacons. If these are not found, a BEACON_NOT_FOUND message is sent
from the MAC layer to the application layer of the device. If a message from BEACON_LOCKED
is found, it is sent to the application. The information that the device has passed class B is
communicated to the network by sending a 1 bit message in the Fctrl field of the uplink messages.

• Class C: This type of device configuration often has active reception windows, which implies
higher energy consumption, so its implementation in real systems is rare. The reception windows
practically only close when the device is transmitting.

3.2. Functional Requirements

In terms of functional requirements, the following operations are mainly considered:

• Creation of a LoRaWAN gateway network in remote and isolated regions with redundant coverage,
in which at least one gateway will be connected to the Internet (3G/4G);

• Secure connection service with user registration, authentication and validation;
• Data collection function of sensors attached to the device (GPS, accelerometer, temperature, pulse,

body humidity);
• Housing sensor data collection function (temperature, gases, smoke, flood);
• User data sending function via LoRa communication;
• Portable device parameterization and configuration function;
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• Real-time analysis of the data collected, to detect deviations beyond the permitted tolerances;
• Alerts when there is an abnormal occurrence in the user’s device (sent to family, friends or entities

and security forces), namely when the equipment signal is lost, or a fall occurs.

3.3. Non-Functional Requirements

Equally important are the non-functional requirements, which are responsible for ensuring
functionality and operability in accordance with minimum quality standards, namely:

• Reliability—the system must be tested in order to improve its robustness, guaranteeing its
operation in low-signal situations

• Security—the system must be safe from the user’s point of view, namely through both the
placement of sensors in places that do not compromise the user’s mobility, and the use of sensors
that are not so fragile that they deteriorate, making the data collection useless.

• Usability—the system should be easy to use. At this level, it is intended that the system has an
easy-to-use interface, without requiring major user intervention.

• Effectiveness—the system must be effective, accurate and proven to be useful in response to social
needs at critical moments, such as those currently experienced by society.

4. Conceptual Scheme

The set of applications supporting our monitoring and follow-up system for the elderly includes
several modules, as shown in Figure 3, namely:

• A data collection module for personal use, consisting of an ESP32-LoRa microcontroller with
sensors, as mentioned above;

• A housing status data collection module, consisting of an ESP32/LoRa microcontroller with
environmental sensors (temperature, humidity, carbon monoxide, gas and smoke).
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The LoRa gateway is connected to the Internet, receiving the data that are periodically sent from
the LoRa nodes. As for LoRa nodes, these are divided into two distinct types—personal LoRa nodes
and residential LoRa nodes.

4.1. Personal LoRa Node

The personal LoRa node is composed of an ESP32-based MCU with the various sensors coupled
and placed in areas that do not interfere with the user’s daily life, therefore being as unintrusive as
possible. The ESP32 MCU allows a battery saving mode (Deep Sleep Mode) that is only activated
during the scheduled period, collecting and sending the data at that moment.

Considering that one of the built-in sensors is the gyroscope, whenever there is a sudden change,
due to a fall, for example, it can automatically activate the MCU by programming a General Purpose
Input/Output (GPIO) interruption of the Real Time Clock (RTC). The ESP32 MCU consists of several
modules (Figure 4b) and can operate in the following modes, as it seen in Table 2 [58]:

• Active Mode: the chip radio is powered on. The chip can receive, transmit, or listen.
• Sleep Mode Modem: the CPU is operational and the clock is configurable. The Wi-Fi/Bluetooth

baseband and radio are disabled
• Light Sleep Mode: the CPU is paused. The RTC memory and RTC peripherals, as well as the

Ultra-Low Power (ULP) co-processor, are running. Any wake-up events (MAC, host, RTC timer,
or external interrupts) will wake up the chip.

• Deep Sleep Mode: only the RTC memory and RTC peripherals are powered on. Wi-Fi and
Bluetooth connection data are stored in the RTC memory. The ULP co-processor is functional.

• Hibernation Mode: the internal 8-MHz oscillator and ULP co-processor are disabled. The RTC
recovery memory is powered down. Only one RTC timer on the slow clock and certain RTC
GPIOs are active. The RTC timer or the RTC GPIOs can wake up the chip from Hibernation Mode.

Table 2. Power consumption by power modes (source: [58]).

Power Mode Description Power
Consumption

Active (RF
working)

Wi-Fi Tx packet
160 mA~260 mAWi-Fi/BT Tx packet

Wi-Fi/BT Rx and listening

Modem-sleep The CPU is
powered on

240 MHz
Dual-core chip(s) 30 mA~68 mA

Single-core chip(s) N/A

160 MHz
Dual-core chip(s) 27 mA~44 mA

Single-core chip(s) 27 mA~34 mA
Normal speed: 80

MHz
Dual-core chip(s) 20 mA~31 mA

Single-core chip(s) 20 mA~25 mA
Light-sleep - 0.8 mA

Deep-sleep
The ULP co-processor is powered on 150 µA

100 µA @ 1% duty
10 µA

ULP sensor-monitored pattern
RTC timer + RTC memory

Hibernation RTC timer only 5 µA
Power-off CHIP_PU is set to low level; the chip is powered off 1 µA

ESP32 has 34 GPIO pins that can be assigned several functions by programming the appropriate
registers. There are several kinds of GPIOs: digital-only, analog-enabled, capacitive-touch-enabled,
among others. Analog-enabled GPIOs and capacitive-touch-enabled GPIOs can be configured as digital
GPIOs. The ESP32 Pin Layout is shown in Figure 4a. MCU ESP32 contains one or two low-power
Xtensa 32-bit LX6 microprocessor(s) with several features, namely a seven-stage pipeline to support a
clock frequency of up to 240 MHz (160 MHz for ESP32-S0WD, ESP32-D2WD, and ESP32-U4WDH)
and a 16/24-bit instruction set that provides high code density, among others [58].
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Therefore, via the ESP32 MCU, the Deep Sleep battery-saving mode can be activated, which will
have an extremely low power consumption. In this mode, the CPUs, most RAM and all clocked digital
peripherals are turned off. The only parts of the chip that can still be connected are the RTC controller,
RTC peripherals (including the ULP coprocessor) and RTC memories. This device has several ways of
activating ESP32 when in Deep Sleep mode, and wake-up sources can be set up at any time before
entering Deep Sleep mode. It is possible to wake up ESP32 through the timer, external wakeup (ext0),
external wakeup (ext1), ULP coprocessor wakeup and the touchpad (GPIO touch sensor), so in the
present situation an external wakeup (ext0) can be used. The RTC IO module contains firmware to
trigger the alarm clock when one of the RTC GPIOs enters a predefined logic level. RTC IO is part of
the power domain of RTC peripherals; therefore, RTC peripherals will be kept on during Deep Sleep if
this activation source is requested [58].

Only GPIOs with RTC functionality can be used, in this case pins 0, 2, 4, 12–15, 25–27 and 32–39.
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4.2. Residential LoRa Node

As with the personal node, the residential LoRa node is composed of an ESP32-based
microcontroller (MCU) with various sensors coupled and placed in areas that do not interfere
with the use of the home. The data are sent periodically, in previously defined periods, and can also
be sent immediately, whenever certain values read on the sensors exceed the previously established
limits, considering that there will be a situation of alert or threat to the safety of residents and housing.

All the necessary data modeling is supported on a platform developed for this purpose and hosted
on a dedicated server, which serves as a form of service infrastructure.

To take advantage of IoT technologies, namely LoRa communications, The Things Network (TTN),
which is a collaborative communication infrastructure for Internet of Things, is used as a reference,
and is accessible in [53].

5. System Prototype

For proof of concept and the demonstration of the potential of telecommunications by LoRa
Technology, a LoRaWAN gateway (Single Channel) was configured with connection to the TTN
network in the Viseu region and a LoRa node as a client that attaches a temperature and humidity
sensor (DHT22). The equipment used has the following characteristics:

5.1. LoRa Gateway

The equipment used to build the LoRa gateway was as follows:

• TTGO ESP32 OLED SX1276 LoRa 868/915 MHz Bluetooth WI-FI Lora Internet Antenna
Development Board;

• USB 3.3 V–5 V (power supply);
• Internet connection (Wi-Fi via ADSL/Fiber/3G/4G);
• Transparent PVC box;
• One-channel gateway, with server software adapted from [63].

In the prototype (Figure 5), the gateway is configured with software available on the GitHub page
mentioned above [63], with appropriate adaptations both to the characteristics of the local internet
connection network, and to the registration and access properties of TTN.Future Internet 2020, 12, x FOR PEER REVIEW 15 of 32 
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It is important to know the address of the TTN routing server in advance, so that a correct
connection can be established and to create the gateway service on the TTN network. After establishing
the Internet connection, accessing the server is possible via the IP address and by having access to its
configuration, where it is also possible to make changes to the configuration parameters, as well as to
gain access to the statistics of packets sent and received. In this administration interface (Figure 6), it is
possible to changes some of the parameters and have access to the history as well as the general state
of the connection.Future Internet 2020, 12, x FOR PEER REVIEW 16 of 32 
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5.2. LoRa Node

The equipment used to build the prototype node was as follows:

• TTGO ESP32 OLED SX1276 LoRa 868/915 MHz Bluetooth WI-FI Lora Internet Antenna
• DHT22 sensor (temperature and humidity);
• Protoboard;
• Resistance of 10KΩ;
• Connection cables;
• USB 3.3 V–5 V (Power Bank 5000 mAh SoundLogic Solar Powered);
• Node software based on Cayenne LPP (secure up to 51 bytes of data), available in [64].

Figure 7 shows the prototype assembled and in operation.
After the LoRa node is operational, an application has to be created on the TTN registration

system console.
Through this application, a set of operations is understood, with which the devices communicate

on the Internet via TTN. This can be as simple as a small web application, or a visual flow using
Node-RED to customize code on a server, as described in [65]. Before communication with devices,
it is necessary to add the application to TTN and register the device.
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5.3. TTN Application Creation

Once the gateway is configured and connected to TTN, the application that will collect the data
can be added. For this, it is also necessary to register the device (LoRa node). The node in the present
case only collects temperature and humidity data by sending the data to the server every minute,
via the LoRa gateway. In order for the application to be able to collect the device data, it is necessary
to proceed with the configuration of the device with the data of the access keys to the application,
otherwise the added device will not be visible in the application. In this way, TTN ensures that packets
sent by the device are effectively collected by the correct application (Figure 8).
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The more expanded the LoRa gateway network, is the better coverage it will have, so once the
application is created and the LoRa node device is configured, data packets can be received by more
than one gateway. Since multiple gateways can receive the same LoRa RF data packets from a single
end device, LNS (LoRa Network Server) eliminates duplicate data and removes all copies. Based on
the Received Signal Strength Indication (RSSI) levels of identical messages (data packets), the network
server typically selects the gateway that received the best RSSI message when transmitting a downlink
message because, from the outset, that gateway it is the closest to the device that sent the message,
ensuring a better quality of service [65].

5.4. Connection with ThingSpeak

Once the prototype is working, it is important to select the payload format, which represents the
way data are received and displayed on the network. By default, Cayenne LPP (low-power payload)
will be selected; however, in this case, this has been changed to a custom format in order to program
the decoder function so that the data are presented in the correct format, compatible with the platform
we intend to use for data visualization, the ThingSpeak platform [66].
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In the received packet, we need to decode the parameter “bytes” that comes in the Cayenne LPP
format and present the fields in JavaScript Object Notation (JSON) format [64], with the positions
bytes(2) and bytes(3) representing the temperature times 10, which is necessary to proceed with the
correction. The bytes(6) position represents the humidity as a double value, so it is also necessary to
correct this value. To this end, we implemented the JavaScript function shown in Figure 9a, because the
ThingSpeak platform works with predefined composites (field1, field2, etc.).

Future Internet 2020, 12, x FOR PEER REVIEW 19 of 32 

 

the decoder function so that the data are presented in the correct format, compatible with the platform 
we intend to use for data visualization, the ThingSpeak platform [66]. 

In the received packet, we need to decode the parameter “bytes” that comes in the Cayenne LPP 
format and present the fields in JavaScript Object Notation (JSON) format [64], with the positions 
bytes(2) and bytes(3) representing the temperature times 10, which is necessary to proceed with the 
correction. The bytes(6) position represents the humidity as a double value, so it is also necessary to 
correct this value. To this end, we implemented the JavaScript function shown in Figure 9a, because 
the ThingSpeak platform works with predefined composites (field1, field2, etc.). 

 

(a) 

(b) Future Internet 2020, 12, x FOR PEER REVIEW 20 of 32 

 

(c) 

Figure 9. (a) Decoder function compatible with ThingSpeak; (b) received message (payload); (c) TTN 
integration with ThingSpeak infrastructure. 

For example, when temperature and humidity are detected and sent on the LoRa network to the 
LoRaWAN gateway with payload 01 67 00 FB 01 68 72, as shown in Figure 9b, these are encoded as 
follows [67]: 

1. Device with temperature sensor: (Hex)—01 67 00 FB. The data channel is one (01), the type is 
temperature (67) and the value is 00FB ⇒ 251 ⇒ 25.1 ° C. 

2. Device with humidity sensor: (Hex)—01 68 72. The data channel is one (01), the type is humidity 
(68) and the value is 72 ⇒ 114 ⇒ 57%. 

To register a data analysis application on the ThingSpeak platform, a registration is required, 
which is free in its basic version. After creating the channel, we selected the fields that we wanted to 
display and defined the metadata, field1—temperature and field2—humidity, according to what was 
defined in the decoder function (bytes, port). It is possible to have up to eight fields in a channel and 
GPS coordinates. The channel ID and channel write Application Program Interface (API) key are 
required to register the channel in the TTN (Figure 9c) and allow data communication. The channel 
also allows for the configuration of other parameters, as well as exporting the data in XML and JSON 
format (Figure 10). 

Figure 9. (a) Decoder function compatible with ThingSpeak; (b) received message (payload); (c) TTN
integration with ThingSpeak infrastructure.

148



Future Internet 2020, 12, 206

For example, when temperature and humidity are detected and sent on the LoRa network to
the LoRaWAN gateway with payload 01 67 00 FB 01 68 72, as shown in Figure 9b, these are encoded
as follows [67]:

1. Device with temperature sensor: (Hex)—01 67 00 FB. The data channel is one (01), the type is
temperature (67) and the value is 00FB⇒ 251⇒ 25.1 ◦C.

2. Device with humidity sensor: (Hex)—01 68 72. The data channel is one (01), the type is humidity
(68) and the value is 72⇒ 114⇒ 57%.

To register a data analysis application on the ThingSpeak platform, a registration is required,
which is free in its basic version. After creating the channel, we selected the fields that we wanted
to display and defined the metadata, field1—temperature and field2—humidity, according to what
was defined in the decoder function (bytes, port). It is possible to have up to eight fields in a channel
and GPS coordinates. The channel ID and channel write Application Program Interface (API) key are
required to register the channel in the TTN (Figure 9c) and allow data communication. The channel
also allows for the configuration of other parameters, as well as exporting the data in XML and JSON
format (Figure 10).Future Internet 2020, 12, x FOR PEER REVIEW 21 of 32 
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5.5. ThingSpeak Dashboard

After ensuring that the channel is properly configured and communicating with TTN, it is
possible to gain access to the graphical display of the data, as well as the geographic location of the
device (Figure 11).

The ThingSpeak platform also provides the necessary APIs so that data can be collected by
Representational State Transfer (REST) web services, to be incorporated into an Android, iOS or
Windows application, thus allowing real-time monitoring in another system developed for this purpose.
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6. Results

In this article, we show that it is possible to implement low-cost and low-energy consumption
systems, even for domestic consumption, based on LoRa networks and an ESP32 microprocessor.
Nevertheless, there are some considerations that concern us, and these need to be solved so that the
system’s effectiveness can be measured, namely:

• Statistical analysis of RSSI in remote areas, rural areas, and rugged terrains.
• Shadow zones with several urban and natural obstacles, such as buildings and hills, among others,

that cause disturbances in communication, reducing coverage.
• The poor network of gateways installed in Portugal, which does not allow for minimum acceptable

coverage for the implementation of a generalized system.
• The tests carried out, despite being very limited and taking into account the fact that the gateway

is installed indoors, did not allow communications beyond 1.2 km, which, although not negligible,
is below the expected value.

• The one-channel experimental gateway does not allow for application stress tests, nor system
overload and robustness, so it only served as a proof of concept; however, the recent installation
in the multi-channel gateway region can easily extend the range of the test and its robustness.

To analyze the performance in terms of the received signal power, several locations were previously
selected at 10 distances (in meters), as presented in the following table (Table 3), with average values
obtained from 100 measurements of RSSI power (LoRa gateway):

150



Future Internet 2020, 12, 206

Table 3. List of distances from gateway and average Received Signal Strength Indication (RSSI) value.

Distance (m) Avg (RSSI)

10 –60.4
50 –82.3
100 –93.0
150 –99.8
200 –100.6
250 –104.2
300 –104.8
350 –113.6
400 –119.1
450 –121.5

Figure 12 shows a graph of the average data obtained, as presented in the previous table.
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Higher RSSI values represent greater signal quality, while lower values represent poorer signal
quality. According to [36], the RSSI values for LoRa networks are:

• –30 dBm -> excellent quality;
• –120 dBm -> very poor quality.

The results obtained in previously defined hybrid rural and urban areas were different from what
was expected, and it was found that any obstacle, wall, or housing could interfere with the signal.
It was also found that, with the used equipment, it is not possible to communicate beyond 450 m.
Nevertheless, several restrictions must be considered, namely the fact that the test gateway is only one
channel, with an indoor antenna housed at the bottom, as shown in Figure 5. During data collection,
the device operator remained in the same place for some time in order to collect 10 samples for each
distance, moving only the LoRa node (random movement inside one circle with a bias of no more than
5 m) to check if there were failures, which was confirmed.

Linear Regression Model

In order to obtain a detailed statistical analysis and validation of our system that allowed for the
measurement of the service quality and the influence of environmental factors on the signal quality,
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we applied a linear regression model to the data obtained, with the dependent variable being power of
RSSI (pRSSI) and the independent variable being the distance to the gateway. The results in Table 4
allow us to observe that, with a correlation factor, Multiple R is equal to 0.9016, showing that there
is a strong correlation between the two variables. However, the value obtained for R Square, 0.813,
shows us that only 81.3% of the observed cases fit the obtained model, when the desirable value would
be 95%. Several factors may have contributed to this result, namely environmental factors such as
obstacles, trees, walls, and the geography of the terrain.

Table 4. Linear regression summary output.

Regression Statistics

Multiple R 0.901694435
R Square 0.813052854

Adjusted R Square 0.81114523
Standard Error 7.784507372
Observations 100

From the analysis, a p-value much lower than 0.05 (tends to zero) was obtained, so it is clear that
there is a strong dependence of the variable pRSSI on distance, as expected.

Figure 13a presents a boxplot of the data obtained, with some deviations that help to explain the
bias observed in R Square. In Figure 13b, we present a scatter plot with a trend line, which shows the
adjustment of the line to the point cloud obtained from the pRSSI readings.
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To carry out accurate measurements with an error of less than one meter, we used the Google
Maps© tool, specifically the “Measure distance” option. Figure 14 shows the process of obtaining the
sites for measuring RSSI power.
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We are convinced that the use of strategically located gateways that comply with the LoRa and
LoRaWAN specifications, namely in terms of the power and gain of the external antennas, will have a
considerable impact on the coverage and power of the received signal.

7. Discussion

Relevant facts related to the COVID-19 pandemic obliges us to think about new approaches of
fast application regarding the protection and monitoring of the elderly, while promoting physical
distancing and keeping them in their comfort zone, with the current proposal serving as a catalyst for
a fast implementation of systems that can save human lives. In the case of housing, actuators may be
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incorporated that will trigger certain actions, such as cutting the gas, water supply or electrical power,
as well as triggering the discharge of fire-retardant chemicals.

Using the system proposed, isolated inhabitants, mostly the elderly, can move freely through
the outside spaces of their homes without feeling confined in terms of their freedom and privacy,
and in case of suffering some type of accident, fall or change in vital signs, a distress mechanism
can be triggered by entities, family or friends, acquiring access to the GPS coordinates of their most
recent location.

Taking into account both the current situation of the COVID-19 pandemic in Portugal and across
the world, elderly people, who are naturally more vulnerable, and their families can benefit from this
system, essentially due to the fact that family members, firefighters and security forces will have access
to users’ information and will be able to trigger a support action whenever any critical value in a given
sensor is reached.

By including monitoring alongside georeferencing, the event of a fall or immobilization outside
the residence will also enable the triggering of rescue means.

One of the most frequent causes of death in Portuguese rural regions has to do with carbon
monoxide poisoning related to the use of braziers. This is another situation in which there can be a
considerable benefit—whenever the sensors detect too high values of carbon monoxide, support teams,
security forces or family members can provide support immediately.

It is also important to refer to the data obtained in the RSSI power readings, which raise some
doubts in terms of coverage, as analyzed in the results section. The global solution to solving these
coverage failures must use gateways with redundant and multichannel coverage, so that there is no
blocking of devices when a gateway is sending data. When a device (LoRa node) sends data, it can be
received by several gateways, though, depending on the quality of the received RSSI signal, only one
gateway sends data, with the other data being discarded.

Another issue to be considered in this field is related to the placement of the antenna of each
gateway, ensuring that they are properly located, at strategic points, in order to maximize the gain.

8. Conclusions

This article explores a very relevant application area for society, considering the potential
underlying Long-Range (LoRa) telecommunications equipment and devices that are currently available
on the market at low cost, but with high potential. The massification of IoT, directly related to the use
of these miniaturized devices in the field of ubiquitous and pervasive computing, provides an excellent
opportunity for their use in the follow-up and monitoring of elderly people and in the monitoring of
their homes, namely with sensors that can detect floods, gas leaks, excess carbon monoxide, fires and
other data.

The use of LoRa and TTN networks is specifically targeted at agricultural production and farming
as well as the monitoring of environmental conditions in cities. Our approach, by introducing aspects
related to the monitoring of people who are in a particularly vulnerable situation, especially the elderly,
derived from COVID-19, is a challenge for us. We believe that we have demonstrated that it is possible
to monitor people and their homes, offering them more security as well as a low-cost system, while
ensuring their privacy.

Nevertheless, there are some barriers to the mass use of systems based on this technology, first of
all due to the weak network of gateways available in the region, making it necessary to carry out studies
on the implementation of equipment that reduces the shadow zones and allows redundant coverage.

Another relevant factor is related to the frequency of sending data and the volume of data
produced, since LoRa networks are not designed to send large volumes of data, nor to be permanently
connected in order to send data at a high frequency, for example, every 5 s. They are usually designed
to send data in intervals of several minutes (10 to 30 min or more), which, to guarantee assistance to
individuals in danger or who have experienced an accident, may be too long and may save lives or
minimize risks. For this reason, the use of Artificial Intelligence with machine learning algorithms
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can make an important contribution, foreseeing and anticipating risk situations and minimizing the
probability of risky events occurring.

As in all data collection systems with continuous processes, having production databases in Online
Analytical Process (OLAP) mode would be ideal; however, given the restrictions mentioned above, it is
not currently possible to have systems that are capable of continuous data analysis processes. Thus, the
inclusion of data mining, machine learning and Artificial Intelligence algorithms will have to operate
on previously prepared databases rather than on production databases, using the concept of data
warehousing, with pre- and post-processing. However, this does not invalidate the fact that, through
Node-RED, a continuous connection for data analysis can be established, for example, by Message
Queue Telemetry Transport (MQTT), which is the standard for IoT messaging.

Finally, it should be noted that, in order to guarantee all ethical and data protection principles
in future work, the National Data Protection Commission will be informed of the objectives of our
system and the way in which it functions. Anonymous data collection authorization will be requested,
for statistical purposes only, such as for academic and scientific research.

9. Future Work

In terms of future work, the implementation of a robust system is foreseen, with technology that
is more suitable for the common user, such as miniaturized sensors, and with a second-generation
prototype, where the various sensors proposed here are all operational and coupled.

Another feature to be developed includes the use of Artificial Intelligence with machine learning
algorithms, so that the data acquired by the system can be used in predictive and data mining methods
and algorithms. With this functionality, it becomes possible to predict risk situations for the elderly,
anticipating situations that could be harmful. As an example, when some parameters of the user’s
body position are successively exceeded, perhaps meaning a situation of imminent risk of falling,
a possible preventive action can be triggered.

This approach will be based on studies carried out on subjects, namely the study presented in [68],
where the authors characterize different types of sensors and their applications to prevent and predict
both fall situations and the possible factors contributing to falls, namely physiological and biological
factors. Real-time monitoring of the elderly can benefit from the use of data mining algorithms, namely
Support Vector Machine (SVM), Gaussian Distribution of Clustered Knowledge, Multilayer Perceptron,
Naive Bayes, Decision Trees, ZeroR, and OneR to gain insights into the data in order to detect and even
predict future falls, as referred to in [69]. The integration of the system with Cloud platforms, namely
the commercial platforms of Azure ML [70] or MathLab ML [71], may be an option, but they have high
maintenance costs, so opensource platforms are the most favorable option, namely Node-RED [72].

The implementation of machine learning flows in Node-RED can be performed on a small
low-cost computer, “Raspberry PI 3”, by simply installing the necessary software and its dependencies,
“[node-red-contrib-machine-learning]”. This library adds the necessary functionalities to Node-RED to
implement flows and to test and evaluate the predictive methods of machine learning incorporated in
the tool. Figure 15 shows a set of sample workflows for a predictive method, in this case a decision
tree classifier.
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Abstract: This paper proposes an approach to the geospatial assessment of a territorial road network
based on the fractals theory. This approach allows us to obtain quantitative values of spatial complexity
for any transport network and, in contrast to the classical indicators of the transport provisions of a
territory (Botcher, Henkel, Engel, Goltz, Uspensky, etc.), consider only the complexity level of the
network itself, regardless of the area of the territory. The degree of complexity is measured by a
fractal dimension. A method for calculating the fractal dimension based on a combination of box
counting and GIS analysis is proposed. We created a geoprocessing script tool for the GIS software
system ESRI ArcGIS 10.7, and a study of the spatial pattern of the transport network of the Ukraine
territory, and other countries of the world, was made. The results of the study will help to better
understand the different aspects of the development of transport networks, their changes over time
and the impact on the socioeconomic indicators of urban development.

Keywords: geoinformation technology; fractal dimension; territorial road network; box-counting
framework; script Python; ArcGIS

1. Introduction

The development of an efficient transport infrastructure is one of the most pressing problems
both for the whole territory of Ukraine and for other countries. As is known, a transport system has
fairly high dynamics of development, and the effectiveness of its function depends on the quality of its
organization and management. The presence of a large number of diverse properties and characteristics
makes it impossible and inefficient to manually process large flows of input information. This increases
the relevance of the development and implementation of automated approaches and analysis tools,
as well as appropriate tools for working with geodata. The best modern tool for the analysis of spatial
information is geographic information technology, which combines the functionality of traditional
cartography and intelligent data processing in geographic information systems (GISs) [1].

An important aspect of the application of GISs is solving environmental problems, including
terrain analysis, hydrological modelling, land use analysis and modelling, ecological modelling,
and ecosystem service valuation [2]. GIS techniques and procedures have an important role to play in
analyzing the multicriteria decision problems of planning and management. A variety of theoretical and
methodological perspectives on multicriteria decision analysis (MCDA) in GISs have been suggested
over the last 20 years [3]. Examples of spatial problems that are successfully addressed by integrating
MCDA and GISs are suitability multicriteria analysis and site selection analysis [4]. GIS technology can
also be useful in planning the development of engineering infrastructure facilities and the construction
of environmentally hazardous facilities [5]. In [6], practical examples of the use of GISs in sustainable
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urban planning are shown. GIS technologies allow one to observe and register changes in urban areas,
manage the complex process of urban growth, and also help assess the impact of various multicriteria
decision-making procedures for urban planning. Besides that, a GIS enables planners to develop and
analyze urban transport development models and solve various transport-related problems.

One of the important indicators characterizing the transport system of any country is the transport
provision of the territory. The transport provision level of the territory is traditionally estimated by
the transport network density, the calculation of which involves using the coefficients of Botcher,
Henkel, Engel, Goltz, and Uspensky [7]. A territory transport provision analysis example, based on
the calculation of the Engel and Uspensky coefficients for assessing the impact of the transport system
on economic security, is presented in [8]. The main drawback of the given coefficients is their use in
the calculation formulas of the entire area of the territory instead of the inhabited area, which does not
always adequately reflect the real picture. In order to take into account only the level of complexity of
the transport network itself, and to not tie the indicator of transport provision to the area, it is proposed
to calculate this indicator based on the fractals theory.

A fractal is a geometric figure that has the property of self-similarity; that is, it is composed of
an infinite number of parts, each of which is similar to the whole figure [9]. The basic property of all
fractal structures is their dimension. Although there is no exact definition of fractals, Mandelbrot B., the
scientist who was the first to introduce the concept of fractals into science [10], gave his definition, stating
that “A fractal is by definition a set for which the Hausdorff–Besicovitch dimension strictly exceeds
the topological dimension” [11]. Unlike Euclidean geometry, in which dimensions are expressed in
integers, the dimensions of fractal geometry can be expressed by fractional numbers between one and
two in a two-dimensional space [12]. The bigger the non-integer value of the Hausdorff–Besicovitch
dimension, the more irregular and complex the shape of the object.

The fractal geometry theoretical foundations development has contributed to the widespread use
of fractals to describe various spatial phenomena in urban geography, urban morphology, landscape
structure, and transport networks [13,14]. In [15], it was shown that the fractal geometry brings
very effective apparatus to measure an object’s dimension and shape metrics in order to supply,
or even substitute, other measurable characteristics of the object. Based on the fractal geographical
interpretation, scientists are exploring the relationship between various aspects of urban space and the
fractal dimension of cities and its changes over time [16,17]. In [18], it was shown how information
on the fractal dimensions of the urban bounder and urban area can be used as a parameter for
decision-making in the spatial development field, such as in the case of new residential area planning.
The calculation of the fractal geometry of urban land use, performed in [19], made it possible to study
the dynamics of urbanization and city expansion over recent years. Some aspects of the interpretation
of the results of fractal analysis, as well as the analysis of scientific publications on the use of fractal
models for urban analysis and planning, are presented in [20].

The calculation of fractal characteristics and research of the fractal pattern in the spatial structure of
urban road networks provide extremely useful information for urban planning [21,22]. In particular, [23] used
a modified box-counting method to describe the fractal properties of urban transportation networks and
investigated the relationship between the mass size of cities and the complexity of their road systems. In [24],
a box-counting method was applied to obtain a simple statistical model for determining the efficiency of
filling the space of the transport system and identifying the variation in the level of fractality within the city
itself and between parts of the city.

In this study, we propose a model for the geospatial assessment of the transport development of any
land area based on the fractals theory. By transport development, we mean the provision of a territory
with transport routes. This model will solve the problem that arises with the reliability of previous
indicators that assess the level of transport development, based on the ratio of the transport network
length and the territory area. Such areal indicators may give unreliable results when comparing the
transport development of different countries such as, For example, the territory of Bolivia, which has an
uneven population density associated with the presence of the Andean mountains, and the Amazonian
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jungle, which contributes to the lack of transport networks in that part of the country. Such features
should be taken into account, and when calculating transport development, only the area of inhabited
areas should be taken into account.

The use of the territory transport development indicator on the basis of the roads fractal dimension
will allow for excluding the use of the territory area value and take into account transport network
structure peculiarities by itself, while also getting a geospatial estimate of the road network complexity.

Thus, the purpose of this study is to create a model for the quantitative geospatial assessment of
the territorial road network, based on the fractal dimension of roads and its implementation in the
form of GIS-oriented software (scripted geoprocessing tool) for ArcMap 10.7.

2. Statement of the Problem

2.1. Classical Indicators of the Transport Provision of Territories

The concept of transport development of territories is associated with such concepts as transport
provision, which reflects the quality level of transport services for facilities and the population.
Obviously, the more developed the network of communication lines in a particular region, the higher
these indicators are. To assess transport provision, quantitative indicators are usually used that
express the ratio of the length of tracks to a unit area of a territory, or to a certain number of residents,
production volumes, or other factors. For example, there are the coefficients of Engel (1), Goltz (2),
and Uspensky (3) [8]:

kE =
L√
SH

(1)

kG =
L√
SN

(2)

kU =
L

3√SHt
(3)

where L is the length of the transport network in km, S is the area of the developed territory in
thousands of km2, H is the total population in thousands of people, N is the number of settlements,
and t is the total weight of the cargo sent to the territory.

When exploring the transport provision of a territory, it is not valid to compare the length of
the transport networks with the area of the territory. It is assumed that moving away from the areal
component and analyzing the level of complexity of the transport network itself may become more
rational. A good example is a study of the calculation of the transport provision of a territory based
on the theory of fractals, which is displayed in [25]. In contrast to the indicators in Equations (1)–(3),
an indicator based on the fractal dimension excludes the area of the territory and takes into account the
structural features and complexity of the road network itself, where the fractal dimension of each cell
of the territory reflects a certain level of its density of the road network.

2.2. Calculation of the Transport Provision of Territories Based on the Fractals Theory

It is known that the Hausdorff–Besicovitch dimension is a natural way to determine the dimension
of a subset in metric space. In three-dimensional Euclidean space, the Hausdorff–Besicovitch dimension
of a finite set is zero, the dimension of a smooth curve is one, the dimension of a smooth surface
is two, and the dimension of a set of nonzero volume is three. For more complex (fractal) sets,
the Hausdorff–Besicovitch dimension may not be an integer [26].

The determination of the Hausdorff–Besicovitch dimension can be considered by measuring the
dimension of a curve (Figure 1), which is covered by a fixed grid of squares with a side ε > 0. Each point
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of a linear object belongs to one of the squares. Squares in which there are no points are not taken into
account. The sum over all the squares covering the object (Hausdorff measure) has the following form:

mp =
∑

εp (4)

where p is an arbitrary parameter.
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There is a critical value of p0 such that lim
ε→∞mp = ∞ for all p < p0 and lim

ε→∞mp = 0 for all p > p0.
This value p0 = DH is the value of the Hausdorff–Besicovitch dimension.

For example, for a square Q having a unit size with ε = 1/10, the number of square boxes covering Q
equals N (ε) = ε−2 = (1/10)−2 = 100. The Hausdorff measure is mp (Q) = N(ε)εp = εp−2. Let us say ε→ 0.
Then, mp (Q)→∞ for all p < 2, and mp (Q)→ 0 for all p > 2. Thus, DH (Q) = DimQ = 2.

The dimension in general is determined by the law of similarity:

N(ε) ≈ 1
εD (5)

By taking the logarithm of the right and left sides of Equation (5), we obtain

lnN(ε) = −Dlnε (6)

D = lim
ε→∞

lnN(ε)

ln(1/ε)
(7)

where N(ε) is minimal number of the square boxes covering the object and ε is the square box size.
Let us give a definition of the transport provision of the territory based on the fractals theory [20].
We will consider the geospace (territory) as a two-dimensional space, and the maximum transport

provision of the territory is the possibility of getting from each point of this territory to any other point
in the shortest distance.

By destination points, we mean areal objects (points) whose dimensions (area) in this scale of
research are negligible. Then, any territory can be represented as a finite number of such areal objects
on a certain scale. A hit at any point of the area of the object is equivalent to falling into its center.

Since it is necessary to cover with points the entire investigated territory, it is advisable to choose
the corresponding figure, a hexagon, as an area object. Thus, the transport development of the territory
will be at a maximum when all the centers of the hexagons are interconnected by faces (a linear object)
(Figure 2). These line features are actually roads on a territory map.
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Figure 2. An example of maximum transport provision of territories.

Since any line to a certain scale is a fractal, the transport provision of the territory can be understood
as the desire of the roads to occupy the entire area on which they are located. Therefore, the level of
transport provision of the territory (TP) can be represented as the ratio of the fractal dimension of the
studied road to the dimension of the area (equal to 2) or, taking into account Equation (7) [25], this can
be expressed as

TP =
1
2

lim
ε→0

lnN(ε)

ln(1/ε)
(8)

3. The Main Research

3.1. Research Methodology

The research methodology provided for the development of a model for the geospatial assessment
of a territory’s transport development is based on the fractals theory, in accordance with Equations (7)
and (8).

In this study, the box-counting method was used to calculate the fractal dimension [9,27].
The essence of the method is as follows. The original dataset was split into a square box of size ε as a
fixed grid (Figure 1). Next, the minimum number of square boxes N (ε) that cover the original object
was calculated. Calculations of N(ε) were performed for various sizes of ε. For a small ε value, the
square box number should behave like ~ε−D, and in this case, logN(ε) = D·log1/ε. According to the
data obtained, we constructed a dependence of the following form:

lnN(ε) = f (ln(1/ε)) (9)

Then, we calculated its slope d, defined as

D = − lim
ε→0

lnN(ε)

ln(ε)
(10)

To find the slope of Equation (8) in logarithmic scale, we had to build the general linear regression,
expressed in the following form:

lnN(ε) = α+ βln(1/ε) + ∆ (11)

where ∆ represents the error of a linear approximation.
The transport development of the territory was calculated as the ratio of the studied road

dimension to the area dimension (i.e., a dimension equal to 2), based on Equation (8).
To implement the model, was created a Python script that calculated the fractal dimension for a

polyline shapefile with a road network in the ArcMap program of the ArcGIS platform. In accordance
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with the proposed model, the study area was covered with a network of hexagons of a given size.
Then, using the box-counting method, the road network fractal dimension and the territory transport
development within each hexagon were calculated, as in Equation (8).

The script execution result was a polygonal shapefile, the attribute table of which had a numerical field
added with the territory transport development’s calculated value for each polygonal object (hexagon).

As they were required for the script to work, base maps of the administrative area (boundary)
and the road network were imported from the OpenStreetMap dataset in .shp format [28].

Modeling was performed for the following countries: Ukraine, Germany, and Bolivia. To compare
their transport development level values, the same hexagon size was chosen, equal to 1000 km2, so that
most settlements had a single transport development and did not introduce additional errors into the
study on the selected scale of countries. In the attributive tables of polyline layers of the road networks
of countries, using an SQL query, only major trunk roads of international and regional importance were
selected. These polyline features are tagged with highway = (motorway; trunk; primary; secondary).

Testing of the script was also carried out for a large-scale map, representing the territory of the city
of Odessa (Ukraine). All road types were considered, including streets and roads within residential
areas. The hexagon area was chosen as 0.25 km2. The results obtained made it possible to compare the
network fractal dimension indicators within the same settlement.

3.2. Results

For geospatial assessment of the transport provision of territories, a geoprocessing tool was
created: an autonomous Python script that allowed one to calculate the fractal dimension for vector
geodata with a linear geometry type.

ArcGIS contains a large library of geoprocessing tools for spatial modeling and the analysis
of geographic data. The tools are grouped into toolboxes by the type of actions they perform
(e.g., 3D Analyst, Spatial Analysis, and Cartography) [29,30]. To provide access to all standard ArcGIS
geoprocessing tools via Python code, the ArcPy library was imported. In addition, the NumPy and
SciPy libraries were imported into the script, allowing the use of high-level mathematical functions
with data arrays, including data linear approximation [31,32].

Two inputs to the script were entered: a polygon shapefile with the administrative boundary of
the study area and a polyline shapefile with the road network (Figure 3). In addition, it was necessary
to indicate the area scale for fractal analysis (i.e., the area of one hexagon on the ground).
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Figure 3. Python script interface.

When running the script using the GenerateTessellation() tool, a polygon shapefile (Hexagons.shp)
was created with regular hexagons of a given area (Figure 4), which covered the study area and was
then used to calculate the fractal dimension of the roads. The attribute table of this layer contained an
ID column with a unique code for each hexagon object.
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Figure 4. Hexagon polygon shapefile covering the study area.

Using the Intersect() tool, the intersection of linear objects of the Roads.shp road network with the
Hexagons.shp hexagon layer was performed. According to these results, each section of the road was
assigned the ID of the hexagon in which it was located. The combination of road sections belonging
to one hexagon into a single object that had an ID that matched the hexagon ID was performed
using the Dissolve() tool. The resulting polyline shapefile would then be used in a script called
HexagonsDiss.shp.

The calculation of the fractal dimension was carried out in a cycle for each polygonal object from
the Hexagons.shp attribute table. In each iteration of the cycle, using the CreateFishnet() tool, a grid
was constructed with the cell size ε, and the number of squares N(ε) that covered all linear objects
(roads) inside the current hexagon was calculated.

Calculations of N(ε) were carried out for various values of ε. There were five steps. Each hexagon
was covered by a grid with 1, 4, 16, 64, and 256 squares, and the size of the square decreased by 1, 2, 4,
8, and 16 times, respectively (Figure 5).

Future Internet 2020, 12, x FOR PEER REVIEW 7 of 14 

 

 

Figure 4. Hexagon polygon shapefile covering the study area. 

Using the Intersect() tool, the intersection of linear objects of the Roads.shp road network with 

the Hexagons.shp hexagon layer was performed. According to these results, each section of the road 

was assigned the ID of the hexagon in which it was located. The combination of road sections 

belonging to one hexagon into a single object that had an ID that matched the hexagon ID was 

performed using the Dissolve() tool. The resulting polyline shapefile would then be used in a script 

called HexagonsDiss.shp. 

The calculation of the fractal dimension was carried out in a cycle for each polygonal object from 

the Hexagons.shp attribute table. In each iteration of the cycle, using the CreateFishnet() tool, a grid 

was constructed with the cell size ε, and the number of squares N(ε) that covered all linear objects 

(roads) inside the current hexagon was calculated. 

Calculations of N(ε) were carried out for various values of ε. There were five steps. Each hexagon 

was covered by a grid with 1, 4, 16, 64, and 256 squares, and the size of the square decreased by 1, 2, 

4, 8, and 16 times, respectively (Figure 5). 

 

Figure 5. Steps for executing the box-counting method. 

The calculation of the fractal dimension was carried out using linear approximation by the 

method of least squares. As an estimate of the fractal dimension, the slope value of the straight line 

was used. The following is a fragment of the program code for a script that calculates the coefficients 

α and β of the linear function in Equation (10) using the least squares method: 

#Target function 

fitfunc = lambda p, x: (p[0] + p[1] ∗ x) 

Figure 5. Steps for executing the box-counting method.

The calculation of the fractal dimension was carried out using linear approximation by the method
of least squares. As an estimate of the fractal dimension, the slope value of the straight line was used.
The following is a fragment of the program code for a script that calculates the coefficients α and β of
the linear function in Equation (10) using the least squares method:

#Target function
fitfunc = lambda p, x: (p[0] + p[1] ∗ x)
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#Distance to the target function
errfunc = lambda p, x, y: (fitfunc(p, x) − y)
#Minimize the sum of squares of a set of equations; p1 = [α,β]
p1,success = optimize.leastsq(errfunc, [0,0], args = (logx, logy))
For the example shown in Figure 5, changes to N(ε) as a function of ε are given in Table 1.

The regression line to estimate the fractal dimension is shown in Figure 6.

Table 1. The change of N(ε) versus different values of ε for the example in Figure 5.

Steps Step 0 Step 1 Step 2 Step 3 Step 4

N(ε) 1 4 11 28 65
ε 1 0.5 0.25 0.125 0.0625
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Figure 6. The regression line to estimate the fractal dimension.

After performing linear regression, an equation of the following form was obtained:
ln(N(ε)) = 0.1992 + 1.4852ln(1/ε) + ∆. The slope of this curve is equal to the box-counting dimension
d = 1.4852. Accordingly, the level of transport provision, in accordance with Equation (11), is equal to
TP = 1.4852/2 = 0.7426.

Figure 7 shows examples of roads of various fractal geometries and the values of the indicator of
transport provision of the territory calculated for them.
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Figure 7. Fractal dimensions and transport utilization rates for different road patterns.

The script operation algorithm is shown in Figure 8. The result of the script was a vector layer of
hexagons, the attribute table of which contained calculated values of the level of transport provision
for each hexagon in the TP field. The resulting value fell in a range from zero to one.
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4. Discussion

Using the created script, as an example of use, a map of the transport provision of Ukraine was
constructed, shown in Figure 9.
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The area of the hexagonal cell of the fixed grid was chosen, equal to 1000 km2. The resulting
vector map, consisting of 710 polygon features, was classified by the TP field, which contained the
calculated values of the transport provision indicator in accordance with Equation (11).
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The script execution time was 44 m 54 s. For simulation, a PC with modest technical characteristics
was used: an Intel Pentium Processor G4400 (3 M Cache, 3.30 GHz) with an Intel HD Graphics
510 integrated graphics processor, 4.00 Gb DDR4 RAM, and an Asus H110M-K motherboard.
When using a PC with better performance, one should expect a reduction in script execution time.

In the territory of Ukraine, low values of fractal dimensions are observed in the absence of
settlements and an increase in its values in the vicinity of cities. At the same time, the relationship
between the size of the population of the city and the growth of the area with a high fractal dimension
index around it is clearly traced.

In percentage terms, in 11% of the Ukraine territory, transport provision is less than 0.5 (very low
value with a sparse road network). In 14%, the level of transport provision is from 0.5 to 0.625
(low value with a sparse road network; that is, there are single primary roads crossing the territory).
In 63%, the value of the indicator is from 0.625 to 0.8 (average value; that is, there is a network of
primary roads between settlements). Lastly, in 12%, a high level of transport provision appears in a
range from 0.8 to 0.855.

If we compare the transport provision of different countries around the world, we can see the
relationship between the population density and the growth of the territory with a high fractal dimension
index. In Figure 10, (a) shows the result of calculating the transport provision of Bolivia, located on the
continent of South America, which has a low population density, and (b) shows Germany, a country
in Europe with a high population density. The area of the hexagonal cell of the fixed grid was also
chosen to be 1000 km2. The simulation results are presented in Table 2. In 61% of Bolivia’s territory,
the indicator of transport provision is less than 0.5, including 47% of the territory that lacks a road
network (i.e., the indicator is zero). This is due to the presence of large areas of Amazonian rainforests in
this part of the country. The Bolivia territory is also crossed by the Andean mountains, which contributes
to the scarcity of transportation lines. In the remaining 39% of the territory, various values of transport
provision are observed, with a predominance of values in the range from 0.5 to 0.79. As for Germany,
about 79% of its territory has a transport provision index above 0.625, including 34% above 0.75.Future Internet 2020, 12, x FOR PEER REVIEW 11 of 14 
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Table 2. Comparative characteristics of the calculation of transport development of a territory.

Specifications Ukraine Germany Bolivia

Area of the country (km2) 603,628 357,386 1,099,000
Length of paved roads (km) 78,660 45,395 31,216

Population (thousand people) 49,980 83,020 11,350
Hexagon area (km2) 1000 1000 1000
Number of hexagons 710 429 1190

Script execution time (s) 2694 1652 2435
TP < 0.5 (very low) (%) 11 11 60

TP = (0.5 ÷ 0.625) (low) (%) 14 10 23
TP = (0.625 ÷ 0.8) (average) (%) 63 67 17

TP = (0.8 ÷ 0.875) (high) (%) 12 10 –
TP = (0.875 ÷ 1) (very high) (%) – 2 –

Density of roads (km/km2) 0.130 0.127 0.028
Coefficients of Engel (KE) 14.3 8.3 8.8

Table 2 shows the comparative characteristics of the calculation of the transport provision of a
territory for different countries. We also presented these countries’ transport network density values,
calculated as the highway length ratio to the territory area, and the values of Engel’s coefficient,
in accordance with Equation (1). Although it is not possible to compare the indicators of transport
development calculated using Engel’s coefficient (generalized indicator) and the fractal method
(geospatial indicator), the main differences are still visible. The transport development of the territory
of Germany, based on the value of Engel’s coefficient (8.3), is almost 1.7 times less than the transport
development of the territory of Ukraine (14.3) and is practically equal to the transport development
of Bolivia (8.8). However, as can be seen in Figures 9 and 10, the values of transport development in
Germany in most of the territory, calculated by the fractal method, have medium and high values,
reaching 0.917 in individual hexagons, while for Ukraine, the maximum transport development value
does not exceed 0.855.

The transport network fractal dimension calculation, in accordance with the proposed algorithm,
can be performed for any land area, such as cities and towns. In this case, when using larger scale maps,
one should choose a smaller hexagon size. Figure 11 shows the result of modeling the fractal dimension
for the city of Odessa (Ukraine), the area of which is 163 km2. The data source is the OpenStreetMap
map service. All road types were considered, including streets and roads within residential areas.
The hexagon area was 0.25 km2.
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The obtained modeling results (Figure 11b) allowed us to identify differences in the level of
fractality within the city itself and compare the transport development indicator between parts of
the city. A high or very high level of transport development (0.8–0.94) was found for the central and
coastal regions, the most inhabited areas of the city of Odessa, while the suburban areas had a low
level of transport development (0.5–0.625).

5. Conclusions

This paper proposes a geospatial approach to the study of transport provision based on the
fractal dimension of roads, which allows one to obtain quantitative values of provision (level of spatial
complexity) for a road network of any land territory. An algorithm for calculating the fractal dimension
of roads based on the box-counting method was developed, and a scripted geoprocessing tool for
ESRI ArcGIS 10.5 was created. The Python code for the FractalDimensionCalculation script has been
uploaded to the GitHub repository, available to download for free (https://github.com/kuznichenko-s/
FractalDimension).

Using the developed script, a study of the density of the road networks of the territory of Ukraine
and other countries of the world was carried out. Additionally, the script was used to study urban and
suburban areas (for example, the city of Odessa). The resulting map of the geospatial assessment of the
transport development indicator made it possible to identify differences in the level of fractality within
the city itself and compare the indicator of transport development between parts of the city.

The proposed quantitative model and script can be useful for scientists studying urban transport
networks, in order to analyze the dynamics of their change over time, as well as to compare the level
of complexity of transport networks in individual urban areas and their impact on socioeconomic
indicators of urban development.

Given the high computational complexity of the algorithm, the development of parallel algorithms
for calculating the fractal dimension (for example, on GPUs) can be a vector of subsequent research in
this direction.
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Abstract: An index of the release of open government data, published in 2016 by the Open
Knowledge Foundation, shows that there is significant variability in the country’s supply of this
public good. What explains these cross-country differences? Adopting an interdisciplinary approach
based on data science and economic theory, we developed the following research workflow. First,
we gather, clean, and merge different datasets released by institutions such as the Open Knowledge
Foundation, World Bank, United Nations, World Economic Forum, Transparency International,
Economist Intelligence Unit, and International Telecommunication Union. Then, we conduct feature
extraction and variable selection founded on economic domain knowledge. Next, we perform several
linear regression models, testing whether cross-country differences in the supply of open government
data can be explained by differences in the country’s economic, social, and institutional structures.
Our analysis provides evidence that the country’s civil liberties, government transparency, quality of
democracy, efficiency of government intervention, economies of scale in the provision of public
goods, and the size of the economy are statistically significant to explain the cross-country differences
in the supply of open government data. Our analysis also suggests that political participation,
sociodemographic characteristics, and demographic and global income distribution dummies do
not help to explain the country’s supply of open government data. In summary, we show that
cross-country differences in governance, social institutions, and the size of the economy can explain
the global distribution of open government data.

Keywords: data science; open government data; governance and social institutions;
economic determinants of open data

1. Introduction

Open data (OD) refers to information that has been generated by public or private entities and then
published under a license that allows its use, reuse, and distribution freely [1]. Information collected
and released from the public sector (e.g., transportation, pollution, agriculture, education, health,
and census, among others) is referred to as Open Government Data (OGD) [2]. The public sector
is considered one of the main contributors to the open data movement, due to the vast amount of
information it generates [3]. According to [4], during recent years, there has been an increase in
the number of countries that are adopting open data policies as part of their governmental agenda.
Authors also argue that this trend is related to the potential benefits that OGD offers as a shared value
(social and economic). From the social perspective, OGD is considered as a trigger of transparency,
accountability, fighting against corruption, and the empowerment of citizens. The economic aspect of
OGD is related to fostering innovation, enterprise opportunities, and job creation, because OGD is
considered a production asset in the digital economy.
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Additional evidence of global interest in the open data topic is the recent creation of different
portals in which governments consolidate their data from different public entities (e.g., education,
health, transportation) on a single website in order to release their data for free and collective
use. Some examples of these portals developed by governments are the US (https://www.data.
gov/open-gov/), Canada (https://open.canada.ca/en/open-data), Brazil (http://www.dados.gov.br/),
Mexico (https://datos.gob.mx/), or the European Data Portal (https://www.europeandataportal.eu/en)
funded by the European Commission. Other aspects related to open data interests are the initiatives
constituted in conjunction with citizens, academics, and non-governmental organizations that are
creating indexes, such as the Global Open Data Index (GODI) (https://index.okfn.org/), Open Data
Barometer (ODB) (https://opendatabarometer.org/?_year=2017&indicator=ODB), Open Data Watch
(ODW) (https://opendatawatch.com/), and Open Data Impact (ODI) (https://odimpact.org/) which are
measuring the amount of data published by different governments around the world, as well as potential
benefits and challenges (technical, legal, economic, social) that these public datasets (e.g., education,
health, transportation) are generating in society.

Although there has been an increased interest in the phenomenon of open government data,
most research has been conducted by applying qualitative methodologies through surveys, case studies,
and desk research focusing on diverse topics, such as challenges and barriers in adopting and
implementing open government data initiatives, and other qualitative studies have been focused on
the release, provision, or value of these public datasets [5–7]. However, there is a gap in the literature
for analyzing and measuring the determinants of the supply of open government data adopting a
quantitative approach. This work pretends to fill this gap and contribute to the state of the art of open
government data, providing a statistical analysis explaining countries’ variabilities of the release of
open government data through economic, social, and institutional factors. According to the Global
Open Data Index published in 2016 by the Open Knowledge Foundation (OKF) (https://okfn.org/),
there are significant differences across countries in the supply of open government data. In particular,
Australia, the United Kingdom, and France obtain the highest GODI scores reported by the Open
Knowledge Foundation (meaning that these countries contribute the most to the supply of open
government data), while countries such as Myanmar, Barbados, Malawi, and Botswana obtained the
lowest records on the GODI score (meaning that, in a global comparison, these countries contribute the
least to the supply of open government data). This leads us to the following question: What explains
the high heterogeneity in the global supply of open government data?

The objective of this paper is to provide an answer to this question by extending a single academic
perspective, due to this research being based on an interdisciplinary approach aligned by the fields
of data science and economics. The intersection point of these disciplines involves analyzing and
estimating the determinants of the heterogeneity in the supply of global open government data by
means of gathering information from different sources, featuring extraction and variable selection,
modelling through the implementation of statistical methods, and explaining the effect and relationship
of this heterogeneity. On the one hand, the data science approach is implemented in order to
systematically create a data pipeline collected from different portals. This task is executed following
a process of obtaining, scrubbing, exploring, modelling, and interpreting (OSEMN) the information
collected from several sources. Then, we apply feature engineering in order to extract and analyze
the data by way of a regression model that seeks to analyze the statistical association between some
political and economic determinants of open government data. To estimate our model of regression
analysis, we develop a sample with country cross-section data with data of the Global Open Data
Index (GODI) for the year 2016. In this process, we solve empirical issues that arise in the regression
analysis, such as multicollinearity, heteroscedasticity, missing data, outliers, and high dimensionality
with our target variable (open government data).

On the other hand, economic theory is adopted to develop an empirical analysis (using our
data pipeline) for the analysis of variables and their justification based on domain knowledge.
Open government data is considered as a pure public good [8]; that is to say, we consider open
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government data as satisfying two important properties: it is a non-excludable (once open government
data is provided, then any person who seeks access can have access to that good) and it is a non-rival
good (the consumption of open government data by some agent does not preclude the consumption
of the same good by everyone else). Applying this theoretical framework, we test if political and
social institutions such as civil rights, transparency, quality of democracy, and political participation,
as well as economic and sociodemographic characteristics at the country level (such as the size of the
economy, the efficiency of the government, the demand for Internet services, the median age of the
population of a country, and the size of the population), can explain the global variability in the supply
of open government data.

Using a cross-country regression model, our analysis provides evidence that cross-country
differences in governance and social institutions such as civil liberties, government transparency,
and the quality of democracy are statistically significant predictors of cross-country differences in the
supply of open government data. Our estimates suggest that the government’s transparency and civil
liberties have a marginal positive and statistically significant effect on the supply of open government
data. In our model, our variable that captures changes in the demand of web resources, that being the
penetration of users (the proportion of Internet users over the country’s population), is also positively
and statistically significant in all of our estimated models.

In addition, our indicators of the efficiency of government intervention and economies of scale
in the provision of public goods (analyzed through the variable population in each country) are also
statistically significant predictors of cross-country differences in open government data. Our models
also provide weak support to the hypothesis that open government data is a normal good; that is to
say, countries with higher incomes are associated with higher levels of supply of open government
data. Finally, our estimates suggest that political participation, the sociodemographic characteristics
of citizens, demographic dummy variables, and dummy variables capturing the global distribution
of income do not help to explain cross-country differences of the supply of open government data.
In summary, we find evidence that cross-country differences in the supply of open government data
are associated with the heterogeneity of social and political institutions, and economic factors are also
correlated with the supply of open government data.

It is relevant to mention that the main limitation of our analysis is that we use cross-section data
for our regression analysis, which limits the generality of our results. We decided to use data from the
GODI for the year 2016 because this is the most up-to-date data on the GODI. Even if there is data
for the Global Open Data Index for other years, the Open Knowledge Foundation has clearly stated
that changes in methodology in the calculation of the GODI make unsuitable the comparison of data
between 2016 and other years. This limits the study of what factors could explain the changes of the
GODI over time. However, this limitation could be eased, as long as more data sets become available in
the future that allow other forms of regression analysis, such as regression with panel data, that might
improve the properties of estimation and hypothesis testing, as well as the generality of the results.

The structure of the paper is as follows. Section 2 includes a brief literature review, postulating the
technical, social, economic, and political determinants of global open government data. Section 3
describes the data collection, the preparation process for our analysis, and the identification of the
linear regression model. Section 4 contains the results of our analysis. Section 5 concludes the paper.

2. Literature Review

The adoption and implementation of open data is a socio-technological phenomenon that has been
studied by different disciplines, trying to understand and estimate its dimensions and barriers [9–11].
For instance, the technical outlook is associated with the relevance of improving the data interoperability,
quality, accessibility, usability, accuracy, platforms, and infrastructure needed in order to release open
data [12–17]. The social stance refers to the empowerment that data offers to society such as, for example,
the potential benefits that the information released by governments could produce through transparency
and the accountability of citizens [18–21]. The economic point of view is related to possible impacts on
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the economy that open data could offer through the creation of new businesses, products, and services,
as well as employment [22–24]. This perspective also includes the crucial role that innovation plays as
a driver of economic growth in the private and public sectors using open data [25–30]. The political
perspective covers the strategies, policies, and impacts of the data released by the state [31–34]. The data
published and freely accessible by public entities is referred to as Open Government Data (OGD).
This particular kind of data plays an important role in the open data movement because it is considered
as one of the main supporters through legislations such as the Open Data Directive (https://ec.europa.
eu/digital-single-market/en/european-legislation-reuse-public-sector-information) or global political
initiatives like the Open Government Partnership (OGP) (https://www.opengovpartnership.org/).
These political actions aim at increasing efficiency, promoting transparency, empowering citizens,
and driving a knowledge-based economy through the release of data generated by public sectors.
The study performed in [35] claims that the creation of open data policies is essential for defining the
financial and technological infrastructure required, publication process definition, legal framework
certainty, and political sustainability of open government data (OGD). The author also argues that
open data policies should disseminate the economic and social value of OGD in order to stimulate
the use and reuse of it in society. It is argued in [36] that the release of OGD is relevant because there
are datasets collected by different sectors and for specific purposes (e.g., transportation, pollution,
agriculture, education, health, and census). The authors also claim that OGD is a driver for innovation
and business opportunities for society. Finally, they argue that the infrastructure of these data sets is
paid by taxpayers; therefore, this information is considered a public good.

2.1. Determinants of the Supply of Open Government Data

In this section, we develop an analysis of the determinants of the supply of open government data.
Hence, we explain the incentives of government policy makers to provide goods and services. As we
mentioned before, in this paper, we consider open government data as a pure public good which has
two important properties: it is a non-excludable (once a pure public good is provided, then any person
who seeks to have access can have access to that good) and non-rival good (the consumption of the
good by some agent does not preclude the consumption of the same good by everyone else). In our
analysis, we consider that households and firms demand open government data because they find
value in it; that is to say, households and firms might find open government data valuable because this
information might help them to make rational and informed decisions. This information can also be
used to foster their objectives, such as engaging in civic activities, political debates, and other activities
regarded as desirable. For the case of households and in the case of firms, open government data
might help them to make more efficient decisions (see [22,37,38]).

The literature on public economics has made important contributions to the study of the provision
of this type of good, and this literature can be classified in two distinctive lines of research. The first
line is the normative theory, and the second is the positive theory of the provision of public goods.
The normative literature has emphasized that the preferences of households for private and public
goods, the technology of production, and the costs of taxation that finance these goods are the main
determinants of the provision of public goods (for a comprehensive review of the normative literature
on public goods, see [39] and, more recently, [40]).

In contrast, the positive literature on public goods has emphasized that, in addition to
household preferences and the technology of production, governments are suppliers of public
goods, and candidates to public office are elected through a democratic process. It should be pointed
out that the supply of open data has a production cost and, therefore, governments need to allocate
public budgets for the collection and administration of data. This means that the allocation of budgets
that allow the supply of open government data is subjected to a regular process of political negotiation
in Congress and executive powers. Therefore, the provision of public goods could be explained by
electoral incentives; political candidates seek to win public office, and they compete for votes in an
election to form the government and make decisions over public policy (see [41,42]). For this reason,
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politicians have incentives to provide public goods that benefit a significant proportion of voters in the
electorate, with the hope of attracting votes in the election and maintaining political support while
politicians hold office.

To be more specific about how electoral competition creates incentives for politicians to provide
different levels of goods and services, we describe in detail the quid pro quo of models of electoral
competition (see [41,42]). In a democracy, voters with different socio-demographic characteristics
such as age, gender, and income might demand certain goods and services from the government
because they benefit from these goods and services. Hence, candidates might consider that the
distribution of demands of voters for goods and services from the government might be characterized
by Figure 1. For the purpose of exposition, we assume g is the size of the provision of the public
good. Hence, Figure 1 shows that there might be voters who would like the lowest size of the public
good, equal to gmin (maybe because he or she does not benefit from the provision of this good),
while gmax is the size of the provision of other voters who want the highest level of g in the distribution
(maybe because the personal characteristics of these voters make them benefit a great deal from this
good). Every point in the line shown in Figure 1 represents the ideal policy demanded by a certain voter,
and the position gMV is the ideal policy demanded by the median voter; that is to say, this position is
the voter who is in the middle of the distribution of policies demanded by all voters participating in
the election.
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Figure 1. Distribution of policies demanded by voters.

Models of electoral competition consider that a voter will vote for the party that provides the
policy that is closer to the voter’s own preferences over policies. To see this, assume two parties,
say parties 1 and 2, are competing for the vote of a particular voter, with the ideal policy given by gh
(shown in Figure 2). This voter will vote for party 1 because the policy position of this party is closest
to the voter’s own preferences for this public good or service.
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Hence, models of electoral competition predict that parties who want to maximize the expected
votes to be received in the election should decide to offer the provision of the public good or service
demanded (or desired) by the median voter (see Figure 3). That is, the government should select a
level of its policy equal to g = gMV. By doing so, the expected proportion of the vote for each party is
50% of the vote. If any party deviates from providing the median voter policy, then the party expects to
receive a proportion of the vote lower than 50% of participating voters and will lose the election. Hence,
models of electoral competition make a strong prediction that can be tested empirically: parties who
want to maximize the electoral support from voters in the election should estimate the demand for
goods and services of the median voter.
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A further example of how this mechanism works is the following. Assume the demand of the
median voter for goods and services from the government increases (perhaps because the median voter
has more income and desires more government services). Then, policy makers in the government should
increase the supply of government services to satisfy the demand of the median voter. It is relevant to
mention that there is a great deal of evidence suggesting that public goods, such as education, health,
and infrastructure (roads and bridges), which are provided by national and subnational governments,
are correlated with the incentives of elections and political competition. For global empirical evidence
of such a relationship covering 118 countries for three decades, see [43].

The positive literature on public goods has emphasized that, if elections matter and if there
is perfect electoral competition (as a similar concept to the idea of perfect economic competition),
then parties select the ideal provision of public goods of the median voter [42]. In this case, there is
electoral accountability, meaning that elections create incentives for the provision of public goods
that satisfy at least a majority of voters. However, if there is imperfect electoral competition and
parties have preferences for public goods (that is to say, individuals controlling parties desire certain
types and levels of public goods), then parties might select the ideal policy of activists inside parties
or the ideal policy over public goods of a minority group of voters in the electorate (In an election,
there could be imperfect electoral competition when a party does not have strong incentives to use in
its policy positions to attract a majority of the votes in the election. This could be the case if voters
do not vote for parties based on their policy positions, but instead on party identification (whether a
voter self-identifies with a party), or the choice of the vote could be strongly determined by other
non-policy issues, such as the personal characteristics of candidates (e.g., age, gender). For instance,
if a significant proportion of voters (for purposes of exposition, let us say 30% of voters) vote for
some party based on party identification, then this party does not necessarily select the policy of
the median voter, because this party only needs another 21% of the vote to win the election. In this
case, the policy positions of parties might be heavily influenced by the preferences, rather than the
policies, of candidates or influential groups of voters inside of the party. Hence, there might be low
electoral accountability and, if there is an increase in the demand of voters for open government data,
the government might not respond by changing the supply of open government data. In this case,
the demand of voters for that public good might not be satisfied) (see [44]).

In this latter case, there might be little electoral accountability, and the provision of public goods
might be different relative to the ideal policy of the median voter in the economy (which might be
considered as the ideal public policy for the society as a whole). Hence, the quality of the democratic
process matters to determine the degree of electoral accountability and the size of the provision of
public goods. Hence, for democracies with electoral accountability, if there is an increase in the demand
of voters for open government data, well-functioning governments might increase the supply of open
government data to satisfy the demand of voters for that public good (see [45–48]).

The demand for public goods can also be related with political participation. Citizens express
their demand for public goods and services through voting in elections (see [40,42,49]). The political
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participation of citizens can be observed by different political channels, such as voting in elections,
attending meetings to express their demands for specific goods and services to elected representatives in
congress and executive powers, or by contributing to political campaigns. Hence, we expect that more
political participation leads to more accountability and better governance in democracies. Therefore,
in democracies in which there is electoral accountability, higher political participation should lead to a
better match between the public goods and services demanded by citizens and the supply of such
services by the government.

A well-functioning democracy is also related with the civil liberties of citizens and the provision
of public goods (for analysis along these lines, see [50]). Civil liberties are associated with the access of
free printed and electronic media which provides relevant information to all citizens. Civil liberties can
also be related with freedom of association and protest and, more relevant to our analysis, with political
institutions that foster the free access to the Internet. Hence, we expect that more civil liberties are
positively associated with less political restrictions to access the Internet and, therefore, more demand
of content freely available on the Internet. In this line of thinking, the supply of open government
data should also be positively related to transparency from the government. Transparency might
help well-informed voters and economic agents to make rational decisions about the functioning of
the government. Hence, voters might demand that their government provides useful information
about the decisions of public policy by their elected officials. Therefore, in countries in which citizens
demand more transparency, we could expect that their government satisfies this demand by providing
more open government data.

The literature has also recognized that the sociodemographic characteristics of individuals, such as
age, gender, and marital status, might be important determinants of the demand of public goods and
services. (For a classical analysis on this issue see [51] and, for a literature review of the impact of
socio-demographic characteristics on the size of government spending on public goods and other type
of goods and services, see [50]) Hence, changes in the sociodemographic characteristics of households
are related with changes in the demand for public goods and services (for instance, a change in the
average age of individuals might lead to a change in the demand of certain services such as public
education and public welfare). Therefore, changes in the sociodemographic characteristics of voters in
a democracy might lead to changes in their demand for public goods, and governments have incentives
to change their supply of public goods accordingly.

Most theoretical models that seek to explain the demand of private and pure public goods consider
whether public goods are normal, neutral or inferior (see [52,53]). If a good is normal, then an increase
in the income of households leads to an increase in the demand for such a good. If a good is inferior,
then an increase in household income leads to a fall in the demand of such a good. When income
increases, households might substitute the demand of low-quality goods for high-quality goods,
which might explain why the demand of certain goods might fall as household income increases.
A neutral good does not respond to changes in household income (see [54]). Hence, we could expect
that an increase in the country’s income might lead to an increase (or fall) in the demand of open
government data if this good is normal or inferior, and governments might respond by increasing
(or reducing) the supply of open government data.

In addition, most theoretical models that study the provision of pure public goods consider the
size of the population as an important determinant of the provision of pure public goods (see [39,52,53]).
As we mentioned before, a pure public good is non-excludable (once a pure public good is provided,
then any person can have access to that good) and non-rival (the consumption of the good by some agent
does not preclude the consumption of the same good by everyone else). Under these circumstances,
the non-excludable property of a pure public good means that there could be economies of scale in the
costs of providing a pure public good (see [55]). This means that the per capita costs of providing a
pure public good decrease as the cost of public goods are shared among more people. In addition,
an increase in the size of the population might also be associated with an increase in the size of the
tax base that finances the provision of a pure public good (see [52,53]). This, in turn, leads to a fall
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in the per capita cost of providing public goods, which increases the demand for this type of goods.
Therefore, we could expect that an increase in the size of the population of a country might lead to an
increase of the demand of open government data, and governments might respond by increasing the
corresponding supply of such goods.

In summary, to guide the empirical analysis to be conducted in the following sections, we have
relied on formal economic theory to characterize empirically verifiable tests of probabilistic determinants
on the provision of open government data. In our analysis, we consider open government data as a pure
public good because it satisfies two properties identified in the economic literature: the non-excludable
and non-rival good properties. Based on the contributions of economic theory, we state several
hypotheses about a probabilistic relationship between the supply of open government data by
a country and the quality of democracy, the country’s political participation, civil liberties and
transparency, the sociodemographic characteristics of the country, the size of the economy, the size of
the country’s population, and the demand of content freely available on the Internet.

3. Material and Methods

3.1. Data Collection and Preprocessing

A common task in the economics and data science fields is the collection of datasets from different
sources in order to discover knowledge, patterns, and trends. This activity represents some challenges,
such as the diversity of the data structure, formats, and time consistency, among others. In this research,
we adopted the OSMEN workflow methodology (shown in Figure 4), which is the acronym of obtain,
scrub, explore, model, interpret, proposed by [56], to deal with these challenges. This methodology was
proposed in the data science research community in order to systematically collect data and provide
research transparency and result reproducibility.
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Following this workflow to solve our research question, the first step was to select and gather the
data from several sources, such as (1) the Global Open Data Index (GODI) from the Open Knowledge
Foundation, (2) the global wage report from the International Labor Organization, (3) real interest
rates from the World Bank, (4) the democracy index from the Economist Intelligence Unit, (5) the
education index from the United Nations, (6) age data from the United Nations, (7) Internet use
from the International Telecommunication Union, (8) the corruption perception index (CPI) from
Transparency International, (9) the global competitiveness report (GCR) from the World Economic
Forum, and (10) the gross domestic product (GDP) per capita and purchasing power parity (PPP) from
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the World Bank. In this research, we defined the GODI indicator as our dependent variable (also called
the response or target variable), and the other information extracted from these datasets became our
independent variables (also called label variables).

Once the phase of data acquisition was completed, the next tasks were data integration and cleaning.
The former involved analyzing and merging heterogeneous datasets. For example, some information
was published in a long format and other datasets as wide formats containing different periods of time.
The latter is associated with keeping consistency among datasets, such as homologating the names of
countries because some datasets have different name labels (e.g., in some datasets, the country name
was denoted as the United States of America or Venezuela, RB, and in other datasets, the country
names appeared as the United States or Venezuela, respectively). Another aspect related to the cleaning
process was to identify elements such as missing values, outliers, or other noise elements that could
affect the quality of our model [57].

The next step was related to feature engineering, particularly feature creation, extraction,
and selection. Some of our collected variables were categorical data. Therefore, we needed to
create new variables in order to perform our models. This process is known as one-hot encoding
in machine learning or dummy variables in econometrics. Then, we performed feature extraction,
implementing principal component analysis (PCA), which is the process of dimensionality reduction
from a large number of attributes without losing meaningful information by removing redundant data.
This reduction process helped to identify features that could be more conducive to our analysis [58].
After performing PCA, our analysis indicated that there was multicollinearity in our independent
variables. The topic of multicollinearity is an ongoing research area in feature engineering due to
its implications when using diverse datasets [59–61]. For this reason, we include in the next section
a variable selection process and a robustness check, based on an economic domain knowledge
approach [62] and justified on the theoretical background introduced in the literature [63]. In order to
complete a full sample with the desired variables for our empirical analysis, our final cross-sectional
dataset was constituted by 18 variables and 49 observations during the year 2016. In the next section,
we describe our model generation, interpretation, and results.

3.2. Empirical Analysis

In this section, we test if political and social institutions such as civil rights, transparency, quality of
democracy, and political participation, as well as economic and sociodemographic characteristics at the
country level (such as the size of the economy, the efficiency of the government, the demand for Internet
services, the median age of the population of a country, and the size of the population), can explain
the global variability in the supply of open government data. To test our hypotheses, we used one
of the most popular tools in data science and economics: a linear regression analysis. This allowed
us to estimate the marginal effect of how changes in independent variables (such as the size of the
economy of a country, the sociodemographic characteristics of individuals in a country, civil liberties,
and transparency) affect the supply of open government data. In the next model (see Equation (1)),
we postulate that cross-country differences in the supply of open government data are associated with
political and economic factors that affect the quality of democracy and the incentives of governments
to provide open government data:

Odi = α+ β′X + εi (1)

In Equation (1), the differences in the supply of open government data across countries Odi for
i = 1, . . . I, where the sub-index distinguishes the different countries in our sample, is explained by a
set of k independent variables contained in the vector X (such as political participation, the size of
the economy, socio-demographic characteristics of households, and indicators of demand for Internet
services). The vector β′ = [β1, β2 . . . . . . βk ] represents the marginal effect of exogenous changes in Xi in
our indicator of the supply of open government data; that is to say, ∂Odi

∂Xi
= βi. Our model also allowed

us to test whether the marginal effect of Xi on open government data was statistically significant or not.
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Finally, εi is a random error term from our model. To be more specific, the model we tested in our
analysis is specified as follows:

Odi = α+ β1GdpPPPi + β2Demi + β3PolPari + β4 Libertyi + β5Transi + β6Popi
+β7Agei + β8GovE f f iciencyi + β9IntPeni + εi

(2)

Hence, in Equation (2), our model tests the postulated determinants of the supply of open
government data discussed in Section 2.1 of this paper. Therefore, we were interested in testing
whether the supply of open government data is associated with changes in the economic size of the
country (see GdpPPPi, which is the purchasing power parity of the gross domestic product of a country
and affects the demand of open government data and its corresponding supply). The effect of the
quality of democracy of a country is defined as Demi, which is a metric that measures the function,
state, and trust of political freedoms and civil liberties through pillars such as political participation of
citizens (defined as PolPari), civil liberties (defined as Libertyi), and the transparency of a country’s
government (see Transi).

Other determinants in our model are the size of the population (defined as Popi) and the
sociodemographic characteristics in a country (characterized by the median age of the population of
a country, Agei). Besides that, there is the efficiency of the government (labelled as GovE f f iciencyi),
which is an index that measures and compares per country the burden of government regulation,
legal framework performance, and transparency of public policies, and our indicator of demand
for Internet services (defined by IntPeni, or Internet penetration), which is the number of Internet
users as a proportion of the population in each country. To estimate our model of regression analysis,
we developed a sample with country cross-section data. Our variable for open government data is the
global open government data index (defined as Odi), published by the Open Knowledge Foundation
(OKF), which provides cross-country differences on the supply of open government data.

To estimate the model in Equation (2), we used a cross-section analysis with data on the GODI for
the year 2016. A well-identified regression analysis needs to consider the possibility of endogeneity,
which might bias the estimates of the model. Endogeneity might arise when changes in the independent
variables X might be correlated with changes in the dependent variable Y, and changes in Y might
also lead to changes in the X variables. In this case, the marginal effects in the regression model in
(2) would not be properly identified. A standard way to solve this issue is to use the independent
variables X, but lagged for one period (for technical analysis on this issue, see [64]). Hence, to avoid
the possibility of endogeneity in our estimates, we used data for the year 2015 for our control variables;
that is, we used the lagged observation for the control variables, such as the size of the country,
the quality of democracy, political participation, civil liberties, transparency, the size of the population,
the sociodemographic characteristics in a country, and efficiency of the government. In this case,
changes in X could be correlated with changes in the dependent variable Y, but not the opposite case.

In summary, our assessment criteria for our empirical analysis was constituted as follows. First,
we used theoretical analysis from the literature on economics on the main determinants of public goods
and services provided by governments to identify control variables of the regression analysis (as a way to
determine the structure of the X variables in the regression analysis, seen in Section 2.1). The theoretical
analysis provided a rationale for a probabilistic link between the independent variable (GODI) and the
explanatory variables of the model in Equation (2). Second, we used standard techniques of regression
analysis to determine the best way to obtain unbiased and efficient estimators of the marginal effects of
the independent variables over the dependent variable GODI. Third, we conducted a robustness test
of our estimates and hypothesis testing by estimating several models (see Models I, II, III, IV and V in
Table 1 in the following section) to test whether our results were sensitive to specific forms of linear
regression analysis.
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4. Results

We estimated our model with a set of different independent variables for a robustness check of
our analysis. Our estimation technique used ordinary least squares with heteroscedasticity-consistent
standard errors [65–68]. This technique allows having credible estimates of the probability distribution
functions of the marginal effects βi associated with the independent variable Xi and, therefore,
credible hypothesis testing. Table 1 shows our empirical results, with each column considering
different econometric specifications. Model I used our basic set of explanatory variables described in
Equation (2). Model II incorporated an interaction term between democracy and Internet penetration,
which allowed us to test if the quality of democracy leads to a differentiated response of countries
to an increase in the demand of Internet services. Model III expanded Model II by incorporating
geographical dummies. Model IV incorporated dummies related to the world’s distribution of income,
and Model V incorporated geographical and global income distribution dummies.

Our estimates showed that cross-country differences in governance and social institutions, such as
civil liberties, the quality of democracy, and the degree of government transparency, are statistically
significant predictors of cross-country differences in the supply of open government data. To see this
(as shown in Table 1), note that all models show that the marginal effect of liberty on the supply of
open government data is positive and statistically significant (When we refer to the marginal effects of
a change of one variable and the variable of the GODI, this should be interpreted as a probabilistic
marginal effect that the increase of one variable is correlated with increases or reductions, depending on
the sign of the coefficient, the variable of the GODI. Hence, our analysis does not show causality, but a
probabilistic correlation) (at different levels of value p). In addition, the government’s transparency
also has a marginal positive and statistically significant effect on the supply of open government data
in Models I, II, and III, while the coefficient of the quality of democracy is statistically significant in
Models II, III, IV, and V (see Table 1), and the interaction term between democracy and the penetration
of users of the Internet is positive and statistically significant in all models in which we considered this
interaction term.

In addition, our variable that captured changes in the demand of web resources—that is,
the variable of penetration of users in our model, or the proportion of Internet users over the country’s
population—is positively and statistically significant in all of our estimated models. In Models II, III, IV,
and V, we included an interaction term to test whether differences in the quality of democracy
lead to different responses by governments to changes in the demand of use of the Internet,
termed Dem*Penetration. The marginal effect of the interaction term is positive and statistically
significant in all of our models in which we used this variable. That is to say, all countries in the sample
have a marginal positive response in the supply of open government data when they observe increases
in the demand of Internet services, but countries with higher qualities of democracy supply more open
government data than countries with weaker democracies. This result confirms that governance is an
important determinant of the cross-country differences in the supply of open government data.

However, in our models, political participation and the sociodemographic characteristic of citizens
(in our models, the average age of citizens) were not statistically significant in any of the estimated
models. The marginal effect of political participation had a positive effect (as expected) while the
average age of citizens had a negative effect (as intuition might suggest) in Models I, II, and III, but a
positive effect in Models IV and V. In addition, our models provided, at best, weak support to the
hypothesis that open government data is a normal good; that is to say, countries with higher incomes
are associated with higher levels of supply of open government data, since the positive income effect
on open government data is significant only in Model I. Once we included demographic dummy
variables and dummy variables of the global distribution of income, the marginal effect of the size
of the economy on the supply of open government data was positive, but not statistically significant
(see Models II, III, IV, and V).

In our analysis, two variables were associated with the efficiency of government intervention
(this being the variable efficiency in Table 1) and economies of scale in the provision of public goods,
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analyzed through the variable population. Our estimates showed that the efficiency of the government
of a country has a negative and statistically significant marginal effect on the supply of open government
data in all of our models. One possible explanation of this outcome is that an increase in the efficiency of
government intervention might lead to more resources available to be spent by governments. However,
those available resources are spent on other governmental programs that might have a high electoral
impact relative to the choice of supplying more open government data. Therefore, a more efficient
government increases spending in some programs (with high electoral impacts) and reduces spending
in other programs (with relatively low electoral impacts). In addition, the size of the population,
which is considered as a variable associated with the economies of scale in the provision of public
goods, had the expected sign; that is, there was a positive and statistically significant marginal effect
of the population on the supply of open government data in all of our estimated models. As we
mentioned before, the non-excludable property of open government data means that there could be
economies of scale in the costs of providing this pure public good. This means that the per capita costs
of providing a pure public good are decreasing as the cost of public goods are shared among more
people (i.e., as the size of the population in a country increases). This, in turn, leads to a fall in the
per capita cost of providing public goods, which increases the demand for this type of goods. Hence,
governments respond by increasing the corresponding supply of such goods.

Our models, through the individual t-test (the t-tests are displayed in Table 1 in parenthesis),
also suggest that demographic dummy variables and dummy variables capturing the global distribution
of income are not statistically significant to explain the cross-country differences in the supply of
open government data in our sample (see Models III, IV, and V). However, the F statistic shows that,
jointly, all independent variables considered in Models I–V are statistically significant to explain the
cross-country differences in the supply of open government data in our sample. To see this, we tested
if β1 = β2 = β3 = β4 = β5 = β6 = β7 = β8 = . . . βk = 0; that is, we tested if the joint effect of our
independent variables helped to explain cross-country differences in the supply of open government
data, and the corresponding F statistic showed that we rejected the null hypothesis shown above.
Therefore, Models I–V as a whole are statistically significant (see Table 1).

5. Conclusions

We developed a cross-section analysis to provide tests for the institutional, political, and economic
determinants of cross-country differences in the supply of open government data. We consider open
government data as a pure public good and, therefore, it satisfies two properties: open government
data is a non-excludable good (once open government data is provided, then any person who seeks to
have access can have access to that good), and it is a non-rival good (the consumption of the good
by some agent does not preclude the consumption of the same good by everyone else). We used
an index of the supply of open government data and estimated a cross-section regression model to
analyze the cross-country differences in civil rights, transparency, quality of government, the size of
the economy, the size of the population, political participation, and sociodemographic characteristics.
These can explain cross-country differences in the supply of open government data. We also conducted
a robustness check of our analysis by estimating five different models of regression analysis that
also include dummy variables associated with geographic heterogeneity and the global distribution
of income.

Our analysis provided evidence that cross-country differences in governance and social institutions
such as civil liberties, government transparency, and the quality of democracy are statistically significant
predictors of cross-country differences in the supply of open government data. Our estimates suggest
that civil rights and the transparency of government in each country have a marginal positive and
statistically significant effect on the supply of open government data. In addition, our variable that
captured changes in the demand of web resources—that is, penetration of users, or the proportion of
Internet users over the country’s population—was both positive and statistically significant in all of our
estimated models. Our analysis also suggests a differentiated response of governments to changes with
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the demand of web resources. In particular, if there is an increase in the demand of Internet services,
countries with higher qualities of democracy supply more open government data than countries with
weaker democracies. This result also shows that the level of governance in each country is an important
determinant of the cross-country differences in the supply of open government data.

In our analysis, we included two variables that were associated with the efficiency of government
intervention and with economies of scale in the provision of public goods. In this paper, we found
evidence that the efficiency of government intervention and the economies of scale can also explain the
cross-country differences in open government data. The efficiency of government intervention has a
negative marginal effect on open government data. One possible explanation of this outcome is that an
increase in the efficiency of government intervention might lead to more resources available to be spent
by governments. However, those available resources might be spent on other governmental programs
that might have a higher electoral impact relative to the choice of supplying more open government
data, thus explaining the negative marginal effect of efficiency on the supply of open government
data. In addition, the size of the population in a country was considered as a variable associated with
economies of scale in the provision of public goods. Our analysis showed that there is a positive and
statistically significant marginal effect of the population on the supply of open government data in all
of our estimated models. As we mentioned before, the non-excludable property of open government
data means that there could be economies of scale in the cost of providing open government data.
This means that the per capita costs of providing a pure public good decrease as the cost of public
goods is shared among more people. This, in turn, leads to a fall in the per capita cost of providing
public goods, which increases the demand for this type of goods. Hence, governments respond by
increasing the corresponding supply of open government data.

In addition, our models provide weak support to the hypothesis that open government data is a
normal good; that is to say, countries with higher incomes are associated with higher levels of supply
of open government data. However, in our models, political participation, the sociodemographic
characteristics of citizens, demographic dummy variables, and dummy variables capturing the
global distribution of income did not help to explain cross-country differences of the supply of open
government data.

It is relevant to mention that the main limitation of our analysis is that we used cross-section data
for our regression analysis, which limited the generality of our results. We decided to use data from
the GODI for the year 2016 because this is the most up-to-date data on the GODI. Even if there is data
for the Global Open Data Index for other years, the Open Knowledge Foundation has clearly stated
that changes in methodology in the calculation of the GODI make unsuitable the comparison of data
between 2016 and other years. This limits the study of what factors could explain the changes of the
GODI over time. However, this limitation could be eased as long as more data sets become available in
the future that allow other forms of regression analysis, such as regression with panel data, that might
improve the properties of estimation and hypothesis testing, as well as the generality of the results.
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13. Kučera, J.; Chlapek, D.; Nečaský, M. Open Government Data Catalogs: Current Approaches and Quality

Perspective. In Technology-Enabled Innovation for Democracy, Government and Governance; Kő, A., Leitner, C.,
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Abstract: In recent years the information user needs have been changed due to the heterogeneity of
web contents which increasingly involve in multimedia contents. Although modern search engines
provide visual queries, it is not easy to find systems that allow searching from a particular domain of
interest and that perform such search by combining text and visual queries. Different approaches have
been proposed during years and in the semantic research field many authors proposed techniques
based on ontologies. On the other hand, in the context of image retrieval systems techniques based on
deep learning have obtained excellent results. In this paper we presented novel approaches for image
semantic retrieval and a possible combination for multimedia document analysis. Several results
have been presented to show the performance of our approach compared with literature baselines.

Keywords: content base image retrieval; semantic information retrieval; deep features; multimedia
document retrieval

1. Introduction

The main aim of a search engine is to satisfy user information needs [1] retrieving relevant
information for the user [2]. Relevance may be divided in two main classes called objective
(system-based) and subjective (user-based) relevance respectively [3–5]. The objective relevance
takes into account the direct match between the topic of the retrieved document and the desired
topic, according to a user query. Several studies on human relevance [6–8] show that several
criteria are involved in output evaluation of information retrieval process. The subjective relevance is
related to the concepts of aboutness and appropriateness of retrieved information, so it depends
on the user and his/her judgment. Relevance can also been divided into five typologies [9]:
an algorithmic relevance between the query and the set of retrieved information objects; a topicality-like
type, associated with aboutness; cognitive relevance, related to the user information need;
situational relevance, depending on the task interpretation; and motivational and effective, which is
goal-oriented. Moreover, relevance has two main features—multidimensional, because different users
can grasp and evaluate differently the acquired information and dynamic because their skills and
knowledge about a specific information can change over time. The information must been represented
to be analyzed. We can use symbols to represent information and these symbols are called signs [10].
A sign can be defined as, “something that stands for something else, to someone in some capacity” [11].
A sign cannot be limited to words, but also images, sounds, videos and more. Starting form these
considerations, the design of a modern information retrieval system takes into account that information
can be represented in different forms, in order to improve the efficiency and effectiveness of the whole
retrieval process. The existence of different kinds of information representation increases the semantic
gap between low-level features and high-level concepts. Moreover, in a general content based approach

193



Future Internet 2020, 12, 183

the query is unknown to the system if it is not represented with low-level features. The main effect of
the semantic gap is that a query expresses in terms of low-level features can return wrong results if the
conceptual content is not given. For this reason, the representation of low-level features is a crucial
task in information retrieval systems.

In the last years, the extracting of low-level features is an important topic highly investigated in
literature. New techniques based on deep-learning approach have been presented form the scientific
community. In particular, novel feature called deep feature are extracted as an output of deep neural
networks (DNNs).

In our work we propose novel techniques to analyze and combine semantic information and
visual features for multimedia web documents retrieval. Our techniques are the base of a whole
framework for multimedia query posing and document analyzing. Our approach has been extensively
tested and compared with well-known semantic and content-based retrieval techniques.

The paper is organized as follows—in Section 2 we present a literature overview putting in
evidence the differences with our approach; Section 3 gives a top-level view of our system, while in
Section 4 we discuss the used strategy for our experiments; eventually, discussion and conclusions are
reported in Section 5.

2. Related Work

Retrieval of multimedia objects had a contribution by several fields of scientific communities such
as artificial intelligence, pattern recognition, computational vision and deep learning. In this section,
we present the topics of our work, introducing and analyzing several approaches and techniques for
text and image retrieval.

A user tends to handle high-level concept representations, such as keyword and textual
descriptors, to interpret images and measure their similarity [12]. The difference in knowledge
representation between low-level features and user semantic knowledge is referred as semantic
gap [13,14]. The authors of References [15,16] proposed an interesting survey on low-level features
and high-level semantics for image analysis and retrieval. Moreover, an interesting approach is
performed at the query level [17]. Authors represent a query by three levels: (i) low-level features,
such as text, colour and shape; (ii) derived features with the same degree of logical inference;
(iii) abstract features. In the authors’ opinion there are two ways to mitigate the semantic gap. The first
consists in a visual and textual query posing performed by the user; on the other hand, the use of
a multimedia Knowledge base to drive the multimedia analysis. In this paper we investigate the
second approach and propose a framework based on semantic similarity to analyze the multimedia
contents. In Reference [18], authors discuss semantic similarity measures and divide them into four
types: (i) path-based; (ii) information content-based; (iii) features-based and (iv) hybrid methods.
Path-based measures express the similarity between two concepts as a function of path length between
concepts in a knowledge structure (e.g., taxonomies or semantic networks). The main idea of the
information content-based measures is that each concept represent a well defined information in
a knowledge structure and two or more concepts are similar if they share common information.
The features-based measures are independent from knowledge structure and they derive similarity
exploiting the properties of the knowledge structure itself. An hybrid measure combines the measure
types described above and different relations between concepts such as is-a and part-of. In our work
we use a path-based and information content-based semantic similarity measures.

The features used to represent images have a low dimension compared with the original raw
data, they are generally composed by a series of numerical values and can be represented through
different data formats (e.g., a vector). The authors of Reference [19] propose a comprehensive review on
feature extraction for content-based image retrieval systems (CBIRs) and in Reference [20] is presented
a review on SIFT and different features extracted from convolutional neural networks (CNN) for
image retrieval. In general, we can divide features in global, local and deep features. The global
features aim to represent an image as a whole considering, for example, colour, shape and texture.
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Local features describe the key-points of an image object, generally used in object detection and
recognition. Deep features are a new approach based on DNNs. In some case, deep features are
the output of the last level of the DNN or other levels with additional operators [20]. Many authors
consider the second to last level of the DNN as a deep feature applying an aggregation layer based on
Global Max Pooling or Global Average Pooling.

There are several descriptors presented in literature and the remainder of this section.
We introduce different baselines used in our work, as discussed in the following sections.
PHOG (Pyramid of Histograms of Orientation Gradients) is described in detail in [21], where the
authors propose a descriptor based on HOG (Histograms of Orientation Gradients). Its goal is
the representation of an image through its local shape and their spatial arrangement. A local feature is
an image pattern which differs from its immediate neighbourhood. It is usually related to a change of
an image property or several properties simultaneously [22]. Example of local features are SIFT [23]
and SURF [24]. ORB [25] was proposed as a valid alternative to mitigate the high computational cost
of SIFT and SURF; it is a fusion of FAST keypoint detection and BRIEF descriptor. In this paper, we use
PHOG as a global descriptor due to its good results reported in the discussed literature. In addition,
we use ORB as a local feature because it has a comparable accuracy with SIFT and SURF but it presents
a fast computation [26]. In the last years, the progress of Computer Vision-based on Deep Learning
achieved impressive performances in terms of accuracy and image understanding [27]. In this context,
different DNNs have been proposed, and specific architectures called Convolution Neural Network
presents the best results. A Convolution Neural Network (CNN/ConvNet) is a type of artificial neural
feed-forward network inspired by the organization of the animal visual cortex. A CNN is organized in
different layers: (i) input layer; (ii) convolution; (iii) normalisation; (iv) pooling; (v) full connection [27].

Over the years,the scientific community proposed different CNN architectures. In this section
we briefly introduce the ones used in our work. VGGNet [28], developed by VGG (Visual Geometry
Group) of the University of Oxford and presented at ImageNet LSVRC (Large Scale Visual Recognition
Competition) in 2014 in the classification task, it is one of the CNNs more used in research works
becoming one of the most cited in the literature. ResNet [29] won the first place in the ILSVRC
2015 classification competition with a top 5 error rate of 3.57%. ResNet is a residual network.
Residual networks solve some learning problems when many levels are added to the convolutional
network in some points because in this condition, the previous CNNs architecture the performance
degrades quickly. In 2014, Google researchers introduced the Inception network [30], which ranked
first in the ILSVRC 2014 competition. The issues addressed by the authors to design Inception are
mainly related to the difficulty of choosing the kernel size, the creation of too deep networks which
generate overfitting and reduce the computational cost. The authors present different versions of
Inception, and in each version, they apply a set of optimizations to improve accuracy and decrease
the computational complexity. MobileNet [31,32] is a neural network proposed by Google researchers.
This neural network can be used on mobile devices or in cases where processing power is limited.

In our system, we use the CNNs reported above for feature extraction. In References [33,34] the
authors propose a literature review of deep learning in Content-based Information Retrieval Systems
(CIBR) and, according to them we use deep descriptors extracted from the second last layer of a CNN
and apply max or average pooling.

Over the years, in literature can find many frameworks for CBIR and Information retrieval systems
based on ontology and multimedia features. The authors of Reference [35] proposed an approach to
support multi-modal image retrieval based on the Bayes point machine to associate words and images.
In Reference [36], authors use the latent semantic indexing together with both textual and visual
features to extract the underlying semantic structure of a web page. The authors of Reference [37]
propose an iterative similarity propagation approach to explore the inter-relationships between web
images and their textual annotations for image retrieval. In Reference [38], it is introduced a semantic
combination technique to efficiently fuse text and image retrieval systems in multimedia information
retrieval. In Reference [39], the authors report a description of an ontology model, the integrates
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domain specific features, and processing algorithms focused on the domain specified by the user.
YaSemIR [40] is a free and open-source semantic IR semantic system based on Lucene, which uses
conceptual labels to annotate documents and questions. In Reference [41], authors discuss and present
a study about different multimedia retrieval techniques based on ontologies in the semantic web.
They compare these techniques to highlight the advantages of text, image, video and audio-based
retrieval systems. The authors of Reference [42] propose a recommendation system for e-business
applications. The recommendation strategy aimed is based on a hybrid approach, combining intrinsic
characteristics of objects, past behaviours of users in terms of usage patterns and user interest expressed
by ontologies to computes customized recommendations. In Reference [37], the authors present two
methods to improve the Image recovery system performance. The first proposed method defined
the most efficient way to GLCM texture for the recovery process. It also increased the recovery
precision, combining the most efficient GLCM structure with DWT decomposition. The second
proposal combined colour and texture characteristics to improve the method recovery services.
This method combined the HSV colour with the most efficient GLCM texture features and with
the GLCM and DWT texture features.

The authors of Reference [43] propose an efficient “bag-of-words” model that uses deep local
descriptors of the convolutional neural network. The selection of high-quality descriptors provides
a simple and effective way to choose the most discriminating local descriptors, which significantly
improves the accuracy of retrieval. They evaluate Different methods of pre-processing the descriptors,
and they report that the RootCFM is to be the best. The model uses a large visual codebook combined
with the inverted index for efficient storage and fast recovery. The authors of Reference [44] show a
Semantic Event Retrieval System, that includes high-level concepts and uses concept selection based
on semantic embeddings. In Reference [45], the authors propose a new multimedia embedding for
few-example event recognition and translation.

In this article, we propose a novel framework for multimedia web document retrieval system
combining semantic similarity measures based on a formal and semantic multimedia knowledge base
and different image descriptors. In particular, deep descriptors have been computed using more
performance aggregation functions, reducing their dimension and improving the accuracy of the
result considerably.

3. The Proposed System

In this section, we present the architecture of the implemented system and describe in detail the
modules. The Figure 1 shows the system at a glance.

The system consists of two main subsystems. The first one has in charge the creation and
population of the database from a document collection; moreover, it extracts images and their
descriptors and normalizing the text. The second one implements the retrieval process, using semantic
measure and image retrieval techniques. Multimedia Web Documents Repository Processor creates the
document collection used in the retrieval tasks. The Figure 2 shows an activity diagram of this
subsystem. Web documents are processed to obtain a structured object, then is stored in a NoSQL
document-based database. In particular, the subsystem extracts image and text from the document
normalizing the text, while the images are processed to extract features. The result of the this tasks
is then merged into a single structured object if the document has at least one image and the text is
composed of at least 25 terms. We remove documents without images because we want evaluate a
combination of textual and visual descriptors.

The Text normalization is a fundamental step in an information retrieval systems because it
allows to obtain documents with only clean text without stopwords and other kind of “noise” as
for example misspelling terms [1]. Moreover, we use stemming and lemmatization tasks to have
each word in its basic form. As shown in the Figure 3 the Tags Removal module removes the HTML
code from the text. The second module transforms the text into lowercase text and removes special
chars (i.e., all chars except number, letter, _ and ’ ). Stopwords Removal processes the normalized
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text removing words without any particular meaning (e.g., articles, adverbs, conjunctions, . . . ).
Stemming-Lemmatization module analyzes the output of the previous blocks and performs text
transformations. Stemming transforms words into their canonical form to achieve more effective
matching. The problem in using stemming is that words with different meanings can be associated
with the same root. To solve this issue, we use a more sophisticated algorithm which uses lemmas
instead of the root. The use of lemmas is more efficient because it represents the canonical form of
the word (e.g., for verbs it uses infinitive form).The last step before document storing is performed by
the Out of vocabulary words removal module. It removes all words that do not have sense in English
language (e.g., misspelling words).

The semantic similarity module is in charge of compute the similarity on the textual document
information. In our work we use different kinds of similarity metrics as described in the
previous section.

Figure 1. Architecture: Proposed Framework.

Figure 2. Activity diagram: Multimedia web Documents Repository Processor.
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Figure 3. Text Normalization.

The semantic measures based on path are:

• Shortest Path based Measure: this measure only takes into account len(c1, c2). It assumes that
the sim(c1, c2) depend on closeness of two concepts are in the taxonomy, and that a similarity
between two terms is proportional to the number of edges between them.

simpath(c1, c2) = 2 · deepmax − len(c1, c2). (1)

• Wu & Palmer’s Measure: it introduced a scaled measure. This similarity measure considers the
position of concepts c1 and c2 in the taxonomy relatively to the position of the most specific
common concept lso(c1, c2). It assumes that the similarity between two concepts is the function
of path length and depth in path-based measures.

simWP(c1, c2) =
2 · depth(lso(c1, c2))

len(c1, c2) + 2 · depth(lso(c1, c2))
. (2)

• Leakcock & Chodorow’s Measure: it uses the maximum depth of taxonomy from the
considered terms.

simLC(c1, c2) = − log
len(c1, c2)

2 · deepmax
. (3)

Semantic measures based on information content (IC) assume that each concept includes much
information in a knowledge based (i.e., WordNet [46]). Similarity measures are based on the
information content of each concept. The measures are:

• Resnik’s Measure: it assumes that for two given concepts, similarity is depended on the
information content that subsumes them in the taxonomy

simresnik(c1, c2) = − log p(lso(c1, c2)) = IC(lso(c1, c2)). (4)

• Jiang’s Measure: Jiang’s Measure uses both the amount of information needed to state the shared
information between the two concepts and the information needed to fully describe these terms.
The value is a semantic distance between two concepts. Semantic similarity is the opposite of the
semantic distance.

simjiang(c1, c2) =
2 · IC(lso(c1, c2))

IC(c1) + IC(c2)
. (5)

Image Extractor module fetches the images in each HTML document. The retrieved images are
analyzed and filtered by size and format; in our case, we consider only JPEG images but we can
easily consider other format. The same module extracts visual features from these images. In our
framework, we consider three types of features—local, global and deep. We use ORB as local feature
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due to its performance compared with other similar descriptors [26]. The same consideration is
made regrading the global descriptor PHOG [47]. We consider four deep descriptors derived from
CNNs—VGG16, ResNet50, InceptionV3, MobileNetV2 due to the novelty in the use of this kind of
features. For each CNNs we have implemented a global average pooling and a global max pooling.
In this work the CNNs are pre-trained on ImageNet. Multimedia Web Document Composer module
builds the documents to store in our NoSQL database (i.e., MongoDB). In particular, we use a json
document consists of the following fields:

• Name: web site name;
• Url: web site url;
• Images: array like structure, each element is a json like structure (see Figure 4);

– Image name;
– Image path: image storage path;
– PHOG: PHOG feature;
– ORB: 2-D array of ORB key point;
– Deep Descriptor: array of deep descriptors;

Figure 4. Document Example.

The Retrieval subsystem has been configured in three different search cases. The first case (Case A)
is the text only query. In Figure 5 the activity diagram is shown. The system normalizes the text of
the query posed by the user and considers the domain to extract the concept from the knowledge
Base. It computes the semantic similarity between the concept and each term of the documents. In a
previous step, we apply a word sense disambiguation algorithm, and for the assignment of the score
to the single documents the Equation (6) is used.

simdoc(tq, d) = ∑N
i=1 sim(td, di)

N
, (6)

where tq is a concept, d is a document, N is the number of tokens in the document and di is a
document term.
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Figure 5. Activity diagram: Textual query (Case A).

The second case (Case B) is the visual query. In Figure 6 the activity diagram of this step is shown.
The system extracts the feature from the image query and computes its similarity with regards to
the document collection images. Semantic similarity score between query image and multimedia
document is obtained as average of cosine similarity between query and each image contained in
multimedia documents, as expressed in the Equation (7), and ranks the documents based on the
results obtained.

sim(vq, d) = ∑N
i=1 cos(vq, di)

N
, (7)

where vq is a descriptor of the query image, d represents all visual descriptors extracted from an
image in the document, N is the number of images in the document and di is a visual descriptor of a
single image.

Figure 6. Activity diagram: visual query (Case B).

The third case (Case C) is the combined visual and text query and the Figure 7 shows the activity
diagram. In this case, the system performs an union of the two cases illustrated above. Then it adds
them up to combine the results.

In this paper the knowledge base is implemented following a multimedia model proposed in
References [48,49]. This formal representation uses signs as defined in Reference [11]. A concept
can be represented in various multimedia forms. The structure of the model is composed of a triple
< S, P, C >, defined as:

• S: the set of signs;
• P: the set of properties useed to relate signs to concepts;
• C: the set of constraints on the set P.
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Figure 7. Activity diagram: visual and textual query (Case C).

The knowledge base is an ontology logically represented by a semantic network (SN). We can
see a SN as a graph where the nodes are the concepts and the arcs the semantic relations
between them. The language chosen to describe this model is the DL version of the Web Ontology
Language (OWL) [50], a standard language in the semantic web and we use a NoSql technology to
implement a SN, in particular Neo4j graph DB. The hierarchies used to represent the objects of interest
in our model are shown in Figure 8.

Figure 8. Concept, Multimedia, Semantic Properties.

The knowledge base has been populated using ImageNet [51]. Imagenet is based on WordNet
adding multimedia contents to a portion of it. The multimedia nodes added to the graph contain
only the meta-data and the raw image data is stored in the document-based data structure previously
described. The split of image metadata from its raw content is performed to improve the global
performance of our knowledge base due to the problems related to graph db to store a manage large
documents. Therefore we design and implement an hybrid technology solution based on document
based and graph db. We explicit point out that this is a novelty of our work. Figure 9 shows a sketch
of our knowledge base.
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The Word Sense Disambiguation (WSD) is a fundamental process in semantic similarity computation
because it associates each lemma of the document with the correct concept (i.e., the right sense).
Our implementation uses the Lesk algorithm [52]. The assumption at the base of this algorithm is that
words have neighborhoods which tend to share a topic. A simplified version of the algorithm has been
proposed in Reference [53].

Figure 9. Knowledge Base.

The Image Similarity Module works with two models: in case of features extracted with PHOG or
with a CNN, we use the cosine distance, while in case of ORB, we use the best matcher. This difference
is due to the dimensionality of the descriptors. We apply global max pooling or global average pooling to
obtain a feature expressed as a mono-dimensional array [54] to use the cosine similarity with features
extracted from the CNNs. In the case of ORB, we use the best match as suggested in Reference [55].

The main aim is to improve the performance of the system ensuring the best accuracy of results
and the best precision. Several studies have shown that the use of different combined techniques could
achieve better results because one technique could compensate the lacks of the others. In Figure 10 is
shown a combining process. In this work, we use a the sum as combining function [56].

Figure 10. Activity diagram: sum combiner.
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4. Experimental Results

In this section, we present the used document collections, the testing strategy and the
obtained results.

We used three datasets—20 Newsgroups [57], PASCAL VOC2012 [58] and DMOZ [59]. The specific
characteristic in terms of document features, contents and size allow us to evaluate in deep all the
component of our framework. In particular, we use the first dataset to evaluate and select retrieval
metrics based on semantic similarity, the second one to evaluate and select the deep features in CBIR
context and the last one to perform the final tests in which we combine the different strategies.

20 Newsgroups is one of the most used document collections in literature. It is available in
scikit-learn and managed by Python language. This version allows us to get the dataset by removing
headers, footers and quotes. The 20 newsgroups collection contains twenty topics, as shown in Table 1.

Table 1. Number of documents for each category in 20 Newsgroups dataset.

Topic Documents

alt.atheism 799
comp.graphics 973

comp.os.ms-windows.misc 985
comp.sys.ibm.pc.hardware 982

comp.sys.mac.hardware 961
comp.windows.x 980

misc.forsale 972
rec.autos 990

rec.motorcycles 994
rec.sport.baseball 994
rec.sport.hockey 999

sci.crypt 991
sci.electronics 981

sci.med 990
sci.space 987

soc.religion.christian 997
talk.politics.guns 910

talk.politics.mideast 940
talk.politics.misc 775
talk.religion.misc 628

Total 18,828

The document collection has been pre-processed by the normalization module. The query set
used for the evaluation of semantic similarity metrics is composed of ten queries, for each one has
been recognized the set of relevant categories of 20Newsgroups. For example for the query “mars” as
planet the corresponding category is “sci.space”.

The PASCAL VOC2017 is an image database composes by 20 objects as shown in Table 2.
The query set used for the evaluation of the visual descriptors is composed of thirteen classes

each consisting of five images. The classes have a direct correspondence with the classes pre-assigned
in the dataset.

DMOZ has been one of the most popular and rich multilingual open-source web directories.
The project initially called ODP—Open Directory Project was born in 1998. The purpose of DMOZ
was to collect and index URLs to create a directory of hierarchically organized web contents. From the
DMOZ dump both image and text has been extracted as described in Section 3. In Tables 3 and 4 are
reported the statistics downstream of this process.

We use as evaluation metrics Precision-Recall curve and Mean Average Precision (MAP) [1].
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The Precision is expressed as:

Precision =
|{relevant documents} ∩ {retrieved documents}|

|{retrieved documents}| (8)

Table 2. Number of images for each category VOC2017 dataset.

Object Images

Aeroplane 1340
Bicycle 1104

Bird 1530
Boat 1016

Bottle 1412
Bus 842
Car 2322
Cat 2160

Chair 2238
Cow 606

Diningtable 1176
Dog 2572

Horse 964
Motorbike 1052

Person 8174
Pottedplant 1054

Sheep 650
Sofa 1014
Train 1088

Tvmonitor 1150

Total 23,080

Table 3. Number of multimedia web document for each category in DMOZ collection.

Top Category Num.

Sports 1087
Society 824

Computers 758
Shopping 1537

Arts 785
Business 1895
Health 1025
Games 385
News 459

Science 509

Total 9264
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Table 4. Number of multimedia web document for each level of DMOZ collection.

Level Num.

I 2
II 54
III 1023
IV 2353
V 2485
VI 1699
VII 918
VIII 641
XI 81
X 8

Total 9264

It is the percentage of retrieved relevant documents compared with all retrieved documents.
Recall is expressed as:

Recall =
|{relevant documents} ∩ {retrieved documents}|

|{relevant documents}| . (9)

It is the percentage of relevant retrieved documents compared with all relevant documents in the
document collection.

The Precision-Recall curve is obtained as an interpolation of the Precision values for 11 standard
Recall values ranging from 0 to 1 with step 0.1. Interpolation is estimated with the following criteria:

Pinterp(r) = max
ri≥r

p(ri). (10)

We use The Precision-Recall curve to compare different retrieval algorithms considering the
whole set of retrieved documents. Moreover, one of the most used measures in literature to measure
the web information retrieval performances is the Mean Average Precision on the first top k results.
We choice MAP, because in a web search engine the user is generally interested in the first k results.
Mean Average Precision is expressed as:

AveP =
∑n

k=1(P(k) · rel(k))
number o f relevant documents

(11a)

MAP =
∑Q

q=1 AveP(q)

Q
. (11b)

In this work, we consider the MAP@10 because it is mostly used on web document retrieval
considering the first 10 results.

As previously stated, the measure of semantic similarity has been performed considering:
path similarity, Leacock-Chodorow Similarity, Wu-Palmer Similarity, Resnik Similarity and Jiang-Conrath
Similarity. We use the Lesk algorithm as disambiguation technique. The query set used consists of
twelve text queries, which have polysemic meaning. An example of a polysemic query is “mars” which
in WordNet has two meanings, “Mars” as god and “Mars” as a planet.

In this context we are interested in text analysis and the used document collection is
20 newsgroups. In the Figure 11 there is shown the Precision-Recall curve, where we can observe that
Jiang-Conrath Similarity is the best measure, but in Figure 12 the path similarity where the best measure
with respect to MAP@10.
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Figure 11. Precision-Recall Curve for Textual Semantic Similarity Measures.

Figure 12. MAP@10 for Textual Semantic Similarity Measures.

According to results shown in Figures 11 and 12 we choice path similarity and Resnik similarity,
the first one is path-based type. We consider two measures on semantic textual similarity due to the
very small difference obtained obtained by experiments. In this way we can investigate more deeply
in the use of a combination of these measures and multimedia descriptors.

The used visual descriptors are: PHOG, ORB and deep descriptors. In particular, the deep
descriptors are:

• VGG-16 with global max pooling and global average pooling;
• ResNet-50 with global max pooling and global average pooling;
• Inception V3 with global max pooling and global average pooling;
• MobileNet V2 with global max pooling and global average pooling.

The used query set consists in sixty-five images, divided into ten classes. The used dataset is
PASCAL VOC2012.

206



Future Internet 2020, 12, 183

Figure 13 shows the Precision-Recall curve, where we can see that the descriptor extracted from
ResNet-50 with global average pooling has the best result. Moreover, in the Figure 14 the MobileNet V2
with global average pooling is the best considering MAP@10.

The chosen descriptor, according to Figures 13 and 14, is the one extracted with MobileNet V2
with global average pooling. In this case we consider only one descriptor due to the high difference in
accuracy obtained by the results comparison.

The evaluation strategy has been defined by different test cases performed on DMOZ data set to
have a complete analysis of our framework in a real scenario. The test cases are:

• Case A: text query:

– Path similarity;
– Resnik similarity;

• Case B: visual query, using deep descriptor obtained with MobileNet V2 with global
average pooling;

• Case C: visual and text query:

– Path similarity and deep descriptor;
– Resnik similarity and deep descriptor;

Figure 13. Precision-Recall Curve for Image Descriptors.
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Figure 14. MAP@10 for Image Descriptors.

In the Figures 15 and 16 are reported in all experiments results on the DMOZ collection.
Considering the results the best measure is the combination of the path similarity with the deep
descriptor. The experiments show that on a real and general web document collection as DMOZ the
path similarity is better than Resnick. We argue that the previous results depend on the specific used
data sets. Moreover, the combination with the deep descriptor improves the results in both case.

Figure 15. Precision-Recall Curve DMOZ.
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Figure 16. MAP@10 DMOZ.

5. Conclusions and Future Work

In this paper, we proposed a novel and complete framework for multimedia information retrieval
using semantic retrieval techniques combined with content-based image descriptors. The paper
presents several novelties. The use of a formal multimedia knowledge base allows us to have excellent
results improving the precision of used techniques compared to literature. The documents retrieved to
the user are more relevant for the query due to the possibility of discriminating the different meanings
of the words used in the query. In this context, the implementation of an automatic WSD task in the
information retrieval task improve considerably the performance of whole retrieval process. We also
presented a system based on an hybrid big data technology that integrates graph-based knowledge
representation and document based approach. Moreover, different kinds of image descriptors have
been added in our knowledge based to improve the representation of concepts. A deep testing shows
very promising results in the combination of textual semantic metrics and deep image descriptors.
Finally, we implement and test a visual query with automatic concept extraction which simplifies
the query posing process obtaining comparable results with other test cases. We explicitly point
out that the modularity of the proposed framework allows an easily extension of our system with
other functionalities. Our future works will focus in the definition and implementation of a novel
multimedia semantic measure considering both textual and multimedia information stored in our
knowledge and different combination strategies. Moreover, we will investigate on the automatic
generation of stories starting from the retrieved relevant documents to improve the serendipity for the
user and the integration of specific knowledge domains [60,61]. In future works we will investigate on
efficient techniques to improve the number of multimedia contents in ImageNet. We think that this
task could improve our results, having a more comprehensive knowledge base. Moreover, we will
design and implement a novel WSD method based on the analysis of the relationships among concepts
in a document using our knowledge base. In addition, the use of structured text as HTML fields can
enhance the efficiency and effectiveness of our retrieval methodology. We will improve the evaluation
of our novel approach and additional methods using a larger query set and a document collection with
high polysemic document categories. Our approach will be compared with other similar baselines
proposed in literature in order to prove the effectiveness of our framework.
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Abstract: Historically grown research projects, run by researchers with limited understanding of data
sustainability, data reusability and standards, often lead to data silos. While the data are very valuable
it can not be used by any service except the tool it was prepared for. Over the years, the number of
such data graveyards will increase because new projects will always be designed from scratch. In this
work we propose a Component Metadata Infrastructure (CMDI)-based approach for data rescue and
data reuse, where data are retroactively joined into one repository minimizing the implementation
effort of future research projects.
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1. Introduction

The availability of Big Data has boosted the rapidly emerging new research area of Digital
Humanities (DH) [1,2] where computational methods have been developed and applied to support
solving problems in the humanities and social sciences. In this context, the concept of Big Data has
been revised and has another connotation, which regards the data being too big or complex to be
analyzed manually by a close reading [3]. Educational media research suffers from this overwhelming
availability of information and will likely get a boost by the DH, as it will be possible to analyze the
sheer amount of historical textbooks on international level.

For instance, educational media research investigates sanctioned knowledge by comparing
textbooks and identifying modified, missing or added information. Such modifications can have a big
impact for the formation of the young generation. Hence, textbooks are also gaining importance in the
historical research [4]. Because there are millions of digitized textbook pages available, researcher’s
search for “popular knowledge”, as it reflects views of the world, thought flows and desired knowledge
has to be supported by digital research tools. To be able to work with processed data, the digital
research tools rely on digitization efforts and people who make implicit knowledge explicit by
describing said resources. In this direction, we developed Toolbox [5] a complete suite for analysis in
Digital Humanities. The system offers functionalities that allow text digitalization, Optical Character
Recognition(OCR), language recognition, digital libraries management, topic modeling, word counting,
text enrichment and specific reporting elements, all in a flexible and highly scalable architecture.

From a digital research point of view, data derived from textbooks and educational media provide
interesting challenges. First, processed data were often not meant to be reused. Hence, the data are
hard to retrieve and has to be processed again to be of any value for the research community. Second,
if processed data are available, they are syntactically heterogeneous (text, images, videos, structured
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data in different formats, such as XML, JSON, CSV and RDF), they are described in different metadata
standards and often written (or cataloged) in different languages, without any use of standards or
controlled vocabulary. Third, the data are semantically rich, covering different “views of the world”
taken from textbooks of different countries and epochs. Lastly, the data are implicitly interlinked
across different data sources, but only accessible by individual and often outdated interfaces.

The separate storage of data silos is not helpful if humanistic researchers want to deal with
such data and address semantically complex problems or interesting methodological problems. As a
non-university research institution, the Georg Eckert Institute for the International Textbook Research
(GEI) (http://www.gei.de/home.html).

Conducts and facilitates fundamental research into textbooks and educational media primarily
driven by history and cultural studies. For this purpose, the GEI provides research infrastructures
such as its renowned research library and various dedicated digital information services. Hence, the
institute develops and manages both digital and social research infrastructures. As such, the GEI
realizes a unique position in the international field of textbook research. In the digital humanities,
the investigation of research questions is supported by a range of increasingly sophisticated digital
methods such as automatic image and text analysis, linguistic text annotation, or data visualization.
Digital tools and services combined with the increasing amount of resources available through digital
libraries such as the German Digital Library, the Deutsches Textarchiv, Europeana and research
infrastructures such as Common Language Resources and Technology Infrastructure(CLARIN) or
Digital Research Infrastructure for the Arts and Humanities (DARIAH) provide digital support for
textbook analysis.

Analogous to the work done in [6] we identified three generations of portals that develop
historically grown and individually processed research projects. First, the research focus in semantic
portal development was on data harmonization, aggregation, search and browsing (“first generation
systems”). At the moment, the rise of Digital Humanities research has started to shift the focus to
providing the user with integrated tools for solving research problems in interactive ways (“second
generation systems”). The future portals not only provide tools to solve problems, but can also
be used for finding research problems in the first place, for addressing them and even for solving
them automatically by themselves under the constraints set by the humanities; however, to reach or
even think about the possibilities of such “third generation system”, some challenges like semantic
interoperability and data aggregation have to be approached first.

In order to being able to embed institute’s data into these resources, it has to be separated from
existing historically grown research tools, to be joined in a single repository. Research projects, tailored
for specific research questions, often result in graphical interfaces only usable for satisfying one given
information need. Nevertheless, the underlying data are not limited to such use cases and could often
also be used for searching, visualizing and exploring data. In this work, we show how overlaps and
missing overlaps of these data silos can be disclosed with the Component Metadata Infrastructure
(CMDI) [7] approach in order to retroactively disclose planning deficits in each project. Generalizing
these shortcomings helps projects to be more focused on data reuse, user group multilingualism, the
provision of standardized interfaces and the use of unified architectures and tools.

After describing the problem in detail and giving an overview about the lessons learned from
visualization, data exploration and interactive data approaches, we show how to overcome the
dispersion produced by data silos, a multitude of metadata formats and outdated tools using the
CMDI, suggested by CLARIN. CMDI can help to not only emphasize the common characteristics in
the data, but also keep the differences. Concluding, we show that the visualization, data exploration
and interactive data approaches can be applied to the newly created repository, gaining additional
research value from the newly known interconnections between the formerly separated data.
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2. Problem Description

In the recent past, the Georg Eckert Institute has generated many data silos whose origins lie in
historically grown and individually processed research projects. The data available in search indices or
databases are fundamentally different, but have many common characteristics (such as title, persons,
year and link to resource). Because the institute prescribes the research direction, the data from the
research projects are thematically related, which is reflected not only in the common characteristics but
also in their characteristic values. The separate storage of data silos is not desirable because, firstly,
data is kept twice and, secondly, no project can benefit from the other.

In the following, the data, their similarities and their significance for data harmonization and
interconnection are described, followed by data approaches (visualization, exploration and interaction),
which can be observed on this data, to raise a common understanding of their potential benefits for a
harmonized data repository.

2.1. Recording Characteristics and Characteristic Values

We started to explore each project’s underlying data, in order to merge them and to get rid of
data silos. Initial investigations had shown that the data structure was always very flat, even when
complex objects were described. Whenever certain characteristics were present in most projects,
but could not be satisfied by another project’s data sources, the question was how and where to
extract or substitute it from other projects’ underlying data. We organized different workshops and
analyzed project documentations together with the experts of the research field and with the users
of the corresponding research tools. We learned that the observed differences between the common
characteristic expressions resulted from missing knowledge about former and current projects. Hence,
having common vocabulary, coming from standards or standard files, has never been an option. For
merging projects’ data and applying standards or standard files, we analyzed the following twelve
project’s resources for their characteristics:

• edu.docs (http://www.gei.de/en/departments/digital-information-and-research-
infrastructures/edumeres-the-virtual-network-for-international-textbook-research/edudocs-
publications-from-educational-media-research.html) (202 resources)

• edu.reviews (http://www.gei.de/en/departments/digital-information-and-research-
infrastructures/edumeres-the-virtual-network-for-international-textbook-research/
edureviews-the-platform-for-textbook-reviews.html) (371 resources)

• edu.data (http://www.gei.de/en/departments/digital-information-and-research-
infrastructures/edumeres-the-virtual-network-for-international-textbook-research/edudata-
textbook-systems-worldwide.html) (2796 resources)

• edu.news (http://www.gei.de/en/departments/digital-information-and-research-
infrastructures/edumeres-the-virtual-network-for-international-textbook-research/edunews-
the-latest-from-educational-media-research.html) (4064 resources)

• Curricula\Workstation (https://curricula-workstation.edumeres.net/en/curricula/)
(7687 resources)

• K10plus (https://www.bszgbv.de/services/k10plus/) (search index of the library; 183,295
resources)

• GEI.de (http://www.gei.de) (the institute’s website; 546 resources)
• GEI|DZS (https://gei-dzs.edumeres.net/en/search/) (2641 resources)
• WorldViews (http://worldviews.gei.de) (57 resources)
• GEI Digital (http://gei-digital.gei.de/viewer/) (5200 resources)
• Pruzzenland (https://www.pruzzenland.eu) (116 resources)
• Zwischentöne (https://www.zwischentoene.info/themen.html) (461 resources)
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Below, we report an analysis of the most important bibliographic metadata used to record resource
information in the different projects. When preparing the harmonization of data from different
data sources, it is important to focus on the similarities of these resources, in order to not getting
overwhelmed by individual differences. Additionally, these similarities are most likely the data which
can interconnect the resources.

We formalize a bibliographic dataset (D) as follows. D is a set of 8-tuple d ∈ D =

(id; url; t; p; c; T; s; l) where:

id are unique identifiers of the resource or to other resources.
url is a link to the resource.
t is the title of the resource.
p is the published/publisher of the resource.
c is the created/changed information of resource.
T represents the topics of the resource, a set of three resources T = k, sa, dt where

k are the keywords or tags.
sa are the subject areas.
dt are places or descriptive terms.

s is the information related to level of education, school type, country of use or subject of the resource.
l is the language of the resource.

2.1.1. Identifiers

The most straight forward way of data harmonization is looking for the same identifiers within
different resources and hence, identifying two descriptions d1 and d2 of the same resource or resources
which are linked to each other. Although there is often a field “id” in the data, this attribute is not
necessarily the data to look for, because it often just separates this resource from other resources of the
same source. Talking with experts about exemplary resources will provide knowledge about fields
which contain identifiers.

2.1.2. URL

When merging data from different sources, the URL should be used to reference the original data.
The URL describes a fixed web address, which can be used to view an entry in the corresponding
project. Accordingly, all URLs are different and cannot be limited by a prescribed vocabulary. We
observed indirect URLs, where links led to a descriptive overview pages, generated by the containing
projects. For data harmonization, these URLs had no value, because the information presented on
these pages was already part of d. Within 7 of the 12 projects there was at least one link that led to the
original resource. With the remaining five projects, the URL could be assembled with the help of static
character strings and available information (e.g., from identifiers). The total coverage of this metadata
was 99.83%.

2.1.3. Title

Titles are a very short textual description of an entry and are often combined with the URL to
create a human readable link to the original resource. Intuitively one would assume that every entry
in every project has a title. However, this is only the case for 99.62% of the resources. In all but
four projects, there was a complete title assignment. Further investigations have shown that some of
these documents were not missing the title in the original data source, but must have been lost when
preparing the data for searching and presentation for the project’s interface. For some resources, such
as maps, a title was not always necessary.

2.1.4. Published, Publisher

Knowing when and by whom an entry was published is an important feature. Three of the twelve
projects did not have this feature at all. This includes the institute’s website, Pruzzenland and edu.data.
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The information on the publisher was also missing for two other projects: edu.news and Zwischentöne.
In case of missing publisher information, the publisher often was the institute itself. The total coverage
of “published” is 92.31% and that of “publisher” 91.33%.

2.1.5. Created, Changed

Since the project’s individual search indices have never been deleted and providing this service
ever since, we were able to gain two pieces of information that are of great value for a common
representation. The values “created” and “changed” managed by the search index were not found in
the underlying databases. However, they describe very well and independently from the publication
date when an entry was added to the corresponding project. It can also be considered as a substitute
for publication date if this information is missing. Information on “changed” was available in 11 of 12
projects and on “created” in 10 of 12. The total coverage of “changed” was 94.64% and that of “created”
10.89%, because the research library resources are missing this information.

2.1.6. Topic

By topic we mean keywords, subject areas, places or descriptive terms. Even if they were not
necessarily a descriptive topic term in the original project, the total coverage is 95.26%. Interestingly, it
was news related project (edu.news) where such descriptive information is missing. This shows
retroactively an error with the conception of this project, because keywords and geographical
information are common information in news articles. Fortunately, the keywords and topics often
have been linked with external knowledge bases (e.g., GND).

2.1.7. Level of Education, School Type, Country of Use, School Subject

Because it was important for educational media research, but is not part of traditional cataloging,
the institute decided to establish a classification for textbook characteristics. The research, the textbook
collection and hence the local classification scheme of the Georg Eckert Institute are primarily focused
on educational sciences, history, geography, political science and religious sciences [8–10]. As these
characteristics are specific characteristics of textbooks and related media, this information had the
greatest overlap between the projects. However, recent projects have shown the need to map “level of
education” and “school subject” into the UNESCO International Standard Classification of Education
(ISCED) to be able to cover international educational media [4].

2.1.8. Language

Information about the language of the entries were often given implicitly, like when the whole
data source was written in one language. The language in which the entries were written is unknown
in half of the projects.

2.2. Data Approaches

Research projects in our increasingly data- and knowledge-driven world are dependent on
applications that build upon the capability to transparently fetch heterogeneous yet implicitly
connected data from multiple, independent sources. Even though, all projects have been driven
by the respective research goals, the resulting tools generally show how research could benefit from
data-driven visualization, exploration and interaction approaches. The data inspection described in
Section 2.1 made it obvious that there would be no short term solution for harmonizing underlying
data of the projects, so that the projects could switch to the new data repository. Instead it revealed
the long-term need to research and develop new projects that could interact together with the
very large amounts of complex, interlinked, multi-dimensional data, throughout its management
cycle, from generation to capture, enrichment in use and reuse and sharing beyond its original
project context. Furthermore, the possibility of traversing links defined within a dataset or across
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independently-curated datasets should be an essential feature of the resulting tools and thus to ensure
the benefits for the Linked Data (LD) [11] community.

In the following, we further describe the reuse and reusability of the products of the different
projects analyzing the benefit from data-driven visualization, exploration and interaction approaches
in more details.

2.2.1. Visualizing Data

The design of user interfaces for LD, and more specifically interfaces that represent the data
visually, play a central role in this respect [12–14]. Well-designed visualizations harness the powerful
capabilities of the human perceptual system, providing users with rich representations of the data.
Dadzie and Pietriga illustrate in [15] the design and construction of intuitive means for end-users
to obtain new insight and gather more knowledge. As a cultural institution, the GEI digitizes
and interlinks its collections providing new opportunities of navigation and search. However, it
is comprehensive that the data are sparse, complex and difficult to interact with, so that a good design
and support of the systems is indispensable. Moreover, it is difficult to grasp their distribution and
extent across a variety of dimensions.

An important promise in connection with the digitization efforts of many institutions of cultural
heritage is increased access to our cultural heritage [16]. Aggregators, such as the Digital Public
Library of America and Europeana expand this ambition by integrating contents from many collecting
institutions so as to let people search through millions of artifacts of varied origins. Due to the size and
diversity of such composite collections, it can be difficult to get a sense of the patterns and relationships
hidden in the aggregated data and the overall extent of the collection [17]. Therefore, new ways of
interaction and visualization possibilities can help in finding relevant information more easily than
before [18,19]. We developed different tools and visualizations for accessing educational media data in
various project.

An example is given by the platform GEI-Digital (http://gei-digital.gei.de/viewer/), which is
a first generation system that provides more than 4300 digitized historical German textbooks in the
fields of history, geography and politics, including structural data (e.g., table of contents and table of
figures) and OCR processed text from more than one million pages. Both textbooks from the Georg
Eckert Institute and textbooks from other partner libraries were digitized and integrated. GEI-Digital
aggregates the entire collection of German textbooks until 1918. In the course of digitization, a total of
250,000 metadata were recorded, whereby the indexing follows the specific needs of textbook research.
Thus, in addition to information about the publisher and year of publication, subjects and grades
were recorded as meta data. However this tool does not provide any visually appealing information,
except from the presentation of the scanned textbook pages and figures, which offers researchers the
opportunity to print sections and work directly on these copies [20].

To overcome this deficit, the prototypical visualizations of “GEI-Digital visualized” (http://
gei-digital.gei.de/visualized/) have been developed in cooperation with the Potsdam University of
Applied Sciences in the Urban Complexity Lab as part of a research commission from the Georg Eckert
Institute for International Textbook Research. Through the visualization of the metadata and interactive
combination possibilities, developments on the historical textbook market with its actors and products
can be made visible. This tool illustrates the prerequisites and possibilities of data visualization, while
being limited to only data coming from GEI-Digital [21]. Letting researchers use this tool and observing
their interaction, we analyzed the added value given by data visualizations in combination with library
content, on the one hand, and the research purposes on the other (see Figure 1).
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Figure 1. Screenshot of the Georg Eckert Institute for the International Textbook Research
(GEI)-Digital-Visualized tool.

2.2.2. Data Exploration

Within the “Children and their world” Explorer, we implemented a second generation tool,
which shows how texts, included in the corpus, can be exported and used in other DH tools for
further detailed analysis (see Figure 2). Researchers can work with a set of texts and look for ways
to reveal structural patterns in their sources, which were, until now, impossible to analyze within
a classical hermeneutical way. This interdisciplinary DH project deals with world knowledge of
the 19th-century reading books and children’s books. The digital information (a sub corpus of
the GEI-Digital textbook collection combined with the Hobrecker collection [22], a children’s book
collection) has been combined to implement specific tools for semantic search and statistical text
analysis, which can support researchers to better formulate their research questions and to support
the serendipity effect, which can be given by the use of digital tools. To this end, approximately
4300 digitized and curated 19th-century historical textbooks have been annotated at the page level
using topic modeling and automatic enrichment with additional meta data. These extensions enable a
free browsing possibility and a complex content and meta data driven search process on textbooks.
For supporting the research goals of this project, a sub set of the books were manually annotated
by the supposed target gender (male, female, both or unknown) or the targeted religious confession.
The International TextbookCat research instrument (see Figures 3 and 4) does not only provide a
welcome extension to the library OPAC system, but also is a discovery tool that dramatically improves
the (re)search possibilities within underlying textbook collections. In contrast to the content driven
“Children and their world” Explorer, which is dependent on the digitization process, the International
TextbookCat is solely based on metadata and hence provides access to much more textbooks. It
employs the local classification system (see Section 2.1.7) in order to categorize textbooks according to
applicable country, education level and subject. Additional categories of federal state and school type
are provided for German textbooks. The project extends the textbook collection with the inventories
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of international partners, combining the textbook databases of three institutions: the Georg Eckert
Institute (165,231 resources), the University of Turin (25,661 resources) and the National Distance
Education University in Spain (66,556 resources), in order to create a joint reference tool [23]. Workflows
and system architecture have been developed that in the long-term will enable further institutions
to participate with relatively little effort on their part. An additional functionality is given in the
statistics view. Diagrams illustrate features and compositions of the collection or currently selected
set (see Figure 4), which on its own can be seen as an visualization approach. Researchers can use this
feature for the development or verification of their hypothesis and research questions.

Figure 2. Screenshot of the Digital Humanities Tool “Children and their world” Explorer.

Figure 3. Screenshot of the International TexbookCat Research Tool.
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Figure 4. Presentation of the statistics given a query in the International TexbookCat Research Tool.

2.2.3. Data Interaction

The presented approaches encourage the user to interact with their underlying data in order
to examine research questions or just in hope of the serendipity effects which could lead to new
hypotheses. However, this interaction has no effect on the data itself. None of the examined projects
used interaction data to improve itself. However, some projects encouraged the researcher to interact
with the institute in order to create reviews, recommend new textbooks to purchase, prioritize books
in the digitalization queue, etc.

Recently, we researched about the most desired features for textbook annotation tools and then
created SemKoS, an annotation tool prototype, which supports data interaction and creation, based
on digitized textbooks. In order to maximize the acceptance of the tool, we did a survey in which
we found out what researchers expect from such a tool [20]. As a direct consequence, it was decided
that annotations should be made directly on the scanned book pages and not on the corresponding
recognized texts, as this supports a working method similar to the traditional work on a book. As it
can be seen in Figure 5, text (representing entities) can be linked to a knowledge base, resulting in a
better contextual understanding of the textbooks and the development of better data approaches in
the future.

221



Future Internet 2020, 12, 176

Figure 5. Screenshot of the SemKoS entity linking tool.

3. Creating a Middleware for Continuously Accessing and Joining Data

Developments in the direction of data integration and homogenization has been made within
the project WorldViews [24] with its aim of establishing a middleware to facilitate data storing and
reuse within the GEI context and beyond that. The project data, being stored in a standard format and
accessible through standard interfaces and exchange protocols, will serve as a use case to test the data
infrastructure’s improvement to facilitate the data’s long term sustainability and reuse. To intensify the
connection to the Cultural Heritage World (like Deutsche Digitale Bibliothek or Europeana), creating a
theoretical knowledge model, covering all types of resources, was essential. The data were found to be
in various formats and stem from international and multilingual sources (see Section 2.1). Furthermore,
in most project sources, the data were not static. Hence, the middleware had to be able to continuously
access and join the data, where joining included cleaning up, mapping to a common representation
and representing it in CMDI.

3.1. Accessing the Data

Since the research projects were driven by historical focused research questions, ignorant of the
possibilities of later disclosure and reuse of the data, the data structure has been very neglected. Access
to the data could be obtained in three ways:

1. Browsing a web based user interface. The projects often offer a search, where the resources data
is presented in a “detailed view”.

2. Analyzing the internal database of the architectures that make the web presence possible.
3. Analyzing the search indices generated by the provided search functionality.

In an attempt to identify commonalities between the research projects, researchers from the
institute took the path (1). In particular, the search masks were examined here, since its drop-down
lists often showed the complete assignment of a property (controlled vocabulary). In addition, it
was always tracked back where this information originally came from. At the same time, computer
scientists tackled (2) and (3), where (2) was too time consuming due to the multitude of different
architectures and the associated unmanageable variety of data. The data of the (separately kept) search
indices (3) were comparatively easy to access, since they were kept in the same architecture (Solr)
(https://lucene.apache.org/solr/) and hence, could be automatically accessed via interfaces.
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3.2. Mapping the Data to a Common Representation

Defining the mapping of data available in the institute’s digital information systems and
services was the most time consuming part of data harmonization, because every single feature
expression needed a representation in CMDI. In [25–27] we described our previous works on
CMDIfication process for GEI textbook resources. Often researchers and users were needed to link
each expression from the data to the common representation, because these persons knew the real
meaning of expressions and would not make assumptions. This process led to a set of mapping
rules (like “map language:’English’ to iso_639_3:’eng’ ”), which could always be adjusted, extended
and applied again, because mapping tools do not manipulate the original data, but the representations
in CMDI.

3.3. Application of CMDI Profiles

When developing CMDI, CLARIN assumed that metadata for language resources and tools
existed in a variety of formats, the descriptions of which contained specific information for a particular
research community. The data within the research projects of the GEI (see Section 2.1), which have
been tailored for the closed educational media research community, supports this assumption. Thus,
as in CMDI, components can be grouped into prefabricated profiles. The component registry then
serves to share components and profiles across the research projects and eventually to make them
available to the research community.

3.4. Proof of Concepts

A variety of independent digital services and projects have been implemented in the past, so that
researchers which were interested in cross-search possibilities had to find a way themselves to get the
most relevant information related to their research questions, if they wanted to use different services.
Moreover, researchers who were not familiar with the institute’s services and data had no chance of
knowing whether it would be worthwhile to learn how to use the tools.

To tackle this issue, the first application using the newly created joint repository was an institute
wide search engine. Having the data in one place and knowing its origin, the task of creating this
search engine was just configuring a search indexer and designing the user interface. Researchers are
now supported in performing cross-research questions, analyzing the data from different perspectives
(as shown in Figure 6 (http://search.gei.de) ) and analyzing found results in their original services in
detail. The flow of data from the search engine point of view can be summarized as follows.

1. Project’s data is accessed and retrieved continuously by the middleware.
2. Where applicable, the data are then mapped into standards, controlled vocabularies or codes.
3. The resources are then represented in CMDI and stored into a repository.
4. Repository’s data are accessed and retrieved continuously by the indexer.
5. The indexer transforms the CMDI representation into a index document representation and stores

it in the search index.
6. The index is accessed by the discovery tool (VuFind), which presents results to the user.
7. The codes are translated into corresponding terms of the selected/detected language.

While these steps look overly complicated, only steps (4) to (6) had to be implemented to create
the search engine. In fact, in the future, step (4) should be provided by the repository’s Application
Programming Interface (API), where XSLT(eXtensible Stylesheet Language Transformations) could
transform CMDI into other representations.

A second proof of concept did not result in a tool yet, but in supporting a research question.
The newly created repository contained and linked data from GEI|DZS, an interface for filtering for
approved textbooks, from the Curricula Workstation, a tool for searching for curricula, and textbooks
from the library (via Findex). There was the need to filter textbooks for specific criteria, like school
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subject, year of admission and level of education, to link the corresponding curricula to the textbooks.
Each curriculum describes the wanted knowledge and if a textbook has been approved, we know for
sure that this knowledge is in the book. Showing, that linking actual curricula to textbooks enables a
variety of new text based approaches. The connection between these three data sources could not be
made before, because the data was never meant to be used in other services than they were made for.

Figure 6. Meta search of data collections.

4. Discussion

In the recent past, the GEI has generated many data silos whose origins lie in historically grown
and individually processed research projects. To get rid of these data silos, there was the need to
harmonize all project’s underlying data. Hence, we started collecting projects’ documentations and
investigated all options.

After analyzing the data, projects, tools and services of the GEI, we became aware of the great
potentials. Not only did we find valuable data, but also tools and services for visualization, exploration
and interaction. Even though the tools were designed for different purposes, the general ideas of these
applications could be expanded to all the data. For instance, the technology for visually browsing
through textbooks (like in GEI-Digital visualized) could be reapplied to visually browsing through
textbook admissions or curricula.

The institute approached this undertaking from two perspectives. The researchers (projects’ users)
reviewed the user interfaces to conclude the data structure and tried to track the data back to its
original source. The computer scientists performed a technical approach by analyzing the data in
the back-end. While gathering more and more information and understanding where, why and how
underlying data were stored, we had to solve new issues on the way. It has been shown that the
technical approach can also reveal missing features within a source, while the manual investigation of
the source only concluded that this feature exists. Conversely, the manual approach could not detect
the existence of properties if they occurred infrequently. From the title of a given document, we could
see that the transfer of data from the databases to the search indices did not always have to be complete.
Software or planning errors in the corresponding base architectures can lead to more information on
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the entries being available than can be found in the search index. Missing fields for publisher and
corresponding publication date showed that one should also include implicitly given characteristics
in the metadata when planning services, because these can be relevant with a subsequent use. The
search indices contained values that could not be found in the databases and the user interface of the
projects. Information such as when an entry came into a project or when it was last edited is required
if someone wants to know what has changed in the project or if a project is still being managed. When
planning new projects, such values should be considered as database entries. A deleted index can be
rebuilt at any time, but this information could no longer be reproduced. The lack of information about
educational level, school type, country of assignment, subject in edu.reviews’ offer is a clear call for the
reuse and linking of data, because exactly this information about the reviewed textbooks is contained in
the library catalog. Even if the language of the entries is unknown in half of the projects, the technology
has now reached the point where the language can be reliably determined and added. This example is
representative of many metadata that can be derived from other sources or supplemented in order to
make the existing data as complete as possible. Metadata fields such as keywords, subject areas and
locations can often also be re-used as general topics. Such a field would be comparable with the GND
keywords, which are equally diverse. This means that a field is created here which does not necessarily
have to occur in any project. Here the data-driven approach was advantageous, because all topics
could be assigned an ID, which links the keywords with the GND. The use of IDs instead of natural
language entries also promotes multilingualism, since linked data is often translated into different
languages. A decisive advantage when investigating the interface was that the experts always asked
themselves: “Where does this data come from?” Even though the indices provide a good overview,
they also showed that data were manipulated or lost on the way to the index. Knowing which source
they were fed from is indispensable for setting up component registry. The evaluation showed that
it was useful to analyze the data in parallel by experts who were familiar with the database and the
projects and computer scientists who combined similarly filled index fields pragmatically to create the
basis for a common database. The approach of the subject scientists led to detailed investigations of
the characteristic values of meaningful characteristics, while the approach of the computer scientists
revealed common characteristics. Both approaches complemented each other to enable the generation
of CMDI profiles and the transfer of data to component registry.

This work and the succeeding work of representing and linking the analyzed data sources into
CMDI and storing it in a repository, enables the implementation of new tools in the future. These
tools may be similar to the existing tools, but then with the underlying data always being up to date.
The tools may then cover all the data instead of the part they were designed for (compare to the
GEI-Digital-Visualized tool). The interconnections may lead to new tools, or, to begin with, link one
service with another. Linking also enables the derivation of additional textbook attributes. For instance,
if we know the knowledge described in curricula and know the approved textbooks for these curricula,
then we know the containing knowledge of the textbooks without any digitization effort.

5. Conclusions

In this work, we identified various reasons to join the data behind digital services. We illustrated
the challenges, but also the opportunities of harmonizing such data retroactively, having a single
point of access, using the Component Metadata Infrastructure (CMDI), which was especially designed
for such an undertaking. To show the many advantages of such data repository, we implemented a
prototype service, where the joined data could be accessed via search interface. The actual effort to
implement this service was minimal, which was very promising for the implementation of future tools
and services.

The overall objective of the presented approach is to limit the effort for implementing new
research tools, while maximizing re-use of data and code. The desired effects of data unification are
conservation, interlinkage and unification of the data access. Additionally, there is the long term effort
to unify the underlying code base, so that implementing a new tool could be just a matter of selecting
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existing software components. The complete application to join various data silos, as described in this
work, goes through the following phases:

1. Recording the characteristics and characteristic values of the research projects.
2. Creating the CMDI profiles.
3. Transfer the data into the component registry.
4. Prototypical implementation of a tool to show that the profiles are complete and correct.
5. Conversion or re-implementation of research projects via component registry.

Realizing described middleware is a work for years. Our institute’s middleware is still being
developed and CMDI representations only cover the most commonly used features. Individual
features, better duplication detection, noting the source for bits of information, etc. have to be added
in the future. In the short term, it was not feasible to recreate old projects using the newly created
data repository. First, users would not benefit from this change and second, the newly created
interconnection between the resources offer much more possibilities that the projects interfaces needed
a complete overhaul.

Tools of the Digital Humanities have shown to be successful in supporting research on books.
For instance, our institute provides several tools for doing research on textbooks and curricula.
Unfortunately, not all institutes have the possibilities and the qualified staff to set up their own Digital
Humanities architecture. Hence, in the future, we will enhanced our repository to be ready to cover
additional data coming from other educational media research projects, from all around the world.
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Abstract: The use of chatbots in news media platforms, although relatively recent, offers many
advantages to journalists and media professionals and, at the same time, facilitates users’ interaction
with useful and timely information. This study shows the usability of a news chatbot during a crisis
situation, employing the 2020 COVID-19 pandemic as a case study. The basic targets of the research
are to design and implement a chatbot in a news media platform with a two-fold aim in regard
to evaluation: first, the technical effort of creating a functional and robust news chatbot in a crisis
situation both from the AI perspective and interoperability with other platforms, which constitutes
the novelty of the approach; and second, users’ perception regarding the appropriation of this news
chatbot as an alternative means of accessing existing information during a crisis situation. The chatbot
designed was evaluated in terms of effectively fulfilling the social responsibility function of crisis
reporting, to deliver timely and accurate information on the COVID-19 pandemic to a wide audience.
In this light, this study shows the advantages of implementing chatbots in news platforms during a
crisis situation, when the audience’s needs for timely and accurate information rapidly increase.

Keywords: crisis reporting; chatbots; journalists; news media; COVID-19

1. Introduction

A “bot” (a shortening of “robot”) is any automated software that responds to incoming information
or data, using predetermined rules and/or artificial intelligence to select a response [1]. Chatbots refer
to any software application that engages in a dialog with a human, using natural language. The term
is most often used in connection with applications that converse via written language. However,
with advances in speech recognition [2], they can be programmed to respond differently to certain
keywords or employ machine-learning techniques to adapt their responses based on words included
in queries [3–5].

For several years, social, conversational bots have been used to provide benefits to companies, who
use them to reduce time-to-response and provide enhanced customer service, increasing satisfaction
and engagement [6]. Chatbots consist of a specific AI-based software category developed by companies,
to automate communications and management of transactions with their customers [7,8]. Use of this
technology in news media platforms, although relatively recent, offers many advantages to journalists
and media professionals and, at the same time, facilitates users’ interaction with useful and timely
information. Initially, when newsbots were interacting with users on social media platforms, such as
Twitter and Facebook, they tended to mainly function as re-broadcasters of traditional news content
to social media [9], namely to alert, aggregate and monitor content for their users. However, news
chatbots have moved a long way forward and are now able to offer a variety of informational services
to their users, from the dissemination of information to data categorization and taxonomy.
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This study aims to show the usability of a news chatbot during a crisis situation and uses the 2020
pandemic crisis of COVID-19 as a case study. Drawing from Piccolo et al. [10], Ford and Hutchinson [11],
and Radziwill and Benton’s (2017) [6] studies regarding the use of chatbots in crisis situations, the basic
targets of this research are to design and implement a chatbot in a news media platform with a two-fold
aim in regard to evaluation: first, the technical effort of creating a functional and robust news chatbot
in a crisis situation, both from the AI perspective and interoperability with other platforms, which
constitutes the novelty of this approach; and, second, users’ perception regarding the appropriation of
this news chatbot as an alternative means of accessing existing information during a crisis situation.
The news chatbot designed was evaluated in terms of effectively fulfilling the social-responsibility
function of crisis reporting to deliver timely and accurate information regarding the COVID-19
pandemic to a wide audience. In this light, this study shows the advantages of implementing chatbots
in news platforms during a crisis situation, when the audience’s needs for timely and accurate
information rapidly increase.

2. Literature Review

2.1. Chatbots in the News Media: Uses and Affordances

In recent years, robotic technologies have established themselves in the news media by offering
practical alternatives for journalistic daily routines. Although the transition from bots to chatbots
has not been easy, automation techniques have found their way to the news media platforms,
eventually resulting in “automated news” and “automated journalism” through the use and exploitation
of algorithms.

Lokot and Diakopoulos (2015) [9] argue for the “potentially positive and beneficial utility of
automated news and information sharing”, including how bots may “contribute to positive effects
in the public media sphere if employed ethically and conscientiously” (p.3) [12]. This new wave of
automation incorporates many forms of what is commonly referred to as “artificial intelligence” or
“cognitive technologies”, which aid both the inputs and outputs of journalism [13].

Automation initially aimed to reduce human effort and facilitate the work journalists undertake
to get news to the public in the era of big data [8]. The application of chatbots in journalism has
shown that they can unburden journalists from daily routine work, reducing pressure to produce
quantity and allowing them to concentrate instead on quality, freeing up capacity for in-depth analysis
and reporting [5]. This also enables them to consider best practice in journalistic work, like checking
multiple sources, reflection and diligence [14]. In addition, chatbots embedded in news platforms
assist in the categorization and taxonomy of news, especially in the era of big data, facilitating users’
effort to locate specific news topics they are interested in [15].

Moreover, the application of chatbots in the news media reshapes the narrative of journalism:
Not only do they allow the personalization of information delivery and immediate interaction among
sources and recipients [5], but they also do so through trusting speech, by which they seek to generate
emotion and foster loyalty [16] and, consequently, trust.

In the news media environment, trust remains one of the most important features that journalists
around the world strive to achieve. Several studies have pointed toward trustworthiness that users
ascribe to third-party computerized actors and algorithmic processes used for selecting and curating
the news. Thurman et al. (2018) [17], for example, demonstrate a link between respondents’ trust
in news organizations and their assessment of the utility of algorithmic news selection. They argue
that, as trust in news organizations falls, people are less likely to recognize editorial selection by
journalists as a good way to receive news. By contrast, agreement that automated personalization is a
good way to receive news is less affected by distrust in the media. They conclude that users do not
recognize the link between automated news personalization and the operation of news organizations,
“believing the technology has a degree of immunity from contamination by a politically compromised
or untrustworthy news media” (p.17). Ford and Hutchinson (2019) [11] frame their study in terms of
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the newsbot as a medium that mediates existing social relationships (in this case, between audiences
and media organizations). Following Hoflich (2013) [18], who suggest that robots can be either a
connective or divisive element in the inter-group relationships that they mediate, Ford and Hutchinson
find that the friendly newsbot contrasts favorably with users’ previous experience with traditional
dissemination of news and the journalists who produce it. Shneiderman (2020) [19] introduces a
two-dimensional framework of Human-Centered Artificial Intelligence (HCAI) that separates levels
of automation/autonomy from levels of human control. This model seeks to produce computer
applications that are reliable, safe and trustworthy (the three RST goals). Achieving these goals,
especially for complex poorly understood problems, can support, among others, mastery, creativity
and responsibility; as Shneiderman (2020) [19] argues, well-designed automation preserves human
control where appropriate, thereby increasing performance and enabling creative improvements
(p.495). In addition, the design of “shared-control systems”, where a virtual human model assists the
human in a control task—by simultaneously co-controlling, a system could add value for chatbots’
users [20]. It is known that if the assisting virtual human model does not accurately characterize
human control, this may lead to increased workload for the human operator, instead of improved
performance (Griffiths and Gillespie, 2005).

In recent years, chatbots have been connected to “sensor journalism”, the use of sensors embedded
in the real world as a source of data driving the composition and distribution of automated news items.
Examples of this “sensor-journalism” or “sensor-telling” have covered topics such as pollution and
animal welfare [17,21]. Several studies in this area are mainly evidential in (a) exploring whether and
why news consumers think automated personalization is a better way to receive news than selection
by journalists and editors [17]; (b) questioning received wisdom on the existence of filter bubbles [22];
and (c) even asking whether recommendation engines might promote, rather than limit, diverse news
exposure [23].

However, recent developments regarding the use of news chatbots have brought significant
implications for individuals, society and communication, resulting in the formation of Human–Machine
Communication (HMC) as an area of research [24,25], as did previous changes in technology that
were followed by corresponding shifts in communication research. While the underlying theoretical
assumption in the majority of communication research is that it is humans who are communicators
and machines that function as mediators, within HMC, this assumption is challenged by asking what
happens when a machine steps into this formerly human role. Lewis et al. (2019) [26] argue that
HMC has to be re-envisaged as a way of approaching the study of technology based on its function as
communicator (message source), rather than merely as mediator (message channel).

Moreover, the way(s) news chatbots are used can raise issues regarding data ownership and
privacy. In their study regarding the news chatbot created by the Australian Broadcasting Corporation
(ABC), Ford and Hutchinson (2019) [11] argue that the way the ABC operated its news chatbot could
have consequences for Public Service Media (PSM) accountability principles, since the ABC was
dependent on the private infrastructure of Facebook and ChatFuel. They state that such matters will
only become more relevant as news is delivered increasingly via smart speakers and controlled by the
few global corporations with the expertise, data and resources necessary for leading such developments.

2.2. Employing News Chatbots for Crisis Reporting: The Case of the COVID-19 Pandemic

Until the early days of 2020, the global societies of the Western world could conceive of a global
pandemic scenario only within the framework of a Hollywood movie. The spread of COVID-19 found
mankind unprepared to deal with emergency health crisis situations, although, in the previous decade,
several countries around the world had confronted lesser health crises, such as the SARS (Severe Acute
Respiratory Syndrome) pandemic in the early 2000s. The COVID-19 pandemic made clear to the whole
world that diseases do not recognize national borders, whereas national health systems—even in the
most developed countries—are unable to support an effective response to such crises.
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In this framework, crisis reporting has become more relevant than ever and in need of more
robust and effective practices to fulfil its social-responsibility function: accurate, timely and precise
information available to all citizens on practical issues in regard to the global pandemic. As Kruger
(2005) argues [27], reporting information “as fully as its standing as a major public health crisis
demands, and reporting it in all its various aspects” (p.127). However, crisis reporting regarding health
issues in the past had to meet these demands in a way that was in accordance with the technological
tools available. The technological explosion of Web 3.0 in recent years seems to have weaponized
media organizations with the ability to fulfil their social role with a variety of tools. Among these,
chatbots offer a practical solution for both audiences and media professionals to deal with a severe
global health crisis, provided they are used to fulfil an audience’s specific needs and demands.

In their study regarding the use of chatbots in crisis situations, Piccolo et al. (2018) [10] find that
users expect an ideal chatbot to be high performing (fast, efficient and reliable), smart (knowledgeable
and accurate in predictions), seamless (easy and smooth) and personable (understands me and is
likeable). Their model was based on Radziwill and Benton’s study (2017) [6], which compiles a set
of quality attributes expected for chatbots classified into six categories: (1) performance, reflecting
the ability to deal with unexpected input and the appropriate escalation to humans; (2) functionality,
which is related to linguistic accuracy; (3) humanity, referring to humanized interactions; (4) affect,
which encompasses enjoyability, politeness and personality traits; (5) ethics and behavior, referring
to respecting users’ privacy, sensitivity to social concerns and trustworthiness; and (6) accessibility,
by detecting users’ meaning or intent and responding to social cues.

Dale (2016) [2] states that, as the technology evolves, in the near future, it could become hard
to distinguish a chatbot from a human in a conversation. Louwerse et al. (2005) [28] argue that
having “humanlike” behavior can be one of the success criteria in the process of evaluating chatbots.
However, in the case of news chatbots, this clear distinction is important, so as to avoid frustration.
Design plays a significant role, and, in most cases, it is up to the designer to decide the “form” of the
chatbot. For example, creating a chatbot by using a “humanlike” form can make the application more
“user-friendly”; however, it can also change user perception of it as “human or machine”. Overall,
embedding human elements in a news chatbot can be identified as an important step toward building
trust in the chatbot application and in the sociotechnical initiative as a whole [10].

Looking for further success criteria to evaluate chatbots, Zamora (2017) [29] goes back to the
virtual agents’ literature from the 1990s, which includes being efficient in responsiveness. To this end,
an effective chatbot relies not only on the user interface design but also on the development of a robust
AI-based process to support the conversation. The design, though, has to properly address eventual
conversation breakdowns [10,30].

Achieving effective interaction between users and news chatbots is an intriguing challenge,
depending not only on design but also on users’ preferences and interests. More than that, as pointed
out by Zamora (2017) [29], the best interaction mechanism should be chosen according to the context;
for instance, replacing text-based input, which is more susceptible to errors, with making selections
whenever possible (see also Reference [10]). To create a truly inclusive experience, the design
should guide the users throughout the navigation, step by step, facilitating their search and news
selection process.

Added to all of this, content plays a significant role in the effectiveness of news chatbots. As Roberts
and Doyle (2017) [31] point out, crisis-responding organizations are encouraged to build relationships
with the local population around questions of data interoperability, data sharing and understanding
how their policies might inhibit or affect data sharing and collection. In regard to the use of chatbots
for crisis reporting, users need to be able to have quick access to specific information, as well as access
to distinct and clear categories of news. Depending on the type of crisis, this information may vary
from instructions for access to hospital and medical care facilities, to road safety instructions and/or
emergency contact details of relevant authorities.
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3. Research Questions (RQs) and Method

Based on the preceding theoretical analysis, the study sought to address the following
research questions:

RQ1. Which functions should news chatbots perform when used in crisis reporting?
RQ2. How can news chatbots be designed and implemented to be trustworthy, reliable and acting

in the users’ interests when used in crisis reporting?
Based on the ideal features of a chatbot, as earlier analyzed, a news chatbot was created based on the

COVID-19 information offered on the web platform of the BBC. The study opted for the implementation
of a retrieval based chatbot with predetermined responses based on specific requirements included in
this study. Specifically, the scope of the effort was to develop and evaluate a news chatbot that would
offer an alternative method of accessing existing information. Moreover, since such a solution is being
proposed for crisis situations, a specific one was selected that could be deployed rapidly and does not
require sophisticated programming. It is worth noting that chatbot implementations based on natural
language interaction can be considered to be overrated for disseminating existing structured (in some
sense) information (e.g., symptoms, existing cures, available medication, restriction in movement, etc.).

The specific news organization was selected first because it attracts a global audience through
using the English language, and second because it presents not only national information regarding
the UK but also global information on the rest of the world, in contrast to other national or local news
organizations in Europe that tend to focus more on national/local aspects of the COVID-19 pandemic.
This makes it easier for study participants to assess and evaluate the effectiveness of the news chatbot
presented, as they are more familiar with the available information.

Once the news chatbot was created, two groups of journalism students (consisting of 45 participants
each) were asked to evaluate its performance, both via mobile and computer screens. The questionnaire
used for the focus groups’ evaluation is presented in Appendix A. The two focus groups were
independent and did not interact with each other. The first group was selected from 2nd-year
students attending the BA Program of Journalism in the University of Cyprus; the second group was
selected from 2nd-year students attending the BA Program of Journalism in the Aristotle University of
Thessaloniki, Greece. All participants in both groups were familiar with news chatbot applications,
having earlier attended relevant teaching modules. The ratio of men to women was around 1:1,
and their ages ranged from 20 to 24 years old. They were deemed appropriate to evaluate the news
chatbot mainly due to their familiarization with relevant applications. After all, this study is not
concerned with the overall evaluation of using news chatbots; instead, the main target, as already
stated, is to design an effective news chatbot to be used during a crisis situation.

Both focus groups were conducted by using the Microsoft Teams Platform for distance learning
courses by the same independent researcher/moderator who guided the interactive conversation.
The moderator was accompanied by each group’s instructor, who remained only as an observer
throughout the online conversation. The initial questions were based on the specific features of effective
news chatbots, as earlier analyzed in the Theoretical Framework. In the next stage of the study, all
evaluation comments were categorized regarding functionality, reliability, design and specific features
of the news chatbot (see analysis below) and embedded in the final application.

4. The COVINFO Reporter Chatbot: Design and Implementation

The COVINFO Reporter chatbot was developed over a period of two months (March and April
2020) and was carried out in three steps, namely design, implementation and evaluation of the platform.
In the first step, which involved platform design, the authors employed existing experience of chatbot
development [8], as well as previous related implementations [10,12]. Figure 1 depicts the actions
taken during the development of the chatbot. In step 1, the chatbot’s requirements and features
were articulated. The second step included the deployment of the COVINFO Reporter, with all the
features specified in the first step. The supported conversation was optimized for simplicity of use,
aiming at providing all the information requested by users, with minimal conversation steps. During
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the implementation step, the COVINFO Reporter was evaluated by a small number of experts who
completed a series of actions on the chatbot, acting as potential users obtaining information related to
COVID-19. Finally, it was extensively used and evaluated by journalism students from Greece and
Cyprus. Based on their comments, improvements were introduced, and possible research directions
were identified. The evaluation of the chatbot is presented and discussed in the next section.
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4.1. Design

As mentioned earlier, the design of the COVINFO Reporter chatbot was based on previous
experience [8] in which a chatbot based on the Quriobot plugin was embedded in a news article
published on a WordPress platform, as a means of alternative narrative. Although the focus of the
current project was on facilitating access to multiple news articles, the main idea was the same in
both cases: the deployment of an alternative means of accessing existing information. Of course, one
must also consider the urgency of the situation of the COVID-19 pandemic, which forces users to seek
important information on how to deal with the crisis, which affects all aspects of their daily lives.

For the process of selecting the appropriate chatbot platform, certain parameters were taken into
account. Specifically, the study prompted for a simple chatbot platform that can be embedded in a
WordPress Content Management System (CMS), since the majority of the news websites is based on this
CMS. Moreover, for future extensions of this effort, the possibility of integrating the chatbot into other
social media platforms needed to be supported by the selected chatbot platform. Based on the above,
the ManyChat chatbot platform (built primarily of Facebook messenger) was excluded. Furthermore,
other established chatbot platforms, like Amazon Lex and Google Dialogflow, do not offer their own
plugins for WordPress (some related plugging is offered by third parties). In addition, those platforms
are built for natural language interaction. Thus, the Quriobot platform was selected based on the facts
that it supports WordPress integration and, also, other social media platforms (Facebook Messenger,
Viber, Slack, WhatsApp, Snapchat, etc.) for future extensions and its primary focus is on supporting
predetermined chat flows.

The definition of the requirements during the design step was supported by previous chatbot
implementations. Piccolo et al. (2018) [10] consider the deployment of a chatbot on Facebook Messenger
to help people submit reports of violence and misconduct during the 2017 Kenyan elections. During
the design phase of the COVINFO Reporter chatbot, this option was examined but rejected as being
limited only to users of one messaging platform. However, this functionality can be deployed at a
later stage of the chatbot development, since the chosen implementation platform supports a range of
messaging platforms. The BBC has also piloted several conversational chatbots based on pre-scripted
material written in a multiple-choice format, mainly focused on special events, e.g., the UK’s general
elections [12,32].
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Since the scope of this study was to develop a chatbot that would offer an alternative method of
accessing existing information, a retrieval-based chatbot with predetermined responses was selected.
The BBC website was chosen as the source of the chatbot information, since, among other characteristics
given in the RQs and Method section, it has developed a significant number of web articles (text and
video) that examine various aspects of the COVID-19 pandemic [33].

4.2. Implementation

The COVINFO Reporter chatbot aims to enhance journalists’ day-to-day workflows. The platform
supports the selection by journalists of existing web content from the BBC website, which is made
available through the COVINFO Reporter interface and is accessed by users seeking specific information
through an alternative narrative. Figure 2 depicts the interactions that take place with involved
stakeholders (journalists and users). Journalists create content on the BBC website and also select the
articles that can be made available through the COVINFO Reporter chatbot. On the other hand, users
employ the COVINFO Reporter interface to access available information.
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The Quriobot platform (https://quriobot.com) was selected to deploy the COVINFO Reporter
chatbot. The Quriobot is relatively simple to install and use, with development managed via its Control
Room (https://control.quriobot.com/). The chatbot is also able to gather information through interaction
with users and thus improve interactivity. Although the COVINFO Reporter chatbot was employed
through the URL offered by the Quriobot platform, it can also be embedded in a WordPress website,
as well as other channels (e.g., Facebook Messenger). The COVINFO Reporter chatbot can be accessed
at https://botsrv.com/qb/AUTH/COVINFO-CHATBOT.

The creation of a chatbot is a relatively straightforward process, since the Quriobot platform
offers a number of ready-to-use templates that can be adapted to each developer’s needs. It also
offers the ability to construct a chatbot from scratch, which consists of a number of steps that define
the Quriobot’s behavior. The Quriobot Control Room conversational designer supports the build of
proactive conversations, which are supported by conditional rules and different step types. It can also
employ smart jumps between questions, based on answers provided by users.

In the case of the COVINFO Reporter chatbot, 11 steps were programmed, as depicted in the
flowchart in Figure 3. Initially, there is a welcome message, and the chatbot introduces itself. Then it
asks the user if he/she wants to continue. If the answer is “No”, the chatbot terminates. If the reply is
“Yes”, the chatbot presents a list of available topic categories, and then, upon selection, the selected
category is displayed. Next, the user can select and display a selected news article. Then it asks
if the user requires access to other information. If the answer is “Yes”, the chatbot again displays
the categories. If the answer is “No”, the conversation is terminated. It is worth noting that all the
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questions the chatbot is called to answer have predefined answers. Various steps of the conversation
with the COVINFO Reporter chatbot are included in Figure 4.
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The Quriobot platform supports ongoing modification and update of chatbots by adding more
categories or available articles. It can be accessed from both PCs and smartphones. However, one
limitation of this feature is that it cannot be programmed to display differently on different device
types. Thus, news articles are displayed in a small-size window appropriate to smartphones, which is,
as expected, not very convenient for PC users.

5. Evaluation of COVINFO Reporter Chatbot: Findings and Analysis

Drawing from earlier chatbot evaluation studies [6,10,11], the COVINFO Reporter chatbot was
assessed in terms of the following characteristics: (a) performance, (b) reliability, (c) functionality,
(d) personalization, (e) interactivity, (f) ethics and behavior, and (g) accessibility. Although the two
groups of participants did not interact with each other, both came to the same conclusions and offered
similar assessments; therefore, their comments are jointly presented based on the earlier mentioned
categorization of the chatbot’s characteristics and not on the basis of two separate focus groups.
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The performance of the COVINFO Reporter chatbot was examined in regard to its ability to respond
in a timely and efficient manner, both via a larger screen (tablet or laptop) and a smaller one (mobile
phone). All participants deemed it efficient, and most indicated that, in times of crisis, the chatbot
can save time when looking for crucial information: “It helped me save time while looking for much
needed information, for example guidelines on medical facilities”, stated M.A. (female, 20 years old,
Cyprus). The vast majority of participants stated that there were no differences between the two screen
categories used. However, they found the mobile phone screen to be more efficient, perhaps because
they were more familiar with it: “All the information is there; either you use it via a computer or
via a smartphone, but my opinion is that COVINFO Reporter was constructed for a smartphone”
(C.G., female, 22 years old, Cyprus). Several problems were initially detected by participants of both
focus groups, focusing mainly on the chatbot’s technical performance. “I detected some ‘technical
problems’ in regard to the chatbot’s ability to return to the main screen that need to be fixed; otherwise
it would be tiring to navigate through it” (A.L., male, 22 years old, Cyprus); “When using it through a
computer, it does not seem to be able to use the full-screen mode, only part of the screen” (I.A., male,
23 years old, Cyprus); “I agree, this could entail further problems with people with visual disabilities
and older users” (N.C., female, 21 years old, Cyprus).

Functionality was tested in terms of linguistic accuracy and knowledgeable information offered. Most
of the participants agreed that the language used is simple and accurate, and the information offered is
useful for everybody during the pandemic crisis: “I found everything I was looking for—the information
was filtered in a useful way and the news categories were expressed with simple words” (A.L., male,
23 years old, Greece). Although some participants indicated that they enjoyed the fact that the COVINFO
Reporter offers the basic information needed, others argued that more information could be added:
“At least another information category has to be added regarding information for the pandemic outside
the UK, for people who want to know what is happening in other countries” (G.A., male, 20 years old,
Greece; A.E., 21 years, female, Cyprus). An important point was made by several participants regarding
the colors used: “the use of red color could eventually make us tired while using the chatbot for [a] longer
duration of time” (A.B., female, 22 years old, Greece); “the partial use of white color should be avoided in
a news chatbot because it can make users feel bored” (G.A., male, 20 years old, Greece); “definitely the
use of white color for the fonts should be avoided in the chatbot responses; it makes it difficult to read the
information offered” (G.K., female, 21 years old, Greece).

Reliability was measured in regard both to the content offered and to the chatbot’s proper function.
The majority of the participants indicated that the chatbot functioned properly, and the timeframe for
providing answers to users was adequately calculated. “It functions properly in all categories tested,
and this kept me going for longer than I thought I would have stayed inside the application, definitely
better than reading a conventional news website” (S.Ma., male, 21 years old, Greece). Regarding the
news content, all participants deemed it reliable and trustworthy, as “it is based on the information
offered by the BBC web page; therefore, I consider it reliable enough” (P.P., male, 23 years old, Cyprus);
“I trust that the information is reliable, because it comes from a reliable source, since it is the source
that guarantees reliability, not the robot application” (C.Ch., female, 22 years old, Cyprus).

Personalization refers to the form and depiction of the chatbot. All participants found the selected
form as being “representative”, “reliable” and “affective”. To this end, several students emphasized
the fact that the picture selected for the COVINFO Reporter chatbot “encompasses politeness and
personality traits that can make it seem more human” (E.A., female, 21 years old, Cyprus), “it looks
like a real reporter and uses vivid color, which is very pleasant” (C.C., female, 20 years old, Cyprus),
whereas it offers “crucial information in a customized form, and this is important in a crisis situation,
for all users” (N.K.Th., female, 22 years old, Greece). All participants argued that the depiction of the
chatbot in a humanlike form was not confusing: “it is clear that this is a robot application, although it
is depicted in a humanlike form” (N.P., male, 21 years old, Cyprus); “the humanlike picture selected
cannot confuse the users; this is clearly a robot we are interacting with, although he looks really friendly
and polite, exactly as a reporter should look” (G.I., male, 22 years old, Cyprus).
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Interactivity was tested in regard to the chatbot’s ability to easily interact with users. “It was fun
and enjoyable to read the news in this format; it really helped me to move on with my next questions”,
stated D.Th. (male, 22 years old, Greece). All participants agreed that this was a more enjoyable way to
acquire the information they were looking for regarding the pandemic crisis than the way information
is offered in a conventional news site: “Even if I am in a hurry and looking for specific information
quickly, this way is far more effective, because it is like the chatbot is trying to answer all my questions”
(M.A., male, 20 years old, Cyprus).

Ethics and behavior refer to issues regarding users’ privacy and sensitivity toward social concerns.
All participants found it positive that no personal data were needed, whereas the information offered
was in line with social concerns around an issue as serious as a health pandemic. “I liked the fact
that there was no need to state personal data, i.e., my e-mail; it made it easier for me to search the
specific information I wanted; for example, if someone I infected looks for medical information, he/she
do not need to identify themselves”, stated I.A. (male, 23 years old, Cyprus). “The chatbot provides
information for every user of any age, and for me, this indicates social responsibility for all citizens”,
argued Ch.K. (female, 21 years old, Greece).

Accessibility was tested in terms of users’ ability to easily access the chatbot and navigate through
it. All participants in the study agreed that it was easily accessible and “fun to navigate through it,
much more than any conventional news website (M.Z., female, 21 years old, Greece). “It was really
easy to access and navigate inside the chatbot; everyone can do it, even older users with limited
knowledge regarding chatbots; in fact, the chatbot itself guides you to the information you are looking
for” (A.S., female, 21 years old, Greece). “The Q and A process escalates smoothly, and in this way,
it is easy to access the specific information you are looking for; it is an easier narrative for telling the
news” (P.T., male, 23 years old, Greece). “It is a better narrative when you are looking for emergency
information, easier to access and navigate through it” (M.P., female, 22 years, Cyprus).

All expected characteristics, as well as achieved results, are depicted in Table 1.

Table 1. Expected characteristics and achieved results.

Characteristics Achieved Results

Performance
• Ability to respond in a timely and efficient manner
• Ability to adjust both to a larger screen (tablet or laptop) and a smaller one (mobile phone)

Functionality

• Linguistic accuracy
• Knowledgeable information
• Simple language
• Use of bright colors for the fonts

Reliability

• Proper technical function
• Credible information
• Identification of information source(s)
• Proper timeframe for providing answers

Personalization
• Humanlike picture
• Selection of personal characteristics that adhere to a typical reporter

Interactivity • Ability to easily interact with users

Ethics and Behavior

• Respect of users’ privacy
• No personal data shared
• Information in line with social concerns regarding the pandemic

Accessibility

• Easy navigation
• Easy access
• Smooth escalation of Q and A process
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As this analysis has shown, chatbots used for news dissemination in a crisis situation seem to
present certain differences in comparison to commercial chatbots. First, according to users’ assessment,
they need to be as simple as possible so as any user can access and navigate through the information
offered. This is extremely important during a crisis situation, since users need to acquire information
fast and easily. In this light, the chatbot’s technical ability to respond in a timely manner is of equal
importance during a crisis situation. The second basic difference is related to ethics and behavior.
In a crisis situation, social concerns and “sensitive” issues may be related to patients’ identification
and personal data publicized. As such, news chatbots used for access to emergency information (e.g.,
nearby medical facilities, guidance according to medical protocols, etc.) need to be in line with social
concerns and ethical boundaries.

This analysis has also shown that the design and development of chatbots used for news
dissemination in a crisis situation is rapidly evolving, following two basic factors: first, the latest
technological trends, as well as the available technology, both to the developer and to the target
audience. For example, while an international news organization can have access to the means and
personnel needed to develop a more perplexed chatbot application, a local news entity does not have
the means, nor does it employ the specialized personnel, to develop perplexed applications. In this
light, news chatbots that are developed to meet urgent needs and audience demands need to be easily
designed and managed, following existing development tools. Accordingly, every developer needs
to keep in mind the technology available to the target audience. For example, users in countries of
the Western world tend to enjoy more advanced technological tools than users in underdeveloped
countries, following the existing digital divide.

Second, news chatbots need to be in line with the specific peculiarities of the crisis situation for
which they provide information. Not every crisis situation presents similar characteristics to previous
crises, even if they are related to the same social sectors. For example, the Great Recession of 2007 was
radically different from previous economic crises mankind had to face. Accordingly, the pandemic crisis
of 2020 due to COVID-19 was different compared to the SARS (Severe Acute Respiratory Syndrome)
pandemic in the early 2000s. As such, users’ needs regarding information and news dissemination
may differ, and this has to be taken into consideration during the development of the application.

6. Conclusions

This paper has focused on the design, implementation and evaluation, in terms of effectively
fulfilling the social responsibility function of crisis reporting, of a news chatbot used in a crisis situation.
In this light, the pandemic crisis of 2020 due to COVID-19 was used as a case study, and the COVINFO
Reporter chatbot was developed, which aims to deliver timely and accurate information regarding
the crisis. The novelty of the approach is based on the news chatbot’s easy implementation for news
organizations, as well as on its ability to effectively deliver crucial information to a wide audience
(users) in times of crisis.

Interesting conclusions can be drawn from the findings of the study. There is no doubt that
automation is already having a significant impact on journalism and the dissemination of news in
general. The introduction of chatbots in the media sector has shown that they can significantly reduce
journalists’ workload, allowing them to concentrate on quality, in-depth analysis and reporting [14].
Chatbots can facilitate an alternative narrative that can be customized based on users’ preferences.
This is significant in the cases of crisis reporting, where the dissemination of accurate, timely and
customized information is very important for the public.

The theoretical study of previous media chatbot projects informed the implementation of the
COVINFO Reporter, a working chatbot that disseminates information published by an international
media organization. The chatbot was developed on a commercially available chatbot platform (i.e.,
Quriobot) and can be easily customized and updated. It offers easy and predictive navigation, enabling
users to access the information that interests them, without having to navigate through the significant
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number of webpages that a media organization site usually incudes. Its programming is relatively
straightforward and can be easily integrated into the workflow of a typical media organization.

A thorough evaluation of various characteristics (performance, reliability, functionality,
personalization, interactivity, ethics and behavior and accessibility) of the COVINFO Reporter chatbot
was conducted by two separate groups of participants. The chatbot was positively evaluated in terms of
its efficiency, although some participants reported minor technical problems. The preferred platform for
accessing it was mobile phones. The majority of the participants was satisfied with the functionality of
the chatbot, reporting that the language used was simple and accurate, and the information it provided
was useful. The participants agreed that the chatbot was reliable, was functioning properly and
provided answers in an acceptable time frame. As far as personalization is concerned, the COVINFO
Reporter was reported to be representative, reliable and affective. All participants appreciated the
chatbot’s interactivity. No problems were reported in terms of users’ privacy and sensitivity toward
social concerns. Finally, all participants agreed that the COVINFO Reporter’s accessibility was very
good, and they experienced no problems in navigating the chatbot. Overall, the evaluation of the
chatbot was very positive, and the minor problems that were detected were noted and corrected, thus
improving its performance.

Future extensions of this work could include additional research into the ways in which chatbots
can be employed in crisis reporting, with a focus on their smooth incorporation in the journalistic
workflow, with added features and inputs (textual and voice), so as to further assist users looking
for specific information. Special attention should be given to chatbots’ ability to collect data from
users, thus enabling them to be utilized in crowdsourcing schemes, which can be extremely valuable
during crisis situations. However, in this case, the use of a method to prevent the spread of “fake
news” (misinformation) would be necessary so as to ensure the reliability of the chatbot and the
information disseminated. There exist a variety of techniques to monitor complex systems, in which
the average behavior of the whole network is compared to particular nodes. One example is the use of
deep learning to detect faults in systems through entropy measurement, as proposed by Martinez-
Garcia et al. (2019) [34].

Finally, since this implementation is proposed as an interaction with the general public, interaction
in natural language was not the first choice. Nevertheless, the incorporation of a news chatbot that
would support natural language interaction is considered to be one of the future extensions of this study.
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Appendix A

Initial Questionnaire used for the Focus Groups

1. Was the COVINFO Reporter helpful for finding the information you were looking for? In which
specific ways?

2. In which points/steps during your search did you find difficulties?
3. Do you feel that there will be groups of users that could find difficulties in using COVINFO

Reporter? If yes, please describe these users.
4. How difficult was for you to use it?
5. In your personal opinion, through which device COVINFO Reporter was more appropriate and

easy to use? Which device did you use to access it?
6. In your personal opinion, do you believe that COVINFO Reporter should offer more or less

information to users?
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7. In your personal opinion, is the information provided through COVINFO Reporter reliable? Is it
timely or is it outdated? Did you trace information that may seem as ‘fake news’? If yes, please
provide specific examples.

8. Based on the information provided by COVINFO Reporter, can you describe the person that
manages this chatbot?

9. Would you like to see similar chatbots in the news sites you usually use for your information
regarding COVID-19 news and related stories/events?

10. In your opinion, is the information provided by chatbots reliable?
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