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Preface to ”Applied Cognitive Sciences”

Cognitive science is an interdisciplinary field of investigation of the mind and intelligence. The

term cognition refers to different mental processes, including perception, problem solving, learning,

decision-making, language use, and emotional state and experience. The contributions of philosophy

and computer science to the investigation of cognition are the basis of cognitive sciences. Computer

science is very important in the investigation of cognition, because computer-aided research, machine

learning and decision-making methods helps to develop the mental processes, and computers are

useful in testing scientific hypotheses about mental organization and functioning. In addition, the

emergence of human-computer interfaces, such as eye movement tracking, allows the observation

and examination of cognitive load in relation to a more complex cognitive process. Empirical

theories are very important for guiding practice (including education, pedagogy, or psychology) and

operational research and engineering, in particular, the design of human-computer interfaces that

can be used efficiently without placing too much emphasis on human intellectual abilities. Studies

using psychological experiments and computational models are also very important in mental health

diagnosis and treatment. Cognitive science plays a significant role in the field of mental illnesses,

such as depression, and neurodevelopmental disorders. More specifically the understanding of the

possible mechanisms that underlie them and the way interventions work require an understanding

of how the mind works. This book provides a platform for a review of these disciplines and the

presentation of cognitive research as an independent field of study.

Attila Kovari and Cristina Costescu

Editors
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Research Directions of Applied Cognitive Sciences

Attila Kovari

Department of Computer Science, GAMF Faculty of Engineering and Computer Science,
John von Neumann University, 6000 Kecskemét, Hungary; kovari.attila@o365.uni-neumann.hu

1. Introduction

Cognitive science is an interdisciplinary field of investigation of the mind and in-
telligence. The term cognition refers to different mental processes, including perception,
problem solving, learning, decision-making, language use, and emotional state and ex-
perience [1]. The contributions of philosophy and computer science to the investigation
of cognition are the basis of cognitive sciences. Computer science is very important in
the investigation of cognition, because computer-aided research, machine learning [2]
and decision-making [3] methods help to develop the mental processes, and computers
are useful in testing scientific hypotheses about mental organization and functioning. In
addition, the emergence of human-computer interfaces, such as eye movement tracking,
allows the observation and examination of cognitive load in relation to a more complex
cognitive process. [4,5] Empirical theories are very important for guiding practice (includ-
ing education, pedagogy, or psychology) and operational research and engineering, and in
particular, the design of human-computer interfaces that can be used efficiently without
placing too much emphasis on human intellectual abilities. Studies using psychological
experiments and computational models are also very important in mental health diagnosis
and treatment. Cognitive science plays a significant role in the field of mental illnesses, such
as depression, and neurodevelopmental disorders. More specifically the understanding
of the possible mechanisms that underlie them and the way interventions work require
an understanding of how the mind works. This special issue provides a platform for a
review of these disciplines and the presentation of cognitive research as an independent
field of study.

The main focus of this special issue includes the next topics:

1. cognition;
2. user experiences; user satisfaction;
3. human–AI interaction; interaction design;
4. human–robot interaction;
5. emotional interfaces;
6. voice-based intelligent system;
7. dynamic gesture recognition; gesture spotting;
8. internet addiction;
9. dysfunctional emotions; emotional problems; stress;
10. computational psychology; computational cognitive modeling; computational creativity;
11. privacy-preserving computations; homomorphic encryption;
12. problem solving and decision making;
13. learning and assessment; computer adaptive testing;
14. code tracing; basic programming skills;
15. functional vision; vision screening; vision training;
16. eye-tracking; eye–brain–computer interfaces;
17. machine learning; deep learning;
18. clustering; spatially prolonged risk;
19. instance selection; clustering; information processing

Appl. Sci. 2022, 12, 5789. https://doi.org/10.3390/app12125789 https://www.mdpi.com/journal/applsci1
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20. virtual reality; virtual environment; virtual simulation;
21. internet of things; heart rate.

2. Overview of Research Directions Based on the Spec Issue Papers

The main content and results of the articles published in the spec issue are summa-
rized below.

Cecilia Hammar Wijkmark et al. [6] presents the necessary enablers for setting up Re-
mote Virtual Simulation (RVS) and its influence on cognitive aspects of assessing practical
competences. Data were gathered through observations, questionnaires, and interviews
from students and instructors, using action-case research methodology. The results show
the potential of RVS for supporting higher cognitive processes, such as recognition, compre-
hension, problem solving, decision making, and allowed students to demonstrate whether
they had achieved the required learning objectives. Other reported benefits were the value
of not gathering people (imposed by the pandemic), experiencing new, challenging incident
scenarios, increased motivation for applying RVS based training both for students and
instructors, and reduced traveling.

Qasim Ali et al. [7] showing a rapid review to a better understanding of the importance
of vision screening for school-aged children, and to investigate the possibilities of how
eye-tracking (ET) technologies can support this. The authors review interdisciplinary
research on performing vision investigations and discuss current challenges for technology
support. The focus of the paper is on exploring the possibilities of ET technologies to
better support screening and handling of vision disorders, especially by non-vision experts.
The data originate from a literature survey of peer-reviewed journals and conference
articles complemented by secondary sources, following a rapid review methodology. The
authors highlight current trends in supportive technologies for vision screening and identify
the involved stakeholders and the research studies that discuss how to develop more
supportive ET technologies for vision screening and training by non-experts.

Robert Pinter et al. [8] analyzes the application of Computer adaptive testing (CAT)
which enables an individualization of tests and give better accuracy of knowledge level
determination [9]. The authors compare the results of questions’ difficulty determination
given by experts (teachers) and students. Analyzing the correct answers shows that the
basic programming knowledge, taught in the first year of study, evolves very slowly among
senior students. The comparison of estimations on questions difficulty highlights that
the senior students have a better understanding of basic programming tasks; thus, their
estimation of difficulty approximates to that given by the experts.

Jan Francisti et al. [10] describes the possibilities of using commonly available de-
vices such as smart wristbands (watches) and eye tracking technology, i.e., using existing
technical solutions and methods that rely on the application of sensors while maintaining
non-invasiveness. By comparing the data from these devices, the authors observed how
the students’ attention affects their results. The results show a correlation between eye
tracking, heart rate, and student attention and how it all impacts their learning outcomes.

Cristina Costescu et al. [11] investigate the relationship between coping mechanisms,
dysfunctional negative emotions, and Internet use. The authors measured participants’
coping strategies, emotional distress, social and emotional loneliness, and their online
behavior and Internet addiction using self-report questionnaires. The results showed that
maladaptive coping strategies and Internet use were significant predictors of dysfunctional
negative emotions. Moreover, passive wishful thinking, as a pattern of thinking, was
associated with anxious and depressed feelings. The relation between Internet use and
dysfunctional negative emotions was mediated by participants’ coping mechanisms. The
authors conclude that the level of negative feelings is associated with the coping strategies
used while showing an increased level of Internet addiction.

Jong-Gyu Shin et al. [12] proposed a method to evaluate user satisfaction during
interaction between a voice-based intelligent systems (VIS) and a user-centered intelligent
system. As a user satisfaction evaluation method, a VIS comprising four types of design
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parameters was developed and user satisfaction was measured using Kansei words (KWs).
The questionnaire scores collected through KWs were analyzed using exploratory factor
analysis and ANOVA was used to analyze differences in emotion. On the “pleasurability”
and “reliability” axes, it was confirmed that among the four design parameters, “sentence
structure of the answer” and “number of trials to acquire the right answer for a question”
affect the emotional satisfaction of users.

Hiroomi Hikawa et al. [13] proposed a real-time dynamic hand gesture recognition
system with gesture spotting function. In the proposed system, input video frames are
converted to feature vectors, and they are used to form a posture sequence vector that
represents the input gesture. The introduced gesture recognition method was tested by sim-
ulation and real-time gesture recognition experiment. Results shows that the system could
recognize nine types of gesture with an accuracy of 96.6%, and it successfully outputted
the recognition result at the end of gesture using the spotting result.

Rahul Sharma et al. [14] used the Toy-data problem in their paper to illustrate the
regulated activation network modeling and recall procedure to report the computational
simulation of the cued recall of abstract concepts by exploiting their learned associations.
The results show how regulation enables contextual awareness among abstract nodes
during the recall process. The authors show that every recall process converges to an
optimal image. With more cues, better images are recalled, and every intermediate image
obtained during the recall iterations corresponds to the varying cognitive states of the
recognition procedure.

María Consuelo Sáiz-Manzanares et al. [15] analyze the results obtained with the
eye tracking methodology by applying statistical tests and supervised and unsupervised
machine learning techniques, and to contrast the effectiveness of each one. The parameters
of fixations, saccades, blinks and scan path, and the results in a puzzle task were found. The
statistical study concluded that no significant differences were found between participants
in solving the crossword puzzle task; significant differences were only detected in the
parameters saccade amplitude minimum and saccade velocity minimum. On the other
hand, this study, with supervised machine learning techniques, provided possible features
for analysis, some of them different from those used in the statistical study. Regarding
the clustering techniques, a good fit was found between the algorithms used (k-means ++,
fuzzy k-means and DBSCAN).

Andrea Bianca Popescu et al. [16] propose an encoding method that enables typical
homomorphic encryption schemes to operate on real-valued numbers of arbitrary precision
and size. The approach is evaluated on two real-world scenarios relying on EEG signals:
seizure detection and prediction of predisposition to alcoholism. The results show that
the prediction performance of the models operating on encoded and encrypted data is
comparable to that of standard models operating on plaintext data.

Boris M. Velichkovsky et al. [17] implemented different modes of social gaze behavior
in a companion robot, F-2, to evaluate the impression of the gaze behaviors on humans in
three communicative situations. The authors extended the computer model of the robot
in order to simulate realistic gaze behavior in the robot and create the impression of the
robot changing its internal cognitive states. They used an iterative approach, extending the
applied cognitive architecture in order to simulate the balance between different behavioral
reactions and to test it in the experiments.

Žolt Namestovski and Attila Kovari [18] examine the process of creating successful,
engaging, interactive, and activity-based online educational materials, while taking the
cognitive aspects of learners into account [19]. The quality of online educational materials
has become increasingly important in the recent period, and it is crucial that content is
created that allows our students to learn effectively and enjoyably. The authors present the
milestones of curriculum creation and the resulting model, the criteria of selecting online
learning environments and also introduce some principles of instructional design, as well
as a self-developed model that can be used to create effective online learning materials and
online courses.

3
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Tor Finseth et al. [20] investigate and validate different virtual reality (VR) stressor
levels from existing emergency spaceflight procedures. Experts in spaceflight procedures
and the human stress response helped design a VR spaceflight environment and emergency
fire task procedure. Since stress is a complex construct, physiological data (heart rate,
heart rate variability, blood pressure, electrodermal activity) and self-assessment (work-
load, stress, anxiety) were collected for each stressor level. The results suggest that the
environmental-based stressors can induce significantly different, distinguishable levels of
stress in individuals.

Adrian Rodriguez Aguiñaga et al. [21] presents the proposal of a method to recog-
nize emotional states through EEG analysis. The novelty of this work lies in its feature
improvement strategy, based on multiclass genetic programming with multidimensional
populations (M3GP), which builds features by implementing an evolutionary technique
that selects, combines, deletes, and constructs the most suitable features to ease the classifi-
cation process of the learning method. After implementing the M3GP, the results showed
an increment of 14.76% in the recognition rate without changing any settings in the learning
method. The proposed methodology achieves a mean classification rate of 92.1%, and simpli-
fies the feature management process by increasing the separability of the spectral features.

Milan Gnjatović et al. [22] introduces and illustrates an approach to automatically
detecting and selecting “critical” road segments, intended for application in circumstances
of limited human or technical resources for traffic monitoring and management [23]. The
presented approach is psychologically inspired to the extent that it introduces a clustering
criterion based on the Gestalt principle of proximity.

3. Conclusions

This short review of the papers shows that the Research Directions of Applied Cogni-
tive Sciences offer a very wide range of research opportunities, which multidisciplinary
will remain an important field of research for the future.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Featured Application: To ensure our fluent and partner interaction with the new generation of in-

teractive artificial agents, these agents must use intermodal communication channels, including

eye movements and diverse behavioral manifestations of intellectual and emotional attitudes

towards the referents, denoted in communication. We intended to implement an imitation of

the so-called social gaze, as it is of the primary significance for human–robot interactions. The

suggested model can be used in the next generation of companion robots to maintain a feeling

of eye contact and natural personal interaction. Such robots may include personal companions,

smart home interfaces, information assistants in public transport, offices, or shops, toys, and ed-

ucational robots.

Abstract: We implemented different modes of social gaze behavior in our companion robot, F-2,
to evaluate the impression of the gaze behaviors on humans in three symmetric communicative
situations: (a) the robot telling a story, (b) the person telling a story to the robot, and (c) both parties
communicating about objects in the real world while solving a Tangram puzzle. In all the situations
the robot localized the human’s eyes and directed its gaze between the human, the environment,
and the object of interest in the problem space (if it existed). We examined the balance between
different gaze directions as the novel key element to maintaining a feeling of social connection with
the robot in humans. We extended the computer model of the robot in order to simulate realistic gaze
behavior in the robot and create the impression of the robot changing its internal cognitive states.
Other novel results include the implicit, rather than explicit, character of the robot gaze perception
for many of our subjects and the role of individual differences, especially the level of emotional
intelligence, in terms of human sensitivity to the robotic gaze. Therefore, in this study, we used an
iterative approach, extending the applied cognitive architecture in order to simulate the balance
between different behavioral reactions and to test it in the experiments. In such a way, we came to
a description of the key behavioral cues that suggest to a person that the particular robot can be
perceived as an emotional and even conscious creature.

Keywords: human–robot interaction; social gaze; eye-to-eye contact; emotional interfaces;
eye–brain–computer interfaces; attention; reflection; usability; brain hemispheric lateralization
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1. Introduction

Gaze and speech are the primary cues of attention and intellect of another person.
Within personal communication, gaze is the first communicative sign that we encounter,
and which conveys information about the mental state, attention, and attitude of our
counterpart. The direction of the opponent’s gaze is easily detected by another person (and
measured by conventional eye trackers), so gaze not only has a perceptive function but a
significant communicative effect as well, which is extensively described in the literature
on human–human [1,2] and human–robot [3,4] interactions. Overall, behavioral patterns
of the eyes, including the eyelids and brows, can be studied and modeled as a symptom
of the internal cognitive operations of the subject, or as a communicative cue, exposing
to the addressee the internal state of the subject, or intentionally conveying meanings in
communication [5]. We examined the perception of gaze behavior for short periods of direct
eye contact, as well as for longer durations of human–robot interactions, in which the robot
had to change its gaze direction between several objects of interest in the environment. In
this work, we used an iterative approach, trying (a) to extend the robot control architecture
in order to simulate gaze dynamics, (b) to test the architecture in experiments within typical
communicative situations, and (c) to observe the key features—communicative cues or
strategies—that have to be included in applied and theoretical architecture in order to
make robots’ behavior more reflective from the point of view of a human. Additionally, we
considered the interaction of eye movements with other activities that evolve within the
framework of continuous meaningful interactions. Not immediately obvious responses,
such as indirect speech acts, may be of particular importance for inducing the feeling that
your partner is not an automat.

As studied from the point of view of a human subject, vision and, therefore, gaze are
the most important channels of perception. Gaze is directed by the attention system and
can be used in humans and in primates in the ambient mode (for orientation in the space) or
in the focal mode (to examine a particular object of interest) [6,7]. During a simulation, it is
important that ambient and focal systems compete to gain control over the direction of the
eyes, as attention to different objects of interest may raise the internal competition to shift
the gaze to each of the objects of attention. This creates a bottleneck in a situation of time
pressure, and the gaze system becomes a limited resource that must meet the numerous
requirements of the attention and communication systems—to direct the attention to each
interesting object, to simulate communicative behavioral patterns, and to blink [1,3]. The
units to control the gaze can experience not only positive activation—arousal—but also
negative influence—suppression. Although the addressee is a natural object of interest and,
thus, must attract the attention, a long and direct gaze constitutes a face threatening act [8]
in many human cultures and should be limited in terms of the communicative theory of
politeness. In this way, a separate unit should withdraw the gaze from the addressee after
some critical time periods.

The eyelids and brows system, controlled by musculi or action units, according to the
Facial Action Coding System [9], may also serve the attention system by squinting or widely
opening the eyes, as well as expressing numerous cognitive and emotional states. On one
hand, this behavior can be out of the subject’s voluntary control, but the corresponding
superficial cues can still convey information to the addressee, thus serving as normal signs
in communication. On the other hand, the capacity of voluntary control over the system
of the gaze/lids/brows allows the subject to express intended meanings; one may look
at an object to designate it, or intentionally frown to express the concern. The variable
degree of intentionality within the control of communicative cues is described as Kendon’s
continuum [10,11], where the unintentional and uncontrolled behavioral patterns stay at
one end, while the controlled nonverbal signs, quite like the signs of natural language,
are located at the other end. Departing from this point, the expressive possibilities of the
gaze system are extensively studied within the theory of communication; a comprehensive
review can be found in [12]. Gaze is also an important feature in the natural interfaces of
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companion robots, and thus, it is widely implemented and evaluated within applied robotic
systems, for example, in the robots Cog [13], Kismet [14], and Infanoid [15], and others.

The attention of researchers and developers to artificial gaze systems is attracted by
various features of the natural gaze.

(a) Gaze direction is the primary object of study, and in applied systems, the direction of
gaze is critical for effective interaction. At the same time, the perception of gaze is
quite complex and may include the evaluation of the position of the eyes relative to
the rotation of the head. For example, the gaze direction of a back-projected robot is
perceived more naturally and precisely if its eyes are moving relative to the head and
not fixed in the central position [16].

(b) Saccades, pupil dilatation, and ocular torsion constitute the micromovements within
the gaze system. They are the main objects of studies regarding the psychology of at-
tention but are not widely implemented in artificial interfaces. An extensive study on
gaze micro-features, including eye saccades, eyelid micro-movements, and blinking,
and their relation to the level of trust that they arouse in users, is represented in [17].

(c) Movements of eyelids and brows and blinking. Most virtual agents and even some
physical robots are designed to blink and move their eyelids and eyebrows. In [18],
the behavioral modes of a physical robot were compared, including non-blinking and
blinking according to statistical models, and blinking according to physiological data.
According to this study, a robot with a physiological blink seemed more intelligent to
the respondents. In [19], the researchers varied the number of blinks performed by
the agent. It was determined that respondents have a feeling that the agent is looking
at them when the number of blinks of the agent exceeds the number of blinks of the
respondent. Thus, eyebrows and eyelids combined can express numerous expressive
and emotional patterns, which are widely studied in the field of the psychology
of emotion and are also used within the existing interfaces of Kismet, Mertz, iCat,
and others.

(d) Responsive gaze is studied as the ability to reply to another’s gaze by looking at the
opponent and maintaining the balance of gazes during communication. This topic is
extensively studied by Yoshikawa and his colleagues with regard to human–robot
interactions. In experimental studies, the researchers showed that the robot that
responded with its gaze to the gaze of the interlocutor provided the subjects with the
feeling of gaze contact and was evaluated as a more positive counterpart [19,20].

(e) Joint attention is studied as the ability to concentrate on the object of interest of
another person. A robot’s ability to support joint attention with humans is considered
an important feature for companion robots, as it makes them look more competent
and socially interactive while solving spatial tasks with humans [21]. In a study from
our lab, subjects learned to control a robotic device using the joint attention gaze
patterns. The robot was prompted by a responsive gaze of a human and then followed
the direction of the human gaze, simulating joint attention to select the location for
the required action of the robot [22].

These studies on the superficial expressive patterns of gaze are combined with a
major area, in which human gaze is used as a controller in interfaces to position a cursor,
select objects, or navigate in the environment. Although one can hardly underestimate the
importance of these studies, in this article, we want to address the communicative aspect
of the gaze—the ability of the eyes to express the internal cognitive processes of an agent.
This feature, if simulated by artificial architectures, can give us a better understanding
of the dynamics of a human gaze in its connection to internal cognitive states, and when
applied, can make companion robots look more intelligent and attractive. Such an interface
can act not as an extension of a human body, but as a companion, utilizing its gaze to
report to a human its internal or communicative states. In this respect, we extended an
applied cognitive architecture to model gaze behavior for an experimental companion
robot, F-2, and tested the model in two situations of storytelling as well as a collaborative
game situation. We used gaze direction to balance looks at the addressee, the object of
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interest (game pieces), or side gazes. For all the experiments, we expected that the robot,
controlled by the balance model, would look more attractive and/or intelligent than the
robot controlled by a simpler direct gaze management system. Within the experiments, we
also applied some movements of the eyelids and eyebrows to make the gazes more vivid.
We tested the models of joint attention and responsive gazes in the collaborative game and
storytelling. At the same time, we did not apply micromovements such as microsaccades,
drifts, pupil dilatation, and ocular torsion because their influence on the impression of the
robot was discovered to be insignificant during the preliminary tests.

2. Methods and Architecture of the Model

In our study, we relied on an iterative approach, including the basis of a multimodal
corpus and previous experiments from which we selected communicative functions that
might distinguish conscious behavior if simulated by a companion robot. We tried to extend
the previously developed architecture of a companion robot to simulate the observed
functions and attempted to combine them with other, previously developed behavioral
cues and strategies. Furthermore, we tested the impact of the modeled cues within the
experiments to evaluate their contribution to the perception of the robot as a conscious
creature. In this series of experiments, we extended the model to simulate the gaze
management patterns in three symmetrical communicative situations.

In previous experiments, we have noticed that people may follow some nonverbal cues
of the robot and attribute internal states to some specific movements and to the changes of
the robot’s gaze direction. In the developed architecture, nonverbal cues are combined with
verbal responses; a robot can perform gestures and/or utterances in response to different
incoming stimuli, including users’ utterances, tactile events, and users’ movements. In
order for the robot to react to the most essential stimuli, or to express the most essential
internal states, we implemented a compound architecture in which the internal units
compete and concurrently gain control over all or some of the robot’s effectors to perform
movements or phrases. This architecture is also applicable to the control of gaze direction;
an applied gaze management system should be organized to hold and constantly solve the
conflicts between numerous units of attention and expression, competing to gain control
over the direction of eyes. M. Minsky [23] suggested the classic architecture of proto-
specialists to handle such conflicts in a system, by which numerous cognitive or emotional
units try to control the body of an artificial agent or robot. Following Minsky, each
proto-specialist constitutes a simple cognitive unit, responsible for handling some simple
stimulus (e.g., a threat) or goal (e.g., hunger). Proto-specialists change their activation over
time; the leading unit gains control over the required effectors, and then discharge, being
satisfied, while losing the initiative in favor of other proto-specialists. This architecture has
been extended by A. Sloman within the Cognition and Affects Project (CogAff). He has
distinguished reactive units into different cognitive levels; while emotions and drives stay
at the primary level, deliberative mechanisms (second level) or reflective reasoning (third
level) can also gain control over the body of the agent to suggest the execution of longer
and more sophisticated behavioral programs. In this architecture, deliberative reasoning
may suppress emotions, conciliating the agent via rational reasoning. On the other hand,
emotions can return the reasoning process of the agent to the object of desire or anxiety,
thus reactivating themselves via the mechanism of positive feedback [24].

Our companion robot, F-2, has quite simple hardware and is controlled by an extended
software architecture, which processes natural language texts (oral speech and written
sources), as well as the events from a computer vision system to provide the robot with
reasonable reactions (see Figure 1). Its central component conceptually corresponds to the
CogAff architecture and operates with a set of scripts that are activated by incoming events
and sending their behavioral packages to be executed by the robot.
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Figure 1. The general processing architecture of the F-2 robot.

Different incoming stimuli are processed within several components. Speech and
text are processed by a semantic parser [25], which receives written text at its input,
passes the stages of morphological and syntactic analysis, and constructs a semantic
predication—a frame—for each sentence. For oral messages, an external speech-to-text
service can be used to convert the signal to the written form (in our case, Yandex speech API).
Several recognition variants can be processed in parallel in case they are generated by the
recognition service. The ability to operate with semantic predications (frames) is the key
feature of the suggested model and its main difference from the CogAff architecture. We
used semantic predications in a form, which is usual for the representation of a sentence
meaning in linguistics [26,27]. Each frame is divided by valencies, including the predicate,
agent, patient, instrument, time, location, and so on. We used a list of 22 valencies,
following the method by Fillmore [28]. Each valency within a frame is represented by a set
of semantic markers—nuclear semantic units extracted from the meanings of words within
this valency or assigned by the corresponding visual processing component. We used a
list of 4835 semantic markers designed on the basis of (a) the list of semantic primes by A.
Wierzbicka [29], (b) categories of the semantic dictionary [30], and (c) two-level clustering
of word2vec semantic representations. Within the annotation (c), one marker is assigned
to each word within a cluster, so two markers are assigned to each word in a two-level
clustering tree [31]. The method was designed to handle automatic clustering with a tree
of arbitrary depth. A two-level tree is presently used for the approbation of the approach.

Visual stimuli are processed by dedicated software components, and each of these
also produces semantic predications to be processed by the central component of the
robot—scripts. The robot keeps and updates the coordinates of recognized objects and
events in 3D space, and generates semantic predications for the script component, such as
“someone is looking at me”. Face detection and orientation are processed with the help
of the OpenCV library. The recognition of tangram puzzle elements is carried out with a
specially developed tool using the IGD marker system. Each movement of a game piece is
also converted to a semantic predication (such as “the user correctly moves game piece
No 7”), and accounted for in the module, which monitors the progress in the solution of
the puzzle. The extended processing architecture, with examples of semantic predications
for different stimuli, is presented in Figure 2.
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Figure 2. The extended processing architecture of the F-2 robot.

Within the suggested architecture, we used a list of scripts to process the stimuli and
execute responsive reactions, as well as to support the competition between scripts in order
to establish compound behavior (see further [25]). Each script is a type of production—an
if-then operator. Its premise (if condition) and corollary (then condition) are also defined as
semantic predications, so an input stimulus may invoke a script, which may, in turn, create
a new semantic predication to invoke further scripts. A script may contain behavioral
patterns to be executed once the script is activated so it can control the effectors of the robot,
including the gaze direction. As the semantics of input sentences and real-world events
are represented in a unified way, the system may (a) receive new knowledge from a visual
observation or a text description, and (b) react to each incoming representation—such
as an incoming user’s gaze, a user’s move within a game, or a user’s utterance—and
balance the reactions to each stimulus, regardless of its modality. It can also handle the
competition between numerous scripts of the same type, for instance, when a user makes
many moves within the game or when many people look at the robot simultaneously. For
each incoming stimulus, we calculated its similarity with all the available premises of
scripts via a modified Jaccard similarity coefficient to evaluate the number of semantic
markers expected by a script premise and present in the stimulus. The best script is selected
and activated proportionally to its similarity with the stimulus and its sensitivity, for
example, its prior activation by preceding stimuli. Each activated script sends the desired
behavioral pattern to the robot controller. The controller monitors the available effectors of
the robot and the list of behavioral patterns suggested for executions by all the activated
scripts; further, it executes a pattern from the most activated script as soon as the required
effectors are available. A script loses its activation either immediately, when its behavioral
patterns are executed on the robot, or gradually in time, while it waits for the expression
and becomes irrelevant.

In this architecture, visual stimuli, as well as stimuli of other modalities, are naturally
filtered by the agent depending on their subjective relevance. A relevant stimulus better
matches scenarios and forces their activation, thus ensuring that the robot will respond
to this stimulus with its behavior. Less relevant stimuli cause the moderate activation
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of scripts that can be expressed in the absence of a more relevant stimulus, or otherwise
decelerate in time. Irrelevant stimuli can match no script and not get processed at all. This
architecture allows the agent to respond to the stimuli, following their subjective relevance
to the agent and depending on the available resources—most notably, time.

In our script component, we used 82 scripts for emotional processing and 3500 scripts
for the rational processing of events. Rational scripts allow for the resolution of speech
ambiguity and provide the foundation for the planned mechanism of rational inference.
The most relevant script for an input event is selected based on the number of semantic
markers of the script premise present within the input event, and it is calculated via the
modified Jaccard similarity coefficient. For each stimulus, a separate instance of the script
is created with the calculated activation. For example, if several people look at the robot,
then a separate script instance with a responsive gaze behavioral pattern is created for
each person. Each script is linked to a behavioral pattern, defined with the Behavior
Markup Language (BML) [32,33]. Specific movements, such as gestures and head and
eye movements, that are not attached to the coordinates of the surrounding objects, are
selected from the REC emotional corpus [34], which was designed in Blender 3D rendering
software and stored in the LiteDB database as the arrays of coordinates for each of the
robot’s effectors in time.

The materials, methods, human participants, and the results of three actual experi-
ments with robots, which were developed on the basis of the architecture, are described in
detail in Section 3.

3. Experimental Studies and Results

We consecutively applied the model to three major communicative situations, in
which (a) the robot tells a human a story, so the denotatum is represented by the robot;
(b) the human has to solve a special puzzle and the robot follows the solution and gives
advice—here the denotatum is explicitly represented to both the human and the robot; (c)
the robot listens to a story that is being told by the human, and therefore, the denotatum
here is represented by the human. In all these conditions, the robot has to apply different
gaze control modes to balance between the social (responsive) gaze, the side gaze, and the
gaze to the physical object in problem space, if it exists. Although natural gaze behavior
is rather compound and may differ in varying communicative situations, we iteratively
extended the suggested model in order to cover these conceptually symmetric types of
communicative situations.

In general, eye movements tend to have at least an implicit influence on the robot’s
attractiveness to a user. In our recent study [35], we investigated the contribution of the
robot’s effectors’ movements—such as those of the hands, head, eyes, and mouth—to
their attractiveness to the user. The subjects were students, teachers, and counselors of an
educational camp (n = 29, 17 females, mean age of 19). During the experiment, the subjects
were asked to listen to five short stories narrated by the robot. The subjects had to listen to
each story twice in random order—with the robot using all active organs—full-motion mode,
and without movements of a specific active organ (no movement of the eyes, head, hands,
and no mouth animation)—deficit mode. After presenting two experimental conditions for
each story, the subject chose their most preferred type of the robot’s behavior. The subjects
were also asked to describe the difference between the two modes of storytelling by the
robot. As expected, the subjects in all cases chose the robot that used full-motion behavior.
The experimental study revealed that users are more likely (p < 0.01, Mann–Whitney U-test)
to prefer a robot that uses gestures, head movements, eyes, and mouth animation in its
behavior compared to a robot for which some part of its body is stationary. The impact of
the robot’s eye movements on the user was quite implicit; the subjects significantly more
often (p < 0.05, Mann–Whitney U-test) preferred the robot with eye movements to the
robot with motionless eyes, but they seldom (p < 0.05, Mann–Whitney U-test) explicitly
noticed the difference between these two modes. The implicit nature of the preference
was supported by the verbal responses to a subsequent questionnaire; the subjects rather
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indicated the irrelevant differences between the robots, for example, they assumed that
one of the robots spoke faster, said something wrong, or was in some way kinder and/or
more interested.

3.1. Experiment 1: The Robot Tells a Story

To reproduce the pattern of complex gaze behavior on the robot, we developed a
model in Python in which different scripts change their activation in time, and the script
with the highest activation takes control of the robot’s eyes. Figure 3 shows the functioning
of the model with three scripts: (a) to think—this state changes sinusoidally over time;
(b) to speak—the model received data about the starting time of the utterance and the
phrase accent; (c) to pay attention to the person—this state increases linearly if the robot
was not looking at the person and resets its activation as soon as the robot looks at the
person. Every 40 milliseconds, the system calculates the leading script and allows it to set
the direction of gaze. This model was used in one of the experimental conditions and was
compared to some simple models of gaze management, which are described later. The
eyelids and mouth did not move in this experiment. The robot detected the position of the
human face within the environment and directed its gaze at the location of the human’s
eyes so that the subjects could freely move in the space in front of the robot.

Figure 3. Gaze control model via the competition of control states; gaze direction is controlled by the
leading state.

In the experiment, the participants (n = 14, six females, mean age of 27.2 years)
evaluated the contribution of the gaze model to the robot’s attractiveness (a preliminary
report was given in a recent paper [36]). During the experiment, the robot narrated eight
short stories. Each participant had to evaluate the robot on two modes of behavior (or
conditions) according to Osgood’s semantic differential scales. In Condition 1, the robot
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switched its gaze direction every 6 s from left to right, in turn, not looking at the user. In
Condition 2, the gaze direction was controlled by the leading script, as mentioned above,
and the robot could direct its gaze to the user. The activation of each of these scrips varied
in time. When the leading state was changed, the new leader changed the gaze direction
of the robot, as shown in Figure 3. The robot’s utterances were accompanied by iconic
gestures, which were similar in the two experimental conditions.

Results and a Preliminary Discussion

In the experimental setting, the subjects significantly more often (p < 0.01, Chi-Square)
preferred the robot controlled by the balancing gaze model (Condition 2). This robot was
significantly more often described as friendly, attractive, calm, emotional, and attentive
(p < 0.01, Chi-Square). The results allow us to evaluate the contribution of the gaze direction
to the positive perception of the robot and prove the effectiveness of the developed model
of gaze behavior in the situation of human–machine interactions.

3.2. Experiment 2: The Robot Helps Humans in a Game

To further evaluate the influence of social gaze, we tested the model in a situation
where the robot was helping a human solve a tangram puzzle. The goal of the experiment
was to evaluate the influence of oriented gestures with directed gaze on a human (n = 31,
12 females, mean age of 27.4). The task of the participants was to arrange the elements
within a given contour on a white sheet. During the experiment, the participant was to
complete several figures, including a parallelogram, a fish, a triangle, and a ship. For each
task, the game elements were placed in front of the participant on the left and right sides
of the playing field. Two paired elements (two large triangles and two small triangles)
were always placed on different sides of the playing field. The robot helped the human,
indicating in speech which game element to take and where to place it (Figure 4). In
half of the tasks, the robot used oriented communicative actions (pointing hand gestures,
head movements, and gaze) to indicate the required game element, and then the correct
position to place it (Condition 1). For the paired elements, the left or right element was
chosen randomly. In the other half of the tasks, the robot used non-oriented, symmetric
gestures while providing the same speech instruction (Condition 2). In the first condition,
the direction of the robot’s gaze was considered an indication. In its speech instructions,
the robot always referred to an element by its shape and size, not by color. So, when the
robot named paired elements, the reference was ambiguous and could indicate the element
on either the right or the left side of the playing field.

Figure 4. Robot refers to the game element with speech (with ambiguous reference) or with speech
and gesture.
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Results and a Preliminary Discussion

According to the results of the experiment, most of the participants (64.5%) signif-
icantly (p < 0.01, Mann–Whitney U-test) preferred the robot pointing to the tangram
elements and their locations with eyes and hands. At the same time, the difference between
both experimental conditions was not obvious to the players; only half of them (15 people;
48.4% of the total group) noticed the difference between the robot’s performance with and
without the pointing gestures and gaze. Therefore, the evaluation of the robot can again
be implicit because the participants did not distinguish between the two experimental
conditions verbally, but simultaneously preferred the robot that indicated the necessary
element and its location in the contour with the help of its head, eyes, and hand movements.
This experiment is described in more detail elsewhere [37].

The results clearly show the importance of directional gaze for communication be-
tween a robot and a user. Directional gaze is perceived as a reflection of the robot’s internal
state. In the speech instructions, the robot prompts the user, and gaze is used to provide the
reference for this prompt. It is this correspondence of mimicked expression to the robot’s
internal intention that is positively perceived by the subjects; however, it occurs at the
implicit level.

3.3. Experiments 3: The Robot Listens to a Story

One of the key characteristics of social gaze is the ability to change the gaze direction
following the addressee. To simulate the responsive gaze of the robot, we decided to
examine a situation in which a person tells the robot a story and the robot acts as an
active listener by demonstrating different modes of responsive gaze. The purpose of the
new experiment was to study the effect of a robot’s responsive gaze on its attractiveness
to the user. In this experiment, two robots reacted to the communicative actions of a
human in two different modes. In one case, the robot directed its gaze at the user; in the
second case, it demonstrated side gaze, which is typical for the condition of thoughtfulness
or when regulated by a politeness strategy to avoid face threatening acts aimed at the
addressee [8,38]—video is provided within the Supplementary Materials. Within the
experiment, subjects had to tell two robots stories following a list of pictures by Herluf
Bidstrup (Figure 5; see more about his artwork at https://en.wikipedia.org/wiki/Herluf_
Bidstrup, accessed on 1 October 2021). Each picture was represented as a stack of cards in
random order. A total set of six stories was used; each subject had to tell three stories to
each robot, switching to the other robot after each story.

A total of 46 subjects participated in the experiment (mean age of 27 years, 33 females).
Before the experiment, the F-2 robots were introduced to the subjects. The respondents
were told that the developers were currently trying to train the robot to follow the story
narrated by a human. The main purpose of the study, which was to investigate the effect
of the robot’s responsive gaze, was not included in the introduction. We examined the
following hypotheses: (a) the robot is perceived as more attractive if it establishes gaze
contact with the user; (b) respondents with a high level of emotional intelligence better
distinguish the behavioral patterns of the robots.

The orientation of the user’s attention was roughly identified automatically by the
orientation of the user’s face and was recognized by a computer vision component based on
OpenCV. This system was chosen as a possible “built-in” solution for emotional companion
robots, allowing us to avoid the calibration typical for eye-tracker experiments, and thus,
maintain more natural communication with the robots. To find a vector of the human face
orientation that we interpret as a gaze vector, we built an approximate 3D model of human
facial landmarks and developed the following steps. Human faces are detected within the
camera video frames using a linear SVM classifier based on an advanced version of HoG
features [39] implemented in the Dlib library. The image intensity histogram is normalized
inside a box bounding the face. Then, landmarks of the found face are detected using an
Ensemble of Regression Trees approach described in [40] and implemented in the Dlib
library. These 2D landmarks’ positions and 3D coordinates of the corresponding model
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points are used to solve a perspective-n-point (PnP) problem using the method suggested
in [41] an implemented in the OpenCV library. Solving the PnP problem provides the
orientation of the human face in 3D with respect to the camera. Next, a 3D gaze vector is
built starting between the human’s eyes and using the calculated face orientation, and the
vector’s coordinates are stabilized using a simple Kalman filter, assuming these coordinates
to be independent. Then, a constant offset is added to the gaze vector’s endpoint to make
the vector point at the camera when the human is looking directly at the robot. The angle
between the gaze vector and the direction from the camera center to the human’s nose
bridge provides information on if the human is looking at the robot.

Figure 5. Example of stimulus material—a graphic story by Herluf Bidstrup. Each story was
represented as a stack of separate cards in random order.

The procedure of the experiment was as follows. A participant sat in a room in front
of the two robots, identified by square and triangle marks on their bodies. The first robot
said that it is ready to listen to a story. The subject took the cards from the stack and had
to organize them into a story. While narrating, the subject was asked to show the robot
the card corresponding to the current part of the story. At the end of the story, the robot
expressed its gratitude and asked to tell the next story to the other robot. Within the setup
of the experiment, three zones of attention were distinguished—a participant can organize
the cards on the table and can show the cards to the left or the right robot. This setup
ensured higher precision of the user recognition system, which was detecting the face
orientation rather than the gaze itself. The subject could communicate with the left and
right robots from the same position at the table, so the robots constantly maintained the
corresponding gaze behavior. For example, each robot could respond to the user’s gaze
even if the user told a story to the other robot. Following the experiment, the subject had to
express their preference for the triangle robot, the square robot, or both robots equally, as
well as evaluate each robot on a five-point scale.

While “listening”, the hands of the robots were controlled by the inactive component,
which initiates permanent minor movements. Additionally, during the speech replies,
the hands were controlled by more significant gestures that were coordinated to the
utterances. At the same time, the head and eyes were constantly controlled by the two
scripts responsible for the social gaze. When a person looked away from the robot (e.g.,
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looked aside or looked at the table to follow the cards), each of the robots looked down—at
the table with the cards. When a person looked at the robot, the first robot (marked with a
square) looked back, raised its head, opened its eyelids, and raised its eyebrows (Table 1),
while the second robot (marked with a triangle) demonstrated the side gaze, looking left or
right and randomly changing the direction.

Table 1. Robots’ reactions to human gaze: gaze responsive and gaze aversive behavior.

Title 1 Before or After the User’s Gaze During the User’s Gaze

Gaze-responsive robot
(marked with a square)

Gaze-aversive robot
(marked with a triangle)

Left- or right-side gazes are selected randomly

We used the Emotional Intelligence Test (EmIn) [42,43] to evaluate the level of emo-
tional intelligence of the participants. The questionnaire is based on the interpretation of
emotional intelligence as the ability to understand one’s own and others’ emotions, as well
as to control one’s own emotions. This understanding implies that a person (a) recognizes
the presence of an emotional experience in oneself or another person, (b) identifies the
expression and can find a verbal designation for one’s own or another’s emotion, and
(c) understands the causes and effects of that emotional experience. Controlling emotions
means that the person controls the intensity and external expression and can, if necessary,
arbitrarily evoke a particular emotion. The test suggests an aggregated score of emotional
intelligence, but we expected that the recognition of others’ emotions would play a major
role in the perception of the robots.

We also evaluated the accuracy of the recognition system. The automatically obtained
data was compared with the observed gaze of the subjects during the experiment. The
subject’s gaze on the robot was defined as a movement of the gaze and head in the direction
of the robot starting from 1 s. The number of reactions roughly corresponded to the
number of gazes. The system was performing with a redundancy of 133% (for 1988 gazes,
it demonstrated about 2650 responsive actions), the majority of redundant reactions were
demonstrated during long human gazes (more than 30 s), when the system could execute
several gaze responses. The statistics of real gazes were obtained by qualitative analysis
of video recordings of the experiment. Taking into account the slight redundancy in
performance for long gazes, the system was considered appropriate to execute gaze control
in the actual communication.
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Results and a Preliminary Discussion

According to the results of this experiment, if a person explicitly preferred a specific
robot or evaluated it higher, they were assigned to the corresponding preference group.
Within these groups, 26% of people (n = 12) preferred the gaze-avoiding robot (triangle),
28% of people (n = 13) preferred the gaze-responsive robot (square), and 46% (n = 21)
evaluated the robots as equal. The subjects who preferred a specific robot demonstrated
significantly different results on the scale of recognition of the emotions of others within
the EmIn test. People who preferred the gaze-responsive robot had a level of emotional
intelligence significantly higher than the group who preferred the gaze-avoiding robot
(Figure 6). The subjects did not demonstrate any significant difference in any other scale of
the emotional intelligence test.

Figure 6. Level of emotional intelligence in our subjects vs. their preferences of the robots’ social
gaze behavior.

The results show that people with high sensitivity to emotions, measured with a
dedicated scale of emotional intelligence, preferred the robot with a responsive gaze
(p < 0.05, Mann–Whitney U-test). Several people in this group even described the gaze-
avoiding robot as reacting to the user’s gaze by looking sideways and characterized it as
shy, thoughtful, or even female. Other respondents noted that they were eager to attract
the attention of the gaze-avoiding robot, as they believed the robot was losing interest
during the narrative. Several respondents noted that the triangle robot seemed to be
simultaneously (a) paying attention to the human’s narrative and (b) thinking about the
events of the story or addressing some intrusive thoughts. For example, some people
reported that “it is interesting how the robot seems to look at me while looking sideways”.
We can suggest the following interpretation of this phenomenon. The participants were
perceiving the gaze-avoiding movement of the triangle robot as a compound pattern in
which the robot (a) moves his gaze away immediately after the user’s gaze, thus showing
a type of responsive-gaze behavior, that is, paying attention to the user, and (b) looks
sideways, thus showing a pattern typical for thinking about the events, according to the
REC corpus. In other words, for these participants, the immediate start and the pattern of
the movement (looking sideways) were invoked by two different internal states assigned
to the robot. The immediate start of gaze movement was interpreted as expressed attention,
and the looking sideways pattern was interpreted as thoughtfulness.
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Although gaze-avoiding and gaze-responsive behaviors were designed as straightfor-
ward reactions to the user’s gaze, several people noted different aspects of the movements.
Some people who preferred the gaze-avoiding robot characterized it as more expressive
and active since it was moving between three positions with high amplitude. People could
also concentrate not on the responsive phase (when the robot looked up or sideways), but
on the return movement to the inactive position (when the robot was looking down), which
was sometimes interpreted as being attentive to the cards on the table or being upset about
the events of the story.

Assuming these deviations in the descriptions, the evaluation of the group with the
correct identification of the differences between the robots is rather speculative. As for
the criteria, we selected people who explicitly indicated that the robot with a square was
looking at me and/or the robot with a triangle was looking sideways. The rate of people
who gave this response was 8% (1 of 12 persons) in the gaze-avoiding preference group,
23% (5 of 21 persons) in the neutral group, and 69% (9 of 13 persons) in the gaze-responsive
preference group. It means that people who better recognized the difference between
the gaze-responsive and gaze-aversive robots also significantly often (p < 0.01, Spearman
correlation) preferred the robot with the gaze-responsive behavior. Thus, people with high
sensitivity to the emotions of others better recognized the gaze behavioral types of the
robots and preferred the robot with the responsive-gaze behavior.

4. General Discussion

Our results clearly evidence that one of the core features of the social gaze, when
simulated by robots, is that it can provoke the human to assign cognitive and emotional
properties to the robot. While this is not a new result in the field of human–robot inter-
actions, some novel facts can be reported from our experiments. For example, although
social gaze in robots makes their perception more anthropomorphic, this influence often
remains only implicit. As a matter of fact, gaze can be perceived as a latent cue; people
systematically react to it in special problem tasks, but half of them do not mention this
feature in self-reports explicitly. Ordinary people without any noticeable neurological
symptoms also demonstrated substantial individual differences. The responsive gaze was
especially significant for people with a high level of emotional intelligence but not for all
the users. This is the next novel result of our study. In particular, cases of aversive gazing
can well be interpreted positively and increase mutual social rapport within an evolving
joint activity, as in our experiments on problem solving and storytelling. Previous works
have concentrated exclusively on momentary eye-to-eye contacts as the prime indication of
the joint attention state ([5,22,44], among others). Therefore, researchers have ignored the
necessary balancing of several behavioral acts by means of eye movements in a continuous
interaction over time.

As perceived in its dynamics, gaze and the change of gaze direction can be described
as a change of the object of interest (a more traditional approach) or as a change of the
prevailing cognitive state, which controls the gaze. Thus, eye movements communicate
at least two cognitive states—initial and final. We can consider this competition to be
among the essential features of consciousness processes described by some authors as a
competition and suppression of habitual strategies of behavior and cognitive states [45].
Not accidentally, people with high emotional intelligence can note and interpret minor fea-
tures of the gaze (gaze response and gaze direction), assigning to it several cognitive states
(“he heard me, but is thinking about something else”). The competitive gaze simulation
can serve as a core method to communicate the conscious state of the agent by provoking
listeners to attribute consciousness to the emotional robots during the communication.

Further perspectives in this line of research concern the imitation of phenomena such
as the eye–voice span (eyes are ahead of the voice while reading aloud) and two main
modes of eye movements and vision—one related to ambient vision (as in visual search)
and one related to the focal mode of cognition and volition (as in identification and decision
making). Although gaze was traditionally studied within the mechanism of attention of a

20



Appl. Sci. 2021, 11, 10255

subject, the modern approach to gaze activity as a means of communication can suggest
new concepts and allow for creating a new generation of natural emotional interfaces.
In further developments, we strongly hope for improvement in the registration of eye
movements and social gaze beyond the current methodology. This will open the way to
their broader use in engineering as interfaces for automated systems for data processing
and control, such as the gaze–brain–computer interface to control the internet of robotic
things or eye–hand coordination to replace the overwhelming, but not always precise (and
sometimes even impossible), computer mouse movements. One example of a case in which
the gaze is more precise and faster than the computer mouse movements is the localization
of objects from within a speedy vehicle or in conditions of ordinary industrial production.

As can be seen particularly from the results of Experiments 2 and 3, several behavioral
patterns could be executed on the robot at the same time. This was especially the case if
their BMLs referred to complementary effectors, when, for example, a responsive gaze was
performed by the eyes and head, speech production controlled the mouth and a pointing
gesture was performed by a hand. An external stimulus can also invoke several scripts,
each of which can suggest their behavioral pattern for the execution. This combination
of patterns allows developers to create compound and rich behavior in the robot and
even simulate some emotional blending when the activated scripts represent contradictory
emotions [46]. This type of blending corresponds to the architecture of reflexive effects of
consciousness, simulated earlier with the help of the scripts mechanism, where the first,
most relevant script, is accompanied by secondary scripts that are seemingly less relevant
but provide alternative views on the situation perceived and to be managed [47].

We do not currently have direct empirical evidence for this idea. However, indirectly,
it is supported by the bulk of neurophysiological, neurolinguistic, and even neuromolecular
data, disputing the old concept that the left cerebral hemisphere in humans “dominates”
over the “subdominant” right hemisphere [48,49]. At least in a clinical context, disorders
of spatial, corporeal, emotional, and self-related consciousness primarily result from le-
sions of the right brain hemisphere [50,51]. A neurolinguistic pendant to these data is
the well-established knowledge that while the left hemisphere supports explicit linguistic
functions in most humans, the right prefrontal cortex is important for the implicit un-
derstanding of specifically human communication pragmatics, metaphorical language,
humor, irony, and sarcasm, as well as eye-to-eye contact [52–54]. Moreover, dedicated
brain “machinery” seems to be behind these cognitive–affective effects with a specific
course of neurodevelopment in early ontogenesis [55]. The role of gaze contact is different
for children with brain-and-mind disturbances, such as autism spectrum disorders and
Williams syndrome [56,57].

However, the pathway to reliable comprehension and modeling of this neurophys-
iological phenomenology is difficult and conceivably long. In terms of needed usability,
computational solutions that have been delineated in the present article are more practical
and feasible.

5. Conclusions

Social gaze is a compound phenomenon, as it can be controlled by different cognitive
states and, thus, convey information on the rich internal organization of the subject. As
we have shown, robots that control their gaze via a computational model of competition
between several internal states are perceived as more emotional and invoke higher empathy
in humans. In the situation of storytelling by the robot, this competition arose between the
attention paid to the opponent (human), the politeness strategy (to avoid long gazes), and
simulated thoughtfulness, thus manifesting courtesy and reflection on the part of the robot.
In the situation of puzzle-solving, this conflict arose between the simulated attention to the
game elements for the next successful move and the opponent who should understand
the robot’s instruction; this can manifest in the engagement of the robot to the process
of problem-solving and be interpreted as its “intention” to cooperate with the human.
In the situation of story listening, the attention to the user’s face and gaze manifested
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the engagement of the robot to the story narrated by the user, while the preference of
the gaze-responsive partner was correlated with the human ability to recognize others’
emotions. In this respect, the social gaze system can be considered not only a system of
visual perception attention and action but as a significant component to establishing fluent
communication between robots and humans. Understandably, it is the key technology to
make the users attribute human internal states to the robot in natural communication.

On a more conceptual level, one can consider essential features of consciousness as
contrasted to the automated processes. Here, again, we used a minimalistic approach to
try to find the minimal architecture of computation, demonstrating the essential features
of reflexivity [47]. Interestingly, such architectures seem to be relatively simple, but they
probably demand a kind of working memory extension to consider responses that seem
to be not necessarily the most appropriate in the current context at the first sight. In our
view, those are the “second-choice” resources for producing a robot’s responses that will
induce in humans an impression of being intelligent and even conscious. Though starting
this endeavor with elementary hardware and processing architectures, we think that a
computational solution to our fluent and partner interaction with artificial agents may be
by far more feasible than in wet or in silico brain modeling.

Supplementary Materials: A video with the demonstration of the experiments is available online at
www.youtube.com/channel/UCaJ7WUJb_NuqELyJyUrp45Q (accessed on 1 November 2021).
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Abstract: Virtual reality (VR) provides the ability to simulate stressors to replicated real-world
situations. It allows for the creation and validation of training, therapy, and stress countermeasures in
a safe and controlled setting. However, there is still much unknown about the cognitive appraisal of
stressors and underlying elements. More research is needed on the creation of stressors and to verify
that stress levels can be effectively manipulated by the virtual environment. The objective of this
study was to investigate and validate different VR stressor levels from existing emergency spaceflight
procedures. Experts in spaceflight procedures and the human stress response helped design a VR
spaceflight environment and emergency fire task procedure. A within-subject experiment evaluated
three stressor levels. Forty healthy participants each completed three trials (low, medium, high
stressor levels) in VR to locate and extinguish a fire on the International Space Station (VR-ISS). Since
stress is a complex construct, physiological data (heart rate, heart rate variability, blood pressure,
electrodermal activity) and self-assessment (workload, stress, anxiety) were collected for each stressor
level. The results suggest that the environmental-based stressors can induce significantly different,
distinguishable levels of stress in individuals.

Keywords: virtual reality; virtual environment; stress; spaceflight; training

1. Introduction

For decades, astronauts have used virtual reality environments (VRE) to practice extra
vehicular activity, mass handling, and robotic arm manipulation [1–3]. These VR training
scenarios have focused on tasks external to the International Space Station (ISS), rather
than tasks on the interior of the station. Full-scale interior mock-ups of the ISS modules
and visiting vehicles (e.g., Soyuz capsule) are used to train emergency procedures for fire,
depressurization, or contaminant leaks [4,5]. While these training models are effective for
task acquisition, the simulation of stressors is constrained by the resources available and
physical infrastructure. This constraint may be detrimental as training environments that
lack the magnitude of stress felt in a real situation may inadequately prepare individuals
for coping [6]. Inadequate training to handle specific stress in the operational environment
can result in the diversion of cognitive resources for managing emotional states (e.g., fear,
distress, and anxiety), leaving less resources available for task problem solving.

When an individual perceives a situation as stressful, stress will consistently influence
physiology and human performance [7,8]. The general impact of exposure to acute high
stress is the reduction of cognitive resources available for processing task relevant informa-
tion as well as reduction in cognitive regulation [9,10]. A deficiency in cognitive resources
can affect many performance attributes, including attention, decision time, and short-term
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memory [7]. All these performance attributes may be critical for conducting an emergency
procedure and avoiding harm. Developing strategies to train individuals for stress can
reduce the impact on performance.

The ability to train with stressors in VREs may provide a safe, reliable, and opera-
tionally relevant environment for training resilience in hazardous situations. Stressors
are defined as stimuli that are appraised as a threat/challenge and elicit a stress response
in humans [11]. Past research on stressful operations in VR has included aerial firefight-
ing [12], municipal firefighters [13], first-responders [14], surgeons [15], and military [16].
Emergency operations can be trained for specific simulated tasks or stressors to strengthen
transfer to the real world. Some researchers have found that coping skills developed in
simulated stressful task environments may be retained and transferred to environments
with novel stressors and novel tasks [17]. However, the high rate of individual variability
in perception of stress and lack of understanding the underpinning of stressors, make
challenges in manipulating human stress responses via exposure to different stressor levels.
While some research exists on virtual reality training for spaceflight emergency opera-
tions [18–20], more research is needed on the stressors present in the emergency and how
manipulating stressors in VEs can approximate the physiological and subjective responses
expected during a stress response.

The appraisal of a stressor cannot occur without experiencing a stressful event [21].
Therefore, task training that integrates stress management or graduated stress exposure
often opt to experimentally induce stressful events [11]. This is advantageous with VR as
the technology allows for experiencing a hazardous environment in a safe and controlled
setting while measurements can be collected before the stress induction is divulged to
the participant. However, the integration of VR with stress training has been limited
by empirical research. As stated by [22], “Most of the studies, in fact, have VR-based
stress management training programs only in theory, without providing data about trials
conducted to test the effectiveness of the proposed approaches”. The authors of [23] found
that challenges exist in the selection of effective technologies for delivering stress training,
methodological rigor of the training pedagogy, and multi-dimensional assessment of stress.
Therefore, more research is needed to verify the efficacy for VR stress training, especially
before integration with NASA skill training.

The objective of this study was to assess the extent to which operationally relevant VR
stressor levels (low, medium, high) derived from existing emergency spaceflight procedures
could evoke a reliable stress response. A panel of experts in spaceflight procedures and
human stress response identified relevant stressors and created an experimental emergency
procedure. The stressors and procedure were then used to design the VR International Space
Station (VR-ISS) spaceflight environment. Participants were trained with the procedures
and conducted a VR-ISS fire response for three stressor levels. Self-assessments of stress,
workload, and anxiety were administered for each level. Physiological stress measures
were used to distinguish varied stress responses. Reliable methods to induce different
levels of stress in trainees in a virtual environment would enable training in operationally
relevant scenarios such as spaceflight emergency procedures.

2. Background on Manipulating Stress in VR

The stress response induced by a VRE is a product of the stressors employed by the
simulation and the cognitive appraisal process. A stressor refers to a specific stimulus
within the environment that exert perceived demands on an individual with the outcome.
Examples of stressors include noise, pain, task load, ambient temperature, and time pres-
sure [7]. Stimuli are perceived as stressors through the cognitive appraisal process, which
evaluates the meaning and significance to individual wellbeing. The appraisal process has
two different categories: Primary appraisal, which evaluates the relevance and congruence
of a situation with regards to the individual’s goals and wellbeing, and secondary appraisal,
which involves the evaluation of resources and options for coping with the perceived
demand [21]. While the primary and secondary appraisals may be shaped by personal
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and situational factors, some researchers have focused on communal stressors related to
self-preservation that have a higher likelihood of being appraised as threats [24,25]. Fur-
ther, these stressors related to self-preservation are thought to be composed of underlying
“thematic” stressor elements which may play a pivotal role in how stimuli are cognitively
apprised as a stressor.

Of the known stressor elements, much attention has been paid to uncontrollability
and unpredictability [24,25]. Uncontrollability manifests with situations or consequences
that are outside one’s control, difficult to change, and impede progress from attaining one’s
desired goal [26]. Unpredictability refers to the absence of knowing the conditions under
which an event will occur or what an event will be like [27]. The context of the situation
(information about outcome, time, stimuli, etc.) and the individual interpretation of the
stimuli determine the amount that uncontrollability and unpredictability experienced.
Thus, the same stressor manipulated in different contexts may have different amounts of
unpredictability and uncontrollability.

Aside from stressor elements, the appraisal process also needs simulations to be
immersive enough to recognize a stimulus as an existential threat or challenge. One
remarkable aspect of simulated VREs is that individuals tend to respond realistically to
virtual simulations [28]. Furthermore, exposure to VR simulations results in a “response-as-
if-real” even when the visual fidelity is low, and the representation of the physical reality is
significantly reduced. Three concepts have been reported as strong generators of immersive
simulations: place illusion, plausibility, and virtual body ownership. Place illusion is the
strong sensation of being present in the space generated by the virtual reality environment,
even though participants know they are not there [29–32]. Plausibility is the component
of presence that is the illusion that the perceived events in the virtual environment are
really happening [33]. In comparison to place illusion, which is a static characteristic,
plausibility is more concerned with the dynamics of events and the situation portrayed.
Lastly, virtual body ownership means utilization of multisensory correlations to provide
people the illusion that foreign objects are part of their body [34]. For example, when
individuals with virtual hands touch a simulated spider, results show that they find that
the virtual hand increased fear [35].

Insight into how to induce stress can be gained from standardized stress tests which
have been used by researchers to reliably manipulate stress levels precisely and consistently
in a laboratory setting. Several stress tests include public speaking, mental arithmetic, and
cold-pressor [36,37]. These stress tests aim to use the most potent stressors possible to elicit
a general physiological stress response, often unrelated to the environment the individual
is in. However, these lab-based stress manipulations do not involve any operationally-
relevant tasks. Potential stressors used for task training should be stressors that could occur
in the operational environment in which the individual will perform tasks [38]. These
stressors could be related to the environment (e.g., distractions), the task (e.g., increased
difficulty), or that state of the human (e.g., fatigue). To identify stressors that are relevant
to the operational environment, where the environment is more dynamic and it is harder
to anticipate stressors, some researchers have used expert opinion to identify prominent
stressors and measured the manipulation using subjective stress ratings and physiological
indices of stress [39,40]. However, more research is needed on stressors for operational
tasks and how they can be manipulated in VR.

3. Environment Design

To inform how stressors in VR should be designed, a workshop was held with a panel
of subject matter experts to identify stressors that contribute to the stress in a spaceflight
environment. Subject matter experts have been used in previous research to identify envi-
ronmental stressors (e.g., noise, radiation) in a disabled submarine scenario [41]. Attending
experts included a retired U.S. NASA astronaut, a retired NASA ISS flight director, and
three experts on psychological and physiological stress. The panel was presented with
existing ISS emergency fire procedures and layouts of the ISS [42]. The panel identified a
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series of potential stressors, how they are mapped onto the emergency response procedures,
and what effects the stressors might have on astronauts. Each stressor’s intensity was
rated on how the subject was likely to feel, and what the effects on performance will be.
In addition, it was assumed that certain stressors would increase stress levels without
influencing task-based workload, so the stressors were categorized into task-related and
environment-related stressors. In other words, the stressors during an emergency fire were
categorized by their ability to change the environment without substantially changing how
the individual would perform the procedure.

A list of stressors was compiled by the panel (Table 1). These stressors are related to
an emergency fire procedure, and therefore may exclude peripheral stressors previously
identified by subject-matter experts that may be associate with deep-space missions [43].
The stressors were categorized by the type of stress induction, manipulation type (environ-
ment or task manipulation), within or between experimental comparison. The process of
categorizing environmental stressors was similar to the method proposed by [41]. Stressor
levels and potential deviations from the selected emergency procedure were also listed.
Three environmental stressors were selected for use in the study and the stressor intensity
was varied among training scenarios: alarms, flickering lights, and degraded visibility from
smoke. Priority was given to stressor manipulations that did not affect tasks requirements,
to avoid later confounds in experimental design. The goal was to increase stress while
keeping the task requirements the same to allow direct comparisons of stress training with
and without stressor manipulation. By using only environmental stressors and not task
stressors, any changes from such a comparison would not be confounded by differences
in task requirements. For example, intensity of noise and visible smoke may be stressful,
but will not change the task procedure for locating and extinguishing a fire. The selected
stressors were then used to establish three stressor levels of low, medium, and high during
the VR training scenarios. A few of the task stressors (e.g., rising atmospheric contaminants)
were included in all the training scenarios to distribute task load equally.

Table 1. Stressors Identified from ISS Emergency Fire Procedure.

Stressor How to Manipulate
Type of Stress

Induction
Scale

Manipulation
Type

(Task/Envir.)

Within/Between
Training
Session

Fire Alarm Magnitude Divided
Attention Linear Envir. Within

Noise type Divided
Attention Binary Envir. Between

Warning Alarm Magnitude Divided
Attention Linear Envir. Within

Noise type Divided
Attention Binary Envir. Between

Caution Alarm Magnitude Divided
Attention Linear Envir. Within

Noise type Divided
Attention Binary Envir. Between

Lights Flashing Divided
Attention Linear Envir. Within

Visibility (smoke
obscurity) Magnitude Task Difficulty,

Time pressure Linear Task, Envir. Within

Rate of change Task Difficulty,
Time pressure Linear Task, Envir. Within
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Table 1. Cont.

Stressor How to Manipulate
Type of Stress

Induction
Scale

Manipulation
Type

(Task/Envir.)

Within/Between
Training
Session

Multiple Sources (fire,
smoke, electrical trips) Multiple sources in module(s) Concurrent Task

Mgmt. Binary Task Between

Location of smoke/fire Source in Soyuz Task Difficulty Binary Task Between

Source separating crew
Task Difficulty,

Empathy,
Difficult Tradeoff

Binary Task Between

Source in module(s) Task Difficulty Binary Task Between

Open Flame Magnitude
Visual Threat,
Task Difficulty,
Time pressure

Linear Task Within

Spread rate
Visual Threat,
Task Difficulty,
Time pressure

Linear Task Within

Oxygen/Emer. Mask Limited oxygen supply Time Pressure Linear Task Within

No oxygen, faulty Task Difficulty Binary Task Between

Reduced peripheral vision Task Difficulty Linear Task Between

Clarity of other crew’s voices Task Difficulty Linear Task Within

Contaminants Magnitude Threat, Task
Difficulty Linear Task Within

Rate Time Pressure Linear Task Within

Team Member Language, accent Task Difficulty Linear Task Between

Experience of crew Task Difficulty Linear Task Between

Location of crew Task Difficulty Linear Task Between

Sleeping crew Task Difficulty Binary Task Between

Reaction of crew Task Difficulty Linear Task Within

Comm Operation Comm delay Task Difficulty Linear Task Between

No Comm Task Difficulty Binary Task Between

No lights (power outage) Concurrent Task
Mgmt. Binary Task Within

Power Outage Compromised life support
Concurrent Task

Mgmt., Time
pressure

Binary Task Between

MCC Communication Frequency of communication Concurrent Task
Mgmt. Linear Task Between

Inconsistent instructions Task Difficulty Linear Task Between

Fire Extinguishers Limited PFEs available Task Difficulty Linear Task Between

Limited PFE uses Task Difficulty Linear Task Between

The panel then developed a simplified fire procedure for trainees to follow. A flowchart
of the selected emergency procedure that could be used for laboratory experiments is
illustrated in Figure 1. This procedure was modified from the existing ISS Emergency
Procedures [42] by shortening the duration of the procedure down to 5–10 min, eliminating
communication with Mission Control Center (MCC) and crewmember induced stressors,
having the smoke alarm indicate the presence of a fire (as opposed to being a false alarm),
and minimizing tangential procedure steps that do not directly help the trainee locate the
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fire source. This procedure is also like the ISS fire strategy created by [18] for the purpose
of task training. Further, this procedure was designed to have limited decision nodes to
avoid task branches and maintain experimental replicability.

Figure 1. VR-ISS emergency fire procedure steps created by the workshop, modified from existing
NASA ISS Emergency Fire Procedures.

This procedure begins with an auditory smoke alarm alerting crew to the presence of a
fire. A safe haven is to be established in a location closest to the point of egress (e.g., Soyuz
capsule) where crewmembers can formulate a response plan and assign duties. Emergency
equipment vital to the fire response is obtained from storage compartments. Readings of
contaminant levels are reviewed with a NASA Compound Specific Analyzer–Combustion
Products (CSA-CP). The purpose of the CSA-CP onboard the ISS is to determine the level
of atmospheric contaminants, including carbon monoxide (CO) in parts per million. If CO
levels are rising, crewmembers should don oxygen masks. Based on CSA-CP readings,
suspected fireports should be determined and crewmembers should translate from module
to module, then narrow the search to sample local fireports as contaminant levels increase
with proximity. If the sampled fireport CO > 500 and increasing, then discharge the portable
fire extinguisher (PFE).

To integrate this procedure into VR, the stressors and procedure were then used to
design the VR-ISS spaceflight environment. The VR-ISS environment is based on 3D
models from [44] and [19] but has been largely modified from its former state to be used
with VR head mounted display (HMD) and facilitate spaceflight procedure training. To
simplify training participants, the VR-ISS consisted only of three of the existing U.S. Orbital
Segment modules, Figure 2 illustrates the VR-ISS configuration used in the experiment: only
Node 1, US Lab, and Node 2 were used.

An avatar was used to increase virtual body ownership, illustrated in Figure 3. The
avatar’s hands tracked VR hand controllers. Zero gravity mocking locomotion is integrated
into the simulation to allow participants to float across the VE by grabbing and pushing
against objects/surfaces.
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Figure 2. VR-ISS configuration. Some sections of the ISS U.S. and Russian segment were not included
in the simulation reproduced with permission from [45], IEEE, 2020.

 
Figure 3. Third person view of participant’s avatar in the VR-ISS.

Several dynamic interactions were included in the VR-ISS to aid detecting and locating
the source of a fire. These dynamic functions were designed to enhance the immersion
through increased place illusion and plausibility. Atmospheric contaminant levels rose as a
function of time and distance from the virtual fire source. Since, the readings change as a
function of time, the participant must not only remember previous readings at different

31



Appl. Sci. 2022, 12, 2289

locations to compare with the current reading, but also account of the fact that readings
become less reliable the further back in time it was taken. Virtual smoke changed in density
as a function of time and spread in a uniform pattern, consistent with expected smoke
behavior in a microgravity; therefore, participants could not rely solely on visual smoke
patterns to detect the location of the source.

Emergency equipment was also simulated for plausibility and place illusion. Readings
of contaminant levels could be collected with a simulated NASA CSA-CP. The purpose of
the CSA-CP onboard the ISS is to determine the level of atmospheric contaminants. Virtual
CSA-CP displayed levels of oxygen, carbon monoxide (CO), hydrogen chloride (HCl), and
hydrogen cyanide (HCN) in parts per million (Figure 4). Using voice commands, a floating
CSA-CP appeared in front of the participant with the contaminant concentration values visible.
The window disappeared after three seconds. Participants are expected to identify the location
of the source by following the invisible path mentally established from recalling highest levels
of contaminants in each VR-ISS module. A recording at the start of the simulation gave
instructions to retrieve a Portable Fire Extinguisher (PFE) and Portable Breathing Apparatus
(PBA) when the contaminate levels are excessive (Figure 4). The PFE is used to extinguish a
fire source behind a rack fireport. The PFE has the capability for two uses before the canister
is empty. Five PFEs are available in cabinets in the VR-ISS. PBAs are available in the same
cabinets and can be done on the participant avatar’s head. A Caution and Warning (C&W)
panel displayed flashing lights to alert participants to a potential fire (Figure 4). Once the
participants identified where the fire source was located, they began sampling fireports within
the module to locate the “rack” that caused the fire. The VR-ISS included approximately 150
fireport labels, accurately placed on the racks throughout the ISS.

 
(A) (B) (C) (D) 

Figure 4. VR-ISS emergency fire equipment, (A) Compound Specific Analyzer–Combustion Products
next to a fireport label, (B) Portable Fire Extinguisher, (C) Portable Breathing Apparatus, and (D)
Caution & Warning Panel reproduced with permission from [45], IEEE, 2020.

4. Materials and Methods

4.1. Participants

Forty subjects participated (Male = 37, Female = 3). The study was reviewed and
approved by Iowa State University Institutional Review Board. The participant mean age was
20.5 years (SD = 2.6). Thirty-eight of the participants in this study had a STEM background.

4.2. Task Environment

VR-ISS is the operational environment for this experiment. Participants were tasked with
locating and extinguishing the location of a potential fire on the VR-ISS. Several dynamic
interactions were included in the VR-ISS to aid detecting and locating the source of a fire.
Atmospheric contaminant levels rose as a function of time and distance from the virtual fire
source. Virtual smoke changed in density as a function of time and spread in a uniform
pattern, consistent with expected smoke behavior in a microgravity; therefore, participants
could not rely solely on visual smoke patterns to detect the location of the source.

Participants reviewed readings of contaminant levels with CSA-CP. When participants
identified the fireport which had the highest level of contaminant and extinguished the
fire with the PFE, the contaminate levels were reset and a new randomized fire source was
created. The task ended five minutes after the beginning of the simulation.
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4.3. Independent Variables

The VE was designed with three environmental stressors identified from the panel
SMEs: alarms, flickering lights, and degraded visibility from smoke. The smoke filled
the modules rapidly until the intensity level was achieved, but also moved dynamically
through the module to increase plausibility. The lights for selected modules flickered
randomly to simulate temporary power failure, presenting the participant with temporary
near-complete darkness. A fire alarm and caution alarm were used for different levels.

The simulation had three different stress levels, each with a fire location randomized
(Figure 5). The low stress level indicated a fire using increased CSA-CP contaminate values
and C&W panel lights. The medium stress level indicated a fire using increased CSA-CP
contaminate values, C&W panel lights, a continuous Caution alarm, and low levels of
smoke (visibility of 6 ft). The high stress level indicated a fire using increased CSA-CP
contaminate values, C&W panel lights, a continuous Caution alarm, a continuous Fire
alarm, flickering lights, and high levels of smoke spread over time (visibility of 1 ft).

Figure 5. VR-ISS emergency fire (low, medium, high stressor scenarios). Reproduced with permission
from [45], IEEE, 2020.

4.4. Dependent Variables

The study used both physiological and subjective indices of stress. The dependent
variables are summarized in Table 2.

Table 2. Description of dependent variable sensor/metrics and frequencies.

Dependent Variable Sensor/Metric Features/Type Description, Association Frequency

Physiological stress
response

Electrocardiogram (ECG)
and Heart Rate Variability

(HRV)

HR Heart rate

Throughout trial
RMSSD

The root mean of the sum of the
squares of differences between

beat intervals

pNN50
Proportion of the successive

normal to normal beat intervals
that differ more than 50 ms

Physiological stress
response

Continuous Non-Invasive
Blood Pressure

SBP Systolic Blood Pressure
Throughout trial

DBP Diastolic Blood Pressure

Physiological stress
response

Electrodermal Activity
(EDA) EDA Tonic component (0–0.16 Hz) Throughout trial

Subjective Stress Post Stress Task Reaction
Measure (PTSR) 9-point Likert scale After trial

Subjective Stress Free Stress Comparison 100-point scale After experiment

Subjective Stress Short State Stress
Questionnaire (SSSQ)

24 items, 5-point Likert
scale Engagement, Distress, Worry Before, after trial

Workload NASA TLX 6 items, 21-point scale
Mental demand, Physical demand,
Temporal demand, Performance,

Effort, and Frustration
After trial

Anxiety State-trait anxiety
inventory (STAI)

20 items, 7-point Likert
scale After trial
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4.4.1. Heart Rate and Heart Rate Variability

Heart rate increases with higher physiological stress response. Heart rate data were
collected via electrocardiogram (ECG, modified CS5 lead configuration). The ECG was
sampled at 2048 Hz using Biopac MP150 hardware and recorded using AcqKnowledge
software (Version 3.8.2, Biopac Systems Inc.). Heart Rate is influenced by both sympathetic
and parasympathetic branches of the autonomic nervous system [46]. Activity in these
branches is indicative of the body’s state of excitation vs. relaxation (vagal response).

Time domain analysis of the ECG was performed to quantify changes in Heart Rate
Variability (HRV). The vagal response, which is indicative of relaxation, was assessed with
two HRV metrics relating to the amount of variance in the inter-beat-interval through
the root-mean-square difference of successive normal R-wave intervals (RMSSD) and the
proportion of the number of pairs of successive normal R-waves that differ by more than
50 ms (pNN50). Increased pNN50 and RMSSD indicated a more relaxed state and greater
ability to cope with increased stress. More specifically, both RMSSD and pNN50 represent
vagal control within the time domain and are correlated to high frequency power [46]. The
HRV time domain for each participant were calculated in 30-s intervals over the duration
of each session.

4.4.2. Blood Pressure

Systolic blood pressure (SBP) and diastolic blood pressure (DBP) were collected as
another measure of cardiovascular reactivity. Both SBP and DBP have been shown to
increase in reaction to increased stress [47]. A finger cuff was placed on the participants’
non-dominant hand over the middle phalanx of either the long or ring finger (CNAP
Monitor 500, CNSystems Medizintechnik AG). The non-dominant arm was placed in
an arm-sling to standardize the position of the hand relative to the heart between all
participants. Data were recorded at 1024 Hz. To calibrate the finger cuff, an oscillometric
non-invasive blood pressure cuff was placed on the participant’s non-dominant upper
arm. The CNAP blood pressure readings were calibrated before the start of each trial.
The participant remained seated for the duration of the experiment to prevent orthostatic
pressure changes.

4.4.3. Electrodermal Activity

The electrodermal activity (EDA) signal increases under higher acute stress [48]. EDA
is sympathetically mediated, therefore can be used to verify autonomic influences on heart
rate. The EDA signal was corrected with an IIR low pass 2nd-order Butterworth filter fixed
at 5 Hz. The EDA tonic component, also called skin conductance level, was extracted by low
pass filtering with a cut-off frequency of 0.16 Hz and used as an indicator of sympathetic
activity [49]. Data were recorded in 30 s epochs for statistical analysis.

4.4.4. Subjective Stress

Two kinds of ratings were used to assess the perception of low, medium, and high
stress: Post Task Stress Reaction (PTSR) [50], Free Stress Comparison of events. The PTSR
and Free Stress Comparison questionnaires were modified from previous uses [40,47,51].
The PTSR asks participants to rate the ground truth simulations on a scale of “1” to “9”
where a rating of “1” was used to represent experiencing “no stress”, “5” was used to
represent “medium stress”, and “9” was used to represent experiencing “high stress”. The
PTSR is intended to measure the immediate retrospective stress after completing a trial.

In addition, the Free Stress Comparison has participants rate the relative stress level
on a scale of 0 to 100 (least to most stressful) in comparison to other simulations. The stress
appraisal process is continuous and relative, with reappraisals of the experience happening
long after the stressful exposure [52]. The Free Stress Comparison was intended to measure
the retrospective reappraisal after completing all the simulations, then relatively comparing
their stressfulness.
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4.4.5. Subjective Stress State

The Short Stress State Questionnaire (SSSQ) [53] assessed the subjective states pre- and
post-trial to measure three state factors: task engagement, distress, and worry. Engagement
refers to qualities of energetic arousal, motivation, and concentration. Distress is defined as
feelings of tense arousal, hedonic tone, and confidence-control. Worry relates to self-focus,
self-esteem, and cognitive interference [54]. The stress state acts as a mediator between
the stressor and cognition or information processing, whereby the three aspects represent
components of conscious experience during person–task–environment transactions [55].

4.4.6. Workload

The NASA Taskload Index (TLX) [56] was used to assess the subjective workload
during exposure. The NASA TLX measures six dimensions of workload: mental demand,
physical demand, temporal demand, performance, effort, and frustration level. NASA TLX
was administered after the completion of a trial. Participant scores on the six numerical
rating scales were computed in the 0 to 100 range and as an unweighted participant mean
for each of the six-dimensional subscales [57].

4.4.7. Anxiety

To measure the anxiety during the experiment, State-Trait Anxiety Inventory (STAI) [58]
Form Y-1 was given after the completion of a trial. The STAI-Y1 is a 20-item self-report
scale for the assessment of state anxiety in adults. Based on the answers, the STAI score can
be interpreted in the ranges: no stress <30, low <40, medium 40–55, high >55 [59].

4.5. Experiment Design

A within-subject 1 × 3 (trial) experiment was conducted. Each participant completed
the same task of locating an onboard fire, but each trial had one of three different stressor
levels (low, medium, and high). The order of stressor levels was assigned via Latin square
to counterbalance and minimize the effect of training order’s influence from differences
among the treatment effects (i.e., each levels stressors) [60].

4.6. Hypothesis

It was hypothesized that manipulating different levels of VR environmental stressors
(low, medium, and high) during an operational task would induce different levels of
stress, with higher stressor levels resulting in greater increases in HR, decreases in RMSSD,
decreases in pNN50, increases in SBP and DBP, increases in EDA, increases in PTSR, increase
in Free Stress Comparison, no change in engagement, increases in distress, no change in
worry, no change in workload, and increases in anxiety.

4.7. Procedure

The experiment was completed in a single laboratory visit, lasting approximately
60 min. At the beginning of the experiment, participants completed a series of pre-trial
questionnaires, including demographic questions, a SSSQ to measure the stress in response
immediately before the trials, and training on how to use the NASA TLX. To acclimate
to VR before the data collection tasks, participants were trained on navigating, operating,
and controlling the VR simulation (e.g., head-mounted display, hand controls, “play-
area” boundaries represented but a visual blue-grid). Participants were asked to report
cybersickness and were withdrawn if symptoms persisted.

For the VR-ISS, participants completed a VR interactive tutorial that included informa-
tion about the ISS layout, how to navigate, fire equipment, and the appropriate emergency
fire response. Participants practiced the procedure in the tutorial until memorized.

Participants then completed three trials: low, medium, and high stressor levels. After
each trial, participants completed several questionnaires, including the post-trial SSSQ,
NASA TLX, STAI, and PTSR. Participants were given 5–10 min between trials to complete
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questionnaires. At the end of the experiment, participants completed the Free Stress
Comparison to compare the trials in retrospect.

4.8. Experiment Materials

The apparatus consisted of two parts: an HTC VIVE (professional version; HTC, 2016)
consumer VR headset. The Unity (5.4.0f3, Unity Technologies, 2014) 3D game engine
was used to facilitate all aspects of the VR-ISS as a virtual environment. The HTC VIVE
setup consists of the HMD and two Lighthouse sensors that are responsible for tracking
the headset position and orientation. For this experiment, the lighthouse sensors were
positioned facing each other at opposite ends of our lab space, 8 ft high with 12 × 12 ft
detectable play area.

4.9. Data Analysis

Data analysis was performed using SPSS software (Version 28.0; IBM Corp.). Distri-
butions were tested for normality using skewness and kurtosis divided by the standard
error and concluded to be normal if less than 1.96 [61]. Each dependent variable was
visually inspected for errors (e.g., signal artifacts, miscalibration, electrode disconnect) and
participant trials were omitted if they displayed erratic patterns. Alterations were made
to discontinue some questionnaires during the experiment, resulting in analysis on only
a subset of the sample. Repeated measure analysis of variance (RM-ANOVA) was used
to calculate the fixed effect of stressor level. Physiological data were standardized against
the first 90-s of the low stressor trial to emulate change from baseline, to which the 90-s
were then omitted from the analysis. The first 90-s was also omitted from the medium and
high stressor trials to account for the physiological transition in response to a stressor. To
account for correlation of physiological data, autoregressive (AR1) models were used for
the covariance matrix with a participant random effect. AR1 model fit was assessed with
Akaike’s Information Criteria (AIC). Significant differences were located using pairwise
comparisons, and acceptance level was adjusted to control for type I errors (Bonferroni
adjustment). Results were considered significant for p ≤ 0.05 and marginally significant for
p < 0.10 [62]. The effect sizes, given in partial eta squared for the models, were transformed,
and reported as Cohen’s d effect size under the conservative assumption the stress level
means are separated with maximum variability [63]. Cohen’s d was used for assessing
effect size, where 0.2 < |d| < 0.5 is considered small effect size, medium effect size when
0.5 < |d|< 0.8, and large effect size for |d| > 0.8 [63].

The three-factor SSSQ scale scores for pre- and post-trial were calculated for each
participant. The factor scores from both pre- and post-trial are standardized against norma-
tive means and standard deviation values from a large sample of British participants [64]
and standardized using methods in [55]. Change scores were calculated for each factor
using the z-score Formula (1) which has been used in previous studies [55]. The z-score
then represents the change between pre- and post-trial in units of the deviation from the
population mean.

z = (standardized post-score − standardized pre-score). (1)

5. Results

A summary of the results is provided in Table 3, with greater description of the results
in the following subsections.

5.1. Heart Rate and Heart Rate Variability

The main effect of stressor level on the change in heart rate (N = 35) was significant,
F(2,63.7) = 4.34, p = 0.017, with a large effect size, d = 0.90 (Figure 6a). Pairwise comparison
indicated the change in heart rate was significantly higher (p = 0.017, d = 0.58) for partici-
pants in high stressor (M = 1.41, SD = 3.05) compared to low stressor (M = 0.37, SD = 1.42),
but not significantly different (p = 0.16) for high stressor compared to medium stressor
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(M = 0.58, SD = 1.59) and not significantly higher (p = 0.99) the for medium stressor
compared to low stressor.

Table 3. Summary of Results.

Metric N
Low

M (SD)
Medium
M (SD)

High
M (SD)

Main
Effect
F (p)

Low vs.
Medium p

(d)

Low vs.
High
p (d)

Medium
vs. High

p (d)

Physiological Measures

ΔHR 35 0.37 (1.42) 0.58 (1.59) 1.41 (3.05) 4.34 (0.017) 0.99 0.017 (0.58) 0.16

ΔRMSSD 35 0.63 (3.07) 0.48 (2.78) −0.25 (2.44) 3.29 (0.04) 0.99 0.048 (0.37) 0.18

ΔpNN50 35 −0.02 (1.42) 0.13 (1.81) −0.076
(1.51) 0.079 (0.92) NA NA NA

ΔSBP 32 0.95 (2.44) 1.94 (4.11) 2.04 (6.09) 2.84 (0.066) 0.26 0.08 (0.43) 0.99

ΔDBP 32 1.09 (2.91) 2.05 (6.20) 0.82 (3.70) 0.69 (0.51) NA NA NA

ΔEDA 32 −0.82 (2.45) 1.94 (4.42) 1.29 (3.97) 7.05 (0.002) 0.002 (0.71) 0.046 (0.42) 0.71

Subjective Measures

PSTR 39 4.67 (1.61) 5.26 (1.6) 6.34 (1.68) 27.9
(<0.001) .11 <0.001 (1.0) <0.001

(0.66)

Free Stress 39 30.4 (20.5) 45.9 (17.6) 78.7 (18.8) 80.6
(<0.001)

<0.001
(0.81)

<0.001
(2.46) <0.001 (1.8)

ΔEngage 23 −0.024
(0.51) 0.089 (0.61) 0.012 (0.65) 0.47 (0.63) NA NA NA

ΔDistress 23 0.5 (0.79) 0.39 (0.59) 0.82 (0.94) 7.05 (0.002) 0.73 0.072 (0.37) 0.01 (0.55)

ΔWorry 23 −0.28 (0.73) −0.38 (0.59) −0.22 (0.8) 3.13 (0.054) 0.3 0.99 0.096 (0.23)

Workload 39 45.1 (17.8) 46.9 (17.4) 57.5 (17.6) 12.5
(<0.001) 0.99 0.002 (0.7) <0.001

(0.61)

Anxiety 23 37.5 (9.76) 36.2 (9.58) 40.6 (10.7) 5.25 (0.009) 0.92 0.24 0.005 (0.43)

(a) (b) (c) 

  

Figure 6. Heart rate metrics: (a) Heart Rate; (b) RMSSD; (c) pNN50. Error bars representing 95%
confidence intervals.

The main effect of stressor level on the change in RMSSD (N = 35) was significant,
F(2,170) = 3.29, p = 0.04, with a medium effect size, d = 0.48 (Figure 6b). Pairwise comparison
indicated the change in RMSSD was significantly lower (p = 0.048, d = 0.37) for participants
in high stressor (M = −0.25, SD = 2.44) compared to low stressor (M = 0.63 SD = 3.07),
but not significantly different (p = 0.18) for high stressor compared to medium stressor
(M = 0.48, SD = 2.78) and not significantly higher (p = 0.99) the for medium stressor compared
to low stressor.
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The main effect of stressor level on the change in pNN50 (N = 35) was not significant,
F(2,185) = 0.079, p = 0.92 (Figure 6c) for the low stressor (M = −0.02, SD = 1.42), medium
stressor (M = 0.13, SD = 1.81), or high stressor (M = −0.076, SD = 1.51).

5.2. Blood Pressure

The main effect of stressor level on the change in SBP (N = 32) was marginally sig-
nificant, F(2,60.5) = 2.84, p = 0.066, with a medium effect size, d = 0.61 (Figure 7a). Pair-
wise comparison indicated the change in blood pressure was marginally higher (p = 0.08,
d = 0.43) for participants in high stressor (M = 2.04, SD = 6.09) compared to low stressor
(M = 0.95, SD = 2.44), but not significantly higher (p = 0.99) for high stressor compared to
medium stressor (M = 1.94, SD = 4.11) and not significantly higher (p = 0.26) for medium
stressor compared to low stressor.

(a) (b) 

Figure 7. Blood pressure metrics: (a) systolic blood pressure (SBP); (b) diastolic blood pressure (DBP).
Error bars representing 95% confidence intervals.

The main effect of stressor level on the change in DBP (N = 32) was not significant,
F(2,70.4) = 0.69, p = 0.51 (Figure 7b) for the low stressor (M = 1.09, SD = 2.91), medium
stressor (M = 2.05, SD = 6.20), or high stressor (M = 0.82, SD = 3.70).

5.3. EDA Tonic

The main effect of stressor level on the change in EDA tonic (N = 32) was signif-
icant, F(2,64.6) = 7.05, p = 0.002, with a large effect size, d = 0.93 (Figure 8). Pairwise
comparison indicated the change in EDA was significantly higher (p = 0.046, d = 0.42) for
participants in high stressor (M = 1.29, SD = 3.97) compared to low stressor (M = −0.82,
SD = 2.45), and significantly higher (p = 0.002, d = 0.71) for the medium stressor (M = 1.94,
SD = 4.42) compared to low stressor, but not significantly different (p = 0.71) for high
stressor compared to medium stressor.

 

 

Figure 8. Electrodermal Activity tonic component. Error bars representing 95% confidence intervals.
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5.4. Subjective Stress

The main effect of stressor level on subjective stress measured by PTSR (N = 39) was
significant, F(2,76) = 27.9, p < 0.001, d = 1.71 (Figure 9a). Pairwise comparison indicated the
subjective stress was significantly higher (p < 0.001, d = 1.0) for participants in high stressor
(M = 6.34, SD = 1.68) compared to low stressor (M = 4.67, SD = 1.61), significantly higher
(p < 0.001, d = 0.66) for high stressor compared to medium stressor (M = 5.26, SD = 1.6), but
not significantly different (p = 0.11) for medium stressor compared to low stressor.

(a) (b) 

Figure 9. Subjective stress measures: (a) Post Task Stress Reaction (PTSR); (b) Free Stress Comparison.
Error bars representing 95% confidence intervals.

The main effect of stressor level on subjective stress measured by Free Stress Com-
parison (N = 39) was significant, F(2,76) = 80.6, p < 0.001, d = 2.91 (Figure 9b). Pairwise
comparison indicated the subjective stress was significantly higher (p < 0.001, d = 2.46)
for participants in high stressor (M = 78.7, SD = 18.8) compared to low stressor (M = 30.4,
SD = 20.5), significantly higher (p < 0.001, d = 1.8) for high stressor compared to medium
stressor (M = 45.9, SD = 17.6); and significantly higher (p < 0.001, d = 0.81) for medium
stressor compared to low stressor.

5.5. SSSQ: Stress State

The main effect of stressor level on the change in engagement (N = 23) was not
significant, F(2,44) = 0.47, p = 0.63 (Figure 10a) for the low stressor (M = −0.024, SD = 0.51),
medium stressor (M = 0.089, SD = 0.61), or high stressor (M = 0.012, SD = 0.65).

(a) (b) (c) 

 

Figure 10. The change in stress state measured by the SSSQ: (a) Engagement; (b) Distress; (c) Worry.
Error bars representing 95% confidence intervals.

The main effect of stressor level on the change in distress (N = 23) was significant,
F(2,44) = 7.05, p = 0.002, with a large effect size, d = 1.13 (Figure 10b). Pairwise comparison
indicated the change in distress was marginally significantly higher (p = 0.072, d = 0.37)
for participants in high stressor (M = 0.82, SD = 0.94) compared to low stressor (M = 0.50,
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SD = 0.79), significantly higher (p = 0.01, d = 0.55) for high stressor compared to medium
stressor (M = 0.39, SD = 0.59), but not significantly different (p = 0.73) for medium stressor
compared to low stressor.

The main effect of stressor level on the change in worry (N = 23) was marginally
significant, F(2,44) = 3.13, p = 0.054, with a medium effect size, d = 0.76 (Figure 10c).
Pairwise comparison indicated the change in worry was marginally significantly higher
(p = 0.096, d = 0.23) for participants in medium stressor (M = −0.38, SD = 0.59) compared to
high stressor (M = −0.22, SD = 0.8), but not significantly different (p = 0.30) for medium
stressor compared to low stressor (M = −0.28, SD = 0.73), and not significantly different
(p = 0.99) for the high stressor compared to low stressor.

5.6. NASA-TLX: Workload

The main effect of stressor level on workload (N = 39) was significant, F(1.63,62.1) = 12.5,
p < 0.001, with a large effect size, d = 1.15 (Figure 11). Pairwise comparison indicated
the workload was significantly higher (p = 0.002, d = 0.7) for participants in high stressor
(M = 57.5, SD = 17.6) compared to low stressor (M = 45.1, SD = 17.8), significantly higher
(p < 0.001, d = 0.61) for high stressor compared to medium stressor (M = 46.9, SD = 17.4), but
not significantly (p = 0.99) different for medium stressor compared to low stressor.

Figure 11. Overall workload for different levels of stressors obtained by NASA Task Load Index
(TLX). Error bars representing 95% confidence intervals.

Within the NASA-TLX subscales, mental workload was significantly different,
F(1.7,66.2) = 4.28, p = 0.022, d = 0.67, with the high stressor (M = 55.6, SD =21.9) being
marginally significantly higher than the low stressor (M = 45.8, SD = 23.1; p = 0.064, d = 0.44).
Physical workload was significantly different, F(2,90) = 7.78, p = 0.001, with the high stressor
(M = 45.5, SD =26.6) being significantly higher than the low stressor (M = 34.7, SD =26.2; p = 0.01,
d = 0.41). Temporal workload was significantly different, F(2,76) = 14.1, p < 0.001, with the
high stressor (M = 68.2, SD = 26.6) being significantly higher than the low stressor (M = 47.8,
SD = 23.8; p < 0.001, d = 0.81), high stressor being significantly higher than the medium stressor
(M = 58.4, SD = 25.3; p = 0.011, d = 0.38), and medium stressor being significantly higher than
the low stressor (p = 0.036, d = 0.43). Performance was significantly different, F(1.8,68.6) = 5.22,
p = 0.01, d = 0.74, with the high stressor (M = 63.4, SD = 32.8) being significantly higher than
the medium stressor (M = 43.7, SD = 32.9; p = 0.008, d = 0.6). Effort was significantly different,
F(1.63,62.1) = 5.1, p = 0.013, with the high stressor (M = 67.8, SD = 22.8) being significantly
higher than the medium stressor (M = 59.4, SD = 23.1; p = 0.001, d = 0.37), and the high stressor
being marginally significantly higher than the low stressor (M = 59, SD = 21.4; p = 0.053,
d = 0.40). Frustration was significantly different, F(1.77,67.3) = 6.53, p = 0.004, with the high
stressor (M = 45.3, SD = 31.2) being significantly higher than the medium stressor (M = 32.4,
SD = 28; p = 0.012, d = 0.43) and low stressor (M = 34.4, SD = 27.5; p = 0.043, d = 0.37).

5.7. STAI: Anxiety

The main effect of stressor level on post-trial anxiety (N = 23) was significant, F(2,44) = 5.25,
p = 0.009, with a large effect size, d = 0.98 (Figure 12). Pairwise comparison indicated the
anxiety was significantly higher (p = 0.005, d = 0.43) for participants in high stressor (M = 40.6,
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SD = 10.7) compared to medium stressor (M = 36.2, SD = 9.58), but not significantly different
(p = 0.92) for the medium stressor compared to the low stressor (M = 37.5, SD = 9.76) or
(p = 0.24) for the high stressor compared to the low stressor.

Figure 12. Anxiety obtained by the State Trait Anxiety Inventory (STAI). Error bars representing 95%
confidence intervals.

6. Discussion

A spaceflight emergency procedure was conducted in VR-ISS with the aim at evaluat-
ing VR stressors. The hypothesis that manipulating different levels of VR environmental
stressors during an operational task can induce different levels of stress was partially
supported. The results demonstrated that levels of indicators of physiological stress (HR,
RMSSD, EDA, SBP), subjective stress (PTSR, Free Stress Comparison), and ratings of dis-
tress, workload, and anxiety were significantly different for those training simulations.
Some measures did not find significant differences, including pNN50 and DBP. Further,
most measures showed differences between the low stressor and high stressors but could
not discriminate the medium stressor level.

Several of the physiological stress indicators were found to be different for the stressor
levels. The HR was different between the low and high stressor levels and similarly different
for the RMSSD. The decrease in RMSSD for the high stress indicates parasympathetic
inhibition and reflects an inability to relax. Further, there was an increase in EDA which
indicates sympathetic activation, which is the likely cause for the increase in HR and SBP.
Altogether, this suggests the high stressor simulation was effective at inducing a robust
physiological stress response.

In contrast, the low and medium stressor levels were difficult to distinguish from each
other and had varied physiological responses. The RMSSD remained elevated and the HR
remained depressed for both levels. However, the medium level did have an increase in
EDA, suggesting there was some sympathetic activation concurrent with parasympathetic
attenuation. Research on cardiac autonomic balance versus cardiac regulatory capacity [65]
suggests that the coactivity is still representative of a stress response, albeit a mild response
due to the lack of support from other measures.

The subjective stress was found to be different for the stressor levels based on immedi-
ate ratings after each trial (PTSR), ratings after the experiment (Free Stress Comparison),
and changes in distress during the trials (SSSQ). The results suggest that design of the VR
simulations using environmental stressors was successful at manipulating trainee stress
levels. However, the distress results show that low and medium were hard to distinguish
between. The cause may be attributed to which stressors were selected for the simulation,
the magnitude of each environmental stressors, or the combination of different stressors
(e.g., noise, smoke). Previous research has shown that different stressors can elicit varying
stress responses and can have a cumulative effect that may be greater than the individual
effects of the stressors alone [66,67]. The present experiment used expert opinion to inform
how the stressors training simulations but had little empirical support. By changing the
stressors, magnitude, or combination, it may be possible to have the VR stressor scenarios
result in physiological and distress that are more discriminable in future research. Never-
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theless, the large effect of the stressor levels on the subjective stress measures demonstrates
distinguishable training levels that can be used to induce stress in VR.

The results show that the workload was higher for the high stressor compared to the
other stressor levels. Because the simulations were designed to only change environment
stressors and not task load, it was expected that workload would not change between
the three stressor levels because the procedure was the same for each. Since workload
can be thought of as a stress derived from the stressor of task load, it was predicted
that the TLX rating for frustration and performance may be different, but not enough to
impact the overall workload. However, it is unexpected to find a difference for the high
stressor level from the TLX mental workload, physical workload, temporal, and effort.
A possible explanation can be discerned from the increase in the high stressor anxiety
levels. The attentional control theory [10] suggests that an increased environmental stressor
resulted in more stress, less resources for emotion regulation, and thereby, increases in the
perceived demand of the workload. Similarly, previous research that found heightened
stress reactivity and threat sensitivity when individuals are in conditions with high amount
of stress versus a lower threat sensitivity and reactivity in conditions with no stress [68].
The implications are that that anxiety can have adverse effects on processing efficiency
and central executive capacity, thus, a subjective workload may increase concurrently with
increasing stress levels, even when the task load stays constant.

While VREs are a promising modality for training operations in stressful environments,
questions still exist on how VRE designs effectively translate to the real world. The VR-
ISS was created with focus on place illusion, plausibility, and virtual body ownership to
enhance immersion and the potential to induce a stress response. However, a meta-analysis
on stress biomarkers in VR by [69] found inconsistent responses across studies that induce a
robust stress response with both high and low levels of immersion. Further, the individual
difference may have a large impact on general biomarker responsivity; thus, new methods
may be needed for induction to discriminate finer levels of stress.

This study had several limitations that should be considered with regards to interpreta-
tion of results and future work. First, the sample size may have been small and statistically
underpowered. Several of the measures (SBP, change in worry) had large effects sizes but
marginally significant results, such that there is a possibility the effect exists when tested
with more subjects. Running more participants would increase the statistical power and
confidence in the results. Second, the study recruited participants from the general popula-
tion rather than astronauts. The general population is less familiar with the ISS layout and
procedures, which could possibly lead to stress or confusion from being trained in a short
period of time. Further, astronauts may have stronger associations between threat cues and
spaceflight hazards, and simultaneously, possible development of coping skills to manage
the threat appraisal. Third, while Latin squares was used to minimize the influence of
training order, statistical analysis to verify that assumption for six training-order sequences
would be underpowered. Therefore, analysis of the counterbalance was not conducted, and
it is unknown to the extent that the effects of the training-order influenced the differences
among effects in the stressor levels [60]. Future work will include evaluating the simula-
tions with a participant sample similar to the age range, education level, and demographic
of astronauts. Future investigation of other training effects would be beneficial and include
memory consolidation/retention, task performance, and physiological habituation over
multiple sessions.

7. Conclusions

This research found that stressors present in an emergency procedure could be manip-
ulated in VR and approximate the physiological and subjective responses expected during
a stress response. Results from this experiment were mixed. The high and low stressor
levels had distinguishable results, but the medium level was harder to distinguish.

The findings complement past research that has investigated levels of stressors in
VREs [16], which also found varying levels of stress when individuals are exposed to
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gradually increasing stressor. However, this experiment expands on those studies by
adding the context of an operational task procedure and relevant environmental stressors.

While the measurement of stress is empirically straightforward, questions still remain
about stressor underpinnings, association with immersion, and impact of VRE design on
stressor appraisal. VR stressor scenarios may have more discernable physiological and
distress by changing the stressors, magnitude, or combination. Future research should
investigate how the combinations of stressors may influence the resulting stress response
and how similar the stress is to that felt in the real environment.

Astronauts may benefit from training with VREs that simulate procedures on the
interior of the ISS. Simulating stressors with a VRE allows for an immersive experience that
is not constrained by resources (e.g., money, staff) or physical infrastructure. A training
environment that can induce specific stress similar to the operational environment may
help individual manage cognitive resources and emotional states with less consequence
than in a real situation. By validating stressor levels, astronauts may someday use VR for
training emergency fires and other stressful spaceflight procedures.
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Abstract: Abstract concepts play a vital role in decision-making or recall operations because the
associations among them are essential for contextual processing. Abstract concepts are complex
and difficult to represent (conceptually, formally, or computationally), leading to difficulties in their
comprehension and recall. This contribution reports the computational simulation of the cued recall
of abstract concepts by exploiting their learned associations. The cued recall operation is realized via
a novel geometric back-propagation algorithm that emulates the recall of abstract concepts learned
through regulated activation network (RAN) modeling. During recall operation, another algorithm
uniquely regulates the activation of concepts (nodes) by injecting excitatory, neutral, and inhibitory
signals to other concepts of the same level. A Toy-data problem is considered to illustrate the RAN
modeling and recall procedure. The results display how regulation enables contextual awareness
among abstract nodes during the recall process. The MNIST dataset is used to show how recall
operations retrieve intuitive and non-intuitive blends of abstract nodes. We show that every recall
process converges to an optimal image. With more cues, better images are recalled, and every
intermediate image obtained during the recall iterations corresponds to the varying cognitive states
of the recognition procedure.

Keywords: computational psychology; computational cognitive modeling; machine learning; con-
cept blending; conceptual combinations; recall; computational creativity

1. Introduction

Concepts are an important object of research in cognitive and psychological research.
Usually, the conceptual representations are process-oriented, symbolic or distributed,
and knowledge-based [1–3]. In general, a hierarchical structure defines an organization
of concepts where the concrete concepts are placed in the lower level, and the abstract
Concepts occupy the higher levels (see the example of the vehicle and cars in Figure 1).
Therefore, abstract concepts are also seen as the generalization of concrete concepts [4,5].
Abstract concepts are studied mathematically [6] and theoretically [7,8], but computational
studies are scarce [1]. This article uses a computational model, regulated activation network
(RAN) [9–11], capable of building representation of convex abstract concepts, which are
later used in recall simulations.

The prime aspect of this article is to emulate the recall procedure, that can be viewed
as the cognitive process of remembering. Context plays an eminent role in the recall
of concrete concepts (such as the word “table”), which is often termed as concreteness
effect. The concreteness effect is expressed through the dual-coding theory [12,13] and the
context availability hypothesis [14]. According to this theory, individually, abstract concepts
are abstruse in context retrieval when compared with concrete concepts; therefore, their
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recall procedure is complex. However, an interesting work suggests that context retrieval
of abstract concepts is possible when response pairs of abstract concepts are related to
one another, thus providing context for the abstract stimuli [15]. In RAN modeling we
can learn associations among concepts (including the abstract concepts). These learned
associations provide adequate context relations among the abstract concepts. In this work,
we exploit these learned associations among the abstract concepts to simulate a regulated
recall operation.

Figure 1. Hierarchy abstraction of concrete and abstract concepts.

In recent years, advances in technologies have played an essential role in cognitive
and psychological research, e.g., use of devices like GP3 [16], TheEyeTribe [17], and elec-
troencephalography (EEG) [18,19] to study visual attention. In this article, we focus on
representations of computational models that are also very useful in understanding the
psychological and cognitive phenomena, validating the existing cognitive theories, and
helping to formulate fresh ideas related to cognition [20–23]. The representations of these
computational approaches are either symbolic (amodal), distributed (multimodal), or hy-
brid [24], which helps in simulating or understanding various cognitive phenomena. Below
are a few examples of computational models or architecture used to study psychological
and cognitive phenomena based upon their representation:

• Symbolic: Adaptive Control of Thought–Rational (ACT-R) [25] is a symbolic ar-
chitecture intended to model memory [26] and simulate attention [25,27], decision-
making [28], recognition [29], and forgetting [29].

• Distrubuted: Multimodal approaches such as artificial neural networks (ANNs), in-
cluding the restricted Boltzmann machine (RBM) [30], deep neural networks [31],
stacked auto-encoders [32], and convolution neural networks (CNN) [33], have sig-
nificant contributions in feature recognition [34] and distributed memory represen-
tation [35]. Methods like Random Forests have also been used in studies related to
visual attention [36].

• Hybrid: Cognitive architectures like Connectionist Learning with Adaptive Rule
Induction On-line (CLARION) [37] simulate scenarios related to cognitive and social
psychology.

This article makes use of the RAN’s hybrid nature and modeling to build the rep-
resentation of convex abstract concepts and further simulate recall of abstract concepts.
F First, the model generation takes place with four basic steps of the RAN approach [9],
i.e., concept identification, concept creation, inter-layer learning, and upward activation
propagation. An intra-layer procedure also takes place at all the layers to identify the
association among the concepts at the same level. Further, these learned associations are
uniquely interpreted to determine whether the impact of their learned weights is inhibitory,
excitatory, or neutral. Later, these impacts are applied to obtain a regulatory effect on peer
concepts (abstract concepts or input layer concepts) during recall operation. A Toy-data
problem was used for modeling with RAN and demonstrating the novel geometric back-
propagation algorithm for the simulation-cued recall operation. The benchmark dataset of
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the image domain, MNIST, is also used to demonstrate the cued recall experiment. These
experiments also show how blends of abstract concepts can be recalled. To summarize, the
following are the main contributions of the article: first, the impact factor calculation to
determine the inhibitory, excitatory, or neutral effect of one node over other; second, the
novel intra-layer regulation algorithm for the use of the impact factor in order to regulate
the activation of other concepts; third, the novel geometric back-propagation algorithm
and recall simulations using the geometric back-propagation algorithm.

The remainder of this article is organized in the following way: Section 2 puts forward
the state of the art related to recall operations; RAN modeling, the intra-layer regulation
algorithm, and the geometric back-propagation algorithm are detailed in Section 3 using a
Toy-data problem; the cued recall demonstration with the MNIST dataset is reported in
Section 4; Section 5 concludes the article.

2. Related Work

Recall or retrieval is a cognitive process [38] of remembering a thing or an event.
While recalling, the brain activates a neural assembly that was created when the original
event occurred [38]. In psychology, there is a plethora of articles studying the recall
process. Psychologists used free-recall, cued-recall, and serial-recall as tools to investigate
memory processes [39]. Recall has been used to study the effect of cognitive strategies,
such as chunking and the use of mnemonics for memorization of things (such as large
numbers) [40]. One interesting study reported the benefits of subsequent recall in retrieval
operations where memories are related or competing [41]. The proverb “practice makes
a man perfect” relates to the fortification of memory, and an investigation shows how
retrieval plays an important role in this memory strengthening [42]. Technologies such
as functional magnetic resonance imaging (fMRI), magnetic resonance imaging (MRI),
positron emission tomography (PET), and electroencephalography (EEG) played an active
role in validating many recall related hypotheses [41,43–45].

Notable contributions to the modeling of memory recall procedures are observed.
Based on the temporal context model [46,47] of human behavior, human memory perfor-
mance was modeled using a probabilistic approach during free-recall experiments [48]. A
computational model of interaction between the prefrontal cortex and medial temporal
lobe in memory usage was designed to study the prefrontal control in a recall process [49].
The model was a simple neural network with quick and flexible reinforcement learning
exhibiting strategic recall. Another computational model differentiates recall from the
recognition process depending upon the number of cues involved in the retrieval pro-
cedure [50]. For encoding, the model used an inference-based model of memory [51],
and retrieval was carried out using a Bayesian observer model [52]. A large number of
computational psychology contributions examining the recall process and recognition
using the neural networks are available [53–56].

An interesting study simulated the free-recall process using the ACT-R architec-
ture [57], showing that the classical effect of primacy and recency can be recreated through
rehearsal theory based upon ACT-R and Baddeley’s phonological Loop [58]. ACT-R archi-
tecture was also used to propose a new theory of memory retrieval to predict for intricate
serial and free-recall operations [59]. This research also focused on the prospects of as-
sociative learning by introducing a strengthening and decaying mechanism depending
upon the similarity of the input stimulus. The serial recall has been modeled in a scientific
contribution using ACT-R architecture to explain the processes involved while recalling
a list of words [60]. The traditional ACT-R recall operations had a limitation: here, the
memory access depends upon limiting the capacity of the activation process, consequently
inducing errors in the contents being recalled. This theory overcomes the limitations by
predicting the latency and errors in a serial recall process.

The free recall process was also modeled using CLARION to determine the role
of distractions in an incubation task [61]. This study made a striking observation that
rehearsals play an important role in memory consolidation during the free recall procedure,
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and distractions can hinder the free recall and eventually effect memory strengthening.
CLARION was also used to emulate, acquire, and expound human-centric data relevant to
incubation and insight through free recall, lexical decision, and problem-solving tasks [62].

This article introduces a novel algorithm named geometric back-propagation, which
enable us to simulate the recall simulation using RAN modeling. The main objective of the
experiments in this paper is to demonstrate the role cue (activation) on abstract concepts
(nodes) in recall operations. An additional goal is to show that when larger number abstract
concepts participate (i.e., more cues are available) in recall operations, then better recall is
observed in the experiment.

3. RAN Methodology to Simulate Recall Operations

Here, we describe the emulation of the recall process using RAN modeling. For back-
ground understanding in Section 3.2 we describe RAN modeling along with two learning
mechanisms, i.e., inter-layer and intra-layer learning. Having explained RAN modeling,
the two contributions of this article are elucidated: first, the regulation mechanism is de-
scribed, the biological inspiration behind this operation is descibed in Section 3.1. Secondly,
a novel geometric back-propagation algorithm is proposed that propagates activations
from abstract level to input Level. RAN methodology and the article’s contributions are il-
lustrated using a Toy-data set. At the end of this section, the experiments of RAN modeling
with the Toy-data are also reported, demonstrating the recall operation.

3.1. Biological Inspiration of Regulation Operation on RAN’s Modeling

The nerve cell (neuron) consists of several main components: the dendrites, the cell
body, and the axon, as shown in Figure 2. When an electric signal traverses the whole
axon and reaches one of its terminations, it releases chemicals called neurotransmitters,
which diffuse across the synaptic gap and are absorbed by the receptive neuron’s dendrite.
Depending on the neurotransmitter, this absorption can either enhance or inhibit the
receptive neuron’s activation.

Figure 2. Biological neuron showing the axoaxonic synapses.

Other kinds of synapses occur in biological brains, such as axoaxonic synapses, as
shown in Figure 2. These synapses occur when the axon of a neuron connects to the
axon of another neuron instead of to its dendrites. Such configuration usually plays a
regulatory role by mediating presynaptic inhibition and presynaptic facilitation [63]. By
virtue of artificial axoaxonic synapses, this contribution realizes the inhibitory, excitatory,
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and neutral activation propagation phenomenon in RAN modeling, which is used to induce
a regulatory effect on the activation at nodes during recall operation.

3.2. Abstract Concept Modeling with RAN

This section is dedicated to describing convex abstract concept modeling with RAN [11].
To demonstrate RAN methodology, a Toy-data problem is used—see Figure 3. The Toy-data
are synthetically produced by generating a 2D dataset with five classes. In Figure 3, we can
see that out of the five clusters, three are far apart from one another; however, two clusters
are very close to each other. This arrangement of clusters was introduced into the Toy-data
problem to demonstrate the excitatory and inhibitory impact of concepts, representing
each cluster at an abstract level. The dataset consists of 1800 data instances with an equal
distribution in all of the classes. RAN modeling is performed using the four basic steps,
where step 1 and step 4 consist of two concurrent operations.

Figure 3. Graph of 2D Toy-data with five clusters, along with their respective cluster centers (1, ..., 5).

3.2.1. Step 1a: Convex Concept Identification (CCI)

CCI is a method to determine convex groups in a given dataset. In RAN, each data
instance is considered a point in n-dimensional geometric feature space, inspired by the
theory of conceptual spaces [64]. In this method, we also determine the cluster centers that
are used in the inter-Layer learning operation (see Section 3.2.4). Step 1a in Figure 3 shows
input Layer 0; here, nodes S1 and S2 correspond to the dimensions of the input Toy-data.
To identify the five convex groups, the K-mean [65] clustering algorithm is chosen as the
concept identifier (CI), and the value of K is set to 5 to determine five clusters. Five cluster
centers are also identified in this process, as shown in Figure 3, as cluster representative
data points (CRPD). Any clustering algorithm can act as a concept identifier provided that
it enables the identification of convex regions along with their respective cluster centers.

3.2.2. Step 1b and Step 4b: Concept Similarity Relation Learning (CSRL)

CSRL is an intra-layer operation in RAN modeling explained in [66]. The main
purpose of this process is to determine the alikeness among the concepts and associate
them through a similarity relation. This relation also simulates the behavior of activation
found in biological neurons; i.e., affine neurons are activated concurrently upon receiving
input stimuli, whereas unrelated neurons remain relatively inactive for the same input
stimulus. This phenomenon is expressed mathematically through Equation (1) to calculate
a pair-wise relation/weight wm→n between node m, and node n at a layer. The numerator
(1 − |AI

m − AI
n|) calculates the similarity of activation (AI

m is the activation of Ith instance
of propagated data at node Cm in a layer, and similarly, AI

n is the activation of Ith instance
of propagated data at node Cn. m �= n and m, n are integers.) of node m w.r.t. node n, and
the product (1 − AI

m) ∗ (1 − AI
n) is used to reduce the impact of similarity on weight wm→n
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when both activations (i.e., AI
m, and AI

n) are very close to 0, though similar. Consequently,
we obtain a symmetric k × k matrix as learned concept similarity relation weights (CSRW)
among the nodes within the layer.

wm→n =

∑
I
[(1 − |AI

m − AI
n|)− (1 − AI

m) ∗ (1 − AI
n)]

∑
I
[1 − (1 − AI

m) ∗ (1 − AI
n)]

(1)

where m ∈ 1, ...., k; n ∈ 1, ...., k; and m �= n.
This learning mechanism is performed two times while modeling with Toy-data: First,

in Step 1b at the input layer 0, (see Figure 4, step 1b), and second, when the input data is
propagated upward to the convex concept layer 1. The learning at layer 0 has a size of 2 ×
2, as the input layer has two nodes. In contrast, the learning at layer 1 has a size of 5 × 5
(see Figure 5 for the CSRL weights).

Figure 4. Regulated activation network (RAN) convex abstract concept modeling process. The procedure displays the four
steps in RAN modeling. This figure shows the three learning procedures, i.e., two similarity relation learning procedures at
two layers, and one inter-layer learning procedure between layer 1 and layer 0. In step 1, similarity relation learning (step
1a) is performed along with the concept identification process (step 1b). Similarly, in step 4, similarity relation learning (step
4b) is performed together with the upward activation propagation method (step 4a).

3.2.3. Step 2: Convex Abstract Concept Creation (CACC)

Convex abstract concept creation is a method of dynamically creating a layer that
consists of nodes as an abstract representative of categories determined in the convex
concept identification process (see Section 3.2.1). For instance, step 2 in Figure 4 depicts the
creation of new a convex abstract concept (CAC) layer 1 with five nodes (C1, ..., C5). These
five nodes (C1, C2, C3, C4, and C5) represent clusters 3, 1, 4, 2 and 5 in Figure 3, respectively.
The count of the CAC layer nodes depends upon the number of clusters identified in the
CCI operation at the input layer; i.e., if k clusters were determined in the CCI mechanism,
then in step 2, a new layer is created consisting of k nodes.

3.2.4. Step 3: Convex Concept Inter-Layer Learning (CCILL)

Besides intra-Layer learning in Steps 1b and 4b, the second learning mechanism in
RAN modeling is used to identify the association among the nodes at the CAC layer and
input layer. Since the nodes are the abstract representative of the clusters identified in the
CCI process, and according to the theory of prototype, the cluster center (i.e., the CRPDs)

52



Appl. Sci. 2021, 11, 2134

is the most probable representative of a cluster [67–69]. Therefore, the cluster centers
are understood as an association among the CAC layer nodes and input layer nodes, as
depicted by Equation (2).

Wk,i =

⎡
⎢⎢⎢⎢⎣

W1,1, W1,2, . . . , W1,na

. . .
Wt,1, Wt,2, . . . , Wt,na

. . .
WnA ,1, WnA ,2, . . . , WnA ,na

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

C1
. . .
Ct
. . .

CnA

⎤
⎥⎥⎥⎥⎦ (2)

where k = 1, 2, ..., nA, and i = 1, 2, ..., na
In Equation (2) we can see that the coordinates (feature values of data) of centers

identified in the CCI process are assigned as learning W, i.e., convex concepts inter-layer
wiights (CCILW). In the experiment with Toy-data, we learned a 5 × 2 weight matrix
between the five nodes at CAL layer 1 and two nodes of input layer 0, as shown in Figure 4,
step 3. Having completed step 3, a basic RAN model is obtained consisting of input layer 0,
CAC layer 1, learning between two layers, and learning among the nodes at input layer 0.

Figure 5. The concept similarity relation learning (CSRL) weight matrices learned with Toy-data and
their corresponding impact dactor (σ) at layer 0 and layer 1. σ is calculated using Equation (5).

3.2.5. Step 4a: Convex Abstract Concept Upward Activation Propagation (CACUAP)

This step is used to propagate i-dimensional input data vector ai to the CAC layer
and to obtain k-dimensional data vector Ak. This mechanism is used in two stages: in the
first stage, Euclidean distance is calculated among the input data ai and all the CCILWs
Wk,i. This distance is further normalized (using the denominator in Equation (3)) to obtain
distance in the range [0, 1](in RAN’s modeling, the activation values of are, by definition,
real values in the [0, 1] interval—and in such a setting, in an n-dimensional space, the

maximum possible Euclidean distance between any two points is
√

∑n
i=1(ai − 0)2=

√
n,

where ai = 1.).

dk =

√
∑na

i=1(Wk,i − ai)2

√
na

(3)

In the second stage, the normalized distance obtained from Equation (3) is transformed non-
linearly, establishing a similarity relation conforming to the following three conditions: (1)
f (d = 0) = 1, i.e., when distance is 0, similarity is 100%; (2) f (d = 1) = 0 i.e., when distance
is 1, similarity is 0%; and (3) f (d = x) is continuous, monotonous, and differentiable in the
[0, 1] interval.

f (x) = (1 − 3
√

x)2 (4)

This similarity relation equation (Equation (4)) transforms the distance values observed at
each node in the CAC layer into its similarity value. These similarity values act as degree
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of confidence (DoC) values to recognize the category being represented by the nodes at
the CAC layer. Upon propagating all input values to the CAC Layer, the observed outputs
Ak are used to perform concept similarity relation learning (CSRL), as shown in Figure 4,
step 4b. After completing step 4b, the RAN modeling procedure terminates, and a model is
obtained, as shown in step 3 in Figure 4.

In order to build more than one layer, all of the steps are repeated iteratively, and the
output of all the intermediate CAC layers is pipelined as input to the new layer being built.

3.3. Regulation Mechanism

The regulation operation in RAN modeling is performed in three steps: first, an impact
factor of the CSRL matrix is deduced; second, the intra-layer (IL) contribution of activation
at a node by another node in the same layer is determined; third, activation at a node by a
function of self-activation and intra-layer activation induced by other nodes on the latter
are obtained.

3.3.1. Impact Factor (σ) Construction and Interpretation

The impact factor is a function that interprets the CSRL weight values (in the range
[0, 1]) as excitatory, inhibitory, or neutral weights. The purpose of CSRL weights is to
determine how concurrently two nodes (e.g., S1 and S2) are active. If the CSRL weight is
intermediate, i.e., 0.5, it signifies that the two nodes are 50% concurrently active (depicting
a state of confusion). Therefore, these nodes do not have an impact on each other in the
same layer. If the CSRL weight of the two nodes were ’‘0”, then the two nodes were never
active simultaneously. This also indicates that the two nodes are inhibitors of each other.
Finally, if the CSRL weights of the two nodes were ‘’1”, then the nodes were always active
conjointly, exciting the activation of each other.

σm→n = [2 ∗ (Wm→n − 0.5)]3 (5)

The aforementioned comprehension of CSRL weights W is exhibited by a mathemat-
ical Equation (5), where σm→n is the impact of node m over node n. Figure 6 shows a
graphical view of the impact factor σ (Equation (5)), depicting the excitatory, inhibitory,
or neutral interpretations of CSRL weights. Figure 5 shows the CSRL and their respective
σ weights for both layers. At layer 0, the nodes S1 and S2 have a very minimal excitatory
impact on each other (in Figure 3, every node at layer 1 can be related to clusters C1, ...,
C5 serially). However, at layer 1, node C1 has no impact on node C2 (and vice versa).
There are many negative weights in the σ matrix of layer 1, indicating that these nodes
inhibit each other. In Figure 3, we see that the clusters C2 and C5 are very close, and the
activations observed at both of the nodes must be very similar. Hence, high CSRL weight is
learned between nodes C2 and C5. Notably, both exhibit good excitatory behavior towards
each other.

3.3.2. Intra-Layer Activation

The objective of calculating intra-layer (IL) activation is to determine the amount of
activation a node n receives from all the other m nodes of the same Layer. To obtain the
intra-layer activation at node n, the approach must address three prospects. First, intra-
layer activation must consider the impact (σ) of excitatory, inhibitory, or neutral effects of
all m nodes over node n. Second, the current activation of m nodes and their CSRL weight
(Wm → n) to node n should be considered in calculating the activation of node n. Third,
the intra-layer activation computed for node n must be in the range [0, 1]. Equation (8)
conforms to all three requirements.

χm = (am ∗ Wm→n) (6)

¬χm = (1 − am) ∗ (1 − Wm→n) (7)
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IL(an) =
∑
m

σm→n(χm + ¬χm)

∑
m

σm→n
(8)

Figure 6. Excitatory, inhibitory, and neutral effect of CSRL weights (W) when transformed using the
impact factor σ.

3.3.3. Intra-Layer Regulation

To identify the actual activation AA(an) at node n, this operation uses a regulation
factor (ρ) to decide the share of self-contribution of activation by node n and intra-layer
activation at node n, i.e., IL(an). Equation (9) shows the mathematical function for the
intra-layer regulation operation. From Equation (9), we can observe if the ρ is ‘0’; i.e.,
without any regulation, only the activation of node n contributes to the actual activation.

AA(an) = (1 − ρ) ∗ an + ρ ∗ IL(an) (9)

Algorithm 1 presents the intra-layer regulation operation in an algorithmic form. This
regulation operation has its importance when propagating the activation from an abstract
concept layer to the input layer, as described in Section 3.4.

Algorithm 1: Intra-Layer Regulation
Input: current activation an at node n at layer L.
Input: CSRL W at layer L
Input: impact matrix σ at layer L
Initialization: regulation factor ρ, between [0, 1];
foreach an in L do

Calculate IL(an), using Equation (8);
Calculate actual activation AA(an), using Equation (9);

end
return AA(an)

3.4. Geometric Back-Propagation Operation

Geometric back propagation (GBP) is a downward propagation mechanism in RAN
modeling. This method enables us to determine an activation vector am (< a1, .., ai, .., am >)
at layer L-1, for an expected activation (E-A) vector A′

n (< A′
1, .., A′

j, .., A′
n >) at layer L. This

operation is a window operation that takes place between two adjacent layers, i.e., layers
L and L-1. For instance, if the RAN model has three layers, L0 (input layer), L1, and L2
(output layer), then two GBP operations take place, first between L2 and L1, and then
between L1 and L0. Figure 7 shows the single-window operation between two layers.
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Figure 7. Single-window operation in geometric back-propagation operation. The figure also shows
the error calculation and propagation.

The GBP mechanism commences with an expected activation (A′
n) vector at layer

L. Next, a starting input vector am (< a1, .., ai, .., am >) is injected in layer L-1. Now, we
enter into a cycle where we propagate the activation of the nodes in layer L-1 upwards
to layer L and determine the observed activation (O-A) vector An (< A1, .., Aj, .., An >)
at layer L. Furthermore, an error vector e is calculated using A′

n and An (expected and
observed activation vector) through Equation (10). The error vector e is used to determine
an accumulated delta value 	ai (see Equation (12)) based upon the function expressed
by Equation (11). This 	ai value is then added to the activation vector at layer L-1 (see
Equation (13)) to obtain a new input vector anew

m . Additionally, the cycle is repeated
with the new anew

m input at layer L-1 until the error is minimized or the cycle equals the
user-defined maximum iteration threshold. Algorithm 2 presents the detailed geometric
back-propagation algorithm. As mentioned earlier, the GBP operation takes place between
two consecutive layers. However, if the hierarchy has more than two layers, then with the
window operation, it is possible to propagate down the injected E-As at the nodes of the
top-most layer L, to input layer 0.

ej = A′
j − Aj (10)

	ai ,Aj = (Wj,i − ai) ∗ (ej) (11)

	ai = ∑
j=1,..,i

	ai ,Aj (12)

anew
i = ai +	ai (13)

3.5. Recall Demonstration with Toy-Data

There are two types of experiments performed in this section: first, the single-cue recall
(SCR) operation, where the recall is performed based upon the expected activation by one
node in an abstract concept layer and, second, the multiple-cue recall (MCR) mechanism,
where the recall procedure is carried out for the expected activation at all the nodes in the
abstract concept layer. The experiments demonstrated in this section use the two-layered
model generated with RAN methodology (see the two-layered model obtained at step 3
in Figure 4 in Section 3.2). In the generated RAN model, the five abstract concept nodes
(C1, C2, C3, C4, and C5) correspond to clusters 3, 1, 4, 2 and 5, respectively (see Figure 3 for
the clusters). In both SCR and MCR operations, the five abstract concept nodes at layer 1
are injected with an expected activation set. Furthermore, the geometric back-propagation
algorithm (Algorithm 2) performs one thousand iterations of downward propagation of
activation to obtain appropriate values at input layer 0 as recalled activation. In all of the
recall simulations, the GBP operation is initialized with values 0 and 0.60 as Starting-Point,
and maxIter is set for 1000 iterations. The expected activation varies with the experiment,
and two sets of the regulation factor were determined empirically to demonstrate both
recall procedures.
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3.5.1. Single-Cue Recall (SCR) Experiment

In SCR experiments, the objective was to determine the recalled activation at input
layer 0 by injecting binary activation values as expected activation in abstract concept layer
1. The expected activation vector contains value 1 for only one abstract concept node, and
for the remaining nodes, 0 is assigned. In all SCR experiments, six regulation factors ρ
(0%, 0.5%, 0.75%, 1%, 1.25% and 1.5%) were used. Table 1 logs the E-A and the thousandth
iteration value of O-A for the five SCR experiments. The following are the five experiments
to demonstrate the SCR operation along with observations:

• Exp-1: This is the first experiment in which we injected an E-A vector [0, 0, 0, 0, 1]
of activation at abstract concept layer 1. The objective was to recall activations at
input layer 0 for which a very high activation was observed at node C5 at layer 1
and comparatively lower activation for the other four nodes at layer 1. The GBP
algorithm was executed six times with an E-A of [0, 0, 0, 0, 1] for the six different
regulation factors (ρ). The observation for Exp-1 (see Table 1) shows that with a ρ of
0.75%, the maximum activation of 0.85 was observed at node C5. As expected, the
node C2 received good activation because nodes C2 and C5 represent clusters 1 and
5 (see Figure 3), which are close to one another. Figure 8a shows the six trajectories
for the six regulation factors; each trajectory is formed by one thousand iterations. In
Figure 8a, the yellow marker shows the CRDP of cluster C5 and the trajectory with ρ
of 0.75% converge closest to this CRPD. Thus, an activation vector [0.1, 0.24] is recalled
at input nodes [S1, S2] for the given E-A vector [0, 0, 0, 0, 1].

• Exp-2: In this experiment, the E-A provided to the GBP algorithm was [0, 0, 0, 1, 0]
to recall activation at layer 0, which is strongly represented by node C4. For each
regulation factor, the GBP algorithm was run; the O-As obtained at layer 1 are listed
in Table 1, and the corresponding recalled activation at layer 0 is shown in Figure 8b.
From the observations, it can be deduced that the experiment with ρ of 0.75% produced
the best outcome and recall activation [0.9, 0.9] for input layer 0.

• Exp-3: In this experiment, the GBP algorithm was supplied with an E-A vector of [0,
0, 1, 0, 0] to recall the input layer 0 vector, which is represented by node C3 at layer
1. Figure 8c and Table 1 shows the recall trajectories at layer 0 and the O-A vector at
layer 1, respectively. The experiment with the regulation of 0.75% displayed the best
representation. A vector [0.92, 0.11] was recalled at layer 0 for the injected E-A vector.

• Exp-4: The aim of this experiment was to recall an input vector that closely represents
the abstract concept node C2 by feeding the GBP algorithm with an E-A vector of
[0, 1, 0, 0, 0]. After applying the six regulation factors to each GBP operation, it was
observed that the experiment with ρ of 0.75% displayed the best result. Table 1 shows
the O-A for the E-A. Figure 8d shows the trajectories of the recalled values and shows
the best outcome with ρ of 0.75% that converges to an activation vector [0.14, 0.07].

• Exp-5: This experiment shows the recall vector obtained by initializing an E-A vector
[1, 0, 0, 0, 0] with all GBP experiments with the six regulation values. Unlike the
previous experiments, the best O-A was obtained with a regulation factor of 1%.
Figure 8d shows the recall outcome for all six regulation factors. At input layer 0, the
recall operation with ρ of 1% results into an activation vector [0.15, 0.91] for the given
E-A.
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Algorithm 2: Geometric Back-Propagation Operation

Input: A ExpectActivation activation A′
n (< A′

1, .., A′
j, .., A′

n >) at layer L, with n
nodes

Input: Desired Maximum Iteration maxIter
Output: An activation pattern am (< a1, .., ai, .., am >) at layer L-1, with m nodes
Set Regulation Factor ρ between [0, 1];
Set currentActivation = Starting-Point (a vector of activation < a1, . . . , am >);
Set previousActivation = currentActivation;
Set PropagateActivation= CCUAP of currentActivaiton to layer L (see

Section 3.2.5);
Set ObservedlActivation (A)= Regulate PropagateActivation via Algorithm 1;
Calculate error vector (e) at layer L using Equation (10);
Set iter = 0;
repeat

Set iter = iter + 1;
foreach ai in previousActivation do

Calculate the delta (	ai ,Aj ) using Equation (11);
Calculate the sum of delta for ai, i.e., 	ai , using Equation (12);
if 	ai > 0 then

atemp = ai +	ai ∗ (1 − ai);
if atemp > 1 then

Assign ai = 1;
end
else if atemp < 0 then

Assign anew
i = 0;

end
else

Assign anew
i = atemp;

end

end
else

atemp = ai +	ai ∗ (ai);
if atemp > 1 then

Assign anew
i = 1;

end
else if atemp < 0 then

Assign anew
i = 0;

end
else

Assign anew
i = atemp;

end

end

end
Set currentActivation = < anew

1 , .., anew
i , .., anew

m > (new activation vector at layer
L-1);

Set previousActivation = currentActivation;
Set PropagateActivation= CCUAP of currentActivaiton to layer L (see
Section 3.2.5);

Set ObservedlActivation (A)= Regulate PropagateActivation via Algorithm 1;
Calculate error vector (e) at layer L using Equation (10);

until iter = maxIter;
return currentActivation
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(a) Exp-1 (b) Exp-2 (c) Exp-3

(d) Exp-4 (e) Exp-5

Figure 8. The trajectories of activation observed at input layer 0 while carrying out one thousand iterations of the geometric
back-propagation (GBP) algorithm. The red circle is the starting point of trajectory, and the black circle is the activation
value after the thousandth iteration. The graphs also depict the trajectories observed at input layer 0 with six regulation
factors ρ (0%, 0.5%, 0.75%, 1%, 1.25%, and 1.5%). Each graph visualizes the recalled activation for five single-cue recall (SCR)
experiments.

Table 1. Observations of activations at abstract concept layer 1 for SCR experiments.

Regulation Experiment E-A at Layer 1 O-A at Layer 1

% ———— C1 C2 C3 C4 C5 C1 C2 C3 C4 C5

0 Exp-1 0 0 0 0 1 0.08 0.61 0.07 0.01 0.47
0.5 Exp-1 0 0 0 0 1 0.14 0.70 0.09 0.03 0.72

0.75 Exp-1 0 0 0 0 1 0.16 0.64 0.10 0.04 0.85
1 Exp-1 0 0 0 0 1 0.19 0.56 0.11 0.05 0.82

1.25 Exp-1 0 0 0 0 1 0.19 0.54 0.12 0.06 0.75
1.5 Exp-1 0 0 0 0 1 0.20 0.52 0.12 0.06 0.71

0 Exp-2 0 0 0 1 0 0.08 0.01 0.08 0.61 0.02
0.5 Exp-2 0 0 0 1 0 0.10 0.02 0.11 0.83 0.03

0.75 Exp-2 0 0 0 1 0 0.11 0.02 0.11 0.93 0.04
1 Exp-2 0 0 0 1 0 0.12 0.03 0.12 0.90 0.04

1.25 Exp-2 0 0 0 1 0 0.12 0.03 0.13 0.83 0.05
1.5 Exp-2 0 0 0 1 0 0.13 0.03 0.13 0.78 0.05

0 Exp-3 0 0 1 0 0 0.01 0.07 0.57 0.07 0.06
0.5 Exp-3 0 0 1 0 0 0.02 0.09 0.76 0.10 0.08

0.75 Exp-3 0 0 1 0 0 0.02 0.10 0.84 0.11 0.09
1 Exp-3 0 0 1 0 0 0.03 0.11 0.93 0.11 0.09

1.25 Exp-3 0 0 1 0 0 0.03 0.11 0.91 0.12 0.10
1.5 Exp-3 0 0 1 0 0 0.03 0.12 0.84 0.13 0.10

0 Exp-4 0 1 0 0 0 0.06 0.57 0.07 0.01 0.42
0.5 Exp-4 0 1 0 0 0 0.08 0.75 0.10 0.02 0.50

0.75 Exp-4 0 1 0 0 0 0.09 0.80 0.12 0.02 0.52
1 Exp-4 0 1 0 0 0 0.10 0.77 0.13 0.03 0.53

1.25 Exp-4 0 1 0 0 0 0.10 0.73 0.14 0.03 0.54
1.5 Exp-4 0 1 0 0 0 0.11 0.69 0.15 0.04 0.54
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Table 1. Cont.

Regulation Experiment E-A at Layer 1 O-A at Layer 1

% ———— C1 C2 C3 C4 C5 C1 C2 C3 C4 C5

0 Exp-5 1 0 0 0 0 0.58 0.07 0.01 0.07 0.13
0.5 Exp-5 1 0 0 0 0 0.78 0.09 0.02 0.10 0.15

0.75 Exp-5 1 0 0 0 0 0.85 0.10 0.02 0.11 0.16
1 Exp-5 1 0 0 0 0 0.88 0.10 0.03 0.12 0.17

1.25 Exp-5 1 0 0 0 0 0.84 0.11 0.03 0.13 0.17
1.5 Exp-5 1 0 0 0 0 0.79 0.11 0.04 0.13 0.18

E-A, expected activation, O-A, observed activation.

3.5.2. Multiple-Cue Recall (MCR) Experiment

The MCR experiments were carried out to determine the recall vector at input layer 0
for an E-A vector at layer 1. The constituents of the E-A vector are degree of confidence
(DoC) values that define the expected representation of each abstract concept node at layer
1. To demonstrate MCR, five experiments were performed, and in every experiment, six
regulation factors ρ (0%, 0.1%, 0.2%, 0.3%, 0.4%, and 0.5%) were used to make inferences.
Table 2 lists the observations of O-A for the respective E-A in each MCR experiment.
Figure 9 displays the trajectories of recalled activation in layer 0 for six regulation factors
with respect to each experiment. The E-A vectors used in the MCR experiments are vectors
obtained by propagating an input activation from layer 0 to layer 1. Hence, in MCR
simulation, we also have an expected recall (E-R) vector to perform evaluations. The
following are the MCR experiment descriptions along with observations:

• Exp-6: In this experiment, an E-A vector of [0.57, 0.16, 0.06, 0.15, 0.25] was provided
to the GBP algorithm. With this E-A, we wanted to recall activation at input layer
0, that is 57%, 16%, 06%, 15% and 25% represented by nodes C1, C2, C3, C4, and C5,
respectively. Table 2 lists the O-A observed for the six regulation factors. The results
with ρ of 0% and 0.1% show the outcome, which is almost identical to that of E-A. The
E-R vector of this experiment was [0.2256, 0.7610]. With ρ of 0% and 0.1%, the observed
recall was [0.2260781, 0.7647118] and [0.2343844, 0.7602842], respectively, which are
also similar to the expected recall vector. Figure 9a shows the trajectories of all the
recalled activation vectors at layer 0 for the E-A vector w.r.t. their six regulation factors.

• Exp-7: For this experiment, the GBP algorithm was injected with an E-A vector of
[0.07, 0.04, 0.23, 0.46, 0.05] for recalling an activation vector at input layer 0. The six
O-A vectors obtained for the six regulation factors can be seen in Table 2. The O-A
vector for ρ of 0% and 0.1% was almost the same as the E-A vector. The recalled
activations regulation factor 0% was [0.9875402, 0.6551013], which is almost similar to
the E-R vector [0.9896, 0.6568]. Figure 9b shows all the recalled trajectories for this
experiment.

• Exp-8: In this experiment, the GBP algorithm was initialized with the E-A vector of
[0.09, 0.5, 0.22, 0.05, 0.52]. The E-R vector for this experiment was [0.3458, 0.1157], and
two similar vectors, [0.3444873, 0.1032499] and [0.3489568, 0.1284956], were recalled
in this experiment using regulation of 0% and 0.1%, respectively. Figure 9c shows all
recalled trajectories. The O-A vectors obtained with the regulation of 0% and 0.1%
were also identical to the E-A vector of this experiment—see Table 2.

• Exp-9: The recall simulation in this experiment was instantiated with an E-A vector of
[0.09, 0.40, 0,28, 0.07, 0.35], and a recall vector of [0.4410, 0.1341] was expected at input
layer 0. Upon using the GBP algorithm with six regulation factors, the recall operation
without regulation, i.e., ρ of 0%, produced the most similar recall vector [0.4370989,
0.1308456] and the corresponding O-A vector at layer 1. However, the outcome with
0.1% regulations was also similar to a recalled vector [0.4392012, 0.1518065] at input
layer 0—see Figure 9d.

• Exp-10: This experiment used an E-A vector [0.07, 0.09, 0.44, 0.26, 0.10] in order to
obtain an E-R vector [0.8813, 0.4145] at input layer 0. The six simulations were carried
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out with different regulation factors, and it was observed that the results with ρ of
0% and 0.1% produced results very near those of the E-R, i.e., [0.8873921, 0.4137484]
and [0.8702277, 0.4153301], respectively—see Figure 9e for all trajectories. The same
observations were made at the O-A vectors for ρ of 0% and 0.1% at layer 1—see
Table 2.

(a) Exp-6 (b) Exp-7 (c) Exp-8

(d) Exp-9 (e) Exp-10

Figure 9. The trajectories of activation observed at input layer 0 while carrying out one thousand iterations of the GBP
algorithm. The red circle is the starting point of trajectory, and the black circle is the activation value after the thousandth
iteration. The graphs also depict the trajectories observed at input layer 0 with six regulation factors ρ (0%, 0.1%, 0.2%, 0.3%,
0.4%, and 0.5%). Each graph visualizes the recalled activation for five multiple-cue recall (MCR) experiments.

Table 2. Observations of activations at abstract concept layer 1 for MCR experiments.

Regulation Experiment E-A at Layer 1 O-A at Layer 1

% ———— C1 C2 C3 C4 C5 C1 C2 C3 C4 C5

0 Exp-6 0.57 0.16 0.06 0.15 0.25 0.579 0.162 0.063 0.148 0.246
0.1 Exp-6 0.57 0.16 0.06 0.15 0.25 0.567 0.163 0.066 0.151 0.247
0.2 Exp-6 0.57 0.16 0.06 0.15 0.25 0.556 0.164 0.068 0.154 0.249
0.3 Exp-6 0.57 0.16 0.06 0.15 0.25 0.546 0.166 0.070 0.156 0.250
0.4 Exp-6 0.57 0.16 0.06 0.15 0.25 0.537 0.167 0.072 0.159 0.251
0.5 Exp-6 0.57 0.16 0.06 0.15 0.25 0.529 0.168 0.074 0.161 0.252

0 Exp-7 0.07 0.04 0.23 0.46 0.05 0.072 0.039 0.233 0.465 0.051
0.1 Exp-7 0.07 0.04 0.23 0.46 0.05 0.086 0.048 0.235 0.482 0.061
0.2 Exp-7 0.07 0.04 0.23 0.46 0.05 0.093 0.052 0.235 0.486 0.067
0.3 Exp-7 0.07 0.04 0.23 0.46 0.05 0.099 0.055 0.236 0.487 0.071
0.4 Exp-7 0.07 0.04 0.23 0.46 0.05 0.103 0.058 0.236 0.487 0.074
0.5 Exp-7 0.07 0.04 0.23 0.46 0.05 0.107 0.061 0.236 0.485 0.077

0 Exp-8 0.09 0.50 0.22 0.05 0.42 0.091 0.502 0.218 0.051 0.414
0.1 Exp-8 0.09 0.50 0.22 0.05 0.42 0.099 0.497 0.221 0.056 0.424
0.2 Exp-8 0.09 0.50 0.22 0.05 0.42 0.105 0.492 0.223 0.061 0.430
0.3 Exp-8 0.09 0.50 0.22 0.05 0.42 0.110 0.486 0.224 0.064 0.434
0.4 Exp-8 0.09 0.50 0.22 0.05 0.42 0.114 0.481 0.225 0.067 0.437
0.5 Exp-8 0.09 0.50 0.22 0.05 0.42 0.117 0.476 0.226 0.070 0.439

0 Exp-9 0.09 0.40 0.28 0.07 0.35 0.090 0.401 0.280 0.070 0.350
0.1 Exp-9 0.09 0.40 0.28 0.07 0.35 0.096 0.397 0.281 0.076 0.355
0.2 Exp-9 0.09 0.40 0.28 0.07 0.35 0.101 0.394 0.282 0.080 0.358
0.3 Exp-9 0.09 0.40 0.28 0.07 0.35 0.105 0.391 0.282 0.084 0.360
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Table 2. Cont.

Regulation Experiment E-A at Layer 1 O-A at Layer 1

% ———— C1 C2 C3 C4 C5 C1 C2 C3 C4 C5

0.4 Exp-9 0.09 0.40 0.28 0.07 0.35 0.109 0.388 0.282 0.087 0.362
0.5 Exp-9 0.09 0.40 0.28 0.07 0.35 0.112 0.385 0.281 0.090 0.363

0 Exp-10 0.07 0.09 0.44 0.26 0.10 0.068 0.093 0.440 0.263 0.099
0.1 Exp-10 0.07 0.09 0.44 0.26 0.10 0.073 0.098 0.437 0.264 0.105
0.2 Exp-10 0.07 0.09 0.44 0.26 0.10 0.076 0.103 0.434 0.264 0.110
0.3 Exp-10 0.07 0.09 0.44 0.26 0.10 0.079 0.106 0.431 0.264 0.114
0.4 Exp-10 0.07 0.09 0.44 0.26 0.10 0.082 0.109 0.428 0.265 0.117
0.5 Exp-10 0.07 0.09 0.44 0.26 0.10 0.084 0.112 0.425 0.265 0.120

E-A, expected activation, O-A, observed activation.

3.5.3. Discussion

The experiments in Sections 3.5.1 and 3.5.2 demonstrate a notable behavior of RAN
by simulating the cued recall operation through a Toy-data problem. The intra-Layer
learning (i.e., CSRL) is uniquely utilized by RAN modeling to interpret the association
among the concepts as inhibitory, excitatory, or neutral. Furthermore, the intra-layer reg-
ulation (Algorithm 1) uses intra-layer learning (CSRL) and its interpretations to produce
a regulatory effect over the activation of the concepts (at the same layer). The geometric
back-propagation operation (Algorithm 2) is a method analogous to remembering some-
thing learned in an abstract form and recalling its concrete features. For example, while
remembering the abstract concept “house”, we recall concrete features related to the house,
such as “mother”, “father”, “wife”, and “pets”.

In the graphs in Figures 8 and 9, we can see that all the trajectories commence from
a starting point (red dot) and converge to a point after one thousand iterations. Each
point in a trajectory represents a temporal mental state while recalling a concrete concept.
Every time a concrete concept (activation vector in layer 0) is recalled, its corresponding
abstract concept (at layer 1) is compared with the expected abstract concepts. The difference
between expected and observed activation is propagated back as the error to the previously
recalled activations at layer 0. In the next instance, the corrected recalled activation at layer
0 repeats the process until one thousand iterations are completed.

It was observed that without regulation, i.e., 0% ρ, the trajectory converges to a point
but with a minimal amount of regulation, and the result improves. For instance, in the
graphs in Figure 8, only one abstract concept was being recalled and the results improved
when the regulation was introduced. In the two experiments (SCR and MCR), we can see
that the two different sets of regulation factors are considered. These sets were obtained
empirically, but we can see that the set of the regulation factors for the SCR experiment has
a higher value. This is because the GBP algorithm strives to minimizes the error at each
abstract concept node at layer 1, and in the geometrical context, similarity cannot be the
same for more than one abstract concept. Thus, the trajectory converges to a point, but the
result improves when a minimal amount of regulation is induced. In the MCR experiment,
the best outcome is observed with little or no regulation because the expected similarity
(DoC and E-A) is a non-zero value. The other reason is that these are possible expected
similarity vectors, unlike those in the SCR experiments.

4. Cued Recall Demonstration with MNIST Data

The MNIST [70] dataset is a collection of handwritten images of digits (0, 1, 2, 3, 4, 5, 6,
7, 8 and 9), where each image is black and white in color and has a 28 × 28 pixel size. This
dataset of image domains is used to demonstrate the Ccued recall operation of learned
abstract concepts representing different digits. Two types of investigations were conducted
with this dataset: first, multiple binary valued cue recall (MBVCR), where the E-A vector is
a binary value ([0, 1]) vector, and second, multiple-cue recall (MCR).

For this experiment, one thousand images were selected randomly from the MNIST
dataset. The 28 × 28 image was transformed in a single vector of 784 attributes, where
each attribute corresponds to a pixel of the image. Additionally, the attribute values of the
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data were normalized between 0 and 1 using min–max normalization (black pixel is min,
i.e., 0, and white pixel is max, i.e., 255). Having preprocessed the data, the RAN modeling
procedure was instantiated by selecting the K-mean clustering algorithm as the concept
identifier. K was initialized with 30 to determine thirty categories in the input space. The
model was configured to grow one level deep and build convex abstract concept (CAC)
layer 1. After carrying out all four steps of RAN modeling (see Section 3.2), a model was
obtained—see Figure 10.

Figure 10. RAN model generated with MNIST dataset.

In Figure 10, layer 0 has 784 nodes representing each pixel; CAC layer 1 has 30 nodes rep-
resenting the thirty categories identified during the CCI process in RAN modeling. The inter-
layer weights (ILWs) are the cluster centers (CRDPs) of the thirty clusters. Figure 11 shows
the ILWs reconstructed in image form of 28 × 28 pixels. In RAN modeling, a CRDP is the
optimum representative of an input level category at CAC layer 1. Therefore, Figure 11a–ad
are the best represented by CAC node N1, ..., N30, respectively. In Figure 11 it is noticeable
that each digit is represented by at least two CAC node of layer 1. The digit 9 is represented
by the largest number of nodes, i.e., N2, N15, N18, and N24. In contrast, digit 4 is represented
by two nodes, N1 and N10. Figure 11d,m,u,x show that the CAC nodes N4, N13, N21, and
N24 do not represent an individual digit. Node N4 and N13 jointly represent digits 3 and 8;
node N21 looks like two digits, 3 and 5; and N24 depicts digits 7 and 9.

(a) 1 (b) 2 (c) 3 (d) 4 (e) 5 (f) 6 (g) 7 (h) 8 (i) 9 (j) 10 (k) 11

(l) 12 (m) 13 (n) 14 (o) 15 (p) 16 (q) 17 (r) 18 (s) 19 (t) 20 (u) 21

(v) 22 (w) 23 (x) 24 (y) 25 (z) 26 (aa) 27 (ab) 28 (ac) 29 (ad) 30

Figure 11. The thirty CRDPs (cluster centers). Each node in layer 1 of Figure 10 acts as the abstract
representative of each CRDP.

For simplicity, Figure 10 shows only inter-layer learning; intra-Layer learning (CSRL
weights) was also performed on both the input layer 0 and CAC layer 1. The CSRL weights
at input layer 0 were a 784 × 784 matrix, and at CAC layer 1, a 30 × 30 matrix was learned.
These two intra-layer learning procedures were utilized by the GBP algorithm to simulate
the recall operations. In all of the experiments, the GBP algorithm was configured to iterate
five hundred times. The GBP algorithm was initialized with a vector with activation 1 for
all 784 nodes of input layer 0. The image at Iter-0 (see Tables 3 and 4) is white because
activation 1 corresponds to pixel value of 255 depicting white color.
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Table 3. Intuitive multiple binary valued cue recall (MBVCR) observations with RAN model of
MNIST data.

Digit æ Iter ⇒ 0 3 5 8 11 19 25 35 41 71 81 91 101 151 201 251 301 351 401 451 501

0 0%

0 0.009%

1 0%

1 0.009%

2 0%

2 0.009%

3 0%

3 0.009%

4 0%

4 0.009%

5 0%

5 0.009%

6 0%

6 0.009%

7 0%

7 0.009%

8 0%

8 0.009%

9 0%

9 0.009%

Table 4. Observations of multiple-cue recall operation with RAN model of MNIST data.

Digit æ Iter ⇒ 0 3 5 8 11 19 25 35 41 71 81 91 101 151 201 251 301 351 401 451 501

0 0%

0 0.009%

1 0%

1 0.009%

2 0%

2 0.009%

3 0%

3 0.009%

4 0%

4 0.009%

5 0%

5 0.009%

6 0%

6 0.009%

7 0%

7 0.009%

8 0%

8 0.009%

9 0%

9 0.009%

In each experiment, the two cued recall demonstrations, MBVCR and MCR, use the
expected activating (E-A) vector as listed in Table 5. The experiments of single digits and
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combined digits for the MBVCR operation used an E-A vector of binary values, where
binary 1 at a node N was assigned w.r.t the digit(s) being recalled. For instance, the
E-A vector of digit 2 was formed by initializing the E-A vector with binary 1 for nodes
N16, N22, and N29 and binary 0 for the remaining 27 CAC nodes (see Table 5). The E-A
vectors of MCR experiments are the actual activation values obtained by propagating the
inter-layer weights upwards (CRDPs, see Figure 11) as input. The weights represented by
Figure 11a–c,e,f,i,l–n,p were provided as input to the CCUAP operation to observe their
respective activation at CAC layer 1. These observed activation vectors were used as E-A
for each digit recall operation (see last ten MCR E-As in Table 5).

Table 5. Expected activation injected at thirty convex abstract concept (CAC) nodes in layer 1 of RAN model for MNIST data.

Digit Exp Expected Activation (E-A)

0 MBVCR [ 0,0,0,0,0,1,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0 ]
1 MBVCR [ 0,0,1,0,0,0,1,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0 ]
2 MBVCR [ 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,1,0,0,0,0,0,0,1,0 ]
3 MBVCR [ 0,0,0,1,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,1,0,1,0,0,0 ]
4 MBVCR [ 1,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 ]
5 MBVCR [ 0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,0 ]
6 MBVCR [ 0,0,0,0,0,0,0,1,0,0,0,0,0,1,0,0,0,0,1,0,0,0,0,0,0,0,0,1,0,0 ]
7 MBVCR [ 0,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0 ]
8 MBVCR [ 0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1 ]
9 MBVCR [ 0,1,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,1,0,0,0,0,0,1,0,0,0,0,0,0 ]
2 and 5 MBVCR [ 0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,1,0,0,0,1,1,1,0,0,0,0,0,0,1,0 ]
3 and 5 MBVCR [ 0,0,0,1,0,0,0,0,1,0,0,0,1,0,0,0,0,0,0,1,1,0,0,0,1,0,1,0,0,0 ]
0 and 1 MBVCR [ 0,0,1,0,0,1,1,0,0,0,1,0,0,0,0,0,1,0,0,0,0,0,0,0,0,1,0,0,0,0 ]
0 MCR [ 0.26,0.25,0.22,0.30,0.27,1.00,0.23,0.30,0.28,0.30,0.35,0.26,0.32,0.26,0.25,0.28,0.22,0.23,0.23,0.25,0.33,0.28,0.25,0.29,0.28,0.39,0.28,0.31,0.27,0.30 ]
1 MCR [ 0.29,0.37,1.00,0.35,0.43,0.22,0.49,0.33,0.34,0.32,0.26,0.31,0.31,0.28,0.34,0.39,0.38,0.35,0.34,0.39,0.31,0.35,0.43,0.31,0.42,0.27,0.36,0.24,0.31,0.33 ]
2 MCR [ 0.28,0.35,0.39,0.38,0.40,0.28,0.38,0.36,0.33,0.31,0.26,0.29,0.36,0.35,0.29,1.00,0.34,0.31,0.37,0.34,0.36,0.43,0.34,0.29,0.47,0.32,0.37,0.33,0.37,0.34 ]
3 MCR [ 0.31,0.38,0.31,0.46,0.35,0.32,0.32,0.31,0.35,0.33,0.26,0.32,1.00,0.33,0.31,0.36,0.31,0.33,0.31,0.30,0.40,0.34,0.33,0.35,0.38,0.34,0.46,0.35,0.27,0.37 ]
4 MCR [ 1.00,0.46,0.29,0.32,0.38,0.26,0.30,0.38,0.37,0.44,0.31,0.42,0.31,0.39,0.44,0.28,0.31,0.48,0.36,0.37,0.29,0.34,0.37,0.42,0.34,0.34,0.34,0.31,0.32,0.40 ]
5 MCR [ 0.37,0.42,0.34,0.44,0.47,0.28,0.36,0.41,1.00,0.29,0.39,0.36,0.35,0.34,0.37,0.33,0.36,0.42,0.43,0.40,0.42,0.33,0.38,0.35,0.43,0.37,0.45,0.29,0.33,0.41 ]
6 MCR [ 0.39,0.40,0.28,0.38,0.33,0.26,0.31,0.45,0.34,0.38,0.28,0.31,0.33,1.00,0.34,0.35,0.32,0.36,0.42,0.32,0.32,0.40,0.33,0.35,0.35,0.36,0.34,0.42,0.33,0.33 ]
7 MCR [ 0.42,0.45,0.31,0.34,0.35,0.26,0.34,0.32,0.36,0.34,0.28,1.00,0.32,0.31,0.41,0.29,0.35,0.47,0.33,0.35,0.29,0.32,0.43,0.47,0.38,0.30,0.34,0.25,0.28,0.34 ]
8 MCR [ 0.38,0.41,0.43,0.39,1.00,0.27,0.40,0.38,0.47,0.32,0.33,0.35,0.35,0.33,0.40,0.40,0.37,0.44,0.42,0.44,0.38,0.39,0.45,0.32,0.44,0.34,0.44,0.29,0.39,0.48 ]
9 MCR [ 0.46,1.00,0.37,0.40,0.41,0.25,0.39,0.38,0.42,0.38,0.29,0.45,0.38,0.40,0.40,0.35,0.39,0.51,0.40,0.39,0.32,0.40,0.43,0.44,0.43,0.32,0.44,0.32,0.30,0.40 ]

4.1. Multiple Binary Valued Cue Recall (MBVCR) Operation

For the MBVCR operation, the RAN model generated with MNIST data (see Figure 10)
was used in order to obtain the recalled activation at input layer 0 for a given expected
activation vector at CAC layer 1. As described earlier, the E-A vector for MBVCR is a vector
of binary values, which is provided as input to the GBP algorithm to perform the recall
operation. The experiments themselves are divided into two categories, i.e., intuitive and
non-intuitive recall.

4.1.1. Intuitive MBVCR Experiment

In this experiment, by intuition, we hypothesize that if all CAC nodes (representing
a digit) are activated with value 1, then its recall at layer 0 must depict that digit. For
example, if the CAC nodes N6, N11, and N26 (see Figure 11) are activated with a value of 1
(and 0 for others), then we should obtain an image depicting a blend of zero digits after the
recall operation. We performed this intuitive recall experiment for all ten digits. The binary
E-A vector of all ten digits for the intuitive MBVCR operation is listed in Table 5. Table 3
displays the recalled images of all twenty experiments. For every digit, two investigations
were made; the first without regulation, i.e., ρ = 0; the second with a regulation of 0.009%.

The first observation is that there is a very insignificant difference between the images
recalled with and without regulation. After the second iteration, the digit being recalled
begins to appear. Beyond the 80th iteration, no significant change is observed in the recalled
images. The recalled images of digits 0, 1, 2, 3, 7, and 8 are recognizable after the 500th
iteration. However, the digits 4, 5, and 9 are not very discernible in their last iteration; this
is because these digits are cross-represented by CAC nodes (see Figure 11). All the images
recalled in this experiment contain noise (i.e., the gray shades), because the E-A vector has
two values, either 0 or 1, and a node can be 100% similar to only one other node. Therefore,
the GBP algorithm adjusts the activation at the CAC node such that the best representation
of the E-A is achieved.
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4.1.2. Non-Intuitive MBVCR Experiment

In these experiments, the E-A vector contains an activation value of 1 for CAC nodes
representing two different digits. The objective of the experiment was to determine what is
recalled at the input layer 0 when the CAC nodes, representing two different digits, expect
high activation. The three E-As used in this experiment are a combination of activation
2s-with-5s, 3s-with-5s, and 0s-with-1s (see Table 5 for E-A vectors with the coupled digits).
The observations without regulation and with regulation are similar—see Table 6. The
blend of the 2s-with-5s recalls an image that looks like the letter x. The fusion of 3s-with-5s

recalls an image similar to the digit 3. The combination of 0s-with-1s in the beginning
looked like the symbol Φ, but this was distorted later. It is also observed that the images
obtained after all the iterations had less noise when compared to the those of the intuitive
MBVCR experiments. This is probably because a number of CAC nodes were expecting
activation, i.e., more cues were provided.

Table 6. Non-intuitive MBVCR observations with RAN model of MNIST data.

Digit æ Iter ⇒ 0 3 5 8 11 19 25 35 41 71 81 91 101 151 201 251 301 351 401 451 501

2 and 5 0%

2 and 5 0.009%

3 and 5 0%

3 and 5 0.009%

0 and 1 0%

0 and 1 0.009%

4.2. Multiple-Cue Recall (MCR) Experiment

This experiment is the same as the experiment discussed in Section 3.5.2. The E-A
vectors are the activation values observed at CAC nodes by propagating the inter-layer
weights using the CCUAP operation of RAN modeling.

Figure 11 shows the images re-constructed for each inter-layer weight. The E-As
corresponding to Figure 11a–c,e,f,i,l–n,p are listed in Table 5 and are used in MCR demon-
strations of this section.

The objective of this experiment was the same as that of MBVCR experiments, i.e., ob-
taining an activation vector at input layer 0 that corresponds to an E-A vector. However, in
this experiment, an expected recall (E-R) was already known. Therefore, the E-As of ten dig-
its (see MCR E-As in Table 5) were expected to recall the images in Figure 11a–c,e,f,i,l–n,p.

In this experiment, the observations with and without regulation are identical. It is
also worth noting that after the 500th iteration, the recalled images of all ten digits were
similar to the E-R images of each digits.

4.3. Discussion

There are a few things worth mentioning in the recall demonstrations of RAN mod-
eling with the MNIST dataset. First, we can reconstruct cognizable images of a digit by
activating the CAC nodes representing that digit. Second, it is possible to recall both an
intuitive and non-intuitive blend of learned abstract concepts (in these experiments, the
abstract concepts are a generic representations of digits). Third, the recalled activations,
with and without regulation, are similar for a complex dataset like MNIST. Last, the more
cues we provide in the E-A vector, the more accurate the recall operation becomes. The
recall capability of RAN modeling was applied to the reconsctruction of an encoded image,
where the image was encoded using RAN convex concept modeling and reconstruction
was performend via the geometric back-propagation (or recall) operation [71].

5. Conclusions

Recall is a cognitive process that can also be seen as an act of remembering a concept.
Concepts are normally perceived in a hierarchical form, where the concrete concepts occupy
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the lower level, and the abstract concepts take up the relatively higher level in the hierarchy.
According to context availability theory, the context among the concrete concepts is easily
determined when compared to abstract concepts; hence, their comprehension and recall
are also difficult. However, if we can relate abstract concepts to one another, it is possible
to deduce a contextual relationship among them. In this article, we exploited the intra-
layer associations learned among the concepts (including abstract concepts) using RAN
modeling to establish context among the concepts. We use this context-related information
to induce a regulatory effect on the concepts and further to simulate the recall operations.

To demonstrate the effect of regulation of the recall process, a Toy-data problem
was considered. First, we modeled with Toy-data to identify five abstract concepts. The
proposed regulation algorithm utilized the learned intra-layer weight to determine the
excitatory, neutral, and inhibitory impact induced by peer nodes on one another. Two types
of cued recall experiments were performed using the unique geometric back-propagation
algorithm: first, single-cue recall (SCR), simulation where the recall was simulated by
activating only one abstract concept; second, multiple-cue recall (MCR) operation to
retrieve the activation vector at the input level by injecting multiple cues at the abstract
nodes. In SCR experiments, the regulation induced by peer nodes improved the recalled
values. However, the observations with MCR operations were promising because they
retrieved identical activation, as expected.

The benchmark MNIST dataset was used to exhibit cued recall as blends of learned
abstract concepts. A two-layered model was generated with RAN to obtain thirty abstract
concepts generically representing digits. In the multiple binary valued cue recall (MBVCR)
experiment, multiple abstract nodes were injected with high activation to recall as blends
of digits. Interestingly, it was observed in all the experiments that the blend of abstract
nodes recalled an image of the digit that they represent at the abstract Level. The blend
of different digits also produced some intriguing outcome; for exmaple, a blend of 2 and
5 recalled x, and a blend of 0 with 1 looked like a Φ symbol. The MCR operations were
interesting as upon injecting the multiple cues, the recalled image was very similar to the
expected recalled image.

Both the experiments displayed how oncepts can be contextually associated and
impact each other’s activation through regulation. Furthermore, with cue recall operations,
it can be concluded that the more cues injected to an abstract concept, the better the
obtained recall results. For future work, we intend to perform conceptual combination
experiments and study the aspects of creative concept retrievals with the geometric back-
propagation algorithm.
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Abbreviations

The following abbreviations and Notations that are used in this manuscript:

Abbreviations Description

CAC Convex Abstract Concept
CACC Convex Abstract Concept Creation
CACUAP Convex Abstract Concept Upward Activation Propagation
CCI Convex Concept Identification
CCILL Convex Concept Inter-Layer Learning
CCILW Convex Concepts Inter-Layer Weights
CI Concept Identifier
CRPD Cluster Representative Data Points
CSRL Concept Similarity Relation Learning
CSRW Concept Similarity Relation Weights
E-A Expected Activation
GBP Geometric Back Propagation
IL Intra-Layer
ILWs Inter-Layer Weights
MBVCR Multiple Binary Valued Cue Recall
MCR Multiple Cue Recall
RAN Regulated Activation Network
SCR Single Cue Recall
Notations Description

W Convex Concept Inter-layer weight matrix
w Similarity Relation weight matrix
C Cluster center or Centroids
A Output Activation
a Input Activation
i, k, j Variables to represent node index for 0th, 1st and 2nd layer respectively
m, n Arbitrary node indexes for any layer
I Ith instance of input data
f (x) Transfer function to obtain similarity relation
t Variable used to depict intermediate index
na Size of input Vector at Layer-0
nA Size of Convex Abstract Concept vector at Layer-1
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Featured Application: Human–computer interface.

Abstract: In this paper, a real-time dynamic hand gesture recognition system with gesture spotting
function is proposed. In the proposed system, input video frames are converted to feature vectors,
and they are used to form a posture sequence vector that represents the input gesture. Then, gesture
identification and gesture spotting are carried out in the self-organizing map (SOM)-Hebb classifier.
The gesture spotting function detects the end of the gesture by using the vector distance between the
posture sequence vector and the winner neuron’s weight vector. The proposed gesture recognition
method was tested by simulation and real-time gesture recognition experiment. Results revealed
that the system could recognize nine types of gesture with an accuracy of 96.6%, and it successfully
outputted the recognition result at the end of gesture using the spotting result.

Keywords: dynamic gesture recognition; gesture spotting; self-organizing map

1. Introduction

Hand gestures are one of the most important communication tools frequently used
in our daily lives, and they can be used as an attractive means of human–computer
interaction (HCI). Hand gestures are generally either static hand signs or dynamic hand
gesture. Hand signs are static hand poses without any movements, and the hand gesture
is defined as dynamic movement, which is a sequence of hand poses. Thus, a hand sign
recognition system identifies the meaning of a hand pose. Meanwhile, in the dynamic
gesture recognition, each gesture is defined as the trajectory of the hand movement or a
sequence of hand poses.

A number of video-based hand gesture recognition algorithm and systems have been
proposed [1]. This approach can use a conventional camera that most laptop PCs are
equipped with. Thus, the video-based gesture recognition system can easily be imple-
mented on widely available platforms. Another approach is based on three-dimensional
hand image, which has attracted researchers in gesture recognition because the use of
3D image can improve performance [2]. However, the 3D gesture recognition requires a
special device such as a Microsoft Kinect and a Leap Motion.

The gesture recognition system should work in real-time for practical use. One of the
important function required for the real-time dynamic gesture recognition system is gesture
spotting. The gesture spotting segments a meaningful portion from a continuous data
stream, and it finds the start and end of gesture. The simplest way to provide the gesture
spotting is to define key posture that indicates the start and end of gesture. However,
this approach disturbs the natural flow of the intended sequence of gesture. Thus, a new
approach that can detect the start and end of gesture naturally in continuous sequence of
hand motion, is desired.

In our previous work, a hardware hand sign recognition system was proposed, which
was video based system and recognized static hand signs [3]. Its recognition algorithm
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of the system consisted of feature vector generation and a vector classifier, and the whole
system was implemented as a custom hardware on a field programmable gate array (FPGA).
Self-organizing map (SOM) and Hebbian learning network were combined to form a SOM-
Hebb classifier, which was used as the vector classifier. The SOM [4] is an unsupervised
neural network that has been used in pattern recognition, data analysis, and visualization
by using its clustering or vector quantization capabilities. The feature vector was computed
from video frames and the hand sign recognition was carried out in real time by taking
advantage of its high speed computation power of the dedicated hardware.

This paper proposes a new video-based dynamic hand gesture recognition system
with the gesture spotting. The SOM-Hebb classifier is enhanced to SOM-SOM-Hebb
classifier for the dynamic gesture classification. The proposed system consists of feature
vector computation and two SOMs and a Hebbian learning network. The feature vectors
computed from video frames are quantized by the first SOM, and a posture sequence
vector that represents the current gesture is generated. Then, the SOM-Hebb classifier that
contains the second SOM, recognizes the input gesture. During the gesture classification,
the end of gesture is detected by the SOM-Hebb classifier, and a recognized gesture class is
outputted when the gesture’s end is detected. As a result, natural gesture spotting without
any key pose is implemented. This paper examines detailed performance of the proposed
recognition system by simulation and experiment by using nine types of dynamic gesture.

2. Related Work

In the gesture recognition, a hand segmentation is carried out first, which detects
the hand position or hand shape. A popular segmentation method in the vision based
system is skin color detection that extracts hand portion from cluttered background [5,6].
Yun et al. [7] proposed a multi-feature fusion method that improved recognition results
by extracting angle count, skin color angle, and non-skin color angle in combination
with Hu invariant moments features. Some gesture recognition systems simplified hand
extraction from the background with the help of inexpensive color-coded gloves for hand
segmentation. A glove providing color-coding with six unique colors were used in [8,9].
Wang and Popovi [10] employed an ordinary cloth glove being printed with a custom
pattern that was designed to estimate the poses. Our previous work [3] also employed
a two-colored glove for hand segmentation. Another option for gesture segmentation is
the use of the 3D image that is taken through depth sensors, such as the Microsoft Kinect
depth camera and the Leap Motion. The 3D camera views the subject in the front plane
and generates a depth image of the subject, and the depth image is used for background
removal, followed by the generation of the depth profile of the subject. Gesture recognition
systems with the Kinect are found in [11–15]. Molina et al. [16] used another depth camera
called Time-Of-Flight range camera that supplied real-time depth information per pixel.
In terms of applicability, the vision-based gesture segmentation is desirable since it requires
only a conventional camera available on most laptop PCs, and no special depth sensor
is needed.

Unlike the Kinect sensor and other depth sensors, the output of the Leap Motion is
the depth data which consists of palm direction, fingertips positions, palm center position,
and other relevant points. Therefore, no extra computational work is needed to get these
information. Due to its unique features, the Leap Motion has been applied to dynamic
hand gesture recognition by by researchers. Lu et al. [17] proposed a dynamic gesture
recognition system, in which the Leap Motion was used to compute feature vector of the
gesture, and a hidden conditional neural field (HCNF) classifier was used to recognize
dynamic hand gesture. Another example is the work done by H. Li et al. [18]. Their hand
gesture recognition system was based on the Leap Motion and a spatial fuzzy matching
(SFM). Hand–eye coordination means the ability to combine seeing and hand movement.
Ujbanyi et al. [19,20] examined the correlations between eye motion and the motion of
the mouse cursor regarding hand–eye coordination, and they used an hand–eye tracking
system which was made of the Leap Motion and Eye Tribe tracker.
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Challenge of real-time dynamic gesture recognition is the gesture spotting or temporal
segmentation that detects when the gesture starts and ends. In the system proposed by
Varshini et al. [13], each dynamic gesture was defined as a sequence of trigger-poses,
and the start and end of the gesture were detected by finding the start and end triggers.
Chai et al. [21] used hand positions to perform the temporal segmentation by assuming
that a user put hands-up pose at the start of gesture and put hands-down pose at end of the
gesture. A real-time dynamic hand gesture recognition system proposed by Chen et al. [15]
used two hand configurations (open-hand, closed-hand) to achieve gesture spotting and
its 3D motion trajectory of the dynamic gesture was captured by the Kinect sensor. These
approaches disturb the natural flow of gesture, and thus a new approach that can detect
the start and end of gesture naturally, is desirable.

A static hand gesture recognition can be achieved by applying standard pattern
recognition techniques such as template matching, whereas dynamic gesture recognition
requires time-series pattern recognition algorithm such as a hidden Markov model (HMM)
or dynamic time warping (DTW) algorithm. The HMM is a statistical Markov model in
which the system being modeled is assumed to be a Markov process. The HMM is a doubly
stochastic process with an underlying stochastic process that is not observable, but can be
observed through another set of stochastic processes that produce a sequence of observed
symbols, and the model is known for their applications to various fields including the
gesture recognition such as [22]. Problem of the gesture recognition with the HMM is that
its recognition accuracy decreases if the behavior during the gesture transition has not
been precisely trained. The DTW is one of the algorithms for measuring similarity between
two temporal sequences which may vary in speed. Plouffe et al. [14] and Molina et al. [16]
employed the DTW algorithm for their dynamic gesture recognition systems.

Another popular recognition algorithm is a neural network and its derivatives, espe-
cially deep learning methodologies [23]. Most modern deep learning models are based on
convolutional neural networks (CNNs). The CNNs have been well studied and applied
to fields of image recognition. The most crucial challenge in deep learning based gesture
recognition is the handling of the temporal dimension. One approach uses 3D filters in
the convolutional layer of the CNN. The 3D-CNN captures features of both spatial and
temporal dimensions while maintaining a certain temporal structure. Another approach
combines a temporal sequence modeling with a 2D (or 3D) CNN. One of the most used
networks for the temporal modeling is a recurrent neural network (RNN), which can
take into account the temporal data using recurrent connections in hidden layers. The
drawback of this network is its short-term memory, and long short-term memory (LSTM)
was proposed to solve the problem.

Molchanov et al. [24] proposed a recurrent 3D-CNN that performed simultaneous
detection and classification of dynamic hand gesture from multi-modal data. Wu et al. [25]
employed a novel method called deep dynamic neural networks (DDNN) for multimodal
gesture recognition. The multimodal gesture recognition method based on 3D convolu-
tional LSTM network was proposed by Zhu et al. [26]. Naguri [27] proposed a gesture
recognition system based on the LSTM and a convolutional neural network (CNN) that
were trained to process input sequences of 3D hand positions and velocity. Chai et al. [21]
proposed a continuous gesture recognition method with a two-stream RNN (2S-RNN)
for the RGB-depth image recognition. John et al. [28] proposed a vision-based gesture
recognition system for automotive user interface, and they employed a long-term recurrent
convolution network to classify the video sequence of the dynamic hand gesture.

A recognition system proposed by Chen et al. [15] employed a Support Vector Machine
(SVM) as the recognition algorithm. Kim et al. [29] proposed a novel method to measure
the video-to-video volume similarity by extending a canonical correlation analysis (CCA).
Then, the proposed matching method was demonstrated for action classification by a
simple nearest neighbor classifier. Jordan recurrent neural network (JRNN) is a class of
recurrent neural networks, which is a three-layer network with addition of a set of context
units [30]. The context units are fed from the output layer, and they have a recurrent
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connection to themselves. This allows the JRNN to exhibit temporal dynamic behavior
and can be applied for the gesture recognition. Araga et al. [31] employed the JRNN to
implement their dynamic gesture recognition system.

3. Gesture Recognition System

Figure 1 outlines the flow for the gesture recognition algorithm. The proposed system
consists of a feature vector generator, a sequence vector generator, and the SOM-Hebb
classifier. Input to the system is video frames, and a dynamic hand gestures are assumed
to be made of a sequence of F video frames. Since each frame contains different types of
posture, the dynamic gesture can be classified by examining change of the posture in the F
consecutive video frames.
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Figure 1. Dynamic gesture recognition system.

3.1. Feature Vector Generation

In the feature vector generator, the image frame that is P × Q pixels in RGB color

format is converted to the feature vector
→
G. The feature vector proposed in [3] is employed.

Computation to obtain the feature vector is shown in Figure 2, which consists of a binary
quantization, horizontal and vertical projection histogram calculations, and two discrete

Fourier transforms (DFTs). Output is the D dimensional feature vector
→
G.

P ×Q, RGB color video frame

( Red(x, y), Green(x, y), Blue(x, y) )

�

Binary quantization

� �
I(x, y)

Horizontal projection
histogram

�
PH(y)

Vertical projection
histogram

�
PV (x)

DFT

FH(n)

DFT

FV (n)

�
�G = (λ0, λ1, · · ·λD−1)

Figure 2. Feature vector generation.
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Firstly, the input color frame image is converted to a binary image I(x, y). For the
system to remove the background image including the arm as well as to extract the finger
segments, the user is required to wear a glove, finger portion of which is colored in red.
If color of pixel is red the pixel is treated as 1, otherwise 0. Then horizontal and vertical
histograms PH(y) and PV(x) of I(x, y) are calculated as follows:

PH(y) =
P−1
∑

x=0
I(x, y) (1)

PV(x) =
Q−1
∑

y=0
I(x, y) (2)

After the histogram calculations, DFTs are carried out on the histograms.

AH(k) =
Q−1
∑

y=0
PH(y)· cos

(
2πyk

Q

)
(3)

BH(k) =
Q−1
∑

y=0
PH(y)· sin

(
2πyk

Q

)
(4)

AV(k) =
P−1
∑

x=0
PV(x)· cos

(
2πxk

P

)
(5)

BV(k) =
P−1
∑

x=0
PV(x)· sin

(
2πxk

P

)
(6)

Here, AH(k), AV(k) and BH(k), BV(k) are real and imaginary parts of the frequency
components of the histograms. Then, FH(n) and FV(n), i.e., the magnitude spectra of PH(y)
and PV(x) are computed as

FH(k) =
√

A2
H(k) + B2

H(k) (7)

FV(k) =
√

A2
V(k) + B2

V(k) (8)

The FH(k) and FV(k) of the same hand posture images placed in different positions
are identical because they are the magnitude spectra lacking the phase information related
to the hand posture position. Since most of the image’s feature information is concentrated
in the lower frequency components, they are used as the feature vector. The D-dimensional

feature vector,
→
G is formed from FH(k) and FV(k) as;

→
G = {λ0, λ1, · · · , λD−1} ∈ �D (9)

λi =

⎧⎨
⎩

FH(i)
(

0 ≤ i < D
2

)
FV

(
i − D

2

) (
D
2 ≤ i < D

)

This feature vector
→
G is fed to the sequence vector generator.

3.2. Sequence Vector Generator

The SOM-1 in the sequence vector generator quantizes the input vectors, and the
quantization results are sequentially stored in the shift registers. The contents of the shift
registers form the sequence vector, which represents temporal change of the input posture,
and is fed to the next SOM-Hebb classifier. The SOM-1 includes M1×M1 neurons, and
D-dimensional vector

→
mj that is called a weight vector is included in each neuron.

→
mj =

{
μj0, μj1, · · · , μjD−1

} ∈ �D, (10)

where, j is the neuron number.
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Operation of the SOM is divided into learning and recall phases. The weight vectors
of the neurons are trained with a set of input vectors in the learning phase. The learning
phase is made of a winner search and weight update. During the recall phase, only the
winner search is carried out by using the map of the trained weight vectors.

The winner neuron has the weight vector that is the nearest to the input vector. Eu-
clidean distance V1(j) between the input vector and weight vector of neuron-j, is calculated
for the winner search.

V1(j) =

√
D−1
∑

i=0

(
μji − λi

)2 (11)

The winner neuron-c is then determined.

c = arg min
j

V1(j) (12)

In the weight update, weight vectors of the winner and its neighborhood neurons are
updated to be closer to the input vector as;

→
mj(t + 1) =

→
mj(t) + h(c, j, t)·

[ →
G(t)−→

mj(t)
]

, (13)

where t is time index, and h(c, j, t) is a function called neighborhood function, which is
defined as;

h(c, j, t) = α(t)· exp

(
−‖ →

r c −→
r j ‖

2σ(t)2

)
, (14)

where α(t) is a learning coefficient, (0 < α(t) < 1). The
→
rc and

→
rj are the coordinate vectors

of the winner neuron-c, and a neuron-j, respectively. The σ(t) represents the neighborhood
radius, and the weight vectors within the radius from the winner neuron are updated.

After the learning phase, all weight vectors are kept unchanged and the weight map
is used in the recall phase. The winner neuron represents the cluster to which the input
vector belongs, and the coordinates (wX , wY) of the winner neuron for the input vector are
treated as the quantization result. These coordinates are stored sequentially in the shift
registers, so their contents represent the sequence of the input video frames. In this paper,

this vector is called the sequence vector,
→
X, which is a 2F-dimensional vector. Its vector

element ξm is defined as:
→
X = {ξ0, ξ1, · · · , ξ2F−1} (15)

ξm =

{
wX(m) (0 ≤ m < F)
wY(m − F) (F ≤ m < 2F).

(16)

Figure 3 shows examples explaining operation of the system. As shown in Figure 3A,
a gesture is made of 10 posture images in different video frames. In the example, SOM-1
is composed of 8 × 8 neurons and Figure 3B shows the transition of the winner neuron
with respect to the input video frames. Posture in the first video frame ( f = 0) makes a
neuron at (wX , wY) = (0, 0) the winner. Then the coordinates of the winner neuron are
stored in the registers in the sequence vector generator as shown in Figure 3C. Question
marks in Figure 3C are the coordinates of the winner neurons of the previous gesture,
which are not related to the current gesture. The winner for the second posture ( f = 1) is
a neuron at (4, 2). The registers are shifted to the right and the new winner coordinates
(4, 2) is stored into the registers’ most left position. For the third posture at f = 2, wX = 6
and wY = 6 are loaded into the registers. In this way, the information of the previous
gesture in the registers are gradually replaced with that of the current gesture. Therefore,

the sequence vector
→
X representing the current gesture approaches completion as the video

frame progresses, and
→
X is completed at the 10th frame ( f = 9). The vector

→
X is fed to the

SOM-Hebb classifier that is described in the next subsection.
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Figure 3. Example of operation of the proposed system, (A) Input gesture frames, (B) Winner neurons in the SOM-1, (C)
Development of the shift registers, (D) Vector distance V(c) of winner neurons in the SOM-2.

3.3. SOM-Hebb Classifier for Sequence Vector Classification

The SOM-Hebb classifier classifies the sequence vector
→
X and identifies the input

gesture. This classifier is the same one that was proposed in our previous work [3]. The
SOM-2 in this classifier consists of M2×M2 neurons and 2F-dimensional weight vectors
are included in the neurons. The SOM-2 is trained in the same way as was explained in
the previous section. Note that V2(c) is the vector distance of the winner neuron’s weight

vector to the input vector that is the sequence vector
→
X, and V2(c) is used to implement the

gesture spotting function.
During the recall phase, the class to which the input vector belongs can be identified

from the winner neuron of the SOM-2. Here, H represents the number of classes. The Hebb
network generates its output Ĉh from the winner neuron. Each neuron represents a single
cluster in the input vector space. Since a single gesture class may consist of combination
of multiple clusters, multiple neurons must be associated to the single class in that case.
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Selection of the neurons belonging to the same class is done by a single layer feedforward
network. This network is trained by the Hebbian training algorithm, which is a supervised
training. During the Hebb training, training vectors with their class data are sequentially
fed to the network. Every training vector makes one of the neurons the winner. If strong
correlation is found between training vectors in class h and neuron j, then the neuron j is
assigned to the class h. In practice, the class of the input vectors with which the neuron j
won the most, is associated to the neuron.

The SOM-2 must have appropriate number of neurons for the SOM-Hebb network to
work properly. It happens that some neurons may have no connection to any gesture class.
Obviously, the selection of such neuron as the winner in the recognition phase causes false
recognition. To avoid this situation, neurons without connections to class ID are culled.
The culling replaces the weight vectors of these neurons with huge vectors so that they
never win.

3.4. Gesture Spotting

An important function required for the dynamic gesture recognition system is the
gesture spotting which detects when gesture ends so that a meaningful gesture is segmented
from the sequence of hand motions. The gesture spotting is implemented in the SOM-Hebb
classifier by using V2(c) that is the vector distance of the winner neuron’s weight vector
in the SOM-2 to the input vector. The SOM-Hebb classifier performs the recognition for
every input frame and generates its recognition results Ĉh. However most of the Ĉi are
not correct because the contents of the shift registers are not complete vector sequence for
the current input gesture until the last gesture frame is input. The recognition result Ch is
outputted only when the spotting module detects the end of gesture.

The end of gesture is detected by observing the transition of the vector distance V2(c).
Figure 3C shows the transitions in the shift registers, which is development process of the

posture sequence vector,
→
X. Each gesture consisted of 10 frames in this example, therefore

the shift register is filled with appropriate vector’s elements at 10th frame ( f = 9) and

posture sequence vector
→
X is completed as shown in Figure 3C. The completed vector

→
X

matches with one of the weight vectors in SOM-2, which decreases the vector distance
V2(c) remarkably as shown in Figure 3D. After that, the distance increases because the next
gesture vector elements are loaded into the register. Therefore, the end of gesture can be
detected by searching a dip in the transition of the vector distance V2(c). However, the
actual distance transition is not as smooth as that plotted in Figure 3C. The transition in
the actual input fluctuates, which makes it difficult to find the dip. In order to solve the
problem, a moving average of the vector distance is employed. The moving average Vc( f )
is computed as;

Vc( f ) =
1
L

L−1

∑
l=0

Vc( f − l), (17)

where Vc( f ) is the V2(c) at video frame f, and L is the number of samples to be averaged.

4. Simulation and Experiment

Performance of the proposed system was examined by computer simulation
and experiment.

4.1. Simulation

The system was configured as follows.

Frame size: P × Q = 128 × 128.
Feature vector dimension: D = 32.
Sequence vector dimension: F = 20.
The numbers of neurons in the SOMs: M1 × M1 = M2 × M2 = 16 × 16 = 256.
Moving average: L = 4 in Equation (17).
The number of gesture classes: H = 9.
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Data set for the simulation was vector sequence taken from video frames of recorded
gesture video. Nine types of gesture shown in Figure 4 were used for the test. We defined
the gesture by using the Cambridge Hand Gesture Data set [29] for reference. As Figure 4
shows, the data set consisted of nine classes. Each class gesture was defined with 10 frames,

therefore the dimension of the sequence vector
→
X was 20. Class labels 1 to 9 are assigned to

every types of gesture. Note that the labels are used to distinguish class of the gesture types,
and the number does not represent numerical character. Gesture motions are combinations
of three basic poses (Flat, Spread, V-shape) and three movements (Leftward, Rightward,
Contract). Thus, the gesture classes are made of three groups, i.e., 1-2-3, 4-5-6, and 7-8-9.
Note that the last posture of gesture 1 is also the first posture of gesture 2, and the last
posture of class 2 is the first posture of gesture class 3. The other gesture groups were
designed in the same way so that the gesture classes in the same group could be performed
seamlessly. The number of training vectors per class was 50, and 100 test vectors were used.
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Figure 4. Nine types of gesture.

For comparison purpose, recognition performance of the JRNN [30] was examined

using the same feature vectors
→
G. Table 1 summarizes the recognition accuracies of the

two methods.

Table 1. Gesture recognition accuracies of various classifiers.

Method
Gesture Class

Average
1 2 3 4 5 6 7 8 9

JRNN 100% 100% 82% 89% 72% 60% 99% 99% 46% 83.0%

This work 82% 66% 100% 89% 98% 100% 100% 100% 100% 92.8%

4.2. Real-Time Gesture Recognition

To conduct the experiment, real-time gesture recognition system was developed in
software that ran on a PC. The input gesture was taken by the USB camera, and fed to the
system. The recognition result was outputted only when the spotting function detected
the end of the gesture. Figure 5 is a screen shot of the implemented real-time gesture
recognition system.

The system was tested with the same gesture that was used in the simulation. The
system was trained off-line by using pre-captured gesture data set. The number of training
data for the off-line training was 50 samples for each gesture class. Each training sample was
acquired by simply capturing 10 consecutive frames. Neither setting up the key posture that
represented the gesture, nor manual selection of key frame was done in the acquisition of
the training data set. The recognition system then classified the dynamic gesture presented
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in real-time using the weight vectors obtained from the off-line training. In the experiment,
recognition test was carried out 100 times for each gesture by the same person who had
provided the training data set. Most of the gesture ends were correctly detected even
though the gesture groups 1-2-3, 4-5-6, and 7-8-9 were performed in succession (video of
the experiment (10 fps) is available on http://www2.kansai-u.ac.jp/hikawa/ichikawa.mp4,
19 February 2021). Since the gesture in our method is defined by the fixed number of posture
types, the input gesture must be made of the same number of posture types. Therefore, the
speed of gesture to be recognized depends on the speed of gesture that has been captured
as the training data. The recognition tests were carried out with two speeds, i.e., 5 frames
per second (fps) and 10 fps. Since F = 20 (10 frames for one gesture), the gesture speeds
were 2 second/gesture in case of 5 fps, and 1 second/gesture in case of 10 fps.

Figure 5. Real-time gesture recognition system.

Table 2 shows the experimental results of 5 fps frame rate. The average accuracy of
the recognition was 96.6%. NS in the table is the number of cases where no spotting was
detected, and MS is the number of cases where multiple spotting occurred. Both cases were
counted as errors. Table 3 summarizes the experimental results of 10 fps frame rate. The
average accuracy of the recognition rate was 97.0%, and no significant difference is found
due to the speed difference.

Table 2. Confusion table (5 fps).

Input Recognition Results Spotting Accuracy

Gesture 1 2 3 4 5 6 7 8 9 NS MS %

1 98 2 98

2 97 3 97

3 91 2 2 5 91

4 89 5 6 89

5 100 100

6 100 100

7 96 2 2 96

8 100 100

9 98 2 98

Average 96.6
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Table 3. Confusion table (10 fps).

Input Recognition Results Spotting Accuracy

Gesture 1 2 3 4 5 6 7 8 9 NS MS %

1 93 7 93

2 95 3 2 95

3 98 1 1 98

4 2 94 1 3 94

5 100 100

6 1 99 99

7 95 3 2 95

8 99 1 99

9 100 100

Average 97.0

5. Discussion

The simulation results show that the proposed method outperformed the JRNN.
Difficulty of this gesture data set is that class pairs 1–2, 4–5, 7–8 are reverse gestures.
Appearance of poses in the gesture is reverse order and those pairs include the same hand
poses. For classes 1 and 2, the proposed system is inferior to the JRNN, but the proposed
method recognized class 5 better. Another noticeable point is that the recognition accuracies
of the JRNN for classes 6 and 9 are significantly worse than those of the proposed system.
This is caused by the another difficulty of the data set. As shown in Figure 4, the class pairs
4–6 and 7–9 have the same poses in their beginning, which confuse the classifiers.

The experimental results shown in Tables 2 and 3 disclose that the recognition and
spotting performances of the proposed system are very high. Regarding the spotting, the
spotting may be easily implemented by counting the frames because the number of frames
of gestures are fixed. To do so, the start of gesture must be detected correctly, and a possible
method is the use of key poses to indicate the start of gestures, which was used in [15,21].
However, these approaches disturb the natural flow of gesture. Meanwhile the proposed
spotting finds the end of gesture automatically when the sequence of frames matches one of
the pre-trained ones, therefore the user can start gesture at any time without the key poses.

The tables also indicate that the most of the recognition errors were caused by the
spotting errors. In case of NS, no spotting was detected, and the recognition result was not
available. During the experiment, we observed that the proposed spotting detected the
end of gesture twice in all MS cases, and two recognition results were outputted. In most
of such cases, recognition results at the first spotting were incorrect and the second ones
were correct. Therefore, if the detection accuracy of the spotting function is more precise,
recognition results would be improved.

Table 4 compares the recognition accuracies of the proposed system with the state-of-
the-art in the literature. Since experimental conditions are not the same, the accuracies in
the table should not be directly compared. Six of them are real-time recognition systems,
and the others were tested with various gesture data sets. Four of them are vision based
systems, and the others used 3D gesture images taken from the special sensors. Vision
based system is more challenging than the 3D gesture recognition since it uses limited 2D
information, but it can be realized with the simple readily available cameras. Additional
burdens of the real-time recognition system are high speed computation and the gesture
spotting. Note that the proposed system provides the natural spotting function with no
special key posture that indicates the start or end of gesture. Considering features of
vision-based, real-time accurate gesture recognition and spotting function, the overall
contribution of the proposed system in dynamic gesture recognition application is very
high. However, even though the proposed system does not require the special sensors, it
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still requires users to wear the color glove, which may prevent it being used in everyday
life. To solve the problem, use of the skin color detection [5,6] is one of the choice for the
hand segmentation without the colored glove.

Table 4. Comparison of accuracies.

Method Input Data Set Accuracy (%)

[11] 3D (Kinect) RT, 8 gestures 84.9

[14] Kinect RT, 9 gestures 96.25

[15] Kinect RT, 36 gestures 95.42

[16] time-of-flight RT, 9 gestures 95.1

[17] Leap Motion Handcraft-gesture dataset,
10 gestures 95.0

[18] Leap Motion RT, 4 gestures 97.5

[24] color+depth SKIG 97.7
color+depth+optical flow ChaLearn 98.6

[26] RGB+depth SKIG 98.89

[27] RGB+velocities RT, 6 gestures 97.0

[28] Vision (barehand) Cambridge 91.0

[29] Vision (barehand) Cambridge 86.0

[31] Vision (with colored glove) RT, 9 gestures 94.3

this work Vision (with colored glove) RT, Cambridge 96.6
RT: Real-time recognition; SKIG: Sheffield Kinect Gesture dataset, 10 gestures; ChaLearn: ChaLearn dataset,
20 gestures; Cambridge: Cambridge gesture recognition data set [29], 9 gestures.

6. Conclusions

This paper proposed a vision-based real-time dynamic hand gesture recognition
system with a gesture spotting function. In order to recognize the dynamic gesture,
the SOM-SOM-Hebb classifier was newly devised. To provide the spotting function,
end of gesture was detected from transitions of the vector distance between input and
winner neuron’s weight vectors. This gesture spotting capability made the system much
more practical.

The proposed recognition algorithm was examined by simulation and real-time ex-
periment. The results revealed that the system could recognize the nine types of gesture
with an accuracy of 96.6%, which was better than that of other recognition sysems. Other
advantages of our system over the compared methods are its real-time operability and the
gesture spotting function.

Major drawback of the proposed system is the use of the color glove, and imple-
mentation of the hand segmentation without the glove is left for our future work. An-
other future research objective is to develop a hardware gesture recognition system with
faster recognition speed, higher portability, and lower power consumption than those of
PC implementation.
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Abstract: With the development of artificial intelligence technology, voice-based intelligent systems
(VISs), such as AI speakers and virtual assistants, are intervening in human life. VISs are emerging in a
new way, called human–AI interaction, which is different from existing human–computer interaction.
Using the Kansei engineering approach, we propose a method to evaluate user satisfaction during
interaction between a VIS and a user-centered intelligent system. As a user satisfaction evaluation
method, a VIS comprising four types of design parameters was developed. A total of 23 subjects
were considered for interaction with the VIS, and user satisfaction was measured using Kansei
words (KWs). The questionnaire scores collected through KWs were analyzed using exploratory
factor analysis. ANOVA was used to analyze differences in emotion. On the “pleasurability” and
“reliability” axes, it was confirmed that among the four design parameters, “sentence structure of the
answer” and “number of trials to get the right answer for a question” affect the emotional satisfaction
of users. Four satisfaction groups were derived according to the level of the design parameters. This
study can be used as a reference for conducting an integrated emotional satisfaction assessment using
emotional metrics such as biosignals and facial expressions.

Keywords: human–AI interaction; interaction design; Kansei engineering; user satisfaction; voice-
based intelligent system

1. Introduction

Recently, artificial intelligence based on various technologies, such as machine learn-
ing, natural language processing, machine vision, and big data, has been applied to systems
in various fields to be used as user agents or mutual cooperation models [1]. A represen-
tative intelligent system is a voice-based intelligent system (VIS) in the form of a chatbot,
which is created from developed speech recognition technology, such as natural language
processing and text-to-speech. Fierce competition is underway to preempt the market
for agent technology using VIS in artificial intelligence speakers and smartphones [2].
Currently, VIS is mainly used to meet customer information requirements through the role
of a chatbot helper or virtual assistant, which is used to interact with customers. Interaction
with AI-infused systems is defined as human–AI interaction (HAII) [3] and conceived as
a modified version of human–computer interaction (HCI), which provides differentiated
interaction [4]. Humans have performed system-driven interaction in HCI, whereas intelli-
gent systems are required to provide user-centered interaction that adapts to a specified
context of use in HAII. Purington et al. [5] investigated the impact of satisfaction and
personalization using user reviews of VIS integrated into real life, and Cárdenas et al. [6]
reported that there is a need for personalization and customization in interaction with
intelligent systems. Therefore, there is a demand to create an interaction design that can
secure the emotional satisfaction of various users as an intelligent system is developed.
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According to Walter’s “hierarchy of human needs”, the final expectation of a user
from the system is defined as satisfaction (Figure 1) [7]. This means that the user wants to
be satisfied emotionally while interacting with the system, beyond usability. Satisfaction
is a feeling that arises from the mind during the process of perceiving and recognizing
the information presented by the system, indicating a state or feeling in which a need is
fulfilled. Therefore, it can be stated that a person is satisfied when that person is fulfilled
emotionally during interaction with the system.

 
Figure 1. Hierarchy of human needs.

To quantitatively identify personal satisfaction, human emotions should first be ad-
dressed accurately. Brain–computer interface (BCI) technology is a way to quantify human
emotions that can be used to infer satisfaction [8]. The BCI uses one of the biosignals,
brain activity, to decode human thoughts, such as emotion [9,10], attention [11–15], and
vigilance [16]. The decoded outputs can be used to identify the type of emotion (e.g., happy,
angry, and excited), level of attention, or vigilance directly. Eye movement can also be
used to explore the current status (emotion) of a human during a specific task [17]. To
utilize these methods to decode human emotion in detail, however, the characteristics of
biosignals in each emotional state need to be defined precisely in advance. It is difficult to
secure sufficient sensitivity for classification without these precise criteria.

On the contrary, there is another way to quantitatively identify emotional satisfaction,
called Kansei engineering or affective engineering [18]. Through this, it is possible to
evaluate the user’s emotional satisfaction with the product, or to identify the design
parameters of the system to enhance the emotional satisfaction of the user. Li et al. [19]
presented a method for optimizing user emotion using the Kansei engineering approach for
product design, and Kim et al. [20] proposed a framework for evaluating users’ emotional
satisfaction using Kansei engineering. One advantage of the Kansei engineering approach
is its relatively higher resolution in classifying users’ emotional states, because they are
evaluated in terms of a questionnaire consisting of a variety of adjectives that express
feelings and emotions [21]. If it is possible to address the changes in emotional states of the
users in detail using the Kansei engineering approach when interacting with intelligent
systems, this information can be provided as the criteria for classifying biosignals of
different emotions.

In this study, we utilized the Kansei engineering approach to identify users’ emotional
satisfaction during interaction with a VIS using a variety of conversation styles. The
purpose of this study is to confirm that the Kansei engineering approach can be used
as a sensitivity measure in the evaluation of emotional satisfaction for HAII in VIS. In
addition, design parameters that have a significant influence on emotional satisfaction and
the degree of their influence are identified.
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2. Materials and Methods

To build human-centered interaction, the VIS needs to modify its style of conversation
according to the context of use by changing the design parameters that complete the style
of VIS. This section describes the development of the VIS software, evaluation scenarios,
and design parameters of the VIS to be evaluated.

2.1. Voice-Based Intelligent System Design

The currently launched VIS (Bixby (Samsung Electronics), Siri (Apple Inc.), etc.) are
complete systems, but the design parameters cannot directly be controlled; therefore,
we have conducted research to develop an evaluation system using the Wizard of Oz
(WoZ) experiment [22]. In the field of HCI, a WoZ experiment is a research experiment
in which subjects interact with a computer system that they believe to be autonomous,
but the system is actually being operated or partially operated by an unseen human
being [23,24]. Large et al. [25] developed and evaluated a WoZ-type voice interface to
implement an interaction situation with a voice-based interface during driving conditions.
In addition, Howland and Jackson [26] conducted a study to mitigate the problems arising
from interaction with users using a WoZ-type VIS. In this study, a WoZ-based adjustable
VIS was constructed to evaluate the changes in user satisfaction according to the design
parameters. The final four design parameters were selected based on the user requirements
revealed in previous studies [27–29] and are listed in Table 1.

Table 1. Scope of voice-based intelligent system design parameters.

Design Parameters Scope

Response time to get to the next interaction Between 1 and 5 s

Number of trials to get the right answer for
a question

1 trial
2 trials
3 trials

Pace of the answer
4 syllables/s
6 syllables/s
8 syllables/s

Sentence structure of the answer

Answer only
Repeat the question and then answer

Repeat the question and then answer with a
clear reference source

The level of the design parameters was selected based on existing research and Bixby.
The “response time to get to the next interaction” is defined as the time taken by the VIS
to respond to the user’s request after the user requests information. The range of this
parameter was selected based on Bixby’s average response time of 2 s in order to check if
there was a difference in user satisfaction when a certain amount of time was spent on the
information to be presented. The experiment was designed such that the information was
presented randomly between 1 and 5 s, so that the subject was unaware of the presented
time. For the analysis, this parameter was classified as 1, 2, 3, and 4 s.

The “number of trials to get the right answer for a question” is defined as the number
of times a user tries to obtain the desired answer. This parameter was set based on a study
in which the system is reset if an error occurs up to two times; it was designed to obtain
the correct answer after two attempts [30].

The “pace of the answer” is defined as the number of syllables per second of the
answer; here, 4, 6, and 8 syllables/s were selected and set in three steps. Four syllables and
eight syllables were added to determine the highest level of satisfaction, focusing on the
six syllables per second applied to the existing Bixby.

Finally, the “sentence structure of the answer” is defined as the amount of information
present in the response based on the user’s needs. The “sentence structure of the answer”
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was divided into three levels—“answer only”, “repeat the question and then answer”,
and “repeat the question and then answer with a clear reference source”—considering the
format of the answer of Bixby.

When the structure was designed by combining these four parameters, 108 interactions
per subject were determined. However, considering the time, cost, and fatigue of the subject,
“response time to get to the next interaction” and “pace of the answer” were designed to
appear randomly in all the experiments, and nine interaction scenarios were determined
by combining the remaining two parameters (“number of trials to get the right answer for
a question” and “sentence structure of the answer”).

The user’s emotional satisfaction was evaluated based on the set parameters and their
levels, and the hypotheses of the final study were as follows:

Hypothesis 1 (H1). User satisfaction differs depending on the level of “response time to get to the
next interaction”.

Hypothesis 2 (H2). User satisfaction differs depending on the level of “number of trials to get the
right answer for a question”.

Hypothesis 3 (H3). User satisfaction differs depending on the level of “pace of the answer”.

Hypothesis 4 (H4). User satisfaction differs depending on the level of the “sentence structure of
the answer”.

2.2. Experiment Procedure

The experiment is conducted in such a way that the VIS is produced by the WoZ
method, and the user confirms the answer to the question presented through the interaction.
After confirming the proposed task, the user presses the “microphone” button and inputs
the task through voice. In response to this, the VIS presents one of the scenarios that have
been prepared by considering the design parameters in advance. If the user finds that
the suggested answer is wrong, the user presses the “X” button and enters the command
again until the correct answer is presented. If the answer is correct, the user presses the
“check” button, conducts a satisfaction evaluation, and waits for the next task to appear.
The interaction process can be expressed according to the flowchart shown in Figure 2.

Figure 2. Voice-based intelligent system satisfaction evaluation procedure.
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2.3. Participants

Participants who used a VIS were selected for the experiments on satisfaction eval-
uation. As a basic study to measure emotional satisfaction using a VIS, 23 participants
(17 males and 6 females having an average age of 27.4 years) were selected; these were
young people with little reluctance to new technologies. Before the experiment was con-
ducted, the VIS, the method of using the system, the experimental procedure, and the
purpose of the study were described. After conducting the experiment, it was observed that
three datasets had outliers in the data and were, therefore, not used for analysis. Thus, the
evaluation results were derived based on the datasets of the final 20 experiments. Figure 3
shows the environment of the interaction experiment.

 

Figure 3. Environment of the experiment.

2.4. Data Collection

In this study, Kansei engineering was used to measure emotional satisfaction with the
HAII. Kansei engineering can measure emotions using Kansei words (KWs). A KW is a
word that expresses emotion and is mainly used as an adjective. This was derived using
the semantic differential method. Osgood et al. [31] developed the semantic differential
method as an application of Osgood’s more general attempt to measure the semantics or
meaning of words, particularly adjectives, and their referent concepts. The KWs derived
using the semantic differential method extracted only the significant words that helped
in expressing the user’s emotion through three preliminary tests (Table 2). For the nine
interaction scenarios of the VIS, the final 30 KWs were measured on a 7-point Likert scale
to check which user’s emotion was closer.

Table 2. Pairs of Kansei words.

No Positive Negative No Positive Negative

1 Refreshing Uncomfortable 16 Clever Silly
2 Interesting Indifferent 17 Proper Ridiculous
3 Anticipated Broken hearted 18 Spontaneous Awkward
4 Glad Perplexed 19 Suitable Inappropriate
5 Natural Abrupt 20 Good Irritated
6 Confident Anxiety 21 Pleasant Boring
7 Detailed Sloppy 22 Concentrated Dejected
8 Perspicuous Extensive 23 Organized Confused
9 Reliable Unreliable 24 Friendly Picky

10 Bracing Unpleasant 25 Lighthearted Bothersome
11 Simple Vague 26 Obvious Suspicious
12 Easy Difficult 27 Feel Unburdened Stuffy
13 Fresh Trite 28 Satisfied Insufficient
14 Reassured Concerned 29 Attractive Banal
15 Stable Precarious 30 Hopeful Hopeless
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2.5. Statistical Method

In this study, exploratory factor analysis (EFA) and analysis of variance (ANOVA)
were used to statistically analyze emotional satisfaction data. All analyses were conducted
using Minitab 18. EFA serves to identify potential structures based on the correlations
between measured variables [32]. In this study, EFA was used to derive KW clusters with
commonality based on the correlation between KW scores, and ANOVA was used to test
the four aforementioned hypotheses. Differences in each parameter level were statistically
analyzed using the mean and variance values of the KW score. The overall statistical
analysis was performed based on a significance level (α) of 0.05.

3. Results

The emotional axes and the user’s emotional scores were derived using EFA. ANOVA
was performed using the mean and variance values of the emotional scores to analyze
whether there was a difference in satisfaction for each design parameter. Finally, the
emotional differentiation of the user based on the design parameters was performed on the
emotional axes.

3.1. Exploratory Factor Analysis

The emotional scores collected using 30 pairs of KWs were analyzed using EFA. The
analysis was conducted using varimax rotation and principal component extraction. From
the scree plot, it was confirmed that the KWs were structured by two factors. Factor 1
includes ten KWs, and factor 2 includes nine KWs, as shown in Table 3.

Table 3. Kansei word cluster obtained using factor analysis.

Kansei Word Factor 1 Kansei Word Factor 2

Natural–Abrupt 0.804 Lighthearted–Bothersome 0.789
Bracing–Unpleasant 0.783 Interesting–Indifferent 0.768

Reassured–Concerned 0.751 Hopeful–Broken hearted 0.744
Refreshing–Uncomfortable 0.739 Detailed–Sloppy 0.744

Spontaneous–Awkward 0.690 Friendly–Picky 0.734
Reliable–Unreliable 0.679 Feel Unburdened–Stuffy 0.728

Good–Irritated 0.677 Satisfied–Insufficient 0.685
Concentrated–Dejected 0.674 Suitable–Inappropriate 0.680

Glad–Perplexed 0.658 Pleasant–Boring 0.655
Attractive–Banal 0.646

Variance 10.253 Variance 9.233
% Variance 0.342 % Variance 0.308

Pleasurability Reliability

Table 3 summarizes the two factors that reduced using factor analysis and the KWs
belonging to those factors. It is evident that 10 and 9 KWs, respectively, were aggregated as
two factors, and 65% of the total KWs explained the emotion in the interaction situation.
Based on the factor score of the KWs, which belong to the two factors, the names of the
factors were determined based on the opinions of three Kansei engineering experts. The
name of the suggested factor was set as the emotion that can be expressed on behalf of the
feeling that occurs when interacting with the VIS. The first axis was named “pleasurability”
because the cluster of emotions that occur when interacting can be referred to as pleasant
and lighthearted with no difficulty. The second axis was called “reliability” because the
cluster of emotions that arise refers to communication skills, such as the ability to speak
clearly and respond to VIS interactions. To check the difference in emotions according to the
design parameters of the VIS around the derived emotion axis, the user’s emotional scores
were mapped, and ANOVA was used to evaluate the difference in emotional satisfaction.
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3.2. Analysis of Variance

As shown in Figure 4, the emotional scores of users were analyzed based on the four
design parameters and two derived axes (pleasurability and reliability). The ANOVA
results obtained for the four design parameters are presented in Appendix A.

Figure 4. Emotional factor scores obtained using ANOVA for different voice-based intelligent system design parameters.

Of the four design parameters, “response time to get to the next interaction” and
“pace of the answer” exhibited no difference between levels in terms of both pleasurability
and reliability. Among them, “pace of the answer” exhibited relatively high emotional
satisfaction with four syllables/s; however, statistically, there was no significant difference.
The “number of trials to get the right answer for a question” shows that both pleasurability
and reliability decrease as the number of trials increases. On the pleasurability axis, when
the question needs to be asked more than once, the satisfaction decreases significantly,
and there is a statistical difference. For reliability, it was observed that up to two trials,
the statistically significant difference did not decrease the satisfaction sufficiently, but
when three trials were conducted, satisfaction decreased significantly. The “sentence
structure of the answer” showed that the satisfaction in the pleasurability axis increased
significantly when detailed information was presented rather than a simple answer, and it
was confirmed that there exists a statistically significant difference. In the case of reliability,
because the emotions of “repeat the question and then answer” and “repeat the question
and then answer with a clear reference source” are similar, it is thought that the action that
informs the system that the user understands the intention of the user’s question is the key
to securing trust.

3.3. Classification of Emotional Satisfaction According to the Design Parameters

The ANOVA results proved that among the four hypotheses, H2 and H4 caused a
difference in emotional satisfaction. The results of the classification of user emotional
satisfaction for the final VIS obtained by integrating the proven “number of trials to get the
right answer for a question” (three levels) and “sentence structure of the answer” (three
levels) are shown in Figure 5.
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Figure 5. Classification map of emotional satisfaction.

In the graph, “number of trials to get the right answer for a question” can be distin-
guished by shape, and “sentence structure of the answer” can be identified by color. The
influence of these two parameters on each other was confirmed using ANOVA, and it was
confirmed that the two parameters independently influenced emotional satisfaction with
pleasurability (p = 0.749) and reliability (p = 0.808) axes. Furthermore, emotional satisfac-
tion was classified using Tukey analysis, and the pleasurability and reliability axes were
classified into three and four levels, respectively, as shown in Table 4.

Table 4. Emotional classification using Tukey analysis.

Pleasurability Reliability

Number of Trials Sentence Structure Avg Cluster Number of Trials Sentence Structure Avg Cluster

1 Trial Q + A + Ref 0.88 A 1 Trial Repeat Q + A 0.611 A
1 Trial Repeat Q + A 0.501 A B 1 Trial Q + A + Ref 0.561 A B
2 Trials Q + A + Ref 0.077 A B C 2 Trials Q + A + Ref 0.326 A B C
1 Trial Answer only 0.032 A B C 2 Trials Repeat Q + A 0.235 A B C D
2 Trials Repeat Q + A −0.035 B C 1 Trial Answer only −0.053 A B C D
3 Trials Q + A + Ref −0.111 B C 2 Trials Answer only −0.325 B C D
2 Trials Answer only −0.219 B C 3 Trials Q + A + Ref −0.358 B C D
3 Trials Repeat Q + A −0.349 B C 3 Trials Repeat Q + A −0.382 C D
3 Trials Answer only −0.776 C 3 Trials Answer only −0.615 D

Clusters that share texts have similar relationships. Both pleasure and confidence are
detailed concerning the answer and obtain high emotional satisfaction when the user un-
derstands it at once. In terms of pleasure, “2 Trials/Answer Only” has a lower satisfaction
than “3 Trials/Q + A + Ref”. Therefore, the “sentence structure of the answer” seems to
have a greater influence on the satisfaction of the pleasurability axis as compared to that
of the “number of trials”. In addition, in terms of reliability, “number of trials” is the key
to increasing the user’s voice recognition rate of the system to obtain reliability because
attempting three questions is the least satisfactory, regardless of the structure of the answer.

4. Discussion

4.1. Validity of the Kansei Engineering Approach

Identifying the user’s emotional satisfaction that occurs in the process of interacting
with an intelligent system is a very important point in designing high-quality HAII. In
particular, it is necessary to understand what kind of emotions are generated and develop
in a direction that can increase the satisfaction level of emotions. In this study, we con-
firmed the emotions generated by users in voice-based HAII using the Kansei engineering
approach. By quantitatively evaluating the emotions through 30 KWs, two representative
emotions were derived—“pleasurability” and “reliability”—and emotion classification
was conducted. Human emotions are mostly classified based on Ekman’s six basic human
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emotions (joy, sadness, anger, fear, disgust, and surprise) [33] or valence-arousal (posi-
tive/negative and active/passive, VA) [34]. This method is simple for setting emotion
standards; however, it may have the disadvantage of being limited in expressing the com-
plex emotions of human beings specifically. The Kansei engineering approach used in this
study can measure complex emotions because it is free to select any KW. In the case of
pleasurability, it is possible to confirm it as a basic emotion, but reliability is difficult to
confirm with basic emotions or the VA model. Several studies have been conducted to
evaluate satisfaction with a VIS in advance. Purington et al. [5] conducted a qualitative
evaluation of Amazon Echo, focusing on interaction satisfaction and personalization based
on user reviews. Pyae and Joelsson [35] qualitatively evaluated Google Home using a
survey on usability and user experience. Qualitative evaluation is difficult to express clearly
in expressing satisfaction in a way that draws conclusions through subjective evaluation
of experts based on individual opinions of users. In contrast, this study designed a VIS
using the WoZ method based on user requirements and implemented an environment in
which users can interact directly. The data were collected and evaluated using KWs, which
express the user’s emotions. This study can be seen as a more detailed study in that it goes
beyond the verification of the effect of the VIS on the user’s emotions, and identifies design
parameters of the system that affect the user’s emotions. Thus, it is believed that this study
is the first to quantitatively confirm the direct emotion of the user in the interaction. In
addition, our study can be viewed as more detailed in that it is possible to identify design
parameters that influence the user’s emotion among design parameters of the VIS and to
quantitatively grasp the degree of its influence. Through this, it was confirmed that the
Kansei engineering approach can derive the user’s detailed emotions in HAII and clearly
present the level that is suitable for use in evaluating the user’s emotional satisfaction.

4.2. User Emotion Classification According to Design Parameters

In this study, various styles of conversation based on four design parameters were
presented in dialog with the VIS, and the emotions felt toward the users were evaluated.
As a result of identifying the difference in emotion according to the level of the used design
parameters, a difference in emotional satisfaction was observed depending on the number
of trials and the sentence structure, and the response time and pace of the answer did
not significantly affect the user’s “pleasurability” and “reliability.” It can be seen that the
number of trials and the sentence structure are more sensitive to changes in the user’s
emotions than the response time and pace of the answer. The response time and pace of
the answer did not significantly affect emotion in this study, but since they are important
parameters that can be changed in real products, it is judged that additional research needs
to be conducted by diversifying the level of the parameters in order to confirm the change
in emotion. In contrast, it was confirmed that the two design parameters (number of
trials and sentence structure) that showed a statistically significant difference in emotional
satisfaction were classified into three levels of pleasurability and four levels of reliability.
Table 5 shows the structure of the level of satisfaction classification in an integrated manner
for pleasurability and reliability.

Table 5 shows that the user’s emotions can be subdivided according to the style
of conversation, rather than simply classifying satisfaction as high/low. As a result of
this study, the form of dialogue that belongs to the highest level of satisfaction in the
four levels of satisfaction classification was found to be one trial, when the question or
the reference was mentioned. However, in terms of pleasurability, the number of trials
was 1 and the reference was mentioned; in the case of reliability, the number of trials
was 1, and the satisfaction was highest in the form of mentioning the question. This
shows that there is a need to lead a conversation in a form tailored to a group that values
reliability more among users and a group that values pleasurability more. To overcome
this, the VIS must understand the characteristics of the user and secure a conversation
that considers the user, and finally, establish a customized interaction. In this study, the
possibility of classifying design parameters was secured, but an experiment was performed
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on 20 subjects that did not consider their characteristics. Therefore, among the variety of
styles of conversations classified into four levels of satisfaction, there is a limitation in that
it was not possible to identify the most suitable conversation type for individual users.
Personalization and customization need to be fully implemented in order to optimize user-
adaptive interactions, but there are still technical limitations. To overcome these limitations,
it is necessary to secure as many user characteristics (human factors) as possible, and
design accordingly. Moscato et al. described a novel music recommendation technique
based on the identification of personality traits, moods, and emotions [36], and a novel
recommender system that provides recommendations based on the interaction between
users and multimedia content [37]. Cárdenas et al. [6] conducted a study to derive the
human factors of a user that need to be considered when designing information systems for
autonomous vehicles. If the user’s human factors are structured, the VIS can be designed,
and personalized interaction according to the human factors is possible; it is then possible
to obtain a considerable level of personalization and customization. The limitations of this
study can be supplemented by conducting subsequent evaluation studies.

Table 5. Classification of emotional satisfaction of voice-based intelligent systems.

Level of Satisfaction Design Parameters

High Satisfaction 1 Trial, Repeat the question and then answer with a clear reference source
1 Trial, Repeat the question and then answer

Mid-High Satisfaction
1 Trial, answer only

2 Trials, Repeat the question and then answer with a clear reference source
2 Trials, Repeat the question and then answer

Mid-Low Satisfaction
2 Trials, answer only

3 Trials, Repeat the question and then answer with a clear reference source
3 Trials, Repeat the question and then answer

Low Satisfaction 3 Trials, answer only

4.3. Integration of Kansei Engineering Approach and Biosignals

In this study, evaluation was conducted through a questionnaire using the Kansei
engineering approach. The Kansei engineering approach has the advantage of being able
to identify various sensibilities and easy classifications. However, since the questionnaire
is conducted based on the perceived sensibility that occurs after the interaction, the truth
of the user’s emotional expression may be distorted. In addition, the evaluation method in
the form of a questionnaire has a major disadvantage in that it cannot be evaluated in real
time during HAII, which is an obstacle for constructing adaptive interaction in real time.
To overcome these disadvantages, efforts should be made to overcome the limitations of
the survey method presented in this study. In recent years, many studies using biosignals
or facial expressions have been conducted to evaluate emotions. Electroencephalography is
used to check real-time emotional changes [38], and it is possible to evaluate integrated emo-
tions using multiple biosignals, such as photoplethysmography or electrocardiograms [39].
However, because most studies do not have a standard for evaluating emotions using
biosignals, they display it using pictures or photos that can induce emotions, and infer the
emotion based on the changes in biosignals that occur accordingly [40,41]. It is believed
that in the future, it will be extremely important to collect real-time biodata in an interaction
situation and analyze the emotional changes in terms of “pleasurability” and “reliability”
using biosignals in this research environment. Therefore, in future research, a framework
that integrates biosignals and Kansei engineering data should be created to evaluate the
user’s emotional satisfaction, and the questionnaire data using the Kansei engineering
approach are used as supervised learning labels for biosignal data. It is expected that HAII
will be able to evaluate real-time user emotional satisfaction. This can lay an important
foundation for evaluating a user’s emotional satisfaction during interaction with various
intelligent systems, which can ensure user satisfaction when designing intelligent systems.
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5. Conclusions

In this study, the user satisfaction of HAII, which is different from the existing HCI,
was evaluated using a VIS. Among the design parameters constituting the VIS, parameters
for user emotional satisfaction were identified, and the degree of emotional classification
between the levels of design parameters was evaluated. In this process, it was confirmed
that the emotions generated in HAII were pleasure and trust. In addition, the validity of the
Kansei engineering approach was established. As a result of classifying emotions around
the two design parameters that affect satisfaction among the four design parameters, it was
proved that emotions can be classified by subdividing them into four levels of satisfaction.
Furthermore, future studies should evaluate the optimal form of dialog for a group of
subjects that considers human factors to establish personalization and customization, and
more varying design parameters defined in advance should be applied [42]. In addition,
we will conduct research integrating the Kansei engineering approach and biosignal data
to secure real-time data.

In this study, a method for evaluating emotional satisfaction was presented to imple-
ment a user-adaptive interaction. Our findings and future research can be applied to other
intelligent HCI applications that can utilize a VIS, such as autonomous cars and smart
homes, through changes in design parameters to be considered. Furthermore, our findings
can be extended to the evaluation of multimodal interaction using other senses, such as
vision and sensation.
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Appendix A. ANOVA Tables for Design Parameters

Table A1. One-way ANOVA for “Response time to get to the next interaction”.

Pleasurability

Source DF Adj SS Adj MS F-Value p-Value

Response time 3 1.373 0.458 0.45 0.715
Error 176 177.627 1.009
Total 179 179.000

Reliability

Source DF Adj SS Adj MS F-Value p-Value

Response time 3 1.068 0.356 0.35 0.788
Error 176 177.932 1.011
Total 179 179.000
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Table A2. One-way ANOVA for “Number of trials to get the right answer for a question”. **: p-value < 0.05.

Pleasurability

Source DF Adj SS Adj MS F-Value p-Value

Number of trials 2 23.72 11.859 13.52 0.000 **
Error 177 155.28 0.877
Total 179 179.000

Reliability

Source DF Adj SS Adj MS F-Value p-Value

Number of trials 2 20.96 10.482 11.74 0.000 **
Error 177 158.04 0.8929
Total 179 179.000

Table A3. One-way ANOVA for “Pace of the answer”.

Pleasurability

Source DF Adj SS Adj MS F-Value p-Value

Pace of the answer 2 1.793 0.897 0.9 0.41
Error 177 177.207 1.0012
Total 179 179.000

Reliability

Source DF Adj SS Adj MS F-Value p-Value

Pace of the answer 2 2.187 1.094 1.09 0.337
Error 177 176.813 0.999
Total 179 179.000

Table A4. One-way ANOVA for “Sentence structure of the answer”. **: p-value < 0.05.

Pleasurability

Source DF Adj SS Adj MS F-Value p-Value

Sentence structure 2 11.05 5.527 5.83 0.004 **
Error 177 167.95 0.949
Total 179 179.000

Reliability

Source DF Adj SS Adj MS F-Value p-Value

Sentence structure 2 9.884 4.942 5.17 0.007 **
Error 177 169.116 0.955
Total 179 179.000

Table A5. Two-way ANOVA for “Number of Trials and Sentence structure”. **: p-value < 0.05.

Pleasurability

Source DF Adj SS Adj MS F-Value p-Value

Number of trials 2 23.718 11.859 14.22 0.000 **
Sentence structure 2 11.055 5.527 6.63 0.002 **
Trials X Structure 4 1.608 0.402 0.048 0.749

Error 171 142.619 0.834
Total 179 179.000

Reliability

Source DF Adj SS Adj MS F-Value p-Value

Number of trials 2 20.964 10.482 12.21 0.000 **
Sentence structure 2 9.884 4.942 5.76 0.004 **
Trials X Structure 4 1.375 0.345 0.4 0.808

Error 171 146.777 0.858
Total 179 179.000
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Abstract: Recent research indicates there are different cognitive patterns and coping mechanisms
related to increased levels of Internet use and emotional distress in adolescents. This study aims
to investigate the relationship between coping mechanisms, dysfunctional negative emotions, and
Internet use. A total of 54 participants aged between 14 and 19 years old completed a questionnaire
containing several measures and demographics information. We measured participants’ coping
strategies, emotional distress, social and emotional loneliness, and their online behavior and Internet
addiction using self-report questionnaires. In order to identify the relation between the investigated
variables, we used correlation analysis and regression, and we tested one mediation model. The
results showed that maladaptive coping strategies and Internet use were significant predictors of
dysfunctional negative emotions. Moreover, passive wishful thinking, as a pattern of thinking, was
associated with anxious and depressed feelings. The relation between Internet use and dysfunctional
negative emotions was mediated by participants’ coping mechanisms. Therefore, we can conclude
that the level of negative feelings is associated with the coping strategies used while showing an
increased level of Internet addiction. Future studies should also consider different and multiple types
of measurement other than self-reports, especially related to Internet addiction.

Keywords: Internet addiction; dysfunctional emotions; coping strategies; emotional problems

1. Introduction

The Internet and the use of social networks are becoming important influences in the
lives of adolescents. More than 70% of adolescents use one or more social networks, and
92% of 13–14-year-old adolescents use the Internet daily, as reported by the Pew Research
Center [1]. Considering the growing importance of social networks in adolescents’ daily
lives, there is an increasing interest in the side effects of the use of these platforms. Several
studies have shown that the use of the Internet may affect adolescents’ well-being and
mental health. [2–4].

Internet addiction refers to the loss of control over Internet use [5] and can be linked to
serious emotional distress and socialization problems in everyday life [6,7]. Excessive use
of the Internet means, among other things, investing a lot of time and effort in being present
on social networks and neglecting basic needs, such as sleep, physical activity, food, or
hygiene [8]. Regarding the emotional problems that are associated with Internet addiction,
studies have found that anxiety and depression are among the most frequent issues among
adolescents [9–11]. There is a bidirectional relationship between internalizing problems
and Internet use; in other words, adolescents with negative dysfunctional emotions are
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more likely to find refuge in the virtual world, and on the other hand, increased use of the
Internet exacerbates negative dysfunctional emotions and loneliness over time. Internet
addiction functions similarly to substance addictions, with characteristics that include
withdrawal and loss of control [12,13].

When it comes to negative emotions that adolescents may experience, the binary
model of distress may explain how the qualitative differences between emotions can
dissociate between functional and dysfunctional emotions [14,15]. Contrary to the unitary
model of emotions [16], which states that dysfunctional negative emotions (e.g., anxiety)
differ from functional negative emotions (e.g., concern) only based on quantitative reasons,
the binary model assumes that dysfunctional emotions appear when irrational beliefs are
present, regardless of their intensity [17,18]. Moreover, dysfunctional negative emotions
are linked to action tendencies, such as acting in a way that leads to experiencing pain,
preventing their goals from being reached, and acting in the opposite direction of their
goals [19]. According to Lazarus’s transactional stress and coping model [20], the way in
which individuals may act in a stressful situation depends on their appraisal of the stressor
and their coping strategies. Therefore, in our study, we chose to look at both the adolescents’
coping strategies and their dysfunctional emotions. The coping strategies involve cognitive
and behavioral resources directed at eliminating or minimizing demands [20]. Usually,
there are two major ways of coping with stress: problem-focused coping, which is centered
on the management of the sources of stress, and emotion-focused coping, which deals more
with the regulation of stressful emotions [20].

Studies have shown that there are adaptive and less-adaptive coping strategies: the
first one can facilitate well-being and strong mental health, while the second one can impair
mental and physical health [21]. Task-oriented coping is associated with lower psychologi-
cal distress and less disruptive behaviors, whereas emotion-focused coping was found to
be linked with more emotional and behavioral problems. [22]. A recent study [23] that in-
vestigated 508 undergraduate students aged 18–24 years showed that less-adaptive coping
strategies were the main predictor of emotional problems, such as anxiety depression, and
stress. Another study that used a cross-sectional survey design recruited 326 participants to
examine coping styles and depressive mood in teenagers and found similar results, namely,
that symptoms such as sadness or unhappiness for an unspecific period of time can be pre-
dicted by avoidant coping strategies [24]. The relation between less-adaptive (maladaptive)
coping strategies and anxiety and depression symptoms has also been investigated in large
samples. For example, Meng et al. [25] enrolled 13,512 adolescents aged between 12 and
19 years and investigated how psychological mechanisms were linked to mental health
problems. Their results showed that coping mediated the relationship between life events
and mental health. Considering all of the above-mentioned evidence, we hypothesized
that coping styles could be strongly related to negative dysfunctional emotions, and we
decided to investigate their impact on adolescents’ mental health. We defined adaptive
coping strategies according to a revised version of Lazarus theory [24] as problem-focused
strategies, such as rational problem solving and seeking support and ventilation, and
maladaptive coping strategies based on avoidance, such as resigned distancing and passive
wishful thinking.

Adolescence is considered to be a period of great changes at many levels: social,
physical, psychological, moral, and spiritual [26]. This period is characterized by a struggle
to define their own selves in relation to the social world [27]. Considering the fact that
several studies have shown that social relations are associated with psychological well-
being [28,29] and that social isolation is associated with loneliness [30], there is a need for a
better understanding of how adolescents perceive their online social life.

Several studies have shown that there are some personality traits and temperamental
characteristics that make some individuals more prone to become Internet addicts [31,32].
Among the most investigated features are high impulsivity, low self-esteem, and increased
levels of shyness [33,34]. Additionally, recent literature suggests that we should also take
into consideration the type of device that adolescents are using when analyzing Internet
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addiction. Some researchers believe that the omnipresence and ubiquitous characteristics
of smartphones may be important components of addictions [35]. Moreover, given the fact
that Internet addiction is also associated with poor self-control [36] and that smartphones
have become an essential part of our daily activities, the risks of overusing the technology
are even higher. Therefore, we propose a theoretical model that researchers should consider
when investigating the impact of Internet use on the lives of adolescents. As shown in
Figure 1, the following components should be considered when investigating the impact of
Internet use on adolescents: Internet addiction with the two components dependency and
compulsive behavior, the type of coping mechanism (either adaptive or maladaptive), and
emotional distress involving both social and emotional loneliness and functional positive
or negative emotions vs. dysfunctional positive or negative emotions. All of the above-
mentioned components may impact an adolescent’s academic performance, well-being,
and social adaptation.

Figure 1. Proposed theoretical model.

In conclusion, adolescents are facing developmental challenges and issues regarding
their college lives and social lives. Because of these challenges, they sometimes seek social
support in social networks, and other times, they feel that they are ignored or neglected in
their online virtual social lives and feel anxious or depressed. Either way, the strategies that
they choose to use to cope with these challenges or social loneliness may affect their mental
health and well-being. Understanding these bidirectional relations, along with the major
factors that are related to adolescents’ emotional problems and negative dysfunctional
emotions, may lead us to relevant information that can be used by teachers, parents, and
mental health professionals to determine the most suitable mental health intervention
and prevention strategies. Therefore, this study has six major hypotheses: 1. There is a
positive relation between Internet addiction and dysfunctional negative emotions; 2. There
is a positive relation between negative dysfunctional emotions and maladaptive coping
strategies; 3. There is a positive relation between and social and emotional isolation and
coping strategies; 4. Internet addiction predicts increased levels of dysfunctional negative
emotions; 5. Maladaptive coping strategies predict dysfunctional negative emotions; and
6. Coping strategies mediate the relation between Internet addiction and dysfunctional
negative emotions. Although there are several studies that investigated the link between
psychological, social, and family factors and Internet Addiction, to our knowledge, there
are no studies that looked at this particular connection between dysfunctional negative
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emotions, coping strategies, and Internet addiction. The added value of this research work
lies in the fact that we analyze this relationship from a different point of view that considers
not only the valence of emotions but also the functionality of the emotions (function vs.
dysfunctional emotions) that adolescents experience in relation to the use of the Internet.
Our study also provides a complex theoretical model that is partly tested in this research
and that can represent a starting point for future studies in understanding the dynamics
between Internet addiction behaviors and psychological factors.

2. Materials and Methods

2.1. Participants

Fifty-four adolescents aged 14–19 years participated in this study. All of our partici-
pants were attending high schools in Romania, mainly in Transylvania, and 68.5% were
from urban areas and 31.5% were from rural areas. The mean age was 16.9 with a standard
deviation of 1.13. All participants completed the questionnaires online. Before answering
the questions from the standardized survey, they filled in some information regarding their
demographics, social network preferences, and devices.

2.2. Design and Procedure

In order to test our hypothesis, we used a correlational design and completed a
regression and mediation analysis. After gaining informed consent, the questionnaires
were completed using Google Forms and sent to one of the researchers of the study. The
subjects had the option to receive personalized psychological reports based on what they
had completed in the questionnaires regarding their online behavior, coping strategies,
functional and dysfunctional emotions, and emotional and social loneliness. The study was
carried out according to the law concerning the conduct of psychological studies, including
abidance by international ethical standards foreseen in the updated Helsinki Declaration
of Human Rights. We obtained the approval of the faculty ethics committee to conduct
the study under the code Research Ethical Approval/10 October 2019. Data were used
while respecting regulations regarding the subject’s privacy and identity protection, and
informed consent was obtained from each participant.

2.3. Instruments

The Internet Addiction Test [37] is a 20-item questionnaire that measures the characteris-
tics and the severity of online behaviors, such as dependency and compulsive behavior.
The questions also assess difficulties related to personal and social functioning that may
occur due to Internet use. The scale was created by adapting the DSM-IV criteria for
gambling pathology and uses a 6-point Likert scale, which ranges between “5 = always”
and “0 = not applicable” [31]. The instrument was translated into Romanian and adapted
for this particular research work by two independent psychologists. The Internet Addiction
Test has an acceptable psychometric indicator (Cronbach alpha = 0.72).

The Profile of Affective Distress [38] is a 39-item scale that measures functional and
dysfunctional negative emotions, such as anxiety, sadness, depression, or fear, and likewise
for positive emotions. The items are grouped into 7 subscales and are rated directly from
“1 = not at all” to “5 = very much”. The overall distress score is obtained by summing the
scores for the 26 directly rated negative items and the 13 reversely rated positive items.
The higher the score, the more distress the participant experiences. Aside from the global
score of distress, scores for all of the subscales can be calculated.

The Emotional/Social Loneliness Inventory [39] (Cronbach alpha = 0.86) scale was devel-
oped to measure both loneliness and isolation from a social and emotional perspective.
The instrument has 15 items distributed on 4 subscales: social loneliness (items 1–8, first
set of questions), emotional loneliness (items 1–8, the second set of questions), social iso-
lation (items 9–15, first set of questions), and emotional isolation (items 9–15, the second
set of questions). ESLI uses a 4-point Likert scale, which includes “3 = almost always
true”, “2 = often true”, “1 = sometimes true”, and “0 = almost never true”, and its items

104



Appl. Sci. 2021, 11, 1302

are grouped in pairs to highlight a person’s perception of a situation and how they feel
about it.

The Ways of Coping Questionnaire [40] is the original form of the instrument used in our
study and is a 68-item checklist covering a wide range of cognitive and behavioral coping
activities, but after a series of studies developed by distinct research groups produced
different results, the WCQ scale was reduced to 16 items. In our study, we used a revised
version of the instrument, which has 4 subscales that include adaptive and maladaptive
coping strategies such as rational problem solving, resigned distancing, seeking support
and ventilation, and passive wishful thinking [35]. The above-mentioned short version of
the questionnaire has good psychometric indicators (Cronbach Alpha = 0.62 for resigned
distancing and 0.70–0.74 for the other subscales), and it was used to measure regulation
strategies among both students and teachers in secondary education.

3. Results

3.1. Descriptive Analysis

When analyzing adolescents’ responses to the instruments applied, we found that the
majority of them had positive emotions (42%), and only 21% showed negative dysfunctional
emotions. However, we found that the mean of affective distress in our sample was 85.64,
which represents a high level of distress. Regarding the score of Internet Addiction, with
mean = 33.62, our sample indicated the presence of a mild level of Internet addiction.
Among the most frequently used coping strategies by our participants, we found that
rational problem solving was the most used, followed by resigned distancing and passive
wishful thinking. Table 1 presents the mean, standard deviation, and minimum and
maximum values of our sample.

Table 1. Means and standard deviations for the measured variables.

M SD Minimum Maximum

Internet Addiction Test (total
score) 33.629 15.313 4.00 70.00

Emotional/Social Loneliness
Inventory 23.463 18.282 0.00 70.00

Social Loneliness 6.78 5.05 0.00 21.00
Emotional Loneliness 6.50 6.04 0.00 22.00

Social Isolation 4.79 4.04 0.00 15.00
Emotional Isolation 5.39 5.12 0.00 18.00

Ways of Coping Questionnaire 30.388 8.605 0.00 46.00
Rational Problem Solving 8.42 2.71 0.00 12.00

Resigned Distancing 5.81 2.49 0.00 10.00
Seeking Support and Ventilation 8.07 3.29 0.00 12.00

Passive Wishful Thinking 8.07 3.12 0.00 12.00
The Profile of Affective Distress 85.648 26.53 46.00 163.00

Positive Emotions 41.98 13.372 15.00 64.00
Negative Dysfunctional

Emotions 21.83 10.58 14.00 60.00

Correlation analysis (* p < 0.05; ** p < 0.01).

Considering the high score that our participants had on the Internet Addiction Test,
we analyzed the way in which they spent their time on the Internet. Our findings showed
that 90% of the participants spent their time on social networks and listening to music.
The teenagers’ favorite devices included smartphones, laptops, and tablets, and when it
comes to favorite social networking sites, the applications that obtained the highest scores
among the subjects were Messenger, YouTube, WhatsApp, Instagram, and Facebook (see
Figure 2). Generally, the subjects reported less than an hour of activity on each social
network; nevertheless, some of them spent more than 6 h on the Internet (see Figure 3).
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Figure 2. Favorite apps and social networks.

Figure 3. Time spent on each social network.

3.2. Correlation Analysis

When analyzing the relationship between Internet addiction and dysfunctional neg-
ative emotions, we found a significant positive correlation between the two variables
(r(54) = 0.351, p < 0.001), meaning that if Internet dependence increased, dysfunctional
negative emotions also increased. We were interested to see which negative emotions
were associated with Internet dependence. Firstly, we looked at emotions that are linked
to depressed mood, and we found that Internet addiction was strongly correlated with
feeling grief (r(54) = 0.360, p < 0.001), hopeless (r(54) = 0.342, p < 0.05), useless (r(54) = 0.344,
p < 0.001), and desperate (r(54) = 0.332, p < 0.001) (see Table 2). Afterwards, we found that
there were emotions linked to anxious mood, which were also correlated with Internet
addiction, such as terrified (r(54) = 0.357, p < 0.001), frightened (r(54) = 0.287, p < 0.05), and
nervous (r(54) = 0.317, p < 0.05) (see Table 3).
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Table 2. Association between Internet dependency and the dysfunctional negative emotions desper-
ate, useless, hopeless, and grief.

1 2 3 4 5

Internet
Addiction

Test
1

Desperate 0.332 * 1
Useless 0.344 * 0.493 ** 1

Hopeless 0.342 * 0.638 ** 0.688 ** 1
Grief 0.360 ** 0.777 ** 0.599 ** 0.614 ** 1

Correlation analysis (* p < 0.05; ** p < 0.01).

Table 3. Association between Internet dependency and the dysfunctional negative emotions terrified,
frightened, and nervous.

1 2 3 4 5

Internet
Addiction

Test
1

Terrified 0.357 ** 1
Frightened 0.278 * 0.899 ** 1

Fearful 0.136 0.709 ** 0.707 ** 1
Nervous 0.317 * 0.350 ** 0.425 ** 0.317 * 1

Correlation analysis (* p < 0.05; ** p < 0.01).

3.2.1. The Association between Emotional Problems and Coping Strategies

When it comes to the association between social and emotional isolation and the
coping strategies that the participants used, we found that passive wishful thinking was
positively associated with social loneliness (r(54) = 0.526, p < 0.001), emotional loneliness,
(r(54) = 0.580, p < 0.001), social isolation (r(54) = 0.515, p < 0.001), and emotional isolation
(r(54) = 0.552, p < 0.001). This means that maladaptive coping strategies are associated with
emotional problems. Meanwhile, adaptive coping strategies are associated with reduced
emotional loneliness. For example, seeking support and ventilation negatively correlates
with emotional isolation (r(54) = −0.325, p < 0.05). Additionally, we found a strong
association between seeking support and ventilation and adaptive coping (r(54) = 0.357,
p < 0.001) (see Table 4).

Table 4. Association between coping strategies and social and emotional loneliness.

1 2 3 4 5 6 7 8

Social Loneliness 1
Emotional
Loneliness 0.801 ** 1

Social Isolation 0.662 ** 0.798 ** 1
Emotional
Isolation 0.525 ** 0.868 ** 0.825 ** 1

Rational Problem
Solving 0.195 0.168 0.109 0.160 1

Resigned
Distancing 0.052 −0.039 −0.160 −0.129 0.478 ** 1

Seeking Support
and Ventilation −0.173 −0.325 * −0.225 −0.227 0.478 ** 0.546 ** 1

Passive Wishful
Thinking 0.526 ** 0.580 ** 0.515 ** 0.552 ** 0.438 ** 0.315 ** 0.176 1

Correlation analysis (* p < 0.05; ** p < 0.01).
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3.2.2. Regression Analysis

In order to identify possible predictors of dysfunctional negative emotions, we con-
ducted a multiple regression. As a predictive analysis, multiple linear regression is used to
explain the relationship between one continuous dependent variable and two or more in-
dependent variables. We included the following variables in the regression model: Internet
addiction and coping strategies (according to Hypotheses 4 and 6). Among the four types
of coping strategies investigated, i.e., rational problem solving, resigned distancing, seek-
ing support and ventilation, and passive wishful thinking, only the last one represented
a significant predictor of negative dysfunctional thinking. The results of the regression
indicated that the model explained 45% of the variance and was a significant predictor
of dysfunctional negative emotions F(2,51) = 6.732, p < 0.05. Both the use of the Internet
in an addictive way (B = 2.734, SE = 1.162,003 β = 0.302, p < 0.05) and using an avoidant
coping strategy (B = 0.192, SE = 0.089, β = 0.277, p < 0.05) predicted negative dysfunctional
emotions (see Table 5).

Table 5. Multiple regression to predict dysfunctional negative emotions from Internet addiction and
passive wishful thinking.

Model 1 Model 2

B SE B β B SE B β

Constant 16.386 2.332 10.932 3.385
Passive
wishful
thinking

3.343 1.166 0.370 * 2.734 1.162 0.302 *

Internet addiction 0.192 0.089 0.277 *

p < 0.05; * p < 0.01; R2 = 0.457; ΔR2 = 0.209 (model 2).

3.3. Mediation Analysis

In order to identify possible mediators of the relation between Internet addiction and
dysfunctional negative emotions, we used a bootstrapping procedure for assessing indirect
effects; this approach is based on a methodology proposed by Preacher and Hayes [41].
This method was proven to be more reliable when compared either to Baron and Kenny’s
mediation procedure [42] or to Sobel test approach [43] because it is not dependent on
the sample size and it does not assume a normal sampling distribution of the indirect
effect [44]. In our study, we used the Preacher and Hayes mediation script for SPSS. We used
bootstrapping tests with 500 re-samples and calculated the bias-corrected and accelerated
confidence interval [45]. Mediation is considered to be present when the confidence interval
for the estimation of the indirect effect does not contain 0. Theoretically speaking, while a
mediation effect would imply a significant correlation between the independent variable
and the outcome (i.e., a significant total effect), an indirect effect is not based on this
assumption [46]. Our correlations suggest that a maladaptive coping strategy (passive
wishful thinking) is linked to both Internet addiction and dysfunctional negative emotions;
therefore, we conducted a mediation analysis with Internet addiction as an independent
variable, negative dysfunctional emotions as a dependent variable, and passive wishful
thinking as a mediator. The results revealed that passive wishful thinking (indirect effect
= 0.1069, 95% CI = 0.0321–1819) mediated the relation between Internet addiction and
dysfunctional negative emotions. The indirect effect diagrams are presented in Figure 4.
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Figure 4. Values are path coefficients representing unstandardized regression weights and standard errors. The paths
are represented as follows: a = independent variable to mediator; b = mediator of dependent variable; c = total effects of
independent variable on dependent variable; c’ = direct effect of independent variable on dependent variable.

4. Discussion and Conclusions

Considering the fact that Internet addiction is so high among adolescents, a fact that
was also proven in our sample, meaning that our results show that the adolescents who
participated in the study have a mild level of Internet addiction, there is a need for more
studies to highlight the consequences of this phenomenon. In our research, we looked at
not only the amount of time spent online but also how adolescents from Romania spent
their time online. Our findings suggest that the most preferred activity online among
youngsters (90.7%) is surfing on social networks, followed by listening to music online and
watching movies. The most used social networks are Messenger, WhatsApp, Instagram,
and Facebook. We also analyzed the amount of time that youngsters spend on their favorite
network, and we found that 55% of them spend less than 1 hour on Messenger and 25% of
them spend between 1 and 2 hours on Messenger. YouTube seems to be the online activity
that is most engaging: 33% of the participants answered that they spend between 3 and 4 h
per day on YouTube. After analyzing the online behaviors of our participants, we focused
on their emotions and coping mechanisms.

Regarding their emotional pattern, almost half of them (43%) declared that they have
positive emotions, such as happy, content, and joyful; this illustrates that the majority
of the participants can manage their emotional state and express functional negative
emotions. Only 21% of them showed dysfunctional negative emotions, of which the most
prevalent are anxious, depressed, hopeless, and desperate. Even if only a small number of
adolescents from our sample present this type of emotion, from our results, we found that
the affective distress level is pretty high compared to the general population. These results
are relevant considering the fact that there are studies showing that there is an association
between Internet addiction and mental disorders, such as depression or social anxiety [47].
Therefore, we can conclude that almost a quarter of our sample is at risk of developing
serious mental health problems, such as depression or anxiety.

Our findings suggest that there is an association between Internet addiction and
dysfunctional negative emotions, especially those emotions related to sadness and anxiety.
This was proven by the Pearson correlations developed in order to test our first hypothesis.
Considering the fact that the main activity online is being on social networks, we believe
that there are some particularities of online activity that need to be further investigated
in order to prevent the appearance of mental health problems. For example, 40% of the
participants in our study responded that their main activity on social networks is to share
their experience with their friends and chat about it. The contents of online stories need to
be further investigated in order to better reveal the source of the teenagers’ distress.
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When testing our second hypothesis, we found that the way in which adolescents
interpret reality or a social situation is associated with the way that they feel. Specifically, we
found that among the investigated coping strategies, passive wishful thinking is associated
with dysfunctional negative emotions. This type of coping refers to the fact that individuals
imagine different positive future scenarios and dream about them, but they do not act
in order to fulfill their dreams. Compared to rational problem solving, which is a more
adaptive means of coping whereby individuals take actions and prepare themselves for
the worst scenarios, previous research has shown that passive wishful thinking is more
associated with emotional distress [23–25]. Our fourth and fifth hypotheses investigated
this relation in terms of prediction. Therefore, we used a multiple regression model to
investigate whether coping strategies and Internet addiction predict dysfunctional negative
emotions. Our results show that both Internet addiction and one specific maladaptive
coping strategy (i.e., passive wishful thinking) predict emotional distress. This relation
was previously investigated in both typical and atypical populations, and similar results to
ours were found [48]. Internet addiction predicts negative emotions, but when we tested
our sixth hypothesis, we found that the coping style mediates the relation between Internet
addiction and emotional distress. Thus, even when adolescents from our group show a
mild level of Internet addiction, the appearance of dysfunctional emotions is mediated by
the way that they interpret the online behaviors of others and their own.

There are several important implications of our research; firstly, it is important to
know which are the most common activities of adolescents online and from which type of
applications and sites they get their information. Considering the fact that they use a lot
of applications that allow them to communicate in writing with their friends (Messenger,
WhatsApp), we suggest that mental health specialists involved in school programs focus
more on written assertive communication and social skills when using online platforms.
On the other hand, children should also benefit from classes regarding how to select and
interpret the information that is posted on social networks. Secondly, our findings show
that there is a connection between Internet use and emotional distress; even though there
are also other relevant factors that may influence the level of distress in adolescents, parents,
teachers, and mental health specialists should pay more attention to their online behavior.
Depression and anxiety symptoms may influence their academic performances and quality
of life, and therefore, we should be aware and consider all the factors that may contribute
to an increased level of emotional distress. Thirdly, even though depressed mood and
anxiety symptoms may be linked to Internet use, we found in our research that the way
that adolescents interpret the situation mediates the relation between the two. Therefore,
task-oriented coping strategies seem to be more effective in reducing emotional distress,
whereas emotion-focused coping strategies are less effective. Passive wishful thinking—as
a coping strategy—may also be linked to the content that adolescents access online; for
example, they watch other friends’ posts, activities, and achievements, without having real
information about the necessary steps in order to achieve certain goals. Proactivity and
reappraisal strategies could be part of their educational programs and also be considered
as alternatives to annual evaluation systems.

Although our results are in line with the findings of other researchers [23–25] who
showed that there is a link between coping strategies and negative emotions, the use of
the Internet and its consequences add an interesting view of this relation. More specifi-
cally, when analyzing the types of maladaptive coping strategies, we found that passive
wishful thinking is highly correlated with dysfunctional negative emotions, meaning that
adolescents imagine different positive future scenarios and dream about them, but they do
not act in order to fulfill their dreams, and this can increase their anxiety and depressive
mood. However, there are also studies that claim [35] that the possible negative impact of
technology overuse on our daily activities could be less significant than our current level of
concern regarding these issues.

There are a few limitations that need to be considered when interpreting the results of
our research. Our measurements do not cover all of the possible factors that may influence
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the level of emotional distress, such as irrational beliefs, family background, personality
traits, etc. Moreover, even the collected information regarding Internet use and emotional
distress must be interpreted with caution because it reflects the opinions of the participants
(self-report). More objective measures and information from different sources should be
included in future studies, such as direct observation, daily motorizing, and interviews
with parents, teachers, and friends.

Through our findings, we only partially validated the proposed theoretical model,
mainly because we did not include instruments that measure well-being, academic perfor-
mance, or social adaptation in our study. These variables represent important features that
can be linked to Internet addiction and emotional distress. Future studies should involve
measurements such as well-being, social adaptation, and academic performance for a better
understanding of the phenomena of Internet cognitive factors and Internet use and should
also use a larger sample of adolescents. Furthermore, it may be interesting to analyze the
way that their online behavior and coping strategies change during development, i.e., at
different ages in adolescence.
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18. Opriş, D.; Macavei, B. The distinction between functional and dysfunctional negative emotions; An empirical analysis. J. Cogn.

Behav. Psychother. 2005, 5, 181–195.
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Abstract: This paper presents the proposal of a method to recognize emotional states through EEG
analysis. The novelty of this work lies in its feature improvement strategy, based on multiclass genetic
programming with multidimensional populations (M3GP), which builds features by implementing
an evolutionary technique that selects, combines, deletes, and constructs the most suitable features
to ease the classification process of the learning method. In this way, the problem data can be mapped
into a more favorable search space that best defines each class. After implementing the M3GP,
the results showed an increment of 14.76% in the recognition rate without changing any settings
in the learning method. The tests were performed on a biometric EEG dataset (BED), designed
to evoke emotions and record the cerebral cortex’s electrical response; this dataset implements a low
cost device to collect the EEG signals, allowing greater viability for the application of the results.
The proposed methodology achieves a mean classification rate of 92.1%, and simplifies the feature
management process by increasing the separability of the spectral features.

Keywords: EEG; emotion; neural networks; M3GP; BED; Emotiv; multiclass; deep learning

1. Introduction

Machine Learning and EEG

The development of techniques that facilitate human behavior analysis has been pro-
gressed notably in the last decade, which has driven the development of machine learning
tools and signal processing technology that can perform complex analyses of our environ-
ments. This has led to a diversification of analysis techniques and even the development
of hardware to analyze our environmental signals, such as intelligent voice assistants
and wearable devices that can give a detailed follow-up of our vital signs. Similarly, this
development has allowed certain fields, such as the analysis of electroencephalography
(EEG) signals, to also notably develop in areas that have previously been restricted by costs
and technological limitations.

EEG signal analysis is a non-invasive technique that is widely used to analyze brain
activity. Traditionally, the analysis of these signals has focused on the diagnosis and moni-
toring of medical conditions [1]. However, the interest in this signal has diversified, and
machine learning (ML) has played a significant role in EEG signal processing and analysis
because it has allowed the development of analysis techniques that successfully perform
recognition and classification tasks. Promising results have been achieved in fields as varied
as the analysis of mental illness, object manipulation, and cognitive processes [2–6].

A central aspect for the study of EEG signals is the premise of obtaining information
directly from the cognitive processes of a person and implementing ML to process traits that
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allow us to identify, analyze, associate, and even control these processes through cognitive
responses [3,7,8]. When analyzing the EEG signals, it is expected that the data are closely
related to the phenomenon and cannot be manipulated. However, it is also a technique
that is highly susceptible to experimental noise, so signal processing methodologies need
to be carefully established.

The novelty of our proposal lies in applying the ML tool M3GP to the conversion of
the search space through selecting, combining, deleting, and constructing the most suitable
features to ease the classification process of the learning method. This process allows us
to improve the classification stage without changing the architectures, which are often
obtained through extensive processes.

The literature shows that the community has proposed diverse EEG data processing
architectures; some use large and complex neural networks since their features require it [9]
and others argue that low complexity architectures could handle the problem but use distinct
spectral feature extractions [10,11]. The proposed methodology enables the improvement of the
recognition rate for this type of analysis without changing the topology.

Several techniques have been developed for signal processing and feature selection,
which have been traditionally based on spectral components [12], since they reduce the com-
putational load for ML processes [11]. Recent literature suggests that automatic feature
selection can be achieved using ML algorithms, thereby reducing the signal processing
stage and allowing an ML strategy to choose the best-fit features [13,14]. This proposal
is based on implementing MP3G to transform and select the most suitable features by
considering a spectral stage instead of performing a greedy search.

This work focuses on the BED dataset [15], which was developed to evoke and register
emotional stimuli using low cost devices that can help to generalize the results of this type
of research and also proposes precise experimentation strategies and performs a rigorous
signal treatment process. State-of-the-art (SOA) works, as reported in [16], have demon-
strated the viability and importance of implementing new and accessible methodologies
that seek the greater applicability of this type of research.

2. Materials and Methods

2.1. Emotions in Machine Learning

Russell’s arousal and valence levels [17] are used to measure how positive and intense
an emotion is. This model subdivides the emotional responses into high arousal–high
valence (HAHV), high arousal–low valence (HALV), low arousal–low valence (LALV), and
low arousal–high valence (LAHV), as can be seen in Figure 1. We used this four subdivision
model to create the classes our the ML process.

Figure 1. Emotion distribution and classes distribution based on the Russell circumplex model.
This structure allowed us to carry out a multiclass classification scheme.
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2.2. Dataset

This work used the BED, which is a dataset that is specialized for the analysis of emo-
tional states. Although there are other datasets available, such as DEAP or SEED [18,19],
BED was conceived and designed with the specific purpose of studying the brain’s re-
sponse to an emotional stimulus; it is also a novel dataset that demonstrates an extensive
and well-designed experimental process. In addition, BED was developed using low cost
signal acquisition equipment, specifically the Emotiv EPOC+ [20] headband, which allows
the experimental process to have a greater applicability.

The BED implements a methodology of evoking emotional responses through audio-
visual stimuli followed by an arousal and valence analysis. The dataset contains metadata
that allow for the association of the expected responses from each stimulus. Even more
important is that it reports the experience of the user: each experiment is associated with
a survey that records the actual level of arousal and valence experienced by the users
(scored on the scale 0–4). We relied on the responses provided by the users to associate
each experiment to one of the Russell model classes, as shown in Figure 2. In this way,
since we were working according to the user responses, we were able to ensure that we
were working with the appropriate information.
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Figure 2. The responses from the research subjects were distributed according to an arousal and
valence scale. Higher diameter circles indicate the higher sample frequency of a class.

The dataset contains 21 healthy participants (18 male and 3 female), aged between
23 and 47 years old. The dataset emphasizes that it was created with the specific purpose
of evoking emotions using Visual Evoked Potentials (VEP). The experiment implements
a prolonged rest period to mitigate against the fatigue or satiety of the participants by
dividing the experimental sessions into two days.

Emotiv EPOC+ is a low cost wireless headset that records EEG signals using 16 contact
sensors at 256 Hz. BED considers the 14 channels that are closely aligned with the modified
combinatorial nomenclature (MCN) of the 10–20 system (AF3, F7, F3, FC5, T7, P7, O1,
O2, P8, T8, FC6, F4, F8, and AF4) and the M1 and M2 mastoid locations are used as
the references. Using this device was one of the main aspects of this analysis exercise
since it is a portable device and a viable alternative to much more expensive equipment.
The computational resources and software implemented in the development of this project
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are: Python Scikit Learn libraries, Python 3.7.6, NumPy 1.18.5, Pillow 8.3.1, imutils 0.5.4,
TensorFlow GPU 1.15.0, keras 2.2.4, matplotlib 3.1.1, SciPy 1.2.0., Intel i7 (4th gen), 3.6 GHz,
16 RAM, and Nvidia GeForce 1080.

2.3. Feature Extraction

This work implemented two feature selection strategies. First, we used a configuration
similar to that presented in [15] to obtain our reference by using the features already
contained in the dataset. Second, we implemented a feature selection and transformation
through a genetic programming (GP) [21] algorithm called M3GP [22], which helped us
to improve the recognition rate.

Spectral Features Arrangement

This work uses 518,154 spectral features contained in the dataset (mel-frequency cep-
stral (MFCC), autoregression reflection coefficients (ARRC), and spectral features (SPEC))
distributed into four categories, as presented in Figure 2. Recent advances have proven
that artificial intelligence (AI) and ML have numerous applications in all engineering fields
for processing and analyzing signals [23–25].

2.4. Feature Transformation by M3GP

M3GP is an ML tool based on genetic programming that improves the search space
in terms of locally maximizing the distance between classes and thus, increasing the per-
formance of the classification and recognition algorithms. Our method used a variant
of tree-based GP called multidimensional multiclass GP with multidimensional populations
(M3GP) [22], which is a wrapper approach for supervised classification and regression [26].
M3GP enables a transformation of the form k from Rp → Rd into p, d ∈ N using a special
tree representation (see Figure 3), in essence mapping the p input features of the problem
to a new feature space of size d. Afterward, M3GP applies the Mahalanobis distance classi-
fier [27] to measure the quality of each transformation based on classification accuracy. In
other words, M3GP is a wrapper-based GP classifier for multiclass problems that performs
a feature treatment of the input data, thereby obtaining new data features with which
the classification method can achieve better results.

Figure 3. The special tree with d dimensions stemming from the root node.

The evolutionary process of M3GP enables the transformation of the input feature
space, such that the transformed data of each class can be grouped into a single cluster, as in
Figure 4. To achieve this, M3GP uses a tree representation that allows it to perform
the mapping k : Rp → Rd. The representation is the same as in regular tree-based GP,
except that the root node of the tree exists only to define the number of dimensions d of the
new space. Each branch stemming directly from the root performs the mapping in one
of the d dimensions (see Figure 3). The initial population can start with a single feature;
to search for simpler and smaller transformations, the increase in features occurs through
the genetic operators.

As with any evolutionary algorithm, M3GP involves a population that may contain
individual features of several different dimensions, as shown in Figure 5. M3GP includes
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special genetic operators that can add or remove dimensions. It is assumed that the selection
process is sufficient to discard the individuals with the least useful dimensions (also referred
to as "features") whilst maintaining the best dimensions within the population.

−2

−1

0

1

x 10
9

−16 −14 −12 −10 −8 −6 −4 −2

x 10
5

−3

−2.5

−2

−1.5

−1

−0.5

0

0.5

x 10
6

Z

YX

(a) Low accuracy

−3 −2.5 −2 −1.5 −1 −0.5 0
15

20

25

30
140

150

160

170

180

190

200

210

220

 

 

Z

Y
X

(b) Good accuracy

Figure 4. An example of a transformation produced by M3GP for a problem with three
classes. On the left are the original data with a low classification accuracy Figure 4a.
On the right are the same data transformed into a space where the resulting classifica-
tion achieves a very good accuracy Figure 4b. The large circles represent the centroids
of each class and each data point is marked by a different symbol depending on the class
(i.e., dot, cross, small circle).

Figure 5. M3GP starts with (but is not limited to) a population of one-dimensional transformations.
Through mutation (Figure 6b,c), the search can evolve into a multi-dimensional population.

2.4.1. Initial Population

M3GP starts the search with a random population where all features have only one
dimension, see Figure 5. This ensures that the evolutionary search begins by looking
for simple one-dimensional solutions before moving on to higher dimension solutions,
which could also be more complex. If the problem has a high number of features, it is
recommended to start with more features. For the experiments presented in this work,
the number of starting dimensions was 10.

2.4.2. Mutation

During the breeding phase, whenever mutation is the chosen genetic operator, one
of three actions is performed with equal probability: (1) standard sub-tree mutation,
where a new randomly created tree replaces a randomly chosen branch of the parent

119



Appl. Sci. 2022, 12, 2527

(excluding the root node); (2) adding a new randomly created tree as a new branch of the
root node, effectively adding one dimension to the parent tree; and (3) randomly removing
a complete branch of the root node, effectively removing one dimension from the parent tree
(see Figure 6).

(a) Standard sub-tree (b) Add dimension (c) Remove dimension

Figure 6. The three possible mutation types in M3GP standard sub-tree, add dimensions and
remove dimensions.

In M3GP, mutation is the only way of adding dimensions. Therefore, it has a probability
of 0.5 of guaranteeing a proper search for the best number of dimensions. Previous results have
shown that this high mutation probability (compared to most GP algorithms) works best with
M3GP [22].

2.4.3. Crossover

Whenever crossover is chosen, one of two actions is performed with equal probability:
(1) standard sub-tree crossover, where a random node is chosen from each of the parents
and the respective branches are swapped (excluding the root node); (2) the swapping of di-
mensions, where a randomly selected complete branch of the root node is chosen from each
parent and swapped, effectively swapping how the input data are transformed into a new
feature dimension. The second event is just a variant of the first, where the crossing nodes
are guaranteed to belong to the root node (see Figure 7).

(a) Standard sub-tree crossover

(b) Crossover of dimensions
Figure 7. The two possible crossover types in M3GP, standard sub-tree and dimensional.

2.4.4. Pruning

Mutation, as described above, allows M3GP to easily add dimensions to the evolved
solutions. However, some dimensions may degrade the individual’s fitness and so, they
need to be removed. Mutation can also remove dimensions but it does so randomly and is
blind to fitness, as described above. We removed the detrimental dimensions by pruning
the best individual after the breeding phase to maintain the simplicity and stochasticity of
the genetic operators.

The pruning procedure removes the first dimension and re-evaluates the tree. If the fit-
ness improves, the pruned tree replaces the original and moves on to the pruning of the
next dimension. Otherwise, the pruned tree is discarded and the original tree moves on to
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the pruning of the next dimension. The procedure stops after pruning the last dimension.
Pruning applied to the whole population has a higher computational cost but controls
the growth of dimensions; nevertheless, to offset the computational cost, we only pruned
the best solution found in the population for each generation.

2.4.5. Elitism

This criterion ensures the survival of the individuals from one generation to the next.
M3GP does not allow the best individual of any generation to be lost and always copies
it to the next generation. Let us recall that this individual is highly optimized because
it went through the pruning process. Another elitist criterion occurs when two solu-
tions have the same accuracy: only the smallest is conserved, thereby simplifying the
transformation tree.

3. Neural Network Configuration

The implemented deep learning (DL) topology and configuration was extracted from
the experimental process in [11], which determined that this kind of low-complexity
neural network achieves an excellent performance without increasing the computational
burden. The topology can be observed in Figure 8 and Table 1. The network uses the one-
dimensional convolutional structure to perform a depthwise convolution that acts sepa-
rately on the channels, followed by a pointwise convolution that mixes the channels [28].
The four emotional states define the four classes, as in the emotions model (see Figure 1).
Also, this work considers ReLU, Tanh, and logistics functions to observe performance
variations and demonstrate how they are affected by the change in traits. The proposed
methodology uses the same topology but distinct features composition in the training pro-
cess as can be observed in Figure 9. This allowed us to observe whether we could improve
the classification rate by using the same topology with distinct feature configurations.

Figure 8. The EEG neural network architecture. The basis for this configuration is presented in [11,28].
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Figure 9. The integration of DL into the recognition process. The DL architecture was trained with
spectral coefficients and features created by M3GP.

Table 1. The experimentation parameters considered in our DL architecture.

Parameters Configuration

Train/Test 70/30
Validation 10-Fold

Alpha value 0.0002
Maximum iterations 200

Functions ReLU, Tanh, and Logistic
Output layer Softmax

4. Results

We performed tests with various neural network configurations, using ReLU, Tanh,
and logistic functions, to demonstrate the performance improvement when implementing
the M3GP. The performance of the network before M3GP is shown in Table 2, where it can
be observed that the classification accuracy was around 65.9% for the cases of the ReLU and
Tanh functions. In contrast, the logistic function achieved an inferior performance, which
was expected since it does not usually perform well on non-binary systems. However, it
was in our interest to show the impact of M3GP on the grouping of the elements.

The improvements achieved in the classification rates can be seen in Table 3. It can be
seen that the ReLU and Tanh functions had an improvement of 26% and 20.8%, respectively,
and each class classification improvement is represented in Figures 10 and 11. The logistic
function showed a decrease in the recognition rate since it considers a binary scenario,
which M3GP makes less feasible; this can be better appreciated in Figure 12. The best
training and testing cross-validations for the ReLU function can be observed in Figure 13
and the training confusion matrix values can be observed in Figure 14.

Table 2. The best results before the M3GP transformation of the dataset.

Function AUC CA F1 Precision

ReLU 0.880 0.650 0.651 0.661 ± 0.021

Tanh 0.880 0.655 0.655 0.657 ± 0.027

Logistic 0.748 0.478 0.477 0.482 ± 0.011

Table 3. the best results after the M3GP transformation of the dataset.

Function AUC CA F1 Precision

ReLU 0.991 0.920 0.920 0.921 ± 0.008

Tanh 0.972 0.859 0.859 0.865 ± 0.012

Logistic 0.692 0.457 0.425 0.457 ± 0.180
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Figure 10. Classification results with ReLU: on the left-hand side is the classification without
treatment; on the right-hand side is the classification with the M3GP transformation.

Figure 11. Classification results with Tanh: on the left-hand side is the classification without treatment;
on the right-hand side is the classification with the M3GP transformation.

Figure 12. Classification results with Logistic (Log): on the left-hand side is the classification without
treatment; on the right-hand side is the classification with the M3GP transformation.
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Figure 13. Training and testing validations scores for the DL after M3GP (ReLU function).

Figure 14. The confusion matrix of the training stages of the reported results obtained after the M3GP
transformation for different neural networks (Relu, Tanh and Logistic).

4.1. Standalone M3GP

The main reason for using M3GP was not to obtain a classifier with superior results
to the SOA algorithms, but to obtain a feature transformation that could improve the results
obtained by the SOA algorithms.

M3GP was run with the settings shown in Table 4 with the spectral feature (MFCC,
ARRC, and SPEC) arrangement of the BED dataset. The best results, presented in Table 5,
were not significantly different from the SOA methods shown in Table 6. There are many
reasons for the low performance of well-known algorithms (e.g., the number of features
is too high, there are not enough samples, there is an unbalanced dataset) and when
considering all possibilities, users may be tempted to apply some form of data treatment,
but not letting the evolutionary process use all available data can affect the performance
of the evolutionary algorithms by removing the possibility of letting the natural selection
process find the ideal treatment.
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Table 4. M3GP setup settings.

Runs 10
Population Size 500 individuals

Generations 100 generations
Initial Dimension 10 dimensions

Initialization 6-depth full initialization [21]
Data 70% Training −30% Tests

Operator Probabilities Crossover pc = 0.5, Mutation pμ = 0.5

Function Set
+(plus),−(minus),×(times),÷ protected as in [21], sine,

cosine, exponential, logarithm (abs), power2, power3, square
root (positive), tangent (tan), hyperbolic tangent (tanh)

Terminal Set Ephemeral random constants [0, 1]
Bloat Control 17-depth limit [21]

Selection Lexicographic tournament [29] of size 5
Elitism Keep best individual

Table 5. The accuracy obtained by M3GP, the number of root node features of the best solution found
in each dataset, and the original features of each set.

M3GP MFCC ARRC SPEC

Train 94.4 59.9 46.3

Test 39.1 39.6 40

Root Node Features 63 23 13

Original Features 168 168 224

Table 6. Performance comparisons between SOA techniques reported in [30]. Similar EEG-based
works have reported an overall recognition rate of 82.9%.

Classifier Average Performance

Neural Network [31–33] 85.80%
Support Vector Machine [34–36] 77.80%
K-Nearest Neighbor [33,37,38] 88.94%
Multi-layer Perceptron [38–40] 78.16%

Bayes [41–43] 69.62%
Extreme Learning Machine [41] 87.10%

K-Means [43] 78.06%
Linear Discriminant Analysis [42] 71.30%

Gaussian Process [44] 71.30%

Table 7. The percentage of classification improvement.

Fuction AUC % CA % F1 % Precision %

ReLU 11.1 27 26.9 26

Tanh 9.2 20.4 20.4 20.8

Logistic −5.6 −2.1 −5.2 −2.5

To improve on the performance of the SOA methods, we used the features generated
by M3GP in Figure 15. This kind of transfer learning was used in [45] with success and
the best training transformation found in M3GP was used to transform the dataset into
a new one (M3GP tree in Section 4.2), considering that these new features contain more
information to simplify the learning process of the SOA methods. The chosen dataset was
MFCC, with a matrix of 1481 × 168 becoming a matrix of 1481 × 63 through the M3GP
transformation. The improved result is shown in Table 3.
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Figure 15. The setup flow: M3GP produces a data transformation tree and the neural network runs
with the new data in Rd.

4.2. Transformation Tree

Root node(X23, X24, times(X139,X85), X147, X116, X6, X80, X118, X42, X67, X2, X167,
times(X161,tanh(tanh(X130))), X56, X122, X158, X74, X111, X109, X121, X154, X75, X84,
X19, X43, X149, X12, X139, X102, X96, X36, X112, X28, X45, X33, X29, plus(X152,X21), X166,
X27, X31, X15, X159, X38, squareroot(X86), X34, X89, X126, X65, X161, X82, X123, X151,
X136, X156, X103, X168, X162, X51, X57, X87, X155, X132, sine(X30)). Note that each X is
an original feature of the BED MFCC dataset.

5. Discussion

The implementation of M3GP in the feature generation stage and the pattern recog-
nition stage through deep learning allowed us to obtain competitive results. We carried
out a similar test to that reported in [15] but implementing an architecture that we had
previously tested in other benchmarks [12,28]. These results were still not significant com-
pared to the SOA algorithms, although we obtained similar results to the original study (see
Table 6). However, the results of maintaining the same architecture and changing the fea-
ture selection stage via a transformation of features using M3GP improved to the results
obtained in [15] by 20.9% and even exceeded some of the SOA methods.

M3GP has shown competitive results in different benchmarks [22,26,46], especially
regarding multiclass problems; but in this case, it was not able to obtain competitive
results with EEG from the BED dataset. It also showed a high overfitting problem in the
best solution found for the MFCC data. However, this experiment was not wasteful
since, based on the results obtained in [45], M3GP feature transformations can still be used
as feature optimizers by transferring the knowledge obtained from the evolutionary process
to the transformation of features. The effect of the feature can be seen in Table 7.

An interesting result was the overfitting problem when using the Mahalanobis classi-
fier being so high, as observed in Table 5. No other classifiers show any signs of overfit-
ting when working with the transformed dataset, which makes the overfitting problem
data independent.

6. Conclusions

A central aspect of the study of mental states through EEG signals is that it does not
leave a clear marker on which to focus, unlike certain diseases, such as epilepsy. This
means that we often cannot clearly define whether a stimulus exists or not when it begins
or ends and which part of the signal is liked to the stimuli. By implementing M3GP, we
presupposed that we could accentuate the differences between the behavior of the sig-
nals. As shown, once the spectral coefficients of the signals have been extracted, they are
processed to increase the distance between them and facilitate the classification process.

This proposal reduced the complexity of the recognition process by reducing features
through an evolutionary process that selects those features that best define each of the classes.
Traditionally, this analysis process extracts the spectral features of the signals to carry out
the pattern search process. However, these features could be linked to diverse phenomena that
are inherent to the signals, such as artefact noise, or various physiological phenomena, such
as closing eyes, or cognitive processes that are simply not associated with the experimental
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process. M3GP allowed us, through a selection process, to obtain only those individuals that best
fit the description of each of the classes and thus, allowed us to improve the classification rate.

Another essential aspect of this work is the implementation of the BED dataset, which
was conceived and built to study users’ emotional reactions. BED explores the use of low
cost devices in a formal study, thereby promoting and establishing some basis for applica-
bility in less controlled environments.

Our future work will based on integrating the feature selection process into the network
architecture configuration, i.e., implementing the neat GP concept in the generalization and
optimization of network operation [9,47]. To our knowledge, DL has shown outstanding
performances when working with EEG signals; however, the community continues to propose
architectures that can efficiently solve this type of problem. We hypothesize that we can
establish the criteria for the network features and topology when implementing an evolutionary
strategy. Another proposal for future work that is linked to this model lies in implementing GP
as an AutoML methodology, with the premise that GP could be used to autonomously select
features and DL topology (currently, this process is performed through digital signal processing
by extracting spectral coefficients).
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Abstract: Data privacy is a major concern when accessing and processing sensitive medical data.
A promising approach among privacy-preserving techniques is homomorphic encryption (HE),
which allows for computations to be performed on encrypted data. Currently, HE still faces practical
limitations related to high computational complexity, noise accumulation, and sole applicability the
at bit or small integer values level. We propose herein an encoding method that enables typical
HE schemes to operate on real-valued numbers of arbitrary precision and size. The approach is
evaluated on two real-world scenarios relying on EEG signals: seizure detection and prediction
of predisposition to alcoholism. A supervised machine learning-based approach is formulated,
and training is performed using a direct (non-iterative) fitting method that requires a fixed and
deterministic number of steps. Experiments on synthetic data of varying size and complexity are
performed to determine the impact on runtime and error accumulation. The computational time for
training the models increases but remains manageable, while the inference time remains in the order
of milliseconds. The prediction performance of the models operating on encoded and encrypted data
is comparable to that of standard models operating on plaintext data.

Keywords: privacy-preserving computations; homomorphic encryption; machine learning;
EEG signals

1. Introduction

In recent years, artificial intelligence (AI) algorithms have shown great potential in
several fields, including healthcare. Allowing for customized diagnosis, treatment planning
and disease prevention, AI has demonstrated its ability to deliver personalized medicine [1].
However, to obtain a satisfactory performance, a significant amount of data needs to be
collected, stored and processed. While achieving promising results in patient-specific
medical applications, accessing sensitive data for training AI models requires proper
anonymization [2]. Even at the inference phase, when an already trained AI model is
employed, privacy should not be compromised. Moreover, regulations regarding personal
data confidentiality (e.g., GDPR in the EU, HIPAA in the U.S.A.) emphasize the need for
developing more effective privacy-preserving techniques.

Therefore, over the last few years, the development of privacy-preserving techniques
that allow for machine learning-based analysis to be performed on encrypted data has
received increasing interest. Techniques such as secure multiparty computation (SMPC),
differential privacy and homomorphic encryption have shown great potential to be adopted
in machine-learning applications, but each of them comes with limitations. Mohassel and
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Zhang [3] were the first who attempted to train a neural network using SMPC for data
privacy, but the usability of this method is limited due to the high computational cost.
Although differential privacy is less complex from the computational point of view, it
implies a trade-off between precision and privacy that can be managed through a proper
noise injection mechanism. This technique was used in machine-learning applications [4–6]
and has achieved promising results. Homomorphic encryption, allowing for mathematical
operations on encrypted data without revealing its underlying information, represents a
promising privacy-preserving method to be combined with machine-learning techniques.
An early work that uses an HE cryptosystem together with neural networks was introduced
in [7], requiring communication between the server and the data owner. This interaction
is eliminated in CryptoNets [8], but the YASHE [9] encryption scheme does not support
real numbers. To address limitations regarding model complexity, CryptoDL [10] uses
low-degree polynomials to approximate nonlinear functions. On the other hand, using
approximated activation functions lowers the prediction accuracy of the models. Moreover,
as a result of a higher number of operations and a longer runtime, none of the above-
described solutions covers the training phase of the models on encrypted data.

All these approaches prove that the integration of HE schemes in real-world AI ap-
plications is a difficult task, as there are still important limitations. For example, the BFV
scheme [11], also employed in the SEAL homomorphic encryption library [12], introduces
noise over plaintext values, reducing thus the number of possible consecutive operations,
and does not allow for the encryption of rational numbers. To overcome this last limitation,
SEAL uses a particularity of the CKKS [13] scheme that affects the computational preci-
sion. Although noise-free HE schemes also exist, most are only partially homomorphic,
supporting only certain operations, e.g., Paillier [14], ElGamal [15] or AHEE [15], allowing
for noise-free addition and multiplication on small integers.

While for most HE schemes, the plaintext domain is restricted to integers, medical data
typically rely on rational numbers. Lacking the possibility of encrypting rational numbers
hinders the utility of an HE scheme. Thus, a major challenge is the extension of HE schemes
to enable computations with real-valued numbers. To achieve this, multiple encoding
methods that extend existing encryption schemes have been proposed. An adaptation
of the BFV scheme is introduced in [16], which allows for real number encryption, and
prevents the underlying message to rapidly increase during computations. In this case, it
is not the message that is encrypted, but a polynomial encoding of it, as presented in [17].
Thus, polynomial coefficients are the digits of the message m in a certain base b. For real
values, the integer part is encoded using positive powers of b, and the rational part uses
negative powers of the base. After adding the degree of the polynomial modulus, all
polynomial exponents become positive. Another approach for modifying the BFV scheme
to render it usable for real values is presented in [18]. Similar to the previous approach,
in [19] an encoding method based on a binary system is proposed. An encoding technique
that enables the use of the Paillier cryptosystem and its homomorphic properties with
rational numbers is introduced in [20], where a real value is written as a fraction of two
integers. The restrictions of this method stem from certain conditions imposed on the
numerator and denominator: they are bounded by a predefined domain and require an
additional step of decryption and approximation with smaller values, to ensure that values
remain between the imposed bounds. In [21], real numbers are expressed in a 32-bit binary
representation, with sign (1 bit), exponent (8 bit) and mantissa (23 bit), which are then
encrypted with HE schemes allowing for bit-wise operations. Similar work was performed
by Jaschke and Armknecht [22,23] where an in-depth evaluation of multiple encoding
methods was conducted, and a method for choosing the appropriate encoding scheme and
parameters for specific use-cases is also described.

Another significant difficulty in performing machine learning using homomorphically
encrypted data is that such models require an evaluation of non-linear activation functions
and iterative gradient-based optimization methods. An option that was also considered
in other similar scenarios (e.g., CryptoNets library [8]) is to approximate the non-linear
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activation functions with low-degree polynomials. If the approximated activation functions
are used with a classical neural network, the function of the entire model can be reduced to
a polynomial function containing different combinations of input features with different
exponents. Under this assumption, the model-fitting process can be performed using
direct analytical methods, rather than iterative gradient-based methods, which allows for
model training in a fixed and deterministic number of steps. This provides control over
the number of arithmetic operations performed on encrypted data, and over the choice of
encryption parameters (e.g., encryption key size). Additionally, because there is no need for
performing a comparison between a loss value and a threshold, this approach is suitable
for being integrated with existing HE schemes.

The main purpose of this study is to enable machine-learning algorithms to operate
directly on encrypted data, employing homomorphic encryption. This way, original data
are never distributed, as they are initially encrypted and all subsequent operations are
directly performed on the encrypted data, without revealing any information about the
underlying data. Thus, we are proposing a method that overcomes certain limitations
of the HE schemes. Specifically, we are proposing an encoding scheme that enables HE
computations to be performed on rational numbers (considering that, typically, only the
addition and multiplication of integers are supported), along with a numerical optimization
approach that allows for model training in a fixed and deterministic number of steps, an
important property in the HE context. Once the model is trained, the goal is to perform
real-time inference on new encrypted data.

To evaluate the feasibility of the proposed method for healthcare applications, we
consider two use cases: epileptic seizure recognition and alcoholism predisposition de-
tection, based on EEG recordings. Both use cases are based on publicly available data
and are formulated as binary classification problems. Experiments were performed with
the proposed method (on encrypted data) but also with classic machine learning meth-
ods (on plaintext data) to demonstrate that the prediction performance is similar. Since
collecting EEG information for training a model or sending the EEG data to the model
owner for the inference phase raises concerns about patient privacy, several studies were
conducted regarding EEG signal encryption. Lin et al. [24] and Ahmad et al. [25] proposed
a chaos-based EEG encryption system. Since the purpose is to secure EEG information
while being stored or transmitted over an insecure channel, the encryption method does
not allow for arithmetic operations. Liu et al. [26] used a feed-forward neural network
where the activation function is approximated with a linear function to solve an EEG-based
classification problem. The training step was performed using plaintext data, while the
encryption was employed only during the inference phase. The EEG signals were en-
crypted using the Paillier algorithm, which only supports addition operations. To allow
for the usage of decimals, an encoding method based on scaling was used. The input
data was preprocessed by selecting 44 out of the 64 electrode channels, which have the
highest Pearson correlation coefficient. Through a performance comparison with other
studies in which other classifiers are used, the authors demonstrated that their approach
represents the state of the art (90.17% accuracy). However, some differences between the
non-privacy-preserving and the privacy-preserving versions of the method were reported.

The paper is structured as follows. Section 2 presents the encoding method, the
algorithms, the data pre-processing, along with a description of the use cases. Section 3
details the evaluation of the method performed on synthetic data, and the results obtained
for the two real use cases. The last section includes a discussion, further development ideas
and conclusions.

2. Methods

2.1. Encoding Scheme

Although integrating homomorphic encryption schemes with encoding methods
addresses some of the impediments that hinder their real-world utility, there are still
difficulties to be considered for obtaining an efficient encoding technique. As HE schemes
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are already complex, and encrypted operations require a higher computational cost than
their plaintext equivalent, adding a new layer of encoding increases the complexity even
more. Furthermore, expressing a value as a sequence of numbers leads to a ciphertext
of growing size, as every number from the sequence is translated to its encrypted form.
For example, when considering a polynomial representation, the multiplication of two
encoded values results in an increased number of terms and polynomials with a higher
order. As the number of operations increases, the increasing dimension is more difficult to
handle, and performing computations becomes more time-consuming.

As discussed in the introduction, encoding based on a polynomial representation is
a common technique used to allow for real number encryption. Our approach is to use a
polynomial representation of a number, based on negative powers of 10. Since the focus
lies on enabling the encryption of real numbers, we deal with the integer and the rational
part separately. Let us consider A ∈ R, a real number represented as A = a0, a1a2. . .an.
All digits of the integer part, denoted by a0, are encoded in the first coefficient of the
polynomial, corresponding to 10 to the power of 0. The rational part is handled differently,
by multiplying each digit with a negative power of 10, according to their position in the
initial number. Adding these partial products, as in Equation (1), we obtain the encoding
of a real value that consists of a sequence of small integers.

A = a0100 + a110−1 + a210−2 + . . . + an10−n (1)

The n value denotes the number of decimals that are taken into account in this encoded
representation and can be set, depending on the required precision for a certain application.
To allow for the encryption of negative numbers, our proposed approach consists of
replacing each coefficient of the polynomial with a difference, as in Equation (2).

A = (a0 − b0)100 + (a1 − b1)10−1 + (a2 − b2)10−2 + . . . + (an − bn)10−n (2)

If A is a negative number, then terms denoted by a0, a1, . . . , an are equal to zero and
the underlying information is stored in the b0, b1, . . . , bn terms, while preserving the sign
of the number. From this point onward, referring to a polynomial coefficient designates a
difference, such as (ai − bi).

For instance, let us consider A = −13.8701, which can be encoded as follows:

−13.8701 = (0 − 13)100 + (0 − 8)10−1 + (0 − 7)10−2 + (0 − 1)10−4 (3)

We notice in this example that null decimals are ignored, simplifying the representation
and allowing for an increase in precision. If, for a certain application, we have n = 5, the
encoding takes into account only non-zero decimals, storing in the encoded representation
more information from the original number. Using this method, it is possible to encode
both positive and negative real numbers, with as many decimals as required, and then
encrypt each coefficient by applying an HE scheme.

The operations that can be performed on numbers encoded as previously explained
are addition, subtraction and multiplication. As shown next, homomorphic properties with
respect to these operations are preserved by this encoding technique since they are based
on polynomial calculus.

We consider two real numbers A1 and A2, with their corresponding generic encoded
representations as follows:

A1 = (a0 − b0)100 + (a1 − b1)10−1 + . . . + (an − bn)10−n

A2 = (c0 − d0)100 + (c1 − d1)10−1 + . . . + (cn − dn)10−n
(4)

Addition is performed by adding the corresponding coefficients as in (5), while
subtraction consists of adding the opposite of the subtrahend that is computed, as in (6).

A1 + A2 = (a0 + c0 − (b0 + d0))100 + . . . + (an + cn − (bn + dn))10−n (5)
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−A2 = (d0 − c0)100 + (d1−1)10−1 + . . . + (dn − cn)10−n (6)

To compute A1 A2, we multiply each coefficient of the first factor with all coefficients
of the second factor and group them after the corresponding powers. This may lead to an
increase in the number of coefficients. Hence, the implementation of each operation allows
for selecting a different number of decimals (n) to be stored in the result.

As can be noticed in (1), the entire integer part of a rational number is stored in a single
coefficient. Of course, the same value can be represented symmetrically by distributing
individual digits between different positive powers of 10, but since most of the machine
learning-based techniques make use of data normalization, all input numbers are sub-
unitary. Hence, adding more coefficients to the polynomial representation only to encode a
zero value leads to an avoidable computational overhead.

In combination with this encoding method, it is possible to use any HE scheme that
is homomorphic for addition and multiplication, as these are the only two operations
performed on ciphertexts during the encoded computations. Moreover, if a specific scheme
enables scalar multiplication, the encoding method can also preserve this property, where
a scalar could be, in this context, any integer that is neither encoded nor encrypted, or any
encoded (but not encrypted) real value.

As explained above, the encoding step transforms the input rational number in a
sequence of integers representing coefficients of a polynomial function. In the following
experiments, each of these coefficients is encrypted using the HE scheme proposed in [27].
The resulting ciphertext is also a sequence of integers. This scheme allows for homomorphic
addition and multiplication, and it also supports scalar multiplication. The encoding
method does not affect the homomorphic properties of the ciphertext. Specifically, in [27],
the encryption algorithm is described by Equation (7):

Ep(x) = smod((x + sign(x) · rand() · p), n) (7)

where x is the message (the coefficient) to be encrypted, p is a large prime number, and n is
the product between p and another large prime number. The smod operation is described in
Equation (8), mod is the common modulo operation, rand yields a random positive integer,
and the sign function provides the sign of x.

smod(m, p) =

{
mod(m, p), m � 0.
−(mod(|m|, p)), m < 0.

(8)

An example of a ciphertext obtained by encrypting the coefficients from the Equation (3)
with this HE scheme, using a 32-bit key (for a simpler visualization), is represented in
Equation (9).

−13.8701 = (19214182057 − 24703948372)100 + (8234649453 − 19214182065)10−1

+(13724415755 − 8234649460)10−2 + (5489766302 − 10979532605)10−4
(9)

For the experiments using encoded and encrypted data from the two real use-cases,
the encoding precision parameter is set equal to 35, and a 256-bit encryption key is used.

2.2. Optimization Formulation

Numerical optimization is typically performed using gradient-based iterative methods
that converge in an unknown number of steps. Unfortunately, such formulations are
difficult to apply on homomorphically encrypted data because they require an unknown
(and typically large) number of operations, there are often nonlinear functions involved,
and they require a comparison operation for evaluating the convergence. As most HE
schemes are homomorphic only for addition and multiplication, they do not allow for
division and do not support nonlinear function evaluation. The comparison between
encrypted values is another operation that cannot be performed [28].
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To bypass these requirements, we are proposing a solution inspired by previous work,
where non-linear functions are approximated with low degree polynomials. Specifically,
when performing such approximations, the resulting model turns into a polynomial func-
tion. If the loss function to be minimized is also analytically differentiable, the entire
optimization problem is convex and can be solved analytically.

Let X be a N by M matrix containing the input data where each row xi is a data sample
and y is a column vector of size N containing the output values.

Following the idea of encoding or encrypting the numbers into a polynomial form as
suggested in [9,12,18], we assume that the model function to be optimized can be reduced
to a multivariate polynomial function as in Equation (10):

P(x) =
Nt

∑
i=0

ai pi(x), (10)

where pi(x) is a monomial term combining components of x at different powers, e.g.,
x1x2, x2

1x2, x2
1x3

2 etc., a = [a1, a2, . . ., aNt ] are the model parameters, and Nt is the number
of terms. As discussed in [3], to determine the model parameters, a cost function must
be defined and optimized. Thus, we assume that the objective is to minimize the sum of
squares, described by Equation (11):

C(a) =
N

∑
i=0

(P(xi)− yi)
2, (11)

With respect to the inputs xi, C(a) is a highly nonlinear function. However, with
respect to the parameters, a is a quadratic function where the minimum can be computed
directly by solving the normal equation of the over-determined linear system Pa = y. The
already derived, widely known and used Equation (12) is employed for this purpose:

a =
(

PT P
)−1

PTy, (12)

where P is a N by the Nt matrix containing the numerical values obtained when evaluating
each polynomial feature pi(x), i ∈ [1, Nt] for each data sample xi, i ∈ [1, N].

Although all the steps above require only algebraic operations, since the proposed
encoding scheme does not allow for the division of two numbers, we cannot completely
compute

(
PT P

)−1 in the encoded–encrypted form. Therefore, we only compute the dot
products PT P and PTy in the encrypted form and then perform the remaining operations
after decryption. This is a notable limitation that prevents the model fitting process to be
performed completely on encrypted data. However, typically, the number of data samples
N is much larger than the number of model parameters Nt; therefore, the dot product
PT P results in a small matrix Nt by Nt, while PTy results in a vector of size Nt. Since the
input data are significantly regressed by these operations, decrypting does not expose the
original data.

Referring to overfitting issues, they typically appear when the model is too complex.
In our case, if the number of polynomial terms is not too large, the model does not attempt
to learn or explain the random error or noise present in the data. Furthermore, overfitting
can be addressed by using larger training datasets: the more samples are used for training,
the more difficult it is for the model to learn the error or noise. Thus, according to [29], the
number of samples should be at least 10–15 for each term in the model to avoid overfitting.
In our use cases, this condition is met in all experiments, as the number of samples exceeds
the required threshold (e.g., 9200 training samples for 80 features in the seizure detection
use case).

For those experiments where EEG signals are used in the unencrypted form, we
also applied SVM methods, as they previously delivered state-of-the-art results in studies
employing EEG information [30,31]. Specifically, we used nuSVR from the scikit-learn
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library [32] on plaintext data and compared the results with the performance obtained by
applying polynomial regression on both plaintext and encrypted data. We performed a
grid search for the parameters of the SVM classifier (nu, which controls the number of
support vectors, and the penalty parameter C) to determine their optimal values. The
parameters obtained are reported in the Results section.

The matrix multiplication operation was parallelized to reduced the computational
time (using the Python multiprocessing package [33]). The elements of the resulting matrix
were computed by distributing the corresponding rows and columns of the input matrices
across multiple processes. All experiments were run on a machine equipped with an Intel
Core i7 CPU running at 4.2 GHz and 32 GB RAM.

2.3. Use Case 1—Seizure Detection

The objective in this use case is to determine if an epileptic seizure activity occurred
during an EEG recording. An input sample contains a sequence of real numbers repre-
senting an EEG signal, which can stem from surface recordings from healthy individuals
(with their eyes closed or open) or intracranial recordings from epilepsy patients (during
the seizure-free interval or epileptic seizures) from different brain areas. A 128-channel
amplifier system was used to record all EEG signals [34].

The original dataset [34] contains 500 files, each of them corresponding to 23.6 s of EEG
recording of one individual, at a sampling rate of 173.61 Hz. Each file represents a single-
channel EEG segment that was selected from continuous multichannel EEG recordings.
Each time sequence contains 4097 EEG values equally sampled in time. We used a restruc-
tured version of this dataset from [35], where every recording was split into 23 chunks
corresponding to 1 s of recording, consisting of 178 data points each. The resulting dataset
contains 11,500 samples. The models were evaluated using five-fold cross-validation: the
dataset was divided into five folds, each with 2300 samples, which led to 9200 training
samples and 2300 testing samples for each experiment. A ground truth label is associated
with each EEG recording: 1—epileptic seizure activity, 2—tumor area, 3—healthy brain
area of a patient with an identified tumor, 4—the patient had their eyes closed during
recording, and 5—the patient had their eyes open during recording.

We have formulated a binary classification problem by considering that all recordings
labeled as 2, 3, 4 or 5 indicate the absence of an epileptic seizure (ground truth label 0), while
ground truth label 1 indicates the presence of an epileptic seizure. The resulting dataset
is imbalanced since only 20% of the recordings have a class label of 1 (epileptic seizure
recorded). As our experiments employ a linear model, the class imbalance is handled by
setting the threshold used to discretize the output, closer to 0. Hence, all samples with
an output value greater than 0.1 are classified as class 1. Input data are normalized in the
range [−1, 1].

Because in the use case described above all the features of an input sample represent a
time sequence, the original signal of each entry was downsampled through interpolation
to reduce the complexity of the problem. We used one-dimensional linear interpolation
(numpy.interp [36]). Normalized cross-correlation (NCC) was computed between the initial
and the resampled signal to evaluate the impact of the interpolation operation. Thus, a
trade-off was performed between the model complexity and loss of information, and we
chose to use the resampled signal with the minimum number of data points and with an
NCC value greater than 0.95. This condition led to 40 data points for the downsampled
signal (Figure 1).
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Figure 1. NCC values for different versions of downsampled EEG signals.

Considering the restructured version of the dataset, where 178 points correspond to
1 s of the recording, and the downsampled signal (40 points for 1 s), the frequency was
reduced from 178 Hz to 40 Hz. A comparison between the original EEG signal and some
downsampled versions is displayed in Figure 2.
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Figure 2. Comparison between the downsampled and the original EEG signals.

2.4. Use Case 2—Predisposition to Alcoholism

Another use case where EEG signals provide valuable information is the analysis of
the predisposition to alcoholism, based on the differences between the frequency bands of
alcoholic and non-alcoholic individuals [37]. We used a dataset created by Henri Begleiter
(Neurodynamics Laboratory, State University of New York Health Center, Brooklyn), made
available at [35]. The data were collected during a study evaluating the correlation between
EEG signals and genetic predisposition to alcoholism. The signals were measured by 64
electrodes scanned at 256 Hz (3.9 ms epoch) for 1 s. The sensors were placed on the subjects’
scalps according to the International 10–20 standard. The subjects were exposed to one
stimulus (S1) or two stimuli (S1 and S2) represented by pictures from the Snodgrass and
Vanderwart picture set [38]. The two stimuli were shown in a matched condition (S1 was
identical to S2) or in a non-matched condition (S1 differed from S2).

The original dataset is split into two folders—train and test—each of them containing
10 runs for 10 alcoholic and 10 nonalcoholic subjects. The folders consist of trails files
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with the following columns: trial number, sensor position, sample number, sensor value,
subject identifier, matching, channel number, name, and time. In a single trial run, a
patient provides 256 samples for each of the 64 electrodes. The pre-processed training
dataset contains 153,600 samples of 64 features corresponding to the 64 electrodes; the
corresponding ground truth labels are 0 if the subject is non-alcoholic and 1 if the subject is
alcoholic. The pre-processed testing dataset also contains 153,600 samples of 64 features
and the ground truth label. The input data are normalized in the range [−1, 1].

3. Results

3.1. Synthetic Data

To test and evaluate the applicability and limitations of the proposed method, we
performed multiple experiments on synthetic, randomly generated data, which were then
encrypted with the scheme proposed in [27], as described in Section 2.1. All the experiments
were simultaneously performed on plaintext (unencrypted) data and on the encrypted
equivalent to ensure that the same result was obtained. The experiments consisted of
performing a multivariate linear regression with different data sizes. Specifically, we gener-
ated a matrix X containing random data samples in the [0, 1] interval, and a corresponding
random output vector y. We then computed the regression coefficients as described in
Section 2.2.

We analyzed the following metrics as a function of data size: run time, the magni-
tude of the resulting values, and the number of arithmetic operations performed. The
magnitudes of the values and the number of operations are of crucial importance in the
HE context. More specifically, the chosen HE scheme (and the vast majority of other HE
schemes) only operates on a fixed range of integer values. Performing operations on
encrypted (and therefore unknown) values can result in values becoming too large, thus
exiting the valid range. Therefore, it is imperative that the magnitude of values encoun-
tered throughout the computations can be determined beforehand. Clearly, this cannot
be generally determined. However, in this synthetic setup, where the magnitude range
of the input values and the total number of operations is known, such an analysis can be
performed.

To study the impact of the number of features, we fixed the number of samples
(500 samples) and varied the number of features between 2 and 102. To study the influence
of the number of samples, we varied it from 15 to 19,915 while maintaining the number of
features fixed (two features). For consistency reasons, during this analysis, the precision
parameter (i.e., number of terms in the polynomial representation) was set to 20, and a
256-bit encryption key was considered.

Figure 3 displays the values of the chosen metrics as a function of the data size. An
increasing number of features has an exponential impact on both the number of operations
and on the ciphertext size, while an increasing number of samples appears to affect these
metrics linearly. The same applies when analyzing the computational time. A similar
conclusion can also be drawn for the maximum magnitude of the polynomial coefficients
obtained as a result. Although the computational time is significantly increased, the
proposed approach is able to handle data sizes of real-world proportions.
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Figure 3. Impact of input data size on the total number of arithmetic operations (left), total runtime
(mid) and maximum value (right). The total number of data samples was varied while keeping
the number of features fixed (top) and the number of input features was varied while keeping the
number of samples fixed (bottom).

To analyze the prediction error, we computed the mean absolute error and the root-
mean-square error for all experiments, where the error is defined as the difference between
the outputs obtained, using plaintext and ciphertext values. The error was close to zero
(in double precision). On the other hand, as this encoding method allows for a choice
of the precision parameter, a large value of the error might indicate that this parameter
is too small for a certain application. A randomly generated dataset with 1000 samples
and 5 features was used for all experiments synthesized in Figure 4. To determine the
dependence between the number of terms in the polynomial encoding (the precision
parameter), the numerical error and the execution time, respectively, the same experiment
was run multiple times, varying the precision parameter from 1 to 30. Figure 4 displays
the trade-off between the accuracy and computational time: an increase in the number of
terms used for the encoding leads to a significant decrease in error, but with a cost in terms
of the computational time.

0 10 20 30
Precision parameter

10−13

10−9

10−5

10−1

M
A
E

0 10 20 30
Precision parameter

0

25

50

75

100

T
im

e
(s
ec
on

d
s)

Figure 4. Dependence between the number of terms in the polynomial encoding, the numerical error
and the execution time, respectively.

3.2. Use Case 1—Seizure Detection

We ran multiple experiments for the seizure detection use case, relying on different
input data configurations:

• Using all 178 initial data points in each sample as input.
• Using all 178 initial data points in each sample and the 178 corresponding quadratic

terms (356 features overall).
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• Using a downsampled version of each sample. The number of data points was
gradually reduced from 178, and the mean NCC over the entire dataset was computed
for each downsampled version. We selected the downsampled version with the
smallest number of data points for which the average NCC was still larger than 0.95.
The selected downsampled version had 40 features (instead of the initial 178) and
the corresponding quadratic terms were added, leading to a total of 80 features per
sample. Figure 1 displays the variation of the mean NCC as a function of the number
of samples. Figure 2 displays, for one signal, the original sample and the resampled
sample for different numbers of data points.

For all three input data configurations, the experiments were first conducted using
the plaintext data: both a multivariate polynomial regression and an SVM model were
evaluated, using five-fold cross-validation. The optimal values of the SVM parameters
were determined by performing a grid search. For this use case, the best results were
obtained for ν = 0.3 and C = 1. Thus, by setting ν = 0.3, we considered that, at most, 30%
of the training samples are allowed to be wrongly classified and at least 30% of them act as
support vectors.

Table 1 displays the classification metrics aggregated over all five folds: accuracy,
sensitivity, specificity, positive predictive value, negative predicted value. For each of the
five folds, the metrics were computed only on the testing subset. While the SVM model is
largely independent of the input data configuration, the performance of the polynomial
regression model increases significantly both when adding the quadratic terms and when
reducing the number of data points per sample (increase in performance stems mainly
from an increase in sensitivity). After analyzing the performance obtained using SVM,
before and after downsampling the signal, we conclude that this pre-processing step does
not influence the classification process. For the last input data configuration (80 features)
the polynomial regression model was also trained on ciphertext values, considering the
encoding precision parameter equal to 35 and a 256-bit encryption key. The results were
identical down to double precision when compared to the plaintext experiment. When
choosing the precision parameter for this use case, the synthetic date results were taken into
account. As the quadratic resampled dataset has a larger number of features (80 compared
to 5) and training samples (9200 compared to 1000), to ensure no loss in performance, the
precision parameter was chosen to be equal to 35, which is larger than the values used in
the synthetic data experiments displayed in Figure 4.

Table 1. Performance comparison when using different input data configurations in the EEG-based
seizure detection use case.

Initial Data
178 Features

Quadratic Data
356 Features

Resampled Data
80 Features

PR SVM PR SVM PR Plaintext PR Ciphertext SVM

Accuracy 80.59 95.78 89.22 95.86 92.26 92.26 95.85
Sensitivity 34.25 98.82 84.40 98.60 86.56 86.56 98.70
Specificity 92.17 95.02 90.43 95.17 93.68 93.68 95.14

PPV 52.46 83.23 68.81 83.62 77.44 77.44 83.54
NPV 84.86 99.69 95.86 99.63 95.54 95.54 99.65

In terms of computational time, a comparison between the plaintext and ciphertext
polynomial regression experiments is displayed in Table 2. For both training and inference,
the time increases for the encrypted version. However, the inference time remains in the
order of milliseconds. For the parallelized version, four processes were employed.
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Table 2. Training and inference runtime comparison between plaintext and ciphertext implementation
versions for the seizure detection use case.

Plaintext Ciphertext Ciphertext Parallelized

Training runtime/fold 0.0119 s 23.60 h 7.05 h
Inference runtime/sample 1.73 × 10−6 s 0.012 s

Considering the scenario where the model is used only on ciphertext data, without
any previous analysis regarding its performance, we chose the precision parameter to
be large enough (35 powers) to ensure zero loss in accuracy. This led indeed to the
same results as those obtained on plaintext data, but the runtime was significantly larger.
To determine the influence of choosing a lower precision parameter, we ran multiple
experiments and analyzed the computational time and performance loss. As displayed in
Table 3, the runtime can be drastically improved by choosing a smaller number of terms
for the encoding step, but after a certain threshold is exceeded (21 powers for this use case),
the performance decreases.

Table 3. Influence of the precision parameter on the loss of accuracy and on the computational time
for the EEG-based seizure detection use case.

Precision Parameter (Number of Terms)

35 32 29 26 23 21 20

Loss in accuracy 0 0 0 0 0 0 1.66
Runtime/fold (hours) 7.05 6.02 4.69 3.89 2.97 2.41 2.16

3.3. Use Case 2—Predisposition to Alcoholism

The evaluation of the second use case was performed on the pre-processed testing
dataset. When designing the experiment, we started from the fact that the dataset consists
of 153,600 samples of 64 features corresponding to the 64 electrodes, and the ground truth
labels. Moreover, we also took into account that the computational time required for an
experiment on the ciphertext data increases considerably once the number of samples
becomes larger than 10,000. Thus, as the purpose of this paper is not to find a state-of-the-
art model, a balanced subset of 10,000 samples from the training dataset was considered
for our experiments.

We have designed the following plaintext experiments:

• E1— The machine learning models were trained on the original dataset (153,600 sam-
ples and 64 features).

• E2— The machine learning models were trained on 10,000 balanced samples. The
number of features was unchanged: 64. This is the baseline experiment to be con-
ducted also on the ciphertext data (E1 cannot be run on ciphertext since the number
of samples is too large).

• E3— The machine learning models were trained on the entire dataset (153,600 samples)
and all polynomial combinations of features with degrees less than or equal to 2 were
considered, leading to a total of 2145 features. The idea is to determine whether
increasing the model complexity leads to better performance. Due to the large number
of features, it is not feasible to run this experiment on ciphertext data.

• E4— The machine learning models were trained on 10,000 balanced samples with
128 features (the original 64 and their quadratic terms). Considering the computational
overhead introduced by the encoding and encryption steps, E4 represents a suitable
trade-off solution.

For the plaintext experiments, we also used the SVM approach. The parameters
of the SVM classifier that lead to the best performance were obtained through a grid
search (ν = 0.5 and C = 1). In Table 4, we display the classification results for samples
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representing individual time points, recorded by the 64 electrodes at a given moment. All
reported metrics were computed using only the testing dataset. The columns represent
the results of the experiments described above, where the input was normalized in the
range [−1, 1]. Because in E4, only some of the polynomial combinations of features
are used (the original and quadratic features) and the training is performed on only the
10,000 samples subset from E2, the accuracy is increased when compared to E1 (original
dataset), and the computational cost is significantly reduced compared to E3. While adding
the quadratic terms improves the performance of the polynomial regression algorithm, the
SVM algorithm leads to similar performance for E2 and E4.

For the results in Table 5, a voting scheme is applied to determine a single prediction
per patient (alcoholic or non-alcoholic): the outputs of all samples corresponding to a
patient (which form a time series) are used as input to the voting scheme, where each
sample has the same weight.

In Table 6, we display the runtime for both inference and training. As in the first use
case, the runtime increases when processing encrypted data, but it still remains reasonably
small for the inference step. For the same reasons stated in Section 3.2, a similar analysis
regarding the influence of the precision parameter was performed also in this use case.
The same decreasing tendency in the runtime can be noticed in Table 7, but the minimum
number of terms required for zero loss in performance is smaller than in the previous use
case. Although the number of operations is larger, the initial precision of the training data
is also reflected in the encoding precision.

Table 4. Performance comparison when using different input data configurations in the EEG-based
predisposition to alcoholism detection use case.

E1

(153,600, 64)
E2

(10,000, 64)
E3

(153,600, 2145)
E4

(10,000, 128)

PR SVM PR SVM PR SVM
PR

Plain Text
PR

Ciphertext
SVM

Accuracy 57.34 87.46 57.27 79.33 83.92 84.27 68.52 68.52 79.08
Sensitivity 57.26 89.06 61.20 80.15 83.81 83.97 68.45 68.45 79.22
Specificity 57.43 85.86 53.35 78.51 84.03 84.57 68.59 68.59 78.94

PPV 57.35 86.30 56.74 78.86 84.00 84.48 68.55 68.55 79.00
NPV 58.85 88.70 57.90 79.82 83.85 84.07 68.49 68.49 79.16

Table 5. Performance comparison when using different input data configurations in the EEG-based
predisposition to alcoholism detection use case after applying the voting scheme.

E1

(153,600, 64)
E2

(10,000, 64)
E3

(153,600, 2145)
E4

(10,000, 128)

PR SVM PR SVM PR SVM
PR

Plain Text
PR

Ciphertext
SVM

Accuracy 59.66 96.66 60.16 94.16 95.50 93.66 79.83 79.83 96.16
Sensitivity 63.00 98.00 65.33 95.66 97.33 95.33 77.66 77.66 97.66
Specificity 56.33 95.33 55.00 92.66 93.66 92.00 82.00 82.00 94.66

PPV 50.06 95.45 59.21 92.88 93.89 92.25 81.18 81.18 94.82
NPV 60.35 97.94 61.33 95.53 97.23 95.17 78.59 78.59 97.59

Table 6. Training and inference runtime comparison between plaintext and ciphertext versions in the
EEG-based predisposition to alcoholism detection use case.

Plaintext Ciphertext Ciphertext Parallelized

Training 0.0286 s 59.69 h 32.28 h
Inference 3.46 × 10−6 s 0.018 s
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Table 7. Influence of the precision parameter on the loss of accuracy and on the computational time
in the EEG-based predisposition to alcoholism detection use case.

Precision Parameter (Number of Terms)

35 32 29 26 23 20 17 14

Loss in accuracy 0 0 0 0 0 0 0 0.41
Runtime (hours) 32.28 26.53 22.17 17.91 13.02 10.90 8.16 5.75

4. Discussion and Conclusions

We proposed a method for performing privacy-preserving machine learning-based
predictions on homomorphically encrypted medical data. Although there are many pro-
posed HE methods and significant research has been performed on this topic, such methods
are still relatively far from being usable in real-world scenarios. Besides existing limita-
tions, such as computational complexity and noise accumulation, typical HE methods are
only capable of performing addition and (at most) multiplication on integer values. This
significantly limits their usability, especially in the medical field.

A typical usage scenario is when sensitive patient data need to be externalized to a
cloud environment for developing machine learning-based models for various prediction
tasks. To this extent, we applied the proposed methodology on two real-world use cases
involving patient data with different privacy requirements: the prediction of predisposi-
tion to alcoholism and the detection of seizures, both using EEG signals. Although the
computations on encrypted data are significantly impaired, the prediction performance is
maintained at a level comparable to that of standard methods operating on unencrypted
data. To achieve this, we proposed a set of methods targeting the inherent limitations in
HE computations.

First, we proposed an encoding scheme that allows HE schemes to be applied to
real-valued numbers. The encoding scheme relies on transforming real-valued numbers in
a sequence of integer values, and for algebraic operations to be performed on the encoded
form, using only addition and multiplication. Encoded values can then be encrypted,
using existing HE schemes that support addition and multiplication, resulting in a method
capable of performing arbitrary algebraic computations on homomorphically encrypted
real values.

Another significant difficulty in HE computations is that the numerical values must
remain in a predefined (and typically small) interval; exceeding this interval no longer
allows for decryption and the information is lost. The initial values that are encrypted can
be forced (e.g., through normalization) to be in a certain range; however, values derived
from operations on input data can exceed the limit and become unusable. This is a major
difficulty, especially in machine learning-based applications, as algorithms in most cases
must perform an unknown number of iterations (e.g., training steps, and epochs). To
this extent, we employed a polynomial model together with a direct (non-iterative) fitting
method such that the required number of operations can be determined a priori. Knowing
the input data range, along with the exact number of operations to be performed, allows
for a choice of the right encryption scheme along with its parameters for a particular task,
resulting in a guaranteed correct outcome.

As for the limitations of the proposed scheme, it is difficult to perform the division
of two encoded values. Although several possibilities were explored, this still remains a
difficult task to achieve within the current approach. One possibility would be to introduce
an additional encoding layer by rewriting a real number as a fraction, and then encoding
the numerator and denominator as in (1), but the computational overhead would increase
drastically. Furthermore, these supplementary operations do not guarantee a correct result
because of the increasing noise that some HE schemes are based on. Following the idea of
computing division by multiplying the numerator with the inverse of the denominator,
another question that emerges is how can the inverse of an encoded and encrypted number
be calculated. One solution might be the Newton–Raphson iterative method for solving
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an equation. The equation that one would try to solve is 1/X − den = 0, which provides
the inverse of the denominator. The correctness of the result is dependent on the initial
approximation. As the underlying information is secret, it is not possible to evaluate which
initialization would guarantee convergence to the optimum value in a few iterations. On
the other hand, because a comparison cannot be performed between encrypted numbers,
a standard/fixed number of iterations needs to be performed. This approach is prone
to errors that might occur because of an insufficient number of iterations, or because the
plaintext domain is exceeded during the computations.

In this use case, each data point is considered an individual feature (no temporal
meaning is considered). Furthermore, although the model achieves good prediction perfor-
mance, a baseline EEG analysis might be invalidated by downsampling the signal to 40 Hz.
As mentioned in [34], a band-pass filter (that allows for frequencies between 0.53 and 40 Hz)
was used to filter the signal after data acquisition. According to the Nyquists’ theorem and
considering the highest frequency of the EEG (40 Hz), to obtain a valid signal, the sampling
rate should be at least 80 Hz. The overall performance for the five folds in this experiment
(160 features: 80 original features and their squares) on the plaintext data lies between
the experiments with 356 and 80 features, respectively. The time required for training on
ciphertext data was approximated to be 27 h per fold if 256-bit encryption, 23 encoding
terms and 2 processes in the parallelized version were considered.

The computational overhead introduced through encoding and encryption represents
another limitation of the method. As experiments have shown, a larger precision parameter
and a larger encryption key lead to a higher computational time for the training phase.
Regarding the precision parameter, we indicate that the number of terms required to
ensure no loss in accuracy cannot be determined precisely based on the dataset dimen-
sionality, as it also depends on the initial precision of the numbers contained within a
certain dataset. The total number of operations performed on encoded and encrypted
data is Nop = 2s f ( f + 1), where s is the number of training samples and f is the num-
ber of features. The computational time can also be predicted according to the number
of samples, the number of features and the number of encoding terms n by computing
T = Tad

Nop
2 n + Tmul

Nop
2 n2, where Tad and Tmul denote the average time in seconds required

for an addition or a multiplication operation between two encrypted coefficients of the
polynomial representation (1). The value of T is also expressed in seconds.

The proposed method can be successfully employed in real-world scenarios. It allows
for homomorphic addition, subtraction and multiplication on real numbers, while only
requiring an encryption scheme capable of performing the addition and multiplication of
small integers. Distributing the information between multiple ciphertext values (polyno-
mial coefficients) allows for the encoding of real numbers of arbitrary sizes, but at the same
time, a trade-off between the computational accuracy and the computational time is made.
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Abstract: Many children have undetected vision problems or insufficient visual information process-
ing that may be a factor in lower academic outcomes. The aim of this paper is to contribute to a better
understanding of the importance of vision screening for school-aged children, and to investigate the
possibilities of how eye-tracking (ET) technologies can support this. While there are indications that
these technologies can support vision screening, a broad understanding of how to apply them and by
whom, and if it is possible to utilize them at schools, is lacking. We review interdisciplinary research
on performing vision investigations, and discuss current challenges for technology support. The
focus is on exploring the possibilities of ET technologies to better support screening and handling of
vision disorders, especially by non-vision experts. The data orginate from a literature survey of peer-
reviewed journals and conference articles complemented by secondary sources, following a rapid
review methodology. We highlight current trends in supportive technologies for vision screening,
and identify the involved stakeholders and the research studies that discuss how to develop more
supportive ET technologies for vision screening and training by non-experts.

Keywords: school children; functional vision; vision screening; vision training; eye-tracking; stakeholders

1. Introduction

Our vision system is essential for performing daily activities and interactions with
the environment. The vision problems that can affect a child’s vision are divided into two
groups: eye disorders in which the eye does not focus the light that enters, resulting in
blurred vision, such as myopia, amblyopia, strabismus, and eye diseases that are caused by
changes in eye structure, such as a cataract or retinoblastoma. Uncorrected refractive error,
one of the most common vision problems, and one of the major causes of impaired vision
in both industrialized and developing countries is a significant cause of blindness [1,2]. In-
deed, 99.2 million children around the world under 15 years of age have visual impairment
(visual acuity < 6/10) [3]. A vision problem can occur even if eye health seems normal or
does not show any signs of binocular disorders [4]. There are many children with cognitive
impairments who also have vision problems [5,6]. Scheiman associates such problems with
visual information processing due to physical or cognitive deficiencies [7]. ADHD and
dyslexia are examples of cognitive disorders that are often associated with vision problems;
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they have the same symptoms, but need to be treated separately [5,8,9]. The early detection
of vision disorders is also important for minimizing upcoming problems associated with
academic performance and social life [10–12].

Vision screening is compulsory in many European countries, and is generally performed
on children prior to the commencement of school education at the age of 4–5 years [13].
After this age, the parent or legally responsible person has to follow up on their child’s
vision health. Since children’s vision continues to develop, it may change and they may
experience difficulties, especially when they begin at school [6,14,15]. Teachers or parents
can detect and help the problems, but the most important stakeholders for screening and
helping with treatments are the responsible vision specialists from healthcare institutions.
Visual functional assessments (e.g., visual acuity, color vision testing, and contrast sensitivity)
can fail to diagnose the possible functional problems of the vision system [16]. These not
only relate to reading difficulties, but have other symptoms, such as deficient attention span,
fatigue, headache, dizziness, poor academic performance, and productivity [17–19]. A child
with some of these problems can often control eye movements for a few minutes before
experiencing difficulties. Therefore, during typical tasks with vision screenings—which often
have a short duration—these problems may not be identified [20]. Some of these problems
can be due to various concrete functional problems of the vision system, and are alleviated
through vision training [21,22].

In recent years, promising options supporting necessary vision tests have begun
to appear that use technologies and computerized tasks [20]. Several eye-tracking (ET)
technologies can measure the movements of the left and right eye separately, and therefore
ET technologies are promising for producing a measurement that can help to indicate
functional vision problems [23]. ET technologies are often integrated with computer
programs to make screening and training more flexible by incorporating serious games (SG),
or utilizing virtual reality (VR) technologies to use the surrounding space [24]. However, it
is difficult to keep track of and understand the role of these new solutions.

The motivation behind this paper is to enhance the understanding of what technology
development can contribute to screening the vision of school-aged children, especially
for non-vision expert users. For this, one needs to know who can be involved in vision
screening, their roles, competencies, and willingness. Their work needs to complement
or be aligned with professional vision experts’ work, and possibly be assisted with tools
and technologies providing evidence for further actions if needed. For developing new
supporting technologies, it is not enough to understand who can use it (i.e., the possible
non-vision experts) and for whom (i.e., the school-aged children). The knowledge of vision
experts is necessary to determine how screening by non-experts can be quality assured.

The overall aim of this paper is to identify current trends in the research that is needed
to enhance technological support for vision screening and training and involve non-vision
expert stakeholders. This will be completed via a rapid review [25] based on an iterative
approach to mapping evidence with knowledge gaps from highly multidisciplinary do-
mains, such as those practicing vision science, special education, cognitive science, and
technology development. While it is difficult to perform a full and systematic review at
this stage, some basic ideas originating from mapping studies [26], used for answering the
questions defined in Table 1, also influenced this research.

Table 1. Questions defined for the rapid review.

ID Research Question Rationale (Is To)

RQ1 Who are the stakeholders influencing vision
screening at schools, and what are their roles?

Identifying the involved vision experts and non-experts
influencing vision screening in children.

RQ2 What is known about children’s vision screening
in schools?

Exploring current methodologies and procedures that exist for
children in school.

RQ3 How can ET better support screening and
training vision?

Investigating the evidence of eye-tracking technologies to
support stakeholders in vision screening and training.
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This paper reviews literature about screening and helping school-aged, 6–15 year old
children. The main focus is not on vision experts from healthcare (e.g., ophthalmologists or
optometrists) or special pedagogy, but on other stakeholders without vision competence
who can help to identify vision problems in children (e.g., school nurses, curators, teachers).
While non-expert stakeholders can seldom make a diagnosis, they can produce clear
indicators about possible issues, and communicate these to a child’s parents or legally
responsible person. As the next step, these indicators will support communication with
healthcare institutions.

While ET technologies have existed since the last century [27], affordable ET tech-
nologies are available only during the last two decades, and therefore we do not limit the
search to a specific period. To provide a context for better potential vision care in school,
we aimed to position functional vision disorders on the map of broader vision problems
and at schools [28].

2. Methodology

The intention here is to define the necessary preconditions, such as who influences the
handling of vision problems, and how technologies can better support their work. To map
all involved stakeholders and technologies, we performed this rapid review, following
the eight phases defined by Khangura et al. [25] and the process described in Figure 1.
The main reason for this approach was the need to bring together knowledge from health,
education and technology development, three broad domains and identify essential gaps
that needed to be overcome during a limited timeframe. This approach considered the
strengths and limitations defined by Gant [29]. One of the main strengths is the possibility
of considering these three broad domains in the review. The primary limitations concern
possible missed studies and difficulty contrasting them.

 

Figure 1. The eight steps considered for rapid review and their relationship within the context of
current study and literature search.

While the timeframe for a rapid review is much shorter than for systematic reviews,
the process is still based on clear questions, chosen criteria, and is rigorous. Instead
of quantitative results, it ends with a descriptive summary of categories important for
the research questions. This paper utilizes the rapid review methodology suggested by
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Khangura et al. [25], extracts and summarizes evidence from different domains, and
brings knowledge to practice in eight steps. The eight phases are defined as follows:
(1) needs assessment, (2) question development and refinement, (3) proposal develop-
ment and approval, (4) systematic literature search, (5) screening and selection of studies,
(6) narrative synthesis of included studies (including evidence), (7) report production, and
(8) ongoing follow-up and dialogue with knowledge representatives from the involved
domains (see Figure 1).

The first two phases were completed in the last five months of 2020 [30], resulting in
the three research questions that are synthesized in Table 2. The second phase for proposal
development was also influenced by how mapping studies investigates literature and
grey literature to map already existing research to research questions [31]. Phase (3) is
realized through discussions with clinician vision experts, experts in special pedagogy,
cognitive- and neuro-psychology for school beginners, and technology developers; this
defines the search strategy and primary sources for research works (see Section 2.1). Phase
(4) identifies and delimits the research studies, and presents the narrative in the flowchart
in Figure 1 (for presenting phases (5) and (6), see Section 2.2). Phase (7) resulted in an earlier
initial report from this study [30], which was followed by a discussion with knowledge
users (phase (8)). For this rapid review, we use the term “phase” (not steps, as the original
research by Khangura et al. [25] calls these) to distinguish from the major steps guiding the
literature search (last column in Figure 1).

Table 2. Keywords guided the search of the literature for each research question.

Research Questions Main Keywords

RQ1 “Vision screening” AND “school” AND “stakeholders”

RQ2 (“vision screening” OR “vision assessment”) AND “school
children” AND “oculomotor dysfunction”

RQ3 (“vision screening” OR “vision assessment”) AND “oculomotor
dysfunction” AND “eye-tracking”

2.1. Search Strategy

Google Scholar and HVL Library (ORIA) [32] search engines were used to search the
articles from domains answering the research questions. The HVL Library has access to
more than 160 resources and databases, including MEDLINE, BMC, ACM, IEEE, Web of Sci-
ence, and SCOPUS. We identified literature on vision screening from 15 multidisciplinary
sources of clinical, engineering, and education journals and conferences, including “Neural
Syst Rehabil Eng”, “Teaching Exceptional Children”, “E-Health and Bioengi-neering Conference
(EHB)”, “Virtual Rehabilitation (ICVR)”, “Child: care, health, and development”, “American
Orthoptic Journal”, “Pediatrics”, “BMC Medical Education”, “Software Engineering (JCSSE)”,
“Australian Journal of Education”, “Survey of Oph-thalmology”, “Conference on Cognitive Info-
communications”, “The Future of Educa-tion”, “Journal of Behavioral Optometry”, and “Serious
Games and Applications for Health (SeGAH)”.

The keywords used in the search process are defined in Table 2. After the search, we
checked the title, keywords, and abstract to examine the cited papers of relevant articles.
The search strategy also includes the selected papers’ reference lists. If we found an author
with important papers, such as [33], we checked related publications from their environ-
ment. Examples of such manual selection included recently published articles involving
practitioners [34,35], while the EU database for current vision screening projects [11,13]
was further explored for grey literature. Since the authors are experts in different domains,
they suggested literature or checked others for representativeness of their own domains.

2.2. Inclusion and Exclusion Criteria, the Narrative and Study Selection

The following were the inclusion criteria for selected articles:

(1) Studies that included vision screening and vision rehabilitation.
(2) Studies about stakeholders involved in vision screening.
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(3) Studies considering functional vision problems (oculomotor dysfunction assessment).
(4) Written in the English language.

Exclusion criteria were as follows:

(1) Studies intended for hearing, cognitive, or related to any other disabilities.
(2) Severe vision problems such as blindness and retinoblastoma.
(3) Use of eye-tracking technologies for purposes other than vision screening or rehabilitation.

The results included a large number of articles, including review papers, mainly from
the fields of medicine, education, applied sciences, optometry, and ophthalmology. The
initial number of papers was 1049 from Google-Scholar, and 185 from O-HVL. The number
of examined papers that we decided to further examine was 192, including eight review
papers and four survey papers based on analyzing their title and reviewing the abstract by
two authors. After the initial selection, 142 articles were considered relevant for this review.
The descriptive results begin with Sections 3 and 4, positioning the problem area while
bridging the domains that handle practical vision screening and training to technology
development, and connecting to the literature findings and answering the three research
questions in Section 5 (RQ1), Section 6 (RQ2), and Section 7 (RQ3).

3. Overall Context of Vision Screening

As we described earlier, there are vision problems influencing the quality of life
and development of individuals. Presently, vision problems are detected by traditional
and instrumental screening, often by professionals. Most detected vision problems can
be resolved by corrective lenses (spectacles or contact lenses), vision training, or eye
surgery [36]. Children’s vision is essential when starting school; 70% to 80% of all tasks
in an educational setting require good vision, yet children’s vision is seldom screened at
this stage [37,38]. Many children may be disadvantaged by not enjoying the same learning
conditions as children with no vision problems, or those having earlier recognized vision
problems. The level of income, parental education, the policies of countries, and ethnicities
are identified as factors influencing whether school-aged children benefit from vision
screening or not [28,35,39].

Vision screening is usually carried out using a visual attention task that requires
children to judge how much of the visual world they see in clinical and non-clinical
settings. During the task, the children’s visual attention may drop, and they may not be
able to maintain their focus [40]. If the children cannot keep their attention, they may stop
looking at the given task and become bored. Consequently, their responses become less
accurate and sometimes they can be misdiagnosed [41]. Occasionally, attention may drop
due to other problems, such as ADHD or dyslexia [42], problems associated with vision
difficulties [43–45]. Vision problems are often associated with hearing or other motoric
problems, such as balance [24,46].

Generally, vision screening tests are carried out in primary care clinics by practitioners
for checking eye health in children. Some of the tests can be supplemented by technologies.
Metsing et al. [47] identified three categories for vision screening, namely, conventional
(traditional or manual), instrumental, and computer software (see Figure 2). Her categories
can be extended for vision training as well, and the second and the third categories can
also overlap each other. In this paper, an additional category is differentiated (Section 3.4.)
for web and smartphone-based software tools; the discrimination of this category often
overlaps with other computer-based programs. However, this category points to newer,
more affordable, and portable possibilities that appear today.
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(a) 

 
(b) 

 
(c) 

Figure 2. Different tools and computer software programs supporting different phases in a vision
screening: (a) Snellen chart used for traditional vision screening (image downloaded from https:
//en.wikipedia.org/wiki/Snellen_chart#/media/File:Snellen_chart.svg, accessed date 12 October
2021); (b) Welsch Allyn Spot Vision Screener is an instrumental device used for measuring refractive
error (image downloaded from https://www.gocheckkids.com/welch-allyn-spot-vision-screener,
accessed date 12 October 2021); (c) C&Look is an eye-tracking computer software for screening
functional vision problems.

3.1. Conventional (Traditional, Manual) Screening

The traditional way of diagnosing vision problems among children and adults is
by “manual” vision screening during which vision specialists examine vision problems
through several tests. Specialists define the procedure (the included tests and how the
chosen tests are combined in a test battery). Already, these procedures use several aids,
e.g., the Snellen chart (see Figure 2a), the plus lens test, and stereo test [48]. These are
aids helping to investigate problems such as reduced visual acuity, hypermetropia, and
binocular vision. Traditional methods of vision screening are considered gold standard pro-
cedures. As such, they have the advantage of having been tested and approved extensively
by now. However, administering them requires expert knowledge from vision specialists,
or specially trained school nurses, or educated volunteers.

In most countries, systematic screening is implemented around the age of four or
five [13] as a last recommended and state-financed vision screening. This screening seldom
includes functional vision screening, e.g., screening for identifying ocular motility disorders
or other problems with the vision system in one’s life [6,49]. Common vision problems
occur in preschool- and primary school-aged children, and the main focus of most screening
programmes is to detect amblyopia, refractive errors, binocular vision, and ocular motility
disorders (e.g., strabismus) [47].

Meanwhile, the most common vision problems in primary school- and secondary school-
aged children are uncorrected refractive error [50], oculomotor dysfunction (an anomaly in
fixation, saccades, or pursuit eye movements) [51], and accommodative and non-strabismic
binocular disorders (e.g., accommodative insufficiency, convergence insufficiency) [52,53],
especially in learning disabilities and children with ADHD [54]. However, visual screenings
to assess this visual functionality do not exist.

3.2. Instrumental Screening

Instrumental screening methods are already appropriate for children 1 or 2 years old,
and are recommended for children older than 2 years old under certain conditions [55].
Instrumental vision screening includes supported instruments from the available automatic
vision screening devices that use state-of-the-art technologies, e.g., autorefraction, retinal
birefringence, or a photo screener [56]. Automated vision screening devices are used
primarily for diagnosing refractive errors, media opacities, and misalignments of eyes in
children and adults [57] (see Figure 2b).

Instrumental technologies show high accuracy in identifying vision problems in
children. Silverstein et al. [58] showed that photoscreener-based instrumental technology
could detect refractive errors in children (particularly useful in younger children (ages 3–5),
preverbal children (under age 3), and nonverbal children) that may be missed in traditional
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screening methods. The speed of vision screening is almost three times faster than the
traditional method. Vaughan et al. [59] compared the results obtained via photoscreening
technology with traditional chart methodology to identify amblyopia and reflective errors
in preschool children. The results showed 82.9% of the children passed instrumental eye
exams, while this rate was 64% through LEA chart-based methodology [59]. The LEA
chart has the same function for preschool and kindergarten children as the Snellen chart
(Figure 2a) but instead of letters, it uses symbols.

The acquisition of useful visual field measurements in children, particularly younger
children, is difficult and sometimes impossible. Children with moderate and severe visual
impairment, glaucoma, damaged brain, or a central nervous system abnormality, such
as perinatal stroke or optic pathway glioma, should undergo visual field testing. The
biggest challenge in visual field testing is recognizing when a child may have a visual field
defect, especially if it combines with ADHD. Vision specialists and researchers commonly
use standard automated perimetry (SAP) in clinical settings for visual field testing [60].
The accuracy of visual field testing can be influenced by several factors, including time to
respond, attention, fatigue, and stimulus size and duration [61]. Akar et al. [62] investigated
the visual field testing strategy for healthy school-aged children with the Goldmann
perimeter and Humphrey Field Analyzer. In order to avoid fixation loss, different rewards,
verbal instruction, and gamified response buttons were given to children. The results
showed that children faced difficulties with Goldmann kinetic perimetry tests. They
concluded that the visual field of children could be examined using static perimetry at the
age of six. However, visual field assessment is harder to perform in children with AHDH
due to the lack of comprehension of the testing method, loss of gaze on the fixation target,
rapid boredom, fatigue, and distraction [63]. In this case, eye-tracking technology is most
suitable to compensate for inadequate eye fixation control during perimetry [64].

The use of photo screeners allows for the quick, non-invasive measurement of refrac-
tion and ocular alignment in both eyes, and would be of great value in refractive error
screening, early detection of amblyopia, and in eye care practice and research [65]. Un-
fortunately, there is no possibility to assess the visual function (visual acuity, color vision,
stereovision etc.)

3.3. Computerized Vision Screening Programs

Computerized vision screening programs offer a broad range of test batteries for
vision screening, including visual acuity, color vision, contrast vision, stereovision, visual
efficiency skills, visual field, test, and oculomotor behavior of the eyes [66,67]. For ex-
ample, Visual Efficiency Rating (VERA) is a computerized software developed for school
nurses to screen visual acuity, saccades, and the accommodative and vergence facility in
children [66]. VERA simulates reading by placing numbers or text sequentially in a pattern
while performing the vision test on children [68]. However, the disadvantage of VERA is
the low range of sensitivity, which could miss children with vision problems. Gallaway
et al. [69] observed that the sensitivity of VERA ranges from 45% to 64% on school children
with visual acuity of 20/25 or better.

In recent years, there has been an increasing interest in using eye-tracking computer
programs to screen oculomotor behaviors of the eyes by reading or looking at the animated
objects on a computer screen. RightEye [35] and C&Look [23] are the latest developments
in the quest to create a new generation of software that can detect the signs and patterns of
oculomotor problems (see Figure 2c).

As mentioned earlier, the accuracy of visual field testing can be lowered due to several
factors, especially alertness and the inappropriate responses of children in the perimeter.
Miranda et al. [70] developed a computerized solution for pediatric visual field tests using
computer games and an organic light-emitting diode (OLED) to address such challenges.
This approach was adopted to provide an enjoyable test experience, and results indicated
that this solution is feasible for children.
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3.4. Web and Smartphone-Based Tools

With the advent of modern technologies, several improvements have been made in
visual function testing, leading to robust, time-efficient, reliable, and evidence-based screen-
ing tools [71]. Studies show the reliability of automated vision testing tools for objective
measurements of eyes, including autorefractors, photo screeners, and smartphones-based
devices [56]. Such tools can offer a broad range of vision tests, such as refractive errors,
visual acuity, visual efficiency skills, color vision, stereovision, contrast vision, visual field
test, and testing the oculomotor behavior of the eyes.

Today, health communities often use smartphone technologies in telemedicine for
vision screening. Due to COVID-19, teleophthalmolog is being used by researchers for
measuring visual acuity remotely [72]. Most of the available applications use optotypes
for vision screening. “Peek Acuity” [73] uses the optotype letter “E” (different sizes, and
rotated at different angles) for the visual acuity test. The Freiburg Vision Test (FrACT) [74]
is a corresponding web-based application that also uses similar optotypes (often “E” or
“C” of different sizes, and rotated at different angles) to evaluate visual acuity, and has
significant sensitivity among preschool-aged children [75].

The use of “E” or “C” optotypes in web-based applications increases the objectivity of
the test when the child cannot recognize the letter and there is no learning effect from one
eye to the other. The web-based tests are easily accessible, validated, store data to electronic
patient record, and can be shared remotely. Several computerized vision screening systems
are portable and often provide a self-assessment environment without a need for the
supervision of vision experts [76].

The main disadvantage of the tests is the presentation of one optotype without visual
crowding effect (added distractors around a central target), which is very important in
the assessment of visual acuity, the calculation of crowding ratio, and the diagnostics of
amblyopia, dyslexia, learning disabilities, and ADHD [77,78]. Figure 3 shows the different
types of technologies supporting vision screening.

 

Figure 3. Different paradigms of technologies assisting experts in vision screening.

4. Visual Information Processing and Visual Cognition

Visual information processing is a cognitive skill to extract, organize, and analyze the
visual information acquired from the environment [79]. Researchers believe that visual
cognition is a complex process that involves visual information processing and cognitive
factors. These work together to recognize the object from the scene using prior knowledge
and retina input [80,81]. Scheiman [7] divides the information processing mechanism into
three components: visual analysis, visual-spatial, and visual-motor processes. Figure 4
provides a basic description of these three components. These components represent
specific skills of the individuals involved in performing tasks or activities. The literature
argues that poor information processing skills such as visual-spatial and visual-motor
integration, and visual analysis skills, are critical for school children [82].
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Figure 4. Visual information processing skills required for awareness and eye–hand coordination.

Vision experts test visual information processing skills in children using various
objective or subjective standardized tests such as the Beery–Buktenica Developmental Test
of Visual–Motor Integration (VMI), Motor-Free Visual Perceptual Tests (MVPT), and Rapid
Automatized Naming (RAN) with the subset of the Developmental Eye Movement (DEM)
test [82,83]. Studies have shown that children have visual processing disorders if they fail
in such tests. Insufficient visual information processing is further associated with lower
academic outcomes [79,84].

While eye-tracking technologies are helpful in recording eye movements such as
fixations and saccades [85], which contribute to examining gaze movement in relation to
visual representations, these relations are not necessarily enough to understand a whole
picture of problems. For a better interpretation of the results, the relationships between
cognitive skills are also important. Furthermore, handling the direct interpretations de-
pends on prior knowledge [86] or usage of the context [87,88]. Other studies that may
contribute to improved results would need a better understanding and interpretation of
individual capabilities [89,90], hand–eye coordination [91], or children’s adaptability [92]
to different situations.

Information about the systems that observe brain activities [93,94], or advanced
methodologies that create new technologies to support health [95], requires a high level of
knowledge about information technologies and human cognition. According to what we
understand, the use of eye-tracking technology is not widespread for diagnosing vision
problems. However, it has great potential for complementing the work of vision experts by
recording and analyzing the eye movements, and comparing the stored data of the subjects.
The newest eye-tracking technology allows for controlling the distance from the screen,
adjusting the position of the child’s head to the test, and informing the assistant about a
wrong position, which is very helpful for collecting valid data.

5. Stakeholders Influencing Children’s Vision Screening (RQ1)

This section identifies the main stakeholders in order to answer the RQ1: “Who
are the stakeholders influencing vision screening at schools, and what are their roles?”
Professional vision experts are not the only ones who perform the vision screening or
help with managing vision problems. Other stakeholders that are involved or influence
vision treatments include trained laypersons, school teachers, other educationalists, or
parents [95]. In general, vision screening includes stakeholders from different domains
who may have different routines and roles.

5.1. Vision Experts from Clinical Settings

Matta et al. [96] surveyed eighteen countries to examine the current state of interna-
tional vision screening efforts worldwide. Their results show that 22% of vision screening
is performed by orthoptists, 50% by ophthalmologists, optometrists, opticians, and parents,
17% by nurses, and 6% by doctors only. The primary stakeholders responsible for vision
screening in children are qualified vision experts in clinical settings. The experts involved
in children’s vision screening, such as optometrists, ophthalmologists, and nurses, have
the required expertise in clinical settings [97]. Their primary role is to diagnose vision
problems in children that make them vulnerable during their development in general, and
to vision impairments in particular [66].
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5.2. Nurses, Parents, and Laypersons

A recent study by Sabri et al. [98] showed the result of non-healthcare profession-
als for vision screening. The accuracy of volunteers was 75% compared to that of op-
tometrists, and they could be trained to perform vision screening on children. The litera-
ture review of Sharma et al. [14] identified many professionals and non-professionals such
as nurses, teachers, health technicians, parents, and volunteers for vision screening for
school-aged children.

In the United States, the results of school vision screening are often reported to parents
or guardians, and they were instructed to follow up with an appropriate local eye-care
professional [38]. Involvement from parents is crucial for identification and diagnosis, as
well as for having a role in assisting the rehabilitation of children’s functional vision.

5.3. Vision Teachers

Vision teachers (VT) are usually educated to Master of Science level in special peda-
gogy that focuses on children with visual impairment (low vision and blindness).
A survey [99] found that the vision skills identified by VTs are mainly near and distance
visual acuity, tracking, peripheral visual field, color perception, fixation, shift of gaze,
contrast vision, and depth perception. The most common vision assessment method is a
visual acuity test, which cannot detect a number of visual problems [39].

5.4. Other Specialists

Eye-care providers and primary care physicians have created several test batteries for
vision screening in children, including cover tests, fixation, red-flex, acuity, color vision,
and another test to identify oculomotor dysfunction [37,100,101]. As we have argued,
several of these can be challenging to detect, in particular in relation to functional vision
problems [100]. Recent studies indicate that 22% to 24% of school children in total, and
96% of children with a learning disability, have oculomotor dysfunction [102,103]. If the
numbers are accurate, and the symptoms of oculomotor dysfunction and dyslexia can
be the same, many children may receive the wrong diagnoses. Table 3 summarizes the
stakeholders and their roles in children’s vision screening.

Table 3. Papers grouped based on stakeholders and their roles.

Studies Stakeholders Roles

[96,97] Ophthalmologists, Optometrists,
Orthoptists, Opticians, Nurses Vision screening in clinical setting.

[14,44,104–107] Educationalist, Vision Teachers Vision screening in schools.
[14,96,98] Volunteers, Parents Non-health professionals supporting vision screening directly or indirectly.

6. School-Aged Children’s Vision Screening (RQ2)

To answer Research Question 2, “What is known about children’s vision screening in
schools?”, we need to understand the cases where school children are screened and how
studies report these results.

6.1. Vision Screening Programs for Schools

There are several countries with school vision screening programs, such as parts of
the US, South Africa [39], and a county in Norway [18]. Across different countries, there is
a substantial variation in screening programs focusing on vision and hearing. Studies show
that only 21–36% of children younger than six years of age have received vision screening
in the US [108].

A literature review [39] examining vision screening in 18 countries shows that many
countries only perform partial vision screening; 88% are missing necessary tests, such as
those indicating a need for eyeglasses (e.g., tests with Snellen or Tumbling “E” charts). In
another study, Ciner et al. [109] highlighted the potential pitfalls in the screening process
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for preschool children, such as the agreement of effective methods of screening and the
variability of test batteries in US states. Some studies reported the lack of professionals
for vision screening in countries such as Turkey and Tanzania, and documented in reports
from European countries [110–112]. Hopkins et al. [101] also argued that refractive error,
strabismus, and amblyopia are most likely considered for screening in preschool and
school entry children, whereas there is no agreed policy for the screening of binocular
vision problems, functional vision, and other eye conditions in Australia and worldwide.
While the work of non-professionals can be supportive and complimentary, their duties
and roles are unclear at the moment. They supplement professionals in different ways
and with different, often limited tests [39,42,112]. Sabri et al. [98] found that the accuracy
of non-healthcare workers is 75% compared to professionals. However, non-professional
volunteers can be trained to detect vision problems in children, especially if they have the
right tools to support them.

6.2. Opinions on Vision Screening Programs at Schools

Screening for all schools may help identify children with vision problems as early
as possible and increase awareness among school staff and parents about vision prob-
lems [113]. Among the benefits of school vision screening programs is improving the
teacher–child relationship, and enabling teachers to know which support they need to
provide [114]. This support also depends on how children can accept instructions, and
their cognitive abilities. A basic vision screening can be performed in children’s classrooms,
which means that their school routine is not necessarily disturbed [111,115]. On the con-
trary, the training for school teachers may be perceived as an additional burden or a need to
require additional resources [116]. For some schools, obtaining permission from the school
authorities for holding an eye screening activity is a major challenge; school authorities
often feel that the screening program interferes with their regular academic calendar and
does not add value to the school or the children [117,118].

Teachers should collaborate with vision specialists, vision teachers, or occupational
therapists to avoid misidentifying children with vision problems [110]. Regarding parental
involvement, there should be announcements and discussions during the parent–teacher
meeting in schools about the benefits and screening program structure prior to the screen-
ing [95]. After the screening, parents should be advised regarding the problems identified
and the possibilities for intervention.

6.3. Opinions on Vision Screening for Many, and by Non-Professionals at Schools

Sudhan et al. [113] examined 530 schools with 77,778 children in India. While the
teachers involved in the study may have complemented the screening of health profession-
als, the accuracy of their identification was not recognized [113]. Since the data collection
mainly consisted of manual screening of various quality, it is not straightforward to relay
or compare certain screening results from this study.

Collecting vision measurements would improve vision assessment protocols and
support progress evaluation during rehabilitation, training, or visual therapy. Objective
measurements are possible using ETs [33,119,120], but ETs alone are not enough [23]. We
must consider new user-friendly, accessible, and cost-effective specialized software tools to
support the right interventions from stakeholders contributing to a broader investigation.
However, as pointed out earlier, there is also a lack of stakeholders who can perform vision
screening and assist rehabilitation.

Figure 5 depicts current recommendations suggested by the literature to strengthen the
school vision screening programs. The purple box highlights the need for uniform screening
methods [109,121], the red box shows that including volunteers would be more helpful in
screening programs [98], the yellow box represents the recommendation to consider that
functional vision screening should be included in screening programs [101]. The blue box
recommends that school teachers could be trained to support vision screening [116]. Last,
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the green box shows all stakeholders involved in vision screening should communicate
clearly and provide the information necessary to help vision screening [38,101].

 
Figure 5. Current recommendations from the literature to fill the missing gaps in school vision
screening programs. The colors in the figure depict recommendations for various methods and from
various stakeholder groups.

7. ET Support for Vision Screening and Training (RQ3)

This section discusses Research Question 3: “How can ET better support screening
and training vision?”

7.1. Usage and Types of ET Technologies

The use of eye-tracking technologies has significantly increased in cognitive neuro-
science, the assessment of functional vision, applied engineering, education, and customer
visual attention research [122–124]. In recent years, research studies have shown a potential
use of eye-trackers to quantify visual information processing, visual function assessment
(VFA), and diagnose nystagmus and strabismus vision problems [33,125].

The eye-tracking method aims to record the gaze direction at a specific time and
understand visual attention. To achieve this aim, four types of eye-tracking techniques
have developed over time. The classifications of four general ET techniques are: scleral
search coil, electro-oculography (EOG), infrared oculography (IOG), and video oculography
(VOG) [126]. Most modern eye-trackers use the video oculography (VOG) technique to
record eye movements by applying the pupil center corneal reflection (PCCR) method [127].
The advanced image processing algorithms are also applied to the subject’s eye position,
relevant to stimuli [128]. The commercial eye-trackers are mobile, remote, and embedded
in a head-mounted display (HMD), or add-ons for HMD. Remote eye-trackers require the
participants to maintain head position throughout the entire process, while mobile or HMD
eye-trackers do not have such conditions.

Generally, the refresh rate of eye-trackers varies from 30 Hz to 1200 Hz for recording
eye movements, such as fixations and saccades. Eye trackers with low-frequency sampling
have high latency in evaluating the point of gaze. The eye-trackers with a high-frequency
sampling rate and low latency come with high-resolution cameras and they cost.

Several research studies showed the use of ET for vision screening, especially the
visual functional assessment (VFA). Kooiker et al. [33] observed and quantified ET data
to examine the oculomotor control and visual function assessment of visually impaired
children. Murray et al. [35] demonstrated the reliability of ET by cluster analysis to
determine the normative values of oculomotor metrics, such as saccades and fixations.
Their results showed 85% of eye movement metrics were highly reliable and acceptable.
Eide et al. [23] developed C&Look software that uses ET for complementing VTs and
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VT students to diagnose vision problems associated with oculomotor dysfunction in
school children [111].

Furthermore, some research studies have shown the advantages of eye-tracking
technologies for diagnosing strabismus and pathological nystagmus [129,130]. Table 4
shows the directions of ET used by researchers in the literature for vision screening.

Table 4. Overview of the studies that used ET for vision screening. N/R = not reported.

Studies Origin Method Vision Problem Stakeholders Subjects Age

[129] Italy Eye-tracker Nystagmus Ophthalmologists 15 N/A
[131] India Eye-tracker OMD N/R 16 45–72

[33] Netherlands Eye-tracker OMD, visual functions Orthoptists, Optometrists,
Ophthalmologists 126 1–14

[130] Thailand Eye-tracker Strabismus N/R 50 7–50
[35] U.S Eye-tracker OMD Optometrists 2993 5–62
[132] Eastern Europe Eye-tracker OMD Ophthalmologists 58 4–19
[133] South Africa Eye-tracker OMD Clinicians 33 21–24

[79] Australia Eye-tracking,
traditional

Refractive errors,
binocular vision
anomalies, OMD

Optometrist 108 8–9

7.2. Recommendations for Challenges in ET Screening

While performing calibration or conducting the experiment with an eye-tracker, sev-
eral factors can influence the accuracy and quality of the data being recorded, such as
sitting position, body or head movements, and the person responsible for concluding the
experiment [134]. Such factors are even more challenging for children and people with
neurological disorders such as Alzheimer’s disease, schizophrenia, stroke or autism [135].
Eye-tracking has been one of the main research methods in the last decades, not only for
the diagnosis of eye movement disorders, but additionally for gaining insights into early
(neuro)cognitive development. Through eye-tracking, gaze location can be objectively
measured from children as young as a few days old, and up to adulthood.

Several research studies have recommended protocols and introduced new algorithms
to mitigate the potential difficulties in the calibration or eye movements recordings process.
Table 5 illustrates the recommendations extracted from the literature.

Table 5. Recommendations for calibration and screening for children and infants.

Studies Recommendations

[136] Play cartoons to attract the attention of the child, use Rifton chair, caregiver support.
[137] Apply linear transformation on fixation coordinates.

[134] Use of animated calibration targets (looming or twisting), gaze coordinates should be accepted
within first 4 s, keep changing background screen color of calibration scene.

[138] Consider monocular calibration of each eye.

7.3. Microsaccades

Microsaccades are small involuntary movements, including drift, tremor, and fixa-
tional saccades [139], and ranging from 0.5 to 2.5 Hz [140]. Studies reported that microsac-
cades help attain visual attention, processing cognitive tasks. In the non-visual cognition
process, the frequency rate of microsaccade decreases and the magnitude of microsac-
cade increases with the task difficulty level [141]. Microsaccades can be detected with an
eye-tracker, but with the cost of a high-frequency rate. Marcus et al. [140] analyzed the
data quality of microsaccade measurements collected by Tobii Pro Spectrum 1200 Hz and
EyeLink 600 Hz eye-trackers. The results of their study showed that the high-frequency
eye-tracker attained the microsaccades rate without missing any microsaccades.

7.4. Eye-Tracking Data Analysis

Eye-trackers offer high-frequency sampling rates. Therefore, investigating different
parameters and conducting a statistical analysis of extensive data sets requires a set of
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tools. Many open-source and commercial software solutions are available (see Table 6) for
generating heat maps, gaze points, blinking, fixation, microsaccade, and calculating the
pupil size over time in an experiment.

Table 6. Names of open-source and commercial tools for recording and analyzing the experimental
study using eye-trackers.

Tool Name Free Paid

EventIDE [142] �

Tobii Pro Lab [143] �

SMI BeGaze [144] �

iMotions [145] �

Psychopy [143] �

PyGaze [143] �

OGAMA [146] �

EMA Toolbox [147] �

Gazepath [148] �

PyTrack [149] �

8. Synthetizing the Results

8.1. Main Findings and Future Needs

The goal of this study is to gain an understanding of the current state of research
in stakeholders involved in vision screening for children and the use of state-of-art eye-
tracking technology to support vision experts, and to fill the gaps in the present literature
on the use of eye-tracking technology for new possibilities and future lines of research.
After answering the research questions, the following points synthesize the sometimes
contradictory findings and serve as a basic departure for further research:

• For the first research question (i.e., who are the stakeholders influencing vision screen-
ing at schools?), seven primary vision experts and non-experts emerged from the liter-
ature: (i) orthoptists [33] (ii) optometrists [35] (iii) ophthalmologists [129] (iv) vision
teachers [44] (v) nurses [150] (vi) parents (vii) volunteers [98].

• In most countries, routine vision screening starts at the age of 4 to 5 [49,151] or from 3 to
5 [95]. However, there are no uniform methodologies for vision screening [101,109,121].

• Many factors influence the low number of follow-up vision screenings for children,
including parents’ education, awareness, and social and economic factors [38,152,153].
Amblyopia (lazy eye) is often neglected in children because of the mentioned factors
and the local medical system [154].

• Basic terms such as vision, screening, and technology mean different things in different
fields. To find correct and accurate search terms is difficult and time-consuming.

• Vision problems affect children’s social and academic performances, and can be a
reason for students to drop out from educational institutes [19,28]. Therefore, it is
crucial to assess children’s vision throughout the school period at different stages [155].

• The examined documents reflect the current obstacles faced by children in their
schools. At this age, the guardians of students, the teachers, and the child may not be
aware of vision deficits. Consequently, concerns related to children’s vision cannot
be communicated well between the children and the guardians, and after that, if the
children have possible vision problems, between the guardians and other involved
stakeholders.

• An important observation from the literature and whitepapers is that vision care is
often limited to the screening or handling of a specific vision problem. The support
for treatment approaches and the responsibilities of stakeholders to aid visual deficits
are lacking. Often, many stakeholders need to be involved in the treatment of vision
problems, but their collaboration is fragmented [28,39].

162



Appl. Sci. 2021, 11, 9673

• Stakeholders do not widely use eye-tracking technology, even though the literature has
shown the promising applications and benefits of ET in diagnosing OMD, nystagmus,
and strabismus [33,111,129,130].

• ET can collect eye movement metrics such as fixations, the number of fixations, sac-
cades, microsaccades, and smooth pursuits [85,140]. The objective data collected from
ET are reliable, and studies demonstrate that such metrics are helpful in functional
vision assessment (FVA) [33,35].

8.2. Limitations

Several limitations have been identified in this study:

• We used Google Scholar and HVL Library as sources to investigate the literature. We
may have missed some actual results that were not indexed in these two sources.

• The participants in the included studies were from different geographic locations, lan-
guages, and cultural backgrounds. The laws and regulations related to vision screening
in schools and clinical may vary for each study, so comparing them is difficult.

• Most of the examined papers refer to vision screening activities, while treatment of
certain vision problems also utilizes technologies. Existing studies for vision treat-ments
often focus on improving children’s attention for visual tasks. Today, it is challenging to
differentiate between attention problems and problems with the vision system.

• It was not systematic enough to identify more profound related domain (health
education, involved policy developments, and technology management knowledge)
gaps for helping all school-aged children.

• This study used rapid review; therefore, results can be limited compared to systematic
review where quantitative results can be provided.

8.3. Future Work

We used Google Scholar and HVL Library (ORIA) for the literature search. However,
a systematic literature review is still needed to ensure the precise roles of stakeholders
in screening and rehabilitation of children’s vision. While this work has begun with the
ambition to conduct a systematic literature review involving the domains promising better
help for school-aged children with possible vision problems (e.g., education, health, and
technology development and management), to perform such a review is difficult. The three
domains, on their part focusing on vision disorders, are fragmented silos. Critical studies
are complex to compare and contrast. This study identified several issues influencing the
use of technologies supporting school-aged children’s vision. To develop and use these
technologies further systematic studies producing quantitative evidences on the benefits
and limitations of the available technologies are needed (e.g., [17,33,37,156]).

Figure 6 shows the stakeholders scattered across different areas of research that are
directly or indirectly involved in the general or functional vision screening and rehabili-
tation of children. A systematic literature review can provide evidence to support vision
screening from such domains and stakeholders, and overcome the disconnect between
such entities. However, such reviews must handle the different content, and compare and
contrast. This will be difficult due to the many different sources and different types of
evidence presented. Even the basic terms to use, such as vision, visual, screening, and
technologies, have different meanings in the various associated fields. Vision (after re-
lating the word to seeing or the eyes) can be much more than seeing or vision systems,
especially in technology development and use, or in education. Screening automatically
means examination by clinical experts in medical journals, but can additionally refer to
data collection in engineering papers. Screening technologies can collect different types
of information and data. Technologies can vary from tools such as using pens to examine
vision to complex instruments or software programs helpful for clinical professionals.
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Figure 6. Research domains for further investigation.

9. Discussion

This paper investigated vision disorders in children, the stakeholders involved in
vision screening for school-aged children, and focuses on identifying state-of-the-art eye-
tracking technology for supporting vision screening. We identified important stakeholders
contributions to children’s vision health and discussed their role for collaboration. One
of the main results is that many stakeholders with potential influences on managing chil-
dren’s vision are not systematically communicating with each other. Many non-specialist
observers of possible vision problems, and the specialists diagnosing these problems, have
difficulties initiating help for the children since they are not communicating. The potential
for better communication needs to involve schools, where possible observers are, define
the roles of responsibility, and involve other stakeholders, parents and professional vision
experts to help children with vision impairment. The first step for better eye health, start-
ing at schools, can be the recommendations summarized in Figure 5, according to several
earlier literature (e.g., [6,15,111,115,117]).

Vision care is more than only diagnosing and screening children’s vision. While
research is pointing to training as an important part of treating vision disorders, training
is often neglected and not connected to screening. This issue is reflected in the research
on applying technologies. We exemplified the most common vision screening methods
today, grouped into traditional, instrumental, and computerized tools, to better identify
the potential of available tools and techniques in vision screening. However, we do not
discuss a connection between screening and treatments, and if tools and instruments can
be involved.

While the interest to use ET technology for diagnosing different vision impairments is
growing, many of these technologies need to be improved to produce more understand-
able evidence regarding the different tests for non-specialists and for specialists. There
are ET-based methodologies for analyzing eye movements; however, what exactly trig-
gers the recorded eye movements, and what the relation is between attention and focus
and the different parts of the vision system, should be further examined. The concrete
measurements that ET can produce, including the fixation points, areas, number of fixa-
tions, saccades, smooth pursuits, and microsaccades from eye data, can be recorded and
examined. Still, its role for visual information processing and the vision system needs
better clarifications. This can only be achieved through the collaboration of vision experts
and technology developers.

This study used Google Scholar and HVL Library (ORIA) [32] was used to find a broad
range of published literature (peer-reviewed journals) and grey literature, including white
papers and conference proceedings focusing on the areas of vision screening, education,
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technology, and cognition. In this study, we used a rapid review approach following the
eight phases defined by Khangura et al. [25] to collect and synthesize the pieces of evidence
that provide a high level of understanding of current challenges in school-aged children’s
vision screening programs. Defining research questions and performing the literature
search were performed using those eight phases iteratively.

Across the world, many screening programs exist for preschool and school children.
The literature demonstrates that there are still several gaps and limitations in the current
screening procedure, including no adequate information on the ideal age of children for
screening, inconsistent methods of screening in different states and regions, little agreement
on effective methods of screening, insufficient resources and vision experts and an absence
of functional vision assessments [101,109–112]. Intensive research is needed to see how
to solve these problems, and the possibilities need to be investigated. A possibility that
was investigated in this paper is empowering non-health-specialist volunteers and school
teachers to perform vision screening where the intervention can be performed without a
vision specialist, achieved by using technologies [14,98]. Professionals utilize traditional,
instrumental, and computerized tools and technologies to conduct vision screening. Al-
though traditional methods of screening are the gold standard, instrumental screening is
gaining the attention of vision experts and is recommended by the American Academy
of Ophthalmology (AAO), the American Academy of Pediatrics (AAP), the American
Association of Certified Orthoptists (AACO), and the American Association for Pediatric
Ophthalmology and Strabismus (AAPOS) for children under certain conditions [48,55].
Computerized technology, especially eye-tracker devices integrated with computer soft-
ware, shows promising applications for collecting objective evidence of the eye movements
that can be utilized to assess children’s functional vision [33,132]. While using ET, some
factors such as calibration setup, the sitting position of children, and the adjustment for
children with special needs can influence data quality. Still, research studies have demon-
strated that adopting various techniques and algorithms could optimize data quality and
minimize the mentioned challenges [136].

10. Conclusions

This paper revealed how stakeholders, improved communication, and technologies
could better support vision screening for school-aged children. One of the most important
current challenges is to involve schools in these activities. This involvement requires
uniform screening methods that include functional vision screening and possibilities to
follow up vision problems. Since the number of vision experts performing the screening
is low, it would be necessary to involve non-experts. Current technologies, including
eye-tracking technologies, have great potential to support non-experts and these screening
and training methods, providing measurable results, and bridging the fragmented com-
munication between the involved stakeholders.
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Abstract: The Internet of Things (IoT) is becoming a regular part of our lives. The devices can be used
in many sectors, such as education and in the learning process. The article describes the possibilities
of using commonly available devices such as smart wristbands (watches) and eye tracking technology,
i.e., using existing technical solutions and methods that rely on the application of sensors while
maintaining non-invasiveness. By comparing the data from these devices, we observed how the
students’ attention affects their results. We looked for a correlation between eye tracking, heart rate,
and student attention and how it all impacts their learning outcomes. We evaluate the obtained data
in order to determine whether there is a degree of dependence between concentration and heart rate
of students.

Keywords: internet of thing (IoT); eye tracking; heart rate (HR); measurements; data analysis

1. Introduction

The Internet of Things (IoT) phenomenon plays an important role in many areas today. Every year,
the number of devices that we could consider as elements of the Internet of Things is growing.
The Internet of Things can be understood as a large network with different connected types of objects,
able to communicate with each other and exchange information, regardless of whether they belong
to the same group. The network creation consisting of mutually communicating devices provides
the user with the possibility of more effective management of all connected devices. The Internet of
Things allows objects to be captured and controlled remotely over existing network infrastructures,
creating opportunities for further direct integration of the physical world into computer systems,
resulting in increased efficiency, accuracy and economic benefits [1]. IoT is augmented by sensors and
actuators, making it a cyber-physical system that includes technologies such as smart grids, smart
homes, intelligent transport, smart cities, and also smart education [2,3].

The choice of measurement methods and sensors is a complex process in which a large number
of questions are asked. Physiological parameters can be measured in the same way as the physical
principles of signal acquisition. The measurement technology in relation to the individual sensors
creates a huge number of choices.

Common devices connected to the Internet provide us with a wealth of information and data.
Such devices include, for example, ordinary smart wristbands, smart mobile devices, eye tracking
cameras, etc. These devices were used to look for relationships between the physiological state of the
student and the impact on his results.

The aim of the article is to point out the relationship between the concentration we measured with
eye tracking technology and the excitement we measured with heart rate (HR) as a stress measurement
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tool and how it all affects the results of the study. We are looking for dependencies (connections)
between physiological functions and students’ knowledge. In this article, we try to find the relationships
between the values of test results in students and their heart rate during testing. We assume that during
testing, the level of stress may increase and thus the heart rate will also increase. The dependence of
heart rate and stress has already been studied by many authors [4–9]. We also reveal the dependence of
the student’s heart rate before learning that they would be tested and during testing, and we monitored
this change. We have formulated all these questions into research questions, which are defined in
the article.

2. Related Work

Eye tracking has been used in the last decade, especially in the field of neuromarketing [10–16].
Recently, research has emerged pointing to the possibilities of its application and use in the educational
process [17–20] or virtual reality [21]. In terms of using eye tracking, data about the so-called saccades
and fixations, i.e., how long and where the person is looking, are important for researchers. In the case
of neuromarketing, it is primarily about understanding human behavior through eye tracking studies
related to recognizing the needs of consumers in marketing products [22].

In the case of the educational process, the interest of researchers is focused primarily on
understanding the internal experience of a particular situation and its impact on learning outcomes
through a set of learning styles [23].

The study of human behavior through eye tracking is a growing multidisciplinary field that
combines electronics, psychology and cognitive sciences in connection with the study of human
behavior, especially in problem solving or decision making and learning analytics [22]. Nguyen [24]
describes that learning analytics (LA) involves the analysis of cognitive, social, and emotional processes
in learning scenarios in order to make informed decisions about the design and provision of teaching.

According to Sharma [25], the success of acquiring a wealth of knowledge and skills during the
educational process is influenced by many factors. For example, students’ efforts to complete a task
are often a manifestation not only of how they are assessed during the learning process but also of
how actively they engage in individual learning activities based on different levels of motivation.
It is possible (very difficult) for students’ efforts to be observed directly, for example in the case of an
online learning environment. Multimodal data from online learning environments can provide further
insight into learning processes and can estimate their efforts. Sharma explored various approaches
to the classification of efforts in the context of adaptive assessment. Using the eye tracking method,
he evaluated the behavior of 32 students during the adaptive self-assessment activity. Using this
method, the author predicted the students’ effort to complete the upcoming task based on the discovered
patterns of behavior using a combination of the hidden Markov model and the Viterbi algorithm.
In his research, Sharma has shown that eye tracking and HMM can identify moments in providing
preventive/normative feedback to students in real-time by building a relationship between patterns of
behavior and the efforts of learners.

The use of eye tracking in the educational process is really broad-based. For example, Davis and
Zhu [26] used eye tracking to gain an overview of how future programmers learn to read and process
code. According to Davis and Zhu, there is a significant need to improve methodologies with
active practical training techniques for programmers to learn practical strategies to mitigate software
vulnerabilities; for the protection of private data; and finally write the secure code in the first place.
They recorded the eye movements of future programmers as they read the code, thus removing problem
areas in the source code. The study involved 29 students mitigating (eliminating) software bugs using
manual source code analysis. Eye tracking data allowed them to objectively study the behavior of
future programmers and at the same time gain an overview of their knowledge. The analysis of the
study suggests that there is a difference in the learning phase for students who answered correctly
compared to students who did not provide the right mitigation strategy. In particular, research suggests
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that it is possible to use the eye tracking method to understand students’ behavior so that we are able
to develop improved practical teaching materials.

Latini [27], by deploying the eye tracking method, investigated the effects of the medium on
reading (printed vs. digital) in the context of processing and understanding the illustrated text.
The participants were 100 university students enrolled in natural science post-graduate programs.
The results showed that participants who read the illustrated text on paper showed more integrated
processing during reading than participants who read exactly the same text on a computer. Integrative
processing had a positive effect on comprehension, resulting in a mediated effect of the reading medium
on comprehension through integrative processing. The reading medium did not have a major impact
on integrated comprehension.

According to Emerson [28], a characteristic feature of online multimedia learning and game-based
environments is the ability to create learning experiences that are effective and engaging. Advances
in sensor-based technologies, such as facial expression analysis and vision tracking, have provided
an opportunity over the last 10 years to use multimodal data streams to teach analytics. Teaching
analytics works with multimodal data captured during students’ interactions with playful learning
environments and is an important promise for developing a deeper understanding of game-based
teaching, detecting online student behavior, and supporting individualized learning.

Therefore, together with the eye tracking method, other types of sensors for sensing student
activity (EEG, ECG, HR, temperature, GSR, etc.) are also used for detailed learning analytics. Most often,
such tools must meet strict conditions. One of them is that they must not under any circumstances
restrict the movement of the student in any way, so they must be a natural (technical and technological)
part of the educational process. One way to ensure this is to use a wristband.

Zhang [29] explains that the rapid development of wristband has enabled the continuous recording
of neurophysiological signals in natural environments, such as the classroom. The study conducted
by Zhang aimed to examine the neurophysiological correlates of the academic results of high school
students. The study used electrodermal signals (EDA) and heart rate (HR), which were collected
through a wristband from 100 students during daily Chinese and math classes for 10 days over two
weeks. Significant correlations were found between academic performance, reflected in students’ final
examination scores, and EDA responses. A study conducted by Zhang provides evidence to support
the feasibility of predicting learning outcomes using wristbands through neurophysiological records.

The results of the Zhang study are also confirmed by Fortenbacher [30] which states that the latest
advances in sensor technology make it possible to examine students’ emotional and cognitive states.
Obtaining data from sensors is a complex effort, all the more so when considering physiological data
to support learning. Fortenbacher has developed a comprehensive solution for an adaptive learning
system using data from GSR and HR sensors. To obtain data, the author used a wristband, which obtains
physiological and environmental data, for which he completed a tablet application (SmartMonitor)
for monitoring and visualizing data from the wristband. For learning analytics, he created a learning
analysis backend that processes, and stores sensor data obtained from SmartMonitor and learning
applications using these features. During his research, Fortenbacher found that while the possibilities
of using physiological data for learning analytics are very promising, their use in a real learning
environment requires interdisciplinary research implying combination of pedagogy, psychology, and
several areas of computer science.

Motivation

Early detection of students’ attention (concentration) can change the success (effectiveness) of
studying and the way of teaching. For this reason, it is important to test the reliability (dependencies)
of the procedures used to determine students’ attention and to measure the influence of external
factors, such as stressful situations (filling in quiz questions over time), on changes in data collected
from sensory networks [31,32]. Students are an interesting group to study the effects of stressful
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situations because they are faced with a variable number of stressful situations in their daily activities
in a short time.

The research was also motivated by previously conducted experiments focusing on the use of
commonly available devices to measure the physiological function of the heart rate in order to identify
stress or other emotions.

Jha, Prakash and Sagar [33] used a smart wristband and a sensory network to identify the emotion
of anger. They used heart rate and body temperature sensors in the research. Prior to the research,
both sensors were calibrated. Subsequently, they defined the limit values for heart rate and temperature,
on the basis of which the anger scale could be determined. As a result of the testing, the authors found
that the heart rate and also the skin temperature increased when the anger was manifested.

Several studies [34–37] used wristbands to measure heart rate during sports. Athletes wore
wristbands and performed the assigned task. They created a comprehensive IoT system that was able
to receive data from sensors and send it for evaluation.

These articles motivated us to test the sensory networks and to establish whether they are able to
detect the presence of stress in any way and whether with the help of these devices it is possible to
explore students’ attention, thus affecting their results.

3. Material and Methods

The aim of the article is to find connections between the possibilities of individual devices
connected to the Internet (i.e., IoT, eye tracking technology) and the student’s concentration influenced
by physiological conditions. The experiment was performed on a sample of students who had to
answer as many questions as possible in 3 min. The time was set empirically so that the time quantum
allocated to answer the questions evokes competition among students and thus indirectly the middle
situation and the change (expected increase) of HR. The relationship between stress and HR has already
been described by the authors in their research [3,4]. A smart wristband was used to monitor the
participants’ physiological conditions, measuring their heart rate. Correct answers and overall control
were indicated by using eye tracking technology. The task of the research was to find the dependence
between physiological functions (with which we can identify stress and calm condition) and the results
of students’ knowledge, i.e., how concentration and heart rate affect the overall result of students.
We are looking for dependencies between the results of eye tracking technology, HR and their impact
on students’ knowledge.

The testing methodology consisted of several steps:

1. Create a quiz—LMS Canvas was used to create the quiz activity;
2. Create a question bank in the quiz—The created question bank contained 40 questions, consisting

of four categories, which are described in the continuation of the chapter;
3. Choosing a wristband capable of measuring heart rates—The choice of smart wristband consisted

of a comparison of several manufacturers with a licensed device for use in medicine;
4. Smart Watch Sensor Setup—each student had a wristband calibrated according to the

manufacturer’s recommendations;
5. Adjust the eye tracker sensor—calibration of the device on the Tobii EyeX Eye Tracker was

performed for each student according to the manufacturer’s instructions;
6. Start quiz with a predefined time—The quiz time was set at 3 min, in order to indirectly induce

stress and competition for students to achieve the highest possible rating. For time synchronization,
the same times were set for both sensors, and at the same time after starting the quiz, heart rate
measurement was started, as well as eye tracking. At the same time as quiz activity was stopped,
heart rate measurement and eye tracking were stopped;

7. Quiz evaluation—A log from Canvas was used to evaluate the quiz, where the steps of completing
the quiz were analyzed in detail;
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8. Export the wristband data—The data obtained from the watch was automatically sent to the
mobile device and then to the cloud;

9. Evaluation of exported data—the obtained data were synchronized with each other based on the
setting of the same time for both sensors, while the heart rate is a connected function and eye
tracking is a discrete or separate function. Before synchronization, the times were adjusted to
Unix time for all sensors;

10. Interpretation of results—the results of the experiment are described in more detail in the
Results chapter.

This section describes how the eye tracker can be connected with smartwatch from Apple (Apple
Inc., Cupertino, CA, USA) for the purpose of analyzing students’ heart rate. Students from the
University of Novi Sad did online quiz on Canvas.

Canvas is an online tool for teaching and learning. Instructors on Canvas can share course content,
post assignments and grades, conduct quizzes and collect online submissions. It was developed
by Instructure Inc. in order to support the continued development of a new learning management
system (LMS).

The aim of this experiment was to measure and compare students’ heart rate, which were gained
from Apple Watch devices. Students attempted to answer the quiz, and they needed to answer as
many questions as they could in a period of 3 min. The purpose of the time limit was to put pressure
on students in order to see from heart rate results if there was any difference between questions at the
start and questions that were done in the last 30 s or so.

The first step was to create the quiz for the participants to take. LMS Canvas was used because of
using detail logs for every student attempt, measured in seconds. Logs were important because the
Apple Watch can generate a report based on measures every 2–3 s. Also, we could use Quiz Statistics
to get some useful information. The quiz has 40 questions that represent different scientific areas,
like mathematics, geography, biology, and informatics, i.e., Halley’s comet orbits the sun every 65,
75, or 85 years. Students answered different types of questions, such as multiple choice (one correct),
true/false questions, and fill in the blank questions. For every correct answer, students earn one point.
They needed to answer as many questions as they could within a time limit of 3 min. The test was set
for three minutes in order to indirectly induce stress and competition in the students, as the goal was
to get as many correct answers as possible. The time was also set to three minutes so that students
would not go through all the questions even if they clicked through the quiz. The quiz had the shuffle
answers option, which was enabled; thus, the questions were not repeated.

3.1. Eye Tracking Data

Eye tracking deals not only with the movement of the eye based on its physiology but also with
a condition where the eye remains in one place for a certain period of time. Devices that detect the
movements of the eye and its states monitor when the eye temporarily stops, e.g., on just a word while
reading. This is called fixation: the eye is fixed at one point and stopped moving. Such a stop can
last from 10s of milliseconds to several seconds or more. The length of fixation is influenced by many
factors, including the size of the study area. Really fast eye movements between points are referred to
as saccadic movements or saccades [38].

Students answered the questions while using the eye tracking device, Tobii EyeX. They needed to
navigate with their eyes to answer questions. In the background, using Visual Studio, an application
measured and converted the coordinates of student view into a red ellipse, which represents the
students’ point of view, shown in Figure 1.
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Figure 1. Student’s eye activity during the quiz.

Eye movement was recorded at intervals of an average of 1.5 recordings per second, so that 270
recordings could be obtained during the quiz, which lasted three minutes. Segmentation of images
using the nearest squares method was used to determine which places the student was looking at
during the quiz.

J =
k∑

j=1

n∑
i=1

∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣
x( j)

i − cj

∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣
2 (1)

where J is objective function, k is number of clusters, n is number of cases, xi is i-th case and cj is
centroid for cluster j.

The method was created using the Python programming program using the OpenCV library.
The individual records in the form of points were divided into several clusters based on the nearest
squares’ method. In the research, we divided the records into several parts, the place of the question, the
place of the “next” button and other records. The same method was repeated for each student [39–41].

3.2. Heart Rate Measurement

As a sensor for measuring the heart rate of students, we have chosen a heart rate sensor built into
the smartwatch from Apple. In order to get the most accurate data from the watch for setting the quiz
time, we put the students a few minutes early so that they were not upset by the event. After a few
minutes, the students could start the quiz and then we recorded the time when they started. On the
watch, we have activated an activity application that allows them to measure heart activity at intervals
of 3–6 s. The quiz itself was set to 3 min for each student. After the quiz time has expired, we stopped
the app and recorded a quiz ending time according to the Canvas log to determine which final value
of heart rate to include in the analysis for a particular student. We repeated the same procedure for
each student.

3.3. Export Measured Data

The measured data was stored in the Health application on the mobile device paired with the
watches. The Health application allows us to view measured data as well as export it in csv format.
With the function export health data, we exported all data to a computer, where they were subsequently
processed. The exported file was opened with the Excel tool from Microsoft, which contained all the
data that the watch records (image).
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The data we needed for research was written under the record type HK Quantity Type Identifier
Heart Rate. As all the data were together in one column, the data had to be cleaned. We performed the
cleaning function by changing the text to columns and we received the data in the table. Subsequently,
we removed unnecessary listings, such as the date (as we did the experiment on the same day), as
well as the end time, because heart rate measurements were made in one second. We also removed
the word parts of the notation to leave only numeric values. The heart rate measurement time was
formatted as time type.

3.4. Data Analysis

After cleaning the data, Table 1 contained the heart rate measurement time (Time in Sec) and heart
rates per minute (Value).

Table 1. Example of Heart rate recording.

Time in Sec Value

00:00:03 93
00:00:06 94
00:00:11 103
00:00:20 94
00:00:23 95
00:00:29 91
00:00:35 97
00:00:08 96
00:00:43 96
00:00:47 96
. . . . . .

The quiz was set to 3 min, and time for each student was recorded when the quiz started and
finished. Based on the time of the beginning and ending quiz, we were able to assign which values
belong to a particular student. Since the time was written in the form when a particular value was
measured, it had to be recalculated. The new time was calculated as the time difference obtained from
the watch and the time that was written to the table. Based on time calculation we got the opportunity
to compare the heart rate for a particular time. The LMS Canvas for the quiz tool was used for test,
and the logs contained details of the quiz’s progress. We could compare the watch data and the quiz
that way. Since we recalculated the time set from zero to three minutes in the watch data table, we had
the opportunity to analyze in more detail what the student was doing in the quiz when the heart rate
value suddenly changed.

4. Results

During our experiment, we measured the heart rate of students before and during the quiz.
Our goal was to verify whether a particular course activity would affect their heart rate. Fifteen students
were tested. They dealt with a general knowledge quiz. We verified whether there was any dependence
between the overall quiz result and

1. average heart rate during the quiz;
2. heart rate before testing;
3. heart rate at the start of testing.

Table 2 shows a sample of students who were tested. Table 2 shows the measured values of AVG
HR, which is the average value of the student’s heart rate during the test; Pretest HR, which is the heart
rate before testing; Start HR, which is the heart rate at the start of testing, and Total score, which is the
final score of the student from the test.
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Table 2. Research data about students

User ID AVG HR Pretest HR Start HR Total Score

4 95 76 93 6
5 93 95 93 1.33
6 93 103 98 0.67
7 100 107 106 0.67
8 108 102 114 0.67
9 92 92 101 4
10 75 94 84 2
13 73 73 70 6
14 105 85 111 2
15 101 103 116 3
17 79 82 89 1
18 109 111 110 0
19 97 103 101 4
20 89 65 88 1
21 91 92 86 4

Indices numbered 1 and 2 have been omitted in order to test the correct operation of the wristband
used to measure the heart rate, as well as the device for recording eye activity. Similarly, for index 12,
the same device testing was performed.

The research aimed to verify whether there are significant dependencies between the results of
these measurements (Table 2) and the score obtained by the students. The research questions, which
we verified during the experiment, were also based on this aim.

The research questions were based on the dependence between these values in relation to the
score obtained by the student.

Research questions:

Q (1): Does the student’s test result depend on his/her average heart rate during the test?
Q (2): Does the student’s test result depend on the heart rate the student has before he/she learns that
he/she will be tested?
Q (3): Does the student’s test result depend on the heart rate that the student has at the beginning of
the test?

These research questions were converted into hypotheses, which were statistically verified in the
analysis. We used correlation analysis to verify these dependencies. This dependence was verified
by means of a correlation analysis that expresses the tightness of the statistical dependence between
quantitative variables. It is the linear dependence rate of two variables. The correlation coefficient
between two variables was calculated by the relation

ρXY =
σXY√
σ2

Xσ
2
Y

(2)

where σXY is covariance. By the ratio of covariance and standard deviations, we get a correlation
coefficient between −1 and 1. Where −1 is indirect proportionality, 1 is direct proportionality and 0 is
the independence of X and Y [42].

By applying a correlation analysis using the Spearman correlation coefficient, we have obtained the
results shown in Table 3. Spearman’s rank correlation coefficient is calculated according to the formula:

rs = 1− 6
n(n2 − 1)

∑n

i=1
(Ri −Qi)

2 , (3)

where Ri is the rank in the arrangement and Qi is the rank of the values in an ordered arrangement.
This coefficient is calculated from the rank of the ordered values.
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Table 3. Spearman correlation.

Valid N Spearman R T(N-2) p-Value

AVG HR and Score 15 −0.404349 −1.59402 0.134945
Pretest HR and Score 15 −0.519935 −2.19462 0.046959

Start HR new and Score 15 −0.374899 −1.45806 0.168556

This non-parametric statistical method was used because the variables AVG HR, Pretest HR,
and Start HR contain relatively few values and do not have a normal distribution. We verified this
based on the Lilliefors Test for Normality. In all three cases, the p-value was higher than 0.2. Based on
these results, we can verify the null hypotheses, which were converted from research questions:

Hypothesis 1 (H1). There is no statistically significant correlation between the student’s average heart rate
during the quiz and his/her score.

Hypothesis 2 (H2). There is no statistically significant correlation between the student’s heart rate before
testing and his/her score.

Hypothesis 3 (H3). There is no statistically significant correlation between the student’s heart rate at the start
of testing and his/her score.

From the above results, we can see that (H1) and (H3) are not rejected. Thus, there is no statistically
significant relationship between the result score and the average heart rate or heart rate at the start
of testing. However, we also see that based on the p-value for the hypothesis 2 (H2), we can reject
(H2), which means that there is a statistically significant relationship between total scores and heart
rate before testing. The correlation coefficient has a value of −0.52, i.e., a relatively high negative
dependence. This means that if a student had a high heart rate before the quiz, then their score was
low compared to a student who had a lower heart rate before testing. The dependence in the case of
the variable Pretest HR against the Score is not very significant and we would classify it as a large
dependence. It is also statistically significant at the 5% significance level.

Higher heart rate in this case probably means higher student stress. Stress may be due to the very
fact that the student will be tested or if the student fails the quiz. The results show that if the heart rate
before the quiz is higher, i.e., the student is under stress, the quiz result will be worse.

The data obtained from observing students’ eyes when solving quizzes can tell how much the
students were focused on solving the given tasks. The system recorded the direction of the student’s
gaze three times in 2 s. This can identify quite accurately how long the student watched which part of
the screen. For this purpose, we divided the screen into zones shown in Figure 2.

• Question—the area of the screen where the text of the question and answer was located,
• Next button—the area of the Next button that was used to switch the screen to the next question,
• Other—the area outside the Question and Next button areas,
• Out of screen—unrecorded points from eye tracking (since each student had 3 min to solve the

question, which is 270 records, so this value was created by calculating 270—(Question + Next
button + Other).
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Figure 2. Areas of research (interest).

Table 4 contains the numbers of red dots (eye tracking records) that were included in the previously
described zones. These values are listed for each student (User ID) separately.

Table 4. Eye tracking records.

User ID Question Next Button Other Out of Screen

4 85 8 86 91
5 122 9 123 16
6 122 17 103 28
7 51 0 187 32
8 87 9 70 104
9 79 47 91 53
10 79 25 141 25
13 109 8 132 21
14 71 26 126 47
15 75 6 34 155
17 78 8 123 61
18 104 4 113 49
19 55 25 172 18
20 88 5 131 46
21 136 12 75 47

If the student focused mainly on the Question area, we assume that this student was more focused
on solving the problem compared to a student whose value was lower. The values from the variable
Other indicate a lower concentration rate. We assume that the Out of screen value, which speaks of
how much time the student took his gaze off the screen, means the lowest level of concentration.
We also judge this on the basis that the students were under time pressure and therefore did not have
too much time to look around. The variable Next button was created so that we could also identify
how much time students spent switching between questions. This information is not very revealing,
as it focuses on an activity that the student has to perform but does not indicate concentration or
non-concentration. However, the Next button was needed, for example, to more accurately determine
the Out of screen values.

Using the above data, we determined whether there is a relationship between concentration (based
on the above interpretation of eye tracking data) and Start HR. Specifically, we determined whether the
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degree of correlation between the variables Out of screen and Start HR is statistically significant. Since
the variable Out of screen does not have a normal distribution and we work with a relatively small
sample, it was necessary to use a nonparametric statistical method to evaluate the correlation.

The Kendall coefficient tau expresses the difference between the probability that the values of
two variables are in the same order compared to the probability that the values are not in the same
order [42]:

τ =
nc − nd

n(n− 1)/2
(4)

where nc is the number of matching pairs and nd is the number of mismatched pairs. Pair (xi, yi) and
(xj, yj), where i, j = 1, ..., n and i � j is concordant if xi > xj and yi > yj or xi < xj and yi < yj. A pair is
discordant if xi > xj and yi < yj or xi < xj and yi > yj. A pair is indecisive if xi = xj or yi = yj.

The variables Out of screen and Start HR have a statistically significant correlation, as Kendall tau
came out to 0.39, which in this case is a statistically significant dependence on the level of statistical
significance of 0.05.

Based on the above, we can say that the heart rate that the student had at the beginning of the
quiz had a statistically significant effect on its concentration during the quiz. The correlation turned
out to be positive, which means that if the student had a higher HR, he often looked around and was
not focused on solving the assigned tasks.

5. Discussion

When evaluating the relationship of the student’s final score to heart rate at different stages
of testing, we found an indirect dependence. Correlation coefficients expressing the relationships
between heart rate and Score were in the range from −0.37 to −0.52. In any case, the variables AVG
HR and Start HR are moderately correlated according to Cohen [43]. For the variable Pretest HR,
this correlation is −0.52, which we consider being a large correlation and, based on our results, also
statistically significant. Therefore, we can say that the result of the test largely depends on the heart
rate of the student, but mostly on the student’s heart rate before the test. The student’s heart rate is a
consequence of other physiological phenomena in the student, such as stress. However, the heart rate
as an indicator of these changes and processes helps us to identify the student who will be able to pass
the test successfully or unsuccessfully.

The knowledge we gained from the analysis of eye tracking in connection with the heart rate
could be used in teaching to identify students who do not sufficiently concentrate on the lesson. If such
students can be identified and that information can be passed on to the teacher, the teacher can adapt
his or her teaching to increase the concentration of the group of students. These systems can also be
deployed in real time.

6. Conclusions

In this article, we focused on commonly available IoT devices, which can be used to collect
valuable information about the student’s condition in a non-invasive way. This information has some
revelatory value, enabling us to set up the next steps and procedures. Our experiment was performed
on respondents (students) who passed the test in the specified time span (interval).

The research was divided into several stages described in the Materials and Methods section.
Prior to the research itself, it was necessary to set up devices that were used as sensors to measure heart
rate and eye activity. It was also necessary to set up a quiz through which the research was carried out.
Based on the analysis of the results, it was found that students who achieved higher heart rate values
before the quiz did not fully concentrate during the quiz, which indicated that, in addition to looking
at the screen, they were looking outside and therefore achieved weaker quiz results. On the other hand,
students who were calmer before taking the quiz had a higher level of concentration, looked at the
screen longer, and achieved higher quiz results.
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Using the data obtained from eye tracking and HR, we found out whether there is a dependence
between the concentration on solving the problem of students and their HR. Based on the performed
experiment, we can conclude that the heart rate that the student had at the beginning of testing had
a statistically significant effect on his concentration during the test. The correlation turned out to
be positive, which means that if a student had a higher HR, he often looked around and was not
focused on solving the assigned tasks. In the future, we plan to create a comprehensive sensory system
(IoT), with which we will be able to obtain and evaluate results in real time. These results will help
students to adapt their studies and thus streamline the learning process. It will be possible to use the
methodology in other areas as well, such as industry, smart homes, the automotive industry, etc.
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Abstract: Computer adaptive testing (CAT) enables an individualization of tests and better accuracy
of knowledge level determination. In CAT, all test participants receive a uniquely tailored set of
questions. The number and the difficulty of the next question depend on whether the respondent’s
previous answer was correct or incorrect. In order for CAT to work properly, it needs questions
with suitably defined levels of difficulty. In this work, the authors compare the results of questions’
difficulty determination given by experts (teachers) and students. Bachelor students of informatics in
their first, second, and third year of studies at Subotica Tech—College of Applied Sciences had to
answer 44 programming questions in a test and estimate the difficulty for each of those questions.
Analyzing the correct answers shows that the basic programming knowledge, taught in the first year
of study, evolves very slowly among senior students. The comparison of estimations on questions
difficulty highlights that the senior students have a better understanding of basic programming tasks;
thus, their estimation of difficulty approximates to that given by the experts.

Keywords: computer adaptive testing; code tracing; basic programming skills

1. Introduction

Modern technologies offer numerous possibilities for improving knowledge assessment and
the process of education. In higher education, testing is one of the most commonly used methods
of measuring student knowledge. The main goal of testing is to determine the level of students’
knowledge in one or more areas of the course material on which the test is based. In a class held in
an online environment, self-testing via computer-based tests (CBT) provides feedback that shows
the students how well they are progressing in the acquisition of knowledge or skills.

The most common form of computer tests are linear fixed-length tests. All students are given
the same test; in fact, it “imitates” traditional pen-and-paper tests, representing their digital version.
This type of test does not take into account the abilities of each individual student. While doing
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such a one-size-fits-all test, respondents may feel discouraged if the questions are too difficult, or, on
the other hand, they may lose interest if the tasks are too easy for their level of knowledge. The solution
to this problem may be the application of computer adaptive tests, which have the ability to change
the level of question difficulty on the basis of the respondents’ abilities similar to in an oral exam.

A computer adaptive test offers the ability to create a test based on the respondent’s actual abilities.
Questions are selected from a database, and the individual capabilities of the candidates are taken into
account during the test. By applying the Item Response Theory (IRT) in CAT, different versions of
the test are possible, e.g., if the respondent answers the question correctly, the following question is
selected from a group of questions that are one level higher than the previous question. On the other
hand, if the respondent’s answer is incorrect, the next question is selected from a group of questions
that are one level easier than the previous questions the respondent failed to answer correctly. Many
different possibilities (algorithms) for selecting the next question can be applied. With this adaptive
selection, the respondents with less knowledge will be given easier questions, while those better
prepared for the test will receive a set of more difficult questions. Therefore, the end result of the test
for each respondent also depends on the level of question difficulty that they answered correctly.
Thus, individual students may have the same percentage of correct answers, but those who answered
the more difficult questions will be given a higher grade [1].

There are several advantages of computer adaptive tests worth considering, when compared to
traditional linear tests, such as

• individualization of tests,
• promoting a positive attitude toward testing,
• determining the level of knowledge with greater accuracy.

To develop a system with adaptive tests requires a database with many questions. Every question
needs calibration, i.e., objective values indicating the question’s difficulty. With the difficulty values
determined properly, adaptive algorithms can then select the “right” next question in the test. One way of
calibration is when the difficulty of the question is determined by the expert(s). Another way of calibration
relies on a given population, e.g., a set of students. The large number of answers from participants for
whom the adaptive tests will be created can provide information about the question’s difficulty [2].

The primary goal of this study is to compare results of how experts (teachers) determined
the difficulty of the questions with the values that were determined by the students. The authors
aim to use the results and the experience acquired in this research in the further development of CS1
courses (introductory programming courses) and CAT systems. The secondary goal is to analyze
what happens with the basic programming knowledge students are taught in their first year of study
throughout the course of their education. In the case of students of informatics, does such knowledge
develop, or will it be mainly forgotten in later years of study?

Writing a computer program is a difficult cognitive skill to master and it is also difficult to measure
it [3,4]. Despite the best efforts of teachers, many students are still challenged by programming. In order
to write a simple program, they need to possess a basic knowledge of variables, input/output of data,
control structures, and other areas. Even given all necessary theoretical knowledge, they face a problem
when having to apply their knowledge as a whole and actually write a programming code [5].

The authors used a code-tracing type of task and questions to assess students’ programming skills.
It has been confirmed that students cannot learn to write code without having previously learned to
read/trace code as a precursory skill [6–8]. It must also be pointed out that being aware of how code
functions is not the same as being able to use it in problem solutions [9].

The characteristics of code tracing can be summarized as follows:

• Tracing refers to following the flow and data progression of a given program.
• In many instances, tracing represents a single user’s journey through a program or program snippet.
• Its purpose is not reactive, but instead, it focuses on optimization.
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• By tracing, developers can identify bottlenecks and focus on improving performance.
• When a problem does occur, tracing allows the user to see how it came to be: which function,

duration of a function, which parameters passed, and how deep into the function the user
could delve.

2. Related Works

Problems that arise in novices when learning programming is a field that has been the subject
of numerous studies, as have the ways of adopting those new concepts [10]. Xie et al. [11] proposed
a theory that identified four distinct skills that novices learned incrementally. These skills were
tracing, writing syntax, comprehending templates, and writing code with templates. They assumed
that the explicit instruction of these skills decreased cognitive demand. The authors conducted an
exploratory mixed-methods study and compared students’ exercise completion rates, error rates,
ability to explain code, and engagement when learning to program. They compared the learning
material that reflected this theory to more traditional material that did not distinguish between
the skills. The findings of their study were as follows: teaching skills incrementally resulted in an
improved completion rate on practice exercises and decreased error rate and improved understanding
on the post-test.

The report of a 2001 ITiCSE (Innovation and Technology in Computer Science Education) working
group [12] assessed the programming ability of 216 post-CS1 students from eight tertiary institutions in
various countries. The “McCracken group” used a common set of programming problems. The majority
of students performed much worse than their teachers had expected. The average score was 22.89
out of 110 points. While such a report by an author at a single institution might be dismissed as
a consequence of poor teaching at that particular institution, dismissing a multinational study is not
done so lightly. Given the scale and the multinational nature of the collaboration, these results were
widely viewed as significant and compelling. The McCracken study did not isolate the causes of
the problem. A popular explanation for the students’ poor performance was that they lacked the ability
to problem-solve. In fact, students lack the ability to take a problem description, decompose it into
sub-problems, implement the necessary steps, and then reassemble the pieces to create a complete
solution. Based on the McCracken group research, an ITiCSE 2004 working group (the “Leeds Group”)
tested students from seven countries in two ways. First, students were tested on their ability to predict
the outcome of executing a short piece of code. Next, the students were given the desired function
of a short piece of near-complete code and tested on their ability to select the correct completion of
the code out of a small set of possibilities. An alternative explanation is that many students have
a weak grasp of the basic programming principles and were missing the ability to systematically carry
out routine programming tasks, such as tracing through code [13].

This working group established that many students lacked knowledge and skills that are
a precursor to problem-solving. These missing elements were more associated with the students’ ability
to read code than to write it. Many showed weakness in systematically analyzing a short piece of code.
The working group did not argue that all students who manifested weakness in problem-solving were
doing so due to reading-related factors. They accepted that a student who scored high on the type of
tests used in this study, but was unable to write a novel code of similar complexity, was most likely
suffering from a weakness in problem-solving. The working group merely stated that any research
project aiming to study problem-solving skills in novice programmers had to include a mechanism to
screen for subjects weak in the precursor, code reading-related skills.

Kopec et al. [14] analyzed programmers’ examination errors but focused on intermediate
programmers (i.e., with some programming experience and understanding of basic programming
concepts). They concluded that educators had to pay careful attention to their problem description and
presentation, since novices were easily confused by nested loops and recursion, which differentiated
between intermediate programmers’ and novice programmers’ errors.
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Code-tracing problems (e.g., debugging a program, identifying the output of a program) are
attractive in that they can be solved in shorter stints of time, using formats such as multiple choice that
are easier to grade [13]. In this context, Computer Science researchers were keen to see whether there
was a correlation between students’ performance on code-tracing problems and their ability to write
code. Lopez et al. [6] studied the responses of novices in an examination and found strong support for
a relation between their skills for code tracing and code writing, and between explaining code and
writing code. They showed that there were strong correlations between code tracing and code writing.

The hypothesis of Kumar’s [7] study was that tracing code would lead to an improvement in
code-writing skills. The results of this study indicated that code-tracing activities helped students
learn to write both syntactic and semantic components of code. However, the extend of the effect was
found to be small to medium. Therefore, code-tracing exercises can be used as a supplement rather
than a substitute for code-writing exercises.

Moreover, some other research areas present alternative technologies such as virtual reality
(VR) [15,16], alternative approaches for teaching programming [17], brain–computer interface (BCI)
systems [18,19], and serious games [20], which could support learning efficiency and help complement
learning difficulties as well.

3. Research

The authors of this paper conducted a study among all three student cohorts of bachelor Informatics
students at Subotica Tech—College of Applied Sciences. The research included 182 student participants
who were taking an introductory course called ‘Algorithms and data structures’. The course is
composed of lectures, practices, and laboratory practices. The course runs in the spring semester over
15 weeks in the first year of study. It consists of one 90 min lecture per week as well as a 45 min practice
and another 90 min lab practice.

The aim of the course is to introduce the students to the basic concepts of algorithms and data
structures in C/C++ programming language. The course covers the basic principles of programming,
variables, control statements (if, while, do-while, break and continue statements), arrays, functions,
pointers, and some basic algorithms (sort and search).

Based on historical data, the grade average in this given course is 7.02 (5 is the minimum grade
and means fail, and the maximum grade is 10), while the pass rate is about 50%.

During their studies, informatics students learn new developing methods and developing
environments as well as new programming languages. The novel techniques help them solve more
complex information and communications technology (ICT) problems. Although the problems are
more complex, and the developing environment and the programming language are new to them,
when solving a particular problem, students frequently rely on those basic algorithms and data
structures that they learned in their first year of study, e.g., iterations, arrays, or conditional statements.
The programming languages that students use in their second and third years are so-called C-like
programming languages, so the syntax and logic of the language are highly similar to those covered in
the course ‘Algorithms and data structures’ during the first year of study.

As stated earlier, the aim of this research is to analyze what happens to those basic programming
skills acquired during the first year. The following questions arise:

1. Do computer science students forget the basic algorithms and elements of language, or because
of using them actively, do they understand them even better?

2. What is the impact of the constantly developing programming skills when estimating the difficulty
of basic tasks?

The authors formulated three hypotheses:

Hypotheses 1 (H1): Students in later years of study have a better understanding of basic algorithms and data
structures.
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Hypotheses 2 (H2): Subjective difficulty estimation of one task at later years of study will be lower.

Hypotheses 3 (H3): The difference between the students’ and teachers’ subjective estimation decreases with
the years of study.

4. Data Collection and Analysis

The primary data collected were the students’ answers in a test. A total of 182 students contributed
data to this part of the study, but only 117 of those gave answers to all 44 questions.

The students in the second and third year of a study were tested in January 2020. The test was
conducted as a paper-and-pencil test with limited time. During the test, students were not allowed to
use computers, smart phones, or any other type of help in answering the questions. The test consisted
of multiple-choice questions, so the students had to mark one or more of the given answers or write
the output of the code snippet. The students were given a time limit of 90 min for completing the test.

The participants in Year 1 were given the same test in May 2020, but they had to complete it in an
online environment due to the COVID-19 pandemic. Students took the test in the Moodle system. In
all aspects, including questions themselves, their order, and the time limit, the online test was identical
to the paper-and-pencil test.

Altogether, 182 records were collected. With the relatively short time limit and the large number
of questions, even for students with an average programming language knowledge and tracing skills,
completing this test correctly was not an easy task. The underlying reason for compiling a challenging
test was to highlight the differences in individual skills. As a result of such a test design, there were
students who did not answer all the questions either in the tracing part or the difficulty estimation of
questions part.

4.1. Test Design

The test was composed of 44 tasks or questions. Out of these, 24 were multiple-choice questions
with four possible answers, while 22 questions required the students to write down the output of
the program or program snippet. The test questions were categorized based on two criteria: the subject
matter of the question and the subjective estimation of the task’s difficulty. Students filling in the test
essentially had to do two things for each question: first, to solve the question as required by the task,
then, to give their subjective estimate regarding the difficulty of the given question. In short, the authors
asked them to do the task and then to indicate how easy or difficult (or medium) they found the task.

4.2. The Categories of the Questions.

Apart from skills tracing, the authors were also keen to explore students’ programming knowledge;
therefore, the test contained six types of tasks (i.e., six categories). The task categories were the following:

1. Statements. Through these questions, the authors aimed to explore the students’ knowledge of
various basic concepts of the C programming language. For example, students had to calculate
an arithmetic problem with different operators, determine the correct names of variables, find
syntax errors, etc. The “statement” category contained 12 questions.

2. Conditional statements. This category consisted of questions that used the if, if-else,
if-else-if : (ternary operator), and switch structures. The conditions that the students had to
examine/conclude ranged from simple to complex. Altogether, there were six conditional
statements in this category.

3. Iterations. With the help of these iteration questions, the authors studied how the students would
solve questions with for, while, and do-while cycles. The variation in task difficulty was achieved
by adjusting the conditions of the cycle: they ranged from simple to complex. There were ten
iteration-type questions in this category.
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4. Structures. This category of questions focused on the use of arrays and two-dimensional arrays
with integers and characters, although there were no tasks of data sorting. This category contained
six questions.

5. Functions. Questions in this category were related to the knowledge of function arguments (call
by value, call by reference) and the use of local, static, and global variables. There was a total of
six function-related questions in the category.

6. Recursion. Questions in this category were consciously created as “difficult”, so that they could
reveal whether senior students still knew the principles of recursion functioning or would use
other methods. There were four recursion questions in the category, three of which were basic,
while the fourth question had double recursion.

The following list contains a few examples of categories, with the boxes for their level of difficulty
that had to be ticked:

• Conditional statements 
What is the output of the following code? Hard  Medium  Easy   
void main(){ 
int i = 0; 
if((13 + 1)/2) { 
if(13 > 5) 
i+=5; 
else 
i++; 
} else 
i+=2; 
cout<<i; 
} 
• Iteration statements 
What is the output of the following code? Hard  Medium  Easy  

main (){ 
int i = 0; 
int s = 9; 
for (; i < s; i++) 
s -= i; 
 cout<<s; 
} 
• Data structures 
What is the output of the following code? Hard  Medium  Easy  

void main(){ 
int j, i; 
int ar[] = {1, 2, 3, 4, 5, 6, 11}; 
for(j = 5, i = 0 ; i < j ; j--,i++) 
ar[i] = ar[j]; 
 i = ar[i]; 
 cout<<i; 
} 
• Functions 
What is the output of the following code?  Hard  Medium  Easy  

void swap(int&, int&); 
int main(void) {   
int a = 10, b=20; 
 swap (a, b); 
 cout<<a<<“\t”<<b<<“\n”; 
 return 0; 
} 
void swap(int& x, int& y) { 

x+=2; 
y+=3; 
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} 
a. 14, 24 
b. 11, 21 
c. 10, 20 
d. Nothing, there is an error in the code 
e. 12, 23 

4.3. Estimation of the Question Difficulty

Students’ subjective estimation of question difficulty is very useful feedback. Based on the students’
answers, teachers gain information about which part of the study material the students understand
the least. Furthermore, the teachers can rethink and revise their own estimation of the questions’
difficulty. For example, a given question thought to be ‘easy’ by the teacher may be perceived as an
unsolvable problem by the students themselves. This feedback can be used by teachers when preparing
questions for the exam in order to only include questions with approximately the same difficulty.
As mentioned above, a subjective estimation of question difficulty can also serve in computerized
adaptive testing that adapts to the examinee’s level of ability. This is advantageous from the examinee’s
perspective, as the difficulty of the exam seems to tailor itself to their level of ability. For instance, if an
examinee performs well on an item of intermediate difficulty, they will then be presented with more
difficult questions. Or, if they performed poorly, they will be presented with a simpler question.

The evaluation of task difficulty was conducted on two levels, by the participant teachers and
students. The teachers involved in this study gave their subjective estimation both of the difficulty
(how challenging a given task was) and complexity (how complicated the question was, how many
steps it involved) of each question, resulting in two separate marks for every question. The underlying
reason was to increase the objectivity and accuracy of difficulty estimation. This step was followed by
a detailed professional discussion of the given marks, which were then transformed into the difficulty
values of “easy”, “medium” and “hard”. While the teachers performed this double estimation,
primarily to make the overall estimation more objective, such double estimation was not required from
the students, because the authors believed it would prove too distracting for students, given that they
had to pay close attention to actually solving the question and then evaluating its difficulty. In the test
itself, the students were able to give a subjective estimation of the question difficulty by selecting one of
the three offered options: “easy”, “medium” and “hard”, as seen above, next to the sample questions.

4.4. Participants

As stated before, the total number was 182 bachelor students of informatics. Table 1. shows
the structure of the participating students by year of study.

Table 1. The number of students per year of study.

n %

First year 78 42.9
Second year 58 31.9
Third year 46 25.3

Total 182 100.0

Two professors from Subotica Tech, with more than two decades of experience in teaching
computer science courses, have designed the test and conducted the data acquisition.

4.5. Comparison of the Performance in Each Year of Study

Comparing the test results for each year of study, the students from the first year gave the largest
number of correct answers, averaging 25.73 out of 44. The students in Year 2 had an average of 21.21
points, while the weakest result came from the third-year students, who only achieved a point average
of 17.39 (see Table 2.).
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Table 2. Average of points.

Year of Study Average Point Standard Deviation (SD)

1st 25.73 6.1
2nd 21.21 7.2
3rd 17.39 6.0

The authors also examined the results achieved by the students on a question-by-question basis.
The percentage of correct answers for each question is illustrated in Figure 1. The questioned revealed
for which items the students’ correct answer reached a level of 51% (the lower limit of the points to
“just pass”). Those questions where the value did not surpass the 51% limit are marked (e.g., Q2, Q6,
Q11, etc.)

 

Figure 1. Percentage of correct answers for each question.
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The first step of data analysis was the comparison of performance for each year of study separately.
The one-way ANOVA test was used in order to determine the differences in grade results. Based on
the Tukey B test, which followed the ANOVA, the following relationship can be recorded (Table 3):

Table 3. Results comparison by ANOVA.

First Year Second Year Third Year One-Way ANOVA

Mean SD Mean SD Mean SD F p

Points 25.73 6.1 21.21 7.2 17.39 6.0 25.2 0.001

[first grade] > [second grade] > [third grade] F = 25.2 p = 0.001.
This was followed by a two-sample t-test so that the authors could examine the ratio of deviations

in the light of the above results (Tables 4–6).

Table 4. Comparing results for the first and the second-year students.

Results Two-Sample t-test

Mean SD t p

First year 25.73 6.1
3.97 0.001Second year 21.21 7.2

Table 5. Comparing results for the first and the third-year students.

Results Two-Sample t-test

Mean SD t p

First year 25.73 6.1
7.44 0.001Third year 17.39 6.0

Table 6. Comparing results for the second and the third-year students.

Results Two-Sample t-test

Mean SD t p

Second year 21.21 7.2
2.92 0.004Third year 17.39 6.0

The results highlighted that students in Year 1 achieved significantly better results than those in
Year 2 and Year 3. The results of those in Year 2 and Year 3 also show a statistical difference in favor of
the second year. Studies in Year 3 performed considerably poorer than the students in Years 1 and 2.

Therefore, these results do not support the H1 hypothesis: the students in Year 1 performed
significantly better than the second- and third-year students.

4.6. Analysis Based on the Subjective Difficulty Estimation of the Test Questions

4.6.1. Comparing Students’ Estimations

The following step in examining the results was to compare how students evaluated the difficulty
of each test questions.

Given that the test contained a large number of questions, the analysis was not conducted on
the whole set of questions (full scale). Five questions were selected for which the students had given
the highest percentage of correct answers, and another five questions were selected for which students
had given the lowest percentage of correct answers.

The responses were ranked on a three-point Likert scale, where the easy questions were rated as 1,
medium questions were rated as 2, and the hard questions were rated as 3. Although the Likert scale
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is strictly a ranking scale, it is generally accepted that in order to take advantage of the possibilities
offered by complex statistical procedures, it is treated as an interval scale. According to Selltiz et al. [21],
the scores can be added and averaged.

The following analysis presents the degree of estimated difficulty for the top five correctly
answered questions and top five questions with the lowest correct-answer rate, for all students from
all years of study. The results show estimations on the full scale.

As already indicated, the students could rate every single question as easy, medium, or hard.
In terms of the average of the responses for students from all three years of study, the top five

correctly answered questions were Questions 3, 30, 37, 39, and 42. For these specific questions, most of
the estimations fell into the easy category, which is in accordance with the number of correct answers
to those questions (Figure 2).

 

Figure 2. Estimation of the top five highest score questions (percentage of correct answers).

The descriptive results were analyzed with a one-way ANOVA test. Three out of the top five
highest score questions (Q30, Q39, Q42) show a significant difference between students’ estimation
(Table 7). Based on the results, we can state that the students from the third year estimated the questions
as significantly harder than the Year 1 and Year 2 students. The students from Year 2 estimated question
Q39 as harder than the Year 1 and Year 3 students. The results for each question are less significant
than the data for the whole scale, and this result partially supports the H2 hypothesis.

Table 7. The top five highest score questions.

Year 1 Year 2 Year 3 One-Way ANOVA

Avg. Sd. Avg. Sd. Avg. Sd. F p

Q3 1.31 0.5 1.36 0.4 1.48 0.5 1.52 0.02

Q30 1.12 0.3 1.17 0.3 1.30 0.4 3.18 0.04

Q37 1.22 0.4 1.24 0.4 1.00 0.0 2.92 0.05

Q39 1.12 0.3 1.33 0.4 1.20 0.4 4.49 0.01

Q42 1.00 0.00 1.10 0.2 1.24 0.6 6.1 0.003

The five worst-performing questions were Questions 6, 13, 14, 20, and 25 on the average of
the responses for students from all three years of study. For these questions, most of the estimations fell
into the medium or hard category (Figure 3). Based on the results, a review of question Q6 is definitely
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recommended, as the majority of students rated it as an easy question; however, they received one of
the lowest scores (the lowest rate of correct answers) for this question.

 

Figure 3. Estimation of the top five lowest-score questions (percentage of correct answers).

Four from the top five lowest-score questions (Q6, Q14, Q20, Q25) show a significant difference
between students’ estimation (Table 8). The Q6 question was estimated as significantly harder by
the Year 3 students than the Year 1 and Year 2 students. In the case of Q14, opposite estimation was
done: this question was “harder” for the Year 1 students. The result for Q14 supports the H2 hypothesis.
The estimations for Q20 and Q25 questions differ from the previous three.

Table 8. The top five lowest-score questions.

Year 1 Year 2 Year 3 One-Way ANOVA

Avg. Sd. Avg. Sd. Avg. Sd. F p

Q6 1.47 0.6 1.60 0.6 2.37 0.7 23.2 0.001

Q13 2.48 0.7 2.44 0.7 2.48 0.6 0.02 0.9

Q14 2.12 0.5 1.96 0.6 1.70 0.8 5.93 0.003

Q20 2.21 0.6 2.62 0.5 2.11 0.6 6.86 0.001

Q25 2.22 0.6 2.63 0.4 2.59 0.7 7.23 0.001

These results do not support hypothesis H2 and show only that the students’ estimation was
close to the real difficulty of the questions: when a question was estimated as hard, then they achieved
a lower score.

This section presents the results of the analysis answering the following questions:

• Is the lowest-score question estimated on the same level for all students?
• Is the highest-score question estimated on the same level for all students?
• What score did students achieve on those questions?

Score in this case refers to the rate of correct answers.
It was found that question Q25 received minimum correct answers (low score), and question Q42

was given the highest correct answers rate (high score) from students from all three years of study.
The question with the highest score (Q42) was also rated as the easiest question by students of Year 1
and Year 2. Without exception, all students from Year 1 estimated its difficulty as easy, only 12% of
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students from Year 2, and 10% from Year 3 estimated the question’s difficulty as medium difficult
(Figure 4).

 

Figure 4. Estimation of difficulty for the highest-score (Q42) question.

As for the question with the lowest score (Q25), the students’ estimations were quite different.
The majority of students in Year 1 found the question moderately difficult (medium), while the majority
of students in Years 2 and 3 found its difficulty hard (Figure 5). The same trend can be observed with
the points achieved on these two questions: the Year 1 students received the highest amount of points,
while the Year 2 and Year 3 students received the lowest points. At the same time, the Year 2 and Year
3 students also felt that it was more difficult for them to solve the task, which supports hypothesis H2.

 

Figure 5. Estimation of difficulty for the lowest-score (Q25) question.

When estimating the degree of difficulty of the full scale (the whole test), the majority of students
identified it as being of medium difficulty (Table 9).
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Table 9. Estimating the degree of difficulty for the whole test.

n %

easy 30 16
medium 147 81

hard 5 3
Total 182 100

The differences in students’ estimation for each year of study are illustrated in Figure 6.

 

Figure 6. Estimating the difficulty of questions by year of study.

The results were tested with the chi square probe (Table 10).

Table 10. Correlations between year of study and estimated difficulty of the questions.

Easy Medium Hard Total

Year 1 12 66 0 78

Year 2 5 53 0 58

Year 3 7 36 3 46

Total 24 155 3 182

The data are consistent with the values shown in the descriptive statistics: the majority of students
from all three years of the study estimated the test with medium difficulty value. The results show
a correlation between the two variables (performance and task difficulty estimation) (χ2 = 10.73 p =
0.03). When students from a higher year of the study estimated a question as medium or hard, then,
they achieved a lower score there. This result supports hypothesis H2.

Based on year of study, the authors separately examined the five best- and worst-performing
questions and the estimation associated with them. For these questions, they also compared
the estimated value of the questions given by students with those defined by the instructors.

In addition to Questions 42 and 25 already analyzed above, several questions received similar
estimations from the students of all three years of study. Question 37 received a high score from
the students in their first and second year, and Q39 received a high score from the students in their
second and third year. Students in Year 1 and Year 2 achieved low scores with Q14. Questions 5 and 16
were those where students in Year 1 and Year 3 gave fewer correct answers.

In the estimation of the difficulty of the five highest-scoring questions, the opinions voiced by
students in Year 1 and the instructor are very similar (Figure 7). Estimations were also compared
with a nonparametric statistical analysis, where the result of the Mann–Whitney test also supported
the agreement of the estimations.
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Figure 7. Comparing estimation difficulty of the five highest-scoring questions defined by the students
in Year 1 and the instructors.

For the lowest-scoring questions, the estimations of the students and the instructor were no longer
so consistent (Figure 8). For Questions 6 and 16, the majority of students and the instructor were of
the same opinion. Question 25 was marked as medium by the students and hard by the instructor.
Question 43 was rated as hard by the students as opposed to medium by the instructor. Statistically,
these differences are not significant. However, for Question 14, where students estimated the question
as medium and the instructor estimated the question as easy, there was a significant difference in
estimation based on the Mann–Whitney test (Z = −1.97 p = 0.04). This result supports hypothesis H3:
it indicates that the Year 1students gave a different estimation of difficulty than the instructor.

 

Figure 8. Comparing estimation difficulty of the five lowest-scoring questions defined by the students
in Year 1 and the instructors.

The same two analyses were conducted for the estimation of students in Year 2. In the case of
the questions with the highest scores, four questions (Q3, Q4, Q37, Q42) were estimated to be on
the same level by both students and instructors (Figure 9). In the case of Question 27, the instructor
rated the question as hard, while most of the students rated it as medium. The difference is only shown
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in the descriptive statistics; the Mann–Whitney test does not show a statistically significant difference.
This result supports the H3 hypothesis. The questions with lowest scores showing in Figure 10.

 

Figure 9. Comparing estimation difficulty of the five highest-scoring questions defined by the students
in Year 2 and the instructors.

 

Figure 10. Comparing estimation difficulty of the five lowest-scoring questions defined by the students
in Year 2 and the instructors.

With the students in Year 3, regarding the questions that received the most points, there was
a difference in the estimation for the students and the teachers for Question 23 (Figure 11). The students
rated the question as easy, whereas the teacher saw it as medium. The other questions’ estimation did
not show much diversion: the majority of students as well as the teachers found the questions easy.
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Figure 11. Comparing estimation difficulty of the five highest-scoring questions defined by the students
in Year 3 and the instructors.

In the case of the questions with the lowest score (Figure 12), the estimations of the students and
the instructor were the same for Questions 25 and 26, as both parties saw their difficulty as hard. Question
6 was considered hard by the students, as opposed to easy by the teacher. Question 7 was considered
easy by the majority of students and of medium difficulty by the teacher. Question 16 was estimated as
hard by the students and of medium difficulty by the teacher. In all cases, the Mann–Whitney test
performed with these results showed no relevant difference between the estimation of the students
from the third year and the teacher. This result also supports hypothesis H3 for the students of Year 3.

 

Figure 12. Comparing estimation difficulty of the five lowest-scoring questions defined by the students
in Year 3 and the instructors.

4.6.2. Relationship between Student and Teacher Estimations

Apart from the students, all questions used in this research were also evaluated by the teachers.
The teachers estimated the average difficulty of the questions’ full scale as “medium”. The results for
the full scale are derived from the average score of the answers to each question. The difference between
the teachers’ and the students’ evaluation was examined in a one-sample t-test, where the teachers’
evaluation was viewed as an external standard average (Table 11).
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Table 11. Comparing teacher and student estimation of test difficulty.

Average of
Marks by
Students

SD
Average of
Marks by
Teachers

One-Sample t-test

t p

First year 1.85 0.3
2

−3.74 0.001

Second year 1.91 0.2 −2.31 0.02

Third year 1.91 0.5 −1.27 0.2

Based on the obtained results, students in their first and second year estimated the questions as
significantly easier than the medium difficulty level specified by the teachers. The third-year students’
estimation was the same as that of the teachers.

The results support the H3 hypothesis, namely, there is no difference between the students’ and
the teachers’ estimation in the third year of study on question difficulty. However, the discrepancy in
the estimation of students in their first and second year suggests that the students perceived the tasks
as easier than the teachers did.

5. Discussion

Three hypotheses were formulated in this research. The first was to prove that students were
perfecting their knowledge and skills during their studies. The assumption was that if a given material
was taught in the first year and subsequently used in the later years of education, that knowledge or
skill would be improved. As a result, the students in the later years of study would solve the basic
programming tasks more easily than their peers in the first year. The hypothesis was also supported
by the assumption that during computer science education, students were also using the process of
debugging to identify and remove errors from application in many other courses. Code tracing is
one of the main techniques in debugging. To summarize these assumptions, the authors find that in
the later years of study, students have more experience in understanding how the whole program, or
just a segment of the code, works.

• The test results of this hypothesis show a reverse tendency. Possible reasons for hypothesis H1
not being confirmed may be as follows. First, programming requires many skills. Some of those
programming skills are taught, while others are not. Those skills that are developed during
the years of study tend to be independent from each other. For instance, improving algorithmic
thinking or making different abstraction layers, which are the basis for developing a quality
solution, does not depend on, e.g., code-writing, debugging, or code-tracing skills. This supports
the view that the profession of a software developer is a complex one, and it is possible to define
important skills for specific areas. Some research works confirm this [10,22].

• Students generally do not, or only to a very slight extent, associate knowledge from one course
(subject) with the knowledge from another course with similar topics. This is possibly caused
by the structure of the curriculum, which fails to sufficiently emphasize the connection between
topics of different courses. There is another possible explanation: many students believe that
a successfully passed exams means they are somehow “finished with it” and there will be
no continuation. They erroneously assume that each new course, even with similar topics, is
something completely new, for which they would not need to use previously learned topics.
The fact that first-year students obtained better results can be explained by them not yet having
completed the course ‘Algorithms and data structures’ and thus had not yet taken the final exam.
For them, the first date to take the exam was three weeks away, counting from the date of doing
the test for this research. Cognitive flexibility theory focuses on this behavior. The theory is
largely concerned with the transfer of knowledge and skills beyond their initial learning situation.
The theory asserts that effective learning is context-dependent, as argued by Spiro and Jehng. [4].
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• The reason for poorer performance in later years of study may also lie in the fact that students
with a greater amount of experience more often use libraries and advanced objects when solving
problems. Functions from those libraries or objects’ methods with one instruction solve a (complex)
task, such as inserting a new element at the beginning of an array, doing binary search in array,
sorting an array, etc. This may be the underlying reason for why senior students make less use of
the basic elements of programming language such as statements, conditionals, and iterations to
create a solution. Conversely, this also means that some of their vital software developing skills,
such as code tracing, fail to develop and evolve.

• In their second and third years of the study, students frequently use ready-made solutions that
can be found online. By querying the expression “how do you break string to words in C?”,
the Google search engine offers more than 170 million hits. One of those hits is sure to contain
a suitable solution for the given situation. Students apply these ready-made solutions without too
much thinking, analyzing or, in fact, understanding the actual code.

The second and third hypotheses are based on the assumption that during their studies, students
will enhance their programming skills, because they have to solve an increasing number of programming
tasks and develop projects with growing complexity. More hours spent solving programming tasks
should ideally contribute to the creation of better abstraction layers, improved task comprehension,
and finding the optimal solution. The authors’ assumption was that due to the lack of experience in
first-year students, their perception of task difficulty would mostly be medium or hard. The assumption
was that the difference between subjective evaluation of the task difficulty given by students and
teachers would be smaller, since students are improving their skills in solving programming tasks.

Most of the first-year students lack experience in code writing, algorithmic thinking, and debugging,
thus making it more challenging for them to objectively evaluate the difficulty of test questions.

Since they do not have enough experience solving programming tasks, they do not have any
basis of comparison for a given task’s difficulty. This is precisely why they perceived the tasks as
more difficult than they actually were and also more difficult than how the second- and third-year
students evaluated them. Through participating in various projects and exercises, senior students gain
experience in solving tasks and knowledge of how to solve similar problems, so that they can faster
recognize the elements needed for creating the solution, thus enabling them to more objectively evaluate
the difficulty of the task at hand. The results of the conducted research confirm this assumption, and
by this, the second hypothesis is also confirmed.

The same trend can be observed regarding hypothesis H3: the results of estimating the task
difficulty given by the third-year students approximate the evaluation given by the teachers. Since
the teachers defined the level of every task by taking into account both task complexity and difficulty,
it can be stated that objective estimation skills can be acquired with more and more years of education.
This is why senior students were able to objectively evaluate the complexity and difficulty of the task.

The results of comparing the answers on questions on a full scale can be used in the so-called
computerized adaptive testing (CAT). These tests adapt to the given student’s level of ability. CAT
selects questions so as to maximize the exam accuracy based on what is known about the student from
previous questions [23]. For the student, this means that he or she will always be given a “tailored”
test suited to their level of ability. For instance, if the student does well on a medium question (i.e.,
medium in difficulty), they will then receive a more difficult next question. However, a wrong answer
to a given question means the student performed poorly and will be given simpler questions. For
tailoring the optimal item (subsequent question) in CAT, the system uses IRT and requires a database in
which all the levels of difficulty for all questions (item) are precisely determined (calibrated). Figure 13
shows the probability of a correct response depending on the skill level. The left-hand curve indicates
an easy item, the middle-dotted line refers to a medium item, while the broken line on the right side
signifies an item whose difficulty level is hard. The horizontal axis shows skill levels between −4 and 4.
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Figure 13. Probability for the correct answer.

The results of this research can help instructors in creating items for such a database. The following
passage offers some ways to apply the results of the research to CAT.

Based on the score (correct answers) results (Figure 1), groups of difficulties can be formed. For
example, questions for which less than 20% of the students supplied a correct answer would be
classified as hard. Questions with scores between 21% and 40% would be medium, while the rest
would be categorized as easy. This is a categorization of the items and not the calibration. However,
this categorization can be used to build different variations of tests with approximately the same
difficulty by selecting tasks from low, medium, or hard categories. The here-presented results can also
be used in the process of item calibration for CAT.

By combining the score and the estimated difficulty, it is possible to pinpoint, for example, which
are the easiest or most difficult questions in the set. Figure 2 presents those questions that were rated
as easy; thus, they had the most correct answers, whereas Figure 3 contains those questions that were
difficult for all students. Furthermore, instructors can identify the problematic questions in the set,
such as Q6, which was rated as easy, but the majority of the students failed to answer it correctly. In
this study, the analysis was limited to the five best- and five worst-performing questions. Extending
the analysis to the whole set of questions may produce a subset of questions that can be used in
CAT—and, due to very different scores and estimations, those that cannot be used in CAT.

The results, as summarized in Figures 7–12, show the level of difference between the estimation of
difficulty given by the students and those given by the instructors. This comparison can help determine
the real level of difficulty for a given question, because:

• It excludes an estimation that is based only on one teacher opinion or several of them.
• It excludes the possibility of defining the rate based on estimations given by students from a single

year of study: the level of knowledge and skills may vary from one cohort to the next. Using
questions with estimations from a so-called academically speaking “strong” cohort, i.e., students
with good results, will give faulty results in the not-so-stellar, academically “weaker” cohort.

Significant differences between the estimation of difficulty given by students from different years
of study and the teachers may indicate specific questions where the probability of giving the correct
answer also depends on certain other factors. There may be situations when giving the correct answer
depends on knowledge in some other topic, but then such items should be excluded from the database
of questions.

As for future plans, the next phase of this particular research will include a more detailed analysis
of the results. Comparing the results by the categories (sub-scale) can offer a better understanding
of the efficiency of the implemented teaching methodology. The results of this comparison can aid
teachers in pinpointing the specific parts of the material in the CS1 course that need to be taught or
explained in a different way.
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Abstract: In recent decades, the use of technological resources such as the eye tracking methodology
is providing cognitive researchers with important tools to better understand the learning process.
However, the interpretation of the metrics requires the use of supervised and unsupervised learning
techniques. The main goal of this study was to analyse the results obtained with the eye tracking
methodology by applying statistical tests and supervised and unsupervised machine learning tech-
niques, and to contrast the effectiveness of each one. The parameters of fixations, saccades, blinks
and scan path, and the results in a puzzle task were found. The statistical study concluded that
no significant differences were found between participants in solving the crossword puzzle task;
significant differences were only detected in the parameters saccade amplitude minimum and saccade
velocity minimum. On the other hand, this study, with supervised machine learning techniques,
provided possible features for analysis, some of them different from those used in the statistical study.
Regarding the clustering techniques, a good fit was found between the algorithms used (k-means ++,
fuzzy k-means and DBSCAN). These algorithms provided the learning profile of the participants in
three types (students over 50 years old; and students and teachers under 50 years of age). Therefore,
the use of both types of data analysis is considered complementary.

Keywords: machine learning; cognition; eye tracking; instance selection; clustering; information pro-
cessing

1. Introduction

The eye tracking technique has represented an important advance in research in dif-
ferent fields, for example, cognitive psychology, as it records evidence on the cognitive
processes related to attention during the resolution of different types of tasks. In particular,
this technology provides the researcher with knowledge of the eye movements that the
learner performs to solve different tasks [1]. This implies an important advance in the
study of information processing, as this technique will allow us to obtain empirical indi-
cators in different metrics, all of which offers a guarantee of precision to the psychology
professional for the interpretation of each user’s information processing. However, the
measurements are complex and, above all, lengthy in time, which often means that the
ratios of participants are not very large. In summary, technological advances are improving
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the study of information processing in different learning tasks. The use of these resources
is an opportunity for cognitive and instructional psychology to delve into the analysis of
the variables that facilitate deep learning in different tasks. In addition, these tools allow
the visualisation of the learning patterns of apprentices during the resolution of different
activities. Initial research in this field [2] indicated that readers with prior knowledge
showed little interest in the images embedded in the learning material. Furthermore, recent
research [3] has found significant differences in eye tracking behaviour between experts
vs. novices. It seems that experts allocate their attention more efficiently and learn more
easily if automated monitoring processes are applied in learning proposals. Similarly,
other studies [2] have indicated that the use of multimedia resources that incorporate
zoom effects makes it easier for information to remain longer in short-term memory (STM).
Likewise, if this information is accompanied by a narrating voice, attention levels and
semantic comprehension increase [4,5]. A number of methods are used to analyse the
effectiveness of the learning process including eye tracking-based methods. This technique
offers an evaluation of eye movement in different metrics [1–5]. The eye tracking technique
can use different algorithms [6–9]. They can be used to extract different metrics (more
detailed explanations are given below). Specifically, eye tracking technology allows the
analysis of the relationship between the level of visual attention and the eye–hand coor-
dination processes during the resolution of different tasks within the executive attention
processes [7,8]. Clearly, rapid eye movement has also been associated with the learner’s
fixation on the most relevant elements of the material being learned [2].

In this context, attention is considered to be the beginning of information process-
ing and the starting point for the use of higher-order executive functions. In the same
way, observational skills relate to eye tracking, which is directly related to the level of
arousal and the transmission of information first to the STM and then its processing in
working memory [6]. This development is influenced by learner-specific variables such
as age, level of prior knowledge, cognitive ability and learning style [7]. However, some
studies show that prior knowledge can compensate for the effects of age [8]. On the other
hand, eye tracking technology is one of the resources that is supporting this new way of
analysing the learning process. This technology is centred on evidence-based software
engineering (EBSE) [9]. This technological resource makes it possible to study attentional
levels and relate them to the cognitive processes that the learner uses in the course of
solving a task [10,11]. Thus, eye tracking technology provides different metrics based on
the recording of the frequency of gaze on certain parts of a stimulus. These metrics can
be previously defined by the researcher and are called areas of interest (AOI), which can
be relevant or irrelevant. This information will allow the practitioner to determine which
learners are field-dependent or field-independent, based on their access to irrelevant vs.
relevant information [12]. Likewise, the use of multimedia resources, such as videos, which
include Self-Regulation Learning (SRL) aids through the teacher’s voiceover or the figure
of an avatar seems to be an effective resource for maintaining attention and comprehension
of the task and even compensating for the lack of prior knowledge of the learners. One
possible explanation is that they enhance self-regulation in the learning process [13–15].
However, the design of learning materials seems to be a key factor in maintaining attention
during task performance. Therefore, it is necessary to know which elements are relevant
vs. irrelevant, not only for the teacher but also for the learners’ perception [16]. This is
why the knowledge of measurement metrics in eye tracking technology, together with their
interpretation, is a relevant component for the design of learning activities for different
types of users.

1.1. Measurement Parameters in Eye Tracking Technology

As mentioned above, eye tracking technology facilitates the collection of different
metrics. First, it enables the recording of the learner’s eye movement or eye tracker while
performing an activity. In addition, the use of eye tracking technology allows the definition
of relevant vs. non-relevant areas (AOI) in the information being learned [17]. Within these
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metrics, different parameters can be studied, such as the fixation time of the eye on the part
of the stimulus (interval between 200 and 300 ms). In this line, recent studies [18] indicate
that the acquisition of information is related to the number of eye fixations of the learner.
Similarly, another important metric is the saccade, which is defined as the sudden and rapid
movement of a fixation (the interval is 40–50 ms). Sharafi et al. [18,19] found differences
in the type of saccade depending on the phase of information encoding the learner was
at. Another relevant parameter is the scan path or tracking path. This metric collects, in
chronological order, the steps that the learner performs in the resolution of the learning
task within the AOI marked by the teacher [18,19]. Likewise, eye tracking technology
allows the use of supervised machine learning techniques to predict the level of learners’
understanding, as this seems to be related to the number of fixations [20]. Recent studies
indicate that variability in gaze behaviour is determined by image properties (position,
intensity, colour and orientation), task instructions, semantic information and the type of
information processing of the learner. These differences are detected using AOIs that are
set by the experimenter [21].

In summary, eye tracking technology records diverse types of parameters that provide
different interpretations of the underlying cognitive processes during the execution of a
task. These parameters fall into three categories: fixations, saccades and scan path. The
first one, fixations, refers to the stabilisation of the eye on a part of the stimulus during
a time interval between 200 and 300 ms. In addition, eye tracking technology provides
information about the start and the end time in x and y coordinates. The meaning of
the cognitive interpretation is related to the perception, encoding and processing of the
stimulus. The second ones, saccades, refers to the movement from one fixation to another,
which is very fast and in the range of 40–50 ms. The third ones, scan path, refers to a
series of fixations in the AOIs in chronological order of execution. This cognitive metric
is useful for understanding the behavioural patterns of different participants in the same
activity. Furthermore, each of these metrics has its own measurement specifications. Table 1
below shows the most significant ones and, where appropriate, their relationship with
information processing.

Table 1. Most representative parameters that can be obtained with the eye tracking technique and their significance in
information processing.

Metric Acronym Metric Meaning Learning Implications

Fixation Count FC Counts the number of specific
bindings on AOIs in all stimuli

A greater number and frequency of fixations on a stimulus may
indicate that the learner has less knowledge about the task or
difficulty in discriminating relevant vs. non-relevant information.
These are measures of global search performance [22].

Fixation Frequency
Count FFC

Fixation Duration FD Duration of fixation

It gives an indication of the degree of interest and reaction
times of the learner. Longer duration is usually associated
with deeper cognitive processing and greater effort. For more
complicated texts, the user has a longer average fixation
duration. Fixation duration provides information about the
search process [22].

Fixation Duration
Average AFD Average duration of fixation

Longer fixations refer to the learner spending more time
analysing and interpreting the information content within the
different areas of interest (AOIs). The average duration is
considered to be between 200 and 260 ms.

Fixation Duration
Maximum FDMa Maximum duration of fixation

They refer to reaction times.
Fixation Duration
Minimum FDMi Minimum duration of fixation
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Table 1. Cont.

Metric Acronym Metric Meaning Learning Implications

Fixation Dispersion
Total FDT Sum of all dispersions of

fixations in X and Y
It refers to the perception of information in different
components of the task.

Fixation Dispersion
Average FDA

Sum of all fixation dispersions
in X and Y divided by the
number of fixations in the test

It analyses the dispersions in each of the fixations in the
different stimuli.

Saccades Count SC Total number of saccades in
each of the stimuli

A greater number of saccades implies greater search strategies.
The greater the breadth of the saccade, the lower the cognitive
effort. It may also refer to problems in understanding
information.

Saccade Frequency
Count SFC Sum of all saccades

They refer to the frequency of use of saccades that are related
to search strategies.Saccade Duration Total SDT Sum of the duration of all

saccades

Saccades Duration
Average SDA Average duration of saccades

in each of the AOIs
It allows discriminating field-dependent vs. non-dependent
trainees.

Saccade Duration
Maximum SDMa Maximum saccade duration.

They refer to the perception of information in different
components of the task.Saccade Duration

Minimum SDMi Minimum saccade duration.

Saccade Amplitude
Total SAT Sum of the amplitude of all

saccades

Newcomers tend to have shorter saccades.Saccade Amplitude
Maximum SAMa Maximum of saccade

amplitude

Saccade Amplitude
Minimum SAMi Minimum of the saccade

amplitude

Saccade Velocity Total SVT Sum of the velocity of all
saccades

They are directly related to the speed of information
processing in moving from one element to another within a
stimulus.

Saccade Velocity
Maximum SVMa Maximum value of the saccade

velocity

Saccade Velocity
Minimum SVMi Minimum value of saccade

speed

Saccade Latency
Average SLA

It is equal to the time between
the end of one saccade and the
start of the next saccade

It is directly related to reaction times in information
processing. The initial saccade latency provides detailed
temporal information about the search process [22].

Blink Count BC Number of flashes in the test It is related to the speed of information processing. Novice
learners report a higher frequency.

Blink Frequency Count BFC
Number of blinks of all selected
trials per second divided by
number of selected trials

Blinks are related to information processing during exposure
to a stimulus to generate the next action. Learners with faster
information processing may have shorter blinks of shorter
duration. However, this action may also occur when attention
deficit problems are present. These results will have to be
compared with those obtained in the other metrics in order to
adjust the explanation of these results within the analysis of a
learning pattern.

Blink Duration Total BDT

Sum of the duration of all
blinks of the selected trials
divided by the number of trials
selected

Blink Duration Average BDA

The sum of the duration of all
blinks of all selected trials
divided by the number of
selected trials

Blink Duration
Maximum BDMa Longest duration of recorded

blinks

Blink Duration
Minimum BDMi The shortest duration of

recorded blinks

Scan Path Length SPL It provides a pattern of learning
behaviours for each user

The study of the behavioural patterns of learning will facilitate
the teacher’s orientations in relation to the way of learning.
The length of the scan path provides information about
reaction times in tasks with no predetermined duration.

In summary, the use of eye tracking technology for the analysis of information pro-
cessing during the resolution of tasks in virtual learning environments has been shown to
be a very effective tool for understanding how each student learns [23]. Moreover, recent
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studies conclude the need to integrate this technology in the usual learning spaces such as
classrooms, although its use is still conditioned to important technical and interpretation
knowledge on the part of the teacher [24]. Therefore, more research studies are needed to
find out which of the presentation conditions of a learning task are more or less effective
in learning depending on the characteristics of each learner (age, previous knowledge,
learning style, etc.) [25].

1.2. Use of Data Mining and Pattern Mining Techniques in the Interpretation of the Results
Obtained with the Eye Tracking Methodology

There are many studies on the application of eye tracking technology that address the
model of understanding the results obtained in the different metrics. To do so, they analyse
the differences in results between experts vs. novices. Experts use additional information
and solve a task faster and in less time. These studies also analyse behavioural patterns by
comparing the type of participant, the type of pattern and the efficiency in solving the task.
Cluster analysis metrics on frequency, time and effort are used to perform these analyses.
Experts vs. novices use the additional information, e.g., colour and layout, in order to use
the most efficient way of navigating the platform [11]. Additionally, experts seem to be
faster, meaning they will solve tasks faster and more accurately. However, novice students
seem to have a greater ability to understand the tasks [13]. Nevertheless, a comparative
analysis of the performance of either the same learner in their learning process or between
different types of learners (e.g., novices vs. experts) [26,27] requires the use of different
data mining techniques [21,28]. These can be supervised learning (related to prediction or
classification) [21] or unsupervised learning (related to the use of clustering techniques) [29].
Such techniques applied to the analysis of user learning have been called educational data
mining (EDM) techniques [30]. Likewise, especially in the field of analysing student
behaviour during task solving, the importance of using pattern analysis techniques within
what has been called educational process mining (EPM) [31] stands out. EPM is a process
that focuses on detecting among the possible variables of a study those that have a greater
predictive capacity. These variables may be unknown or partially known. In short, EPM
thus focuses on assuming a different type of data called events. Each event belongs to
a single instance of the process, and these events are related to the activities. EPM is
interested in end-to-end processes and not in local patterns [31]. The general objective
of instance selection techniques (e.g., prototype selection) is to “try to eliminate from the
training set those instances that are misclassified and, at the same time, to reduce possible
overlaps between regions of different classes, i.e., their main goal is to achieve compact
and homogeneous groupings” [32] (p. 2). These analyses would belong to the supervised
machine learning techniques of classification and also to the statistical techniques related
to knowing which possible independent variable or variables are the ones that have a
significant weight on the dependent variable or variables. The common aim of these
techniques would be the elimination of noise [33], which in experimental psychology
would be related to the development of pre-experimental descriptive studies [34].

In summary, feature selection techniques are a very important part of machine learn-
ing and very useful in the field of education, as they will make it possible to eliminate
those attributes that contribute little or nothing to the understanding of the results in an
educational learning process. Knowledge of these aspects will be essential for the proposal
of new research and in the design of educational programmes [8,35]. In brief, the use
of sequence mining techniques [36] and the selection of instances used in studies on the
analysis of the metacognitive strategies used during task resolution processes will be very
useful for the development of personalised educational intervention proposals.

1.3. Application of the Use of Eye Tracking Technology

The cognitive procedure in the process of visual tracking of images, texts or situations
in natural contexts is based on the stimulus–processing–response structure. Information
enters via the visual pathway (retina-fovea) and is processed at the level of the subcortical
and cortical regions within the central nervous system. This processing results in a sensory
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stimulation response. Specifically, saccades are a form of sensory-to-motor transformation
from a stimulus that has been found to be significant. Saccadic eye movements are used to
redirect the fovea from one point of interest to another. Fixation is also used to keep the
fovea aligned on the target during subsequent analysis of the stimulus. This alternative
saccade–fixation behaviour is repeated several hundred thousand times a day and is essen-
tial in complex behaviours such as reading and driving. Saccades can be triggered by the
appearance of a visual stimulus that is motivating to the subject or initiated voluntarily
by the person’s interest in an object. Saccades can be suppressed during periods of visual
fixation. In these situations, the brain must inhibit the automatic saccade response [37].
Eye tracking technology collects, among others, metrics related to fixations, saccades and
blinks. This technology is also used in studies on information processing in certain learn-
ing processes (reading, driving machines or vehicles, marketing, etc.) in people without
impairments [38–45] or in groups with different impairments such as attention deficit
hyperactivity disorder or autism spectrum disorder [45]. In these cases, the objective is
to analyse the users’ difficulties in order to make proposals for therapeutic intervention.
This technology is also being used as an accident avoidance strategy [43]. Similarly, this
technology can be used to study the behavioural patterns of subjects and to analyse the
differences or similarities between different groups [44–46]. Eye tracking is also currently
being used to test the human–machine interface based on monitoring the control of smart
homes through the Internet of Things [47]. In addition, this technology is being incorpo-
rated into mobile devices. This will soon facilitate its use by users in natural contexts [48].
Similarly, eye tracking technology is being incorporated into virtual and augmented reality
scenarios as the software for registration is included within the glasses [49–51]. Similarly,
eye tracking technology is being incorporated into the control of industrial robots [52,53].
Finally, systems are being implemented to improve the calibration and tracking of gaze
tracking for users who were previously unable to use it, due to various neurological condi-
tions (stroke paralysis or amputations, spinal cord injuries, Parkinson’s disease, multiple
sclerosis, muscular dystrophy, etc.) [53]. However, these applications are still very novel
and require very specific knowledge of application, and processing and interpretation of
the metrics. However, progress is being made in this aspect with the implementation of
interpretation algorithms in software, such as machine learning techniques for supervised
learning of classification, including algorithms such as k-nn and random forests [54].

Based on the above theoretical foundation, a study was carried out on the analysis
of the behaviour of novice vs. expert learners during the performance of a self-regulated
learning task. This task was carried out in a virtual environment with multimedia resources
(self-regulated video) and was monitored using eye tracking technology.

In this study, two types of analysis were used. On the one hand, statistical techniques
based on analysis of covariance (ANCOVA) were used on two fixed effects factors which
have been shown to be relevant in the research literature, the type of participant (novice
vs. expert) and age (in this study, over 50 years old vs. under 50 years old). In addition,
whether the participant is a student vs. a teacher was considered as a covariate on the
dependent variables learning outcomes in solving a crossword puzzle task and eye tracking
metrics (fixations, saccades, blinks and scan path length).

The hypotheses were as follows:
RQ1. Will there be significant differences in the results of solving a crossword puzzle

depending on whether the participants are novices vs. experts, taking into account the
covariate student vs. teacher?

RQ2. Will there be significant differences in fixations, saccades, blinks and scan path
length metrics depending on the age of the participant (over 50 vs. under 50), taking into
account the covariate student vs. teacher?

RQ3. Will there be significant differences in the metrics of fixations, saccades, blinks
and scan path length depending on whether the participants are novices vs. experts, taking
into account the covariate student vs. teacher?
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On the other hand, this study applied a data analysis procedure using different
supervised learning algorithms for feature selection. The objective was to find out the most
significant attributes with respect to all the variables (characteristics of the participants and
metrics obtained with eye tracking technology).

2. Materials and Methods

2.1. Participants

A disaggregated description of the sample with respect to the variables age, gender
and type of participant (prior knowledge vs. no prior knowledge; teacher vs. student) can
be found in Table 2.

Table 2. Descriptive statistics of the sample.

Participant
Type

N

With Prior Knowledge (n = 17) Without Prior Knowledge (n = 21)

N n
Men n Woman

N n
Men n Woman

Mage SDage Mage SDage Mage SDage Mage SDage

Students 14 9 5 49.00 23.40 4 45.25 23.47 5 4 30.25 7.93 1 22.00 -
Teachers 24 8 5 47.40 8.62 3 42.67 11.85 16 9 43.00 11.79 7 52.29 4.79

Note. Mage = mean age; SDage = standard deviation age.

2.2. Instruments

The following resources were used:
1. Eye tracking equipment iView XTM, SMI Experimenter Center 3.0 and SMI

BeGazeTM. These tools record eye movements, their coordinates and the pupillary diame-
ters of each eye. In this study, 60 Hz, static scan path metrics (fixations, saccades, blinks
and scan path) were used. In addition, participants viewed the performance of the learning
task on a monitor with a resolution of 1680 × 1050.

2. Ad hoc questionnaire on the characteristics of each participant (age, gender, level
of studies, branch of knowledge, current employment situation and level of previous
knowledge).

The questions were related to the following:

(a) Age;
(b) Gender;
(c) Level of education;
(d) Field of knowledge;
(e) Employment status (active, retired, student);
(f) Knowledge about the origin of monasteries in Europe.

3. Ad hoc crossword puzzle on the knowledge of the information in 5 questions
related to the content of the video seen and referring to the origin of monasteries in Europe.

4. Learning task that consisted of a self-regulated video through the figure and voice
of an avatar that narrated the task about the origins of monasteries in Europe. The duration
of the activity was 120 s.

The questions were related to the following:

(a) Monks belonging to the order of St. Benedict;
(b) Powerful Benedictine monastic centre founded in the 10th century, whose influence

spread throughout Europe;
(c) Space around which the organisation of the monastery revolves;
(d) Set of rules that govern monastic life;
(e) Each of the bays or sides of a cloister.

2.3. Procedure

An authorisation was obtained from the Bioethics Committee of the University of
Burgos before starting the research. In addition, convenience sampling was used to select
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the sample. The participants did not receive any financial compensation. They were
previously informed of the objectives of the research, and a written informed consent was
obtained from all of them. The first phase of the study consisted of collecting personal data
and testing the level of prior knowledge. Subsequently, the calibration test was prepared for
each participant, using the standard deviation of 0.1–0.9, for both eyes, with a percentage
adjustment of between 86.5% and 100%. Subsequently, a test was applied, which consisted
of watching a 120-s video about the characteristics of a medieval monastery. The video
was designed by a specialist teacher in art history, and the voiceover was provided by a
specialist in SRL. After watching the video, each participant completed a crossword puzzle
with five questions about the concepts explained in the video. The evaluation sessions
were always conducted by the same people: a psychologist with expertise in SRL and
a computer engineer, both with experience in the operation of eye tracking technology.
Figure 1 shows an image of the calibration procedure and Figure 2 shows the viewing of
the video and the completion of the crossword puzzle.

  

Figure 1. Calibration with eye tracking.

Figure 2. Watching the video and carrying out the crossword puzzle. Note. The circles on the image on the right indicate
each point of fixation of the learner on each element in the visual tracking sequence of the image.

2.4. Data Analysis
2.4.1. Statistical Study

A study was conducted using three-factor fixed effects analysis of variance (ANOVA)
statistical techniques (type of participant, i.e., student vs. teacher, age (over 50 years old
vs. under 50 years old) and knowledge (expert vs. novices)) and eta squared effect value
analysis (η2). Analyses were performed with the SPSS v.24 statistical package [55].
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A 2 × 2 × 2 factorial design (experts vs. non-experts, students vs. teachers, age (over
50 years old vs. under 50 years old)) was used [34]. The independent variables were type
of participant (experts vs. novice), age (over 50 years old vs. under 50 years old) and
participant type (students vs. teachers). The dependent variables were as follows:

• Solving crossword puzzle results;
• Fixations (fixation count, fixation frequency count, fixation duration total, fixation

duration average, fixation duration maximum, fixation duration minimum, fixation
dispersion total, fixation dispersion average, fixation dispersion maximum, fixation
dispersion minimum);

• Saccades (saccade count, saccade frequency count, saccade duration total, saccade
duration average, saccade duration maximum, saccade duration minimum, saccade
amplitude total, saccade amplitude average, saccade amplitude maximum, saccade
amplitude minimum, saccade velocity total, saccade velocity average, saccade velocity
maximum, saccade velocity minimum, saccade latency average);

• Blinks (blink count, blink frequency count, blink duration total, blink duration average,
blink duration maximum, blink duration minimum) and scan path length.

These metrics are related to the analysis of the cognitive procedure during visual track-
ing. This procedure is based on the stimulus–processing–response structure. Information
enters via the visual pathway (retina-fovea) and is processed at the level of subcortical and
cortical regions within the central nervous system. This processing results in a sensory
stimulation response. Specifically, saccades constitute a form of sensory-to-motor transfor-
mation in response to a stimulus that has been found to be significant and a sensorimotor
control of the processing. Saccadic eye movements are used to redirect the fovea from one
point of interest to another. Likewise, fixation is used to keep the fovea aligned on the target
during subsequent image analysis. This alternating saccade–fixation behaviour is repeated
several hundred thousand times a day in humans and is central to complex behaviours
such as reading. Saccades can be triggered by the appearance of a visual stimulus that is
motivating to the subject or initiated voluntarily by the person’s interest in a particular
object. Saccades can be suppressed during periods of visual fixation, in which case the
brain must inhibit the automatic saccade response [37]. The whole process is summarised
in Figure 3. In addition, a video (https://youtu.be/DlRK21afGgo access on 28 June 2021)
on the process of performing the task applied in this study can be consulted. In this video,
the fixation and saccade points can be seen.

 

Figure 3. Visual tracking process during the resolution of a task.
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2.4.2. Study Using Machine Learning Techniques

As stated in the introduction, machine learning techniques can be divided into su-
pervised learning techniques, which in turn can be subdivided into classification and
prediction techniques [21], and unsupervised learning, which refers to the use of clustering
techniques [29]. Specifically, supervised learning techniques of pattern analysis are used for
human behavioural analysis. These would fall within the supervised learning techniques
of clustering [31,32,36]. Concretely, in this study, we used supervised automatic learning
techniques for classification (the gain ratio, symmetrical uncertainty and chi-square algo-
rithms were applied) and unsupervised clustering (the k-means ++, fuzzy k-means and
DBSCAN algorithms were applied). The analyses were performed with the R programming
language [56].

In the study with machine learning techniques, a descriptive correlational design was
applied [34]. A supervised learning analysis of classification and non-supervised clustering
was applied on all features.

3. Results

3.1. Statistical Study
3.1.1. Previous Analyses

Before starting the testing of the hypotheses, it was checked whether the sample
followed a normal distribution, for which a study was conducted on the values of skewness
(values below |2.00| are considered accepted values, and a value of skewness = −0.22 was
found) and kurtosis (values below |8.00| are considered accepted values, and a value of
kurtosis = −2.06 was found). Therefore, the results indicate that the distribution follows
the assumptions of normality, which is why parametric statistics were used to test the
hypotheses.

3.1.2. Hypothesis Testing Analysis

To test RQ1, a one-factor fixed effects ANCOVA was applied for the participant type
“expert vs. novice” considering the covariate (participant type “student vs. teacher”) with
respect to the dependent variable crossword result. No significant differences were found,
but a mean effect value was found (F = 1.91, p = 0.40, η2 = 0.66). Additionally, no effect
of the covariate was found (F = 0.03, p = 0.90, η2 = 0.03), and in this case, the effect value
was low.

To test RQ2, a one-factor fixed effects ANCOVA (participant type “over 50 vs. under
50”) was applied considering the covariate (participant type “student vs. teacher”). No
significant differences were found in the metrics of fixations, saccades, blinks and scan path
length. A covariate effect was only found in the metrics of saccade amplitude minimum
(F = 5.19, p = 0.03, η2 = 0.13) and saccade velocity minimum (F = 5.18, p = 0.03, η2 = 0.13),
in both cases with a low effect value. All results can be found in Table A1 in Appendix A.

Regarding test RQ3, a one-factor fixed effects ANCOVA (participant type “novice vs.
expert”) was applied considering the covariate (participant type “student vs. teacher”).
No significant differences were found in the metrics of fixations, saccades, blinks and scan
path length. The effect of the covariate was only found in the metrics of saccade amplitude
minimum (F = 6.90, p = 0.01, η2 = 0.16) and saccade velocity minimum (F = 7.67, p = 0.01,
η2 = 0.18), and in both cases, the effect value was medium. All results can be found in
Table A2 in Appendix A.

3.2. Study with Supervised Learning Machine Learning Techniques: Feature Selection

A feature selection analysis was performed with the R programming package mclust,
selecting from all possible variables those that received a positive ranking. The gain ratio,
symmetrical uncertainty and chi-square algorithms were used for feature selection. Table 3
shows the best values found with each of them for feature selection.
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Table 3. Best performing features in the gain ratio, symmetrical uncertainty and chi-square feature
selection algorithms.

Features Gain Ratio Symmetrical Uncertainty Chi-Square

Previous Knowledge 0.199 0.199 0.453
Group Type 0.238 0.171 0.421

Employment Status 0.238 0.171 0.421
Gender 0.108 0.067 0.372

Level Degree 0.100 0.082 0.263
Knowledge Branch 0.084 0.057 0.251

(a) The gain ratio is a feature selection method that belongs to the filtering methods. It
relies on entropy to assign weights to discrete attributes based on their correlation between
the attribute and a target variable (in this study, the results in solving the crossword puzzle).
The gain ratio focuses on the information gain metric [57], traditionally used to choose the
attribute at a node of a decision tree with the ID3 method. This is the one that generates
a partition in which the examples are distributed less randomly among the classes. This
method was improved by Quinlan in 1993 [58], as he detected that the information gain
was calculated with an unfair favouritism towards attributes with many results. To correct
this, he added a value correction based on standardisation by the entropy of that attribute.
If Y is the variable to be predicted, then the gain ratio standardises the gain by dividing by
the entropy of X. Thus, the C4.5 decision tree construction method uses this measure. From
a data mining point of view, this attribute selection could be understood as the selection of
attributes as best candidates for the root of a decision tree, which in this study will predict
the solving crossword puzzle variable. With H being the entropy, the gain ratio equation is
as follows:

gain ratio =
H(Class) + H(Attribute)− H(Class, Attribute)

H(Attribute)

Figure 4 shows the correlation matrix found with the gain ratio algorithm in the
selection of best features.

Figure 4. Relationship matrix on the selected features performed with the gain ratio algorithm.
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(b) Symmetrical uncertainty is a feature selection method which, as with the gain
ratio, belongs to the filter methods and is also based on entropy. Symmetrical uncertainty
normalises the values in the range [0, 1]. It also normalises the gain by dividing by the sum
of the attribute and class entropies, where H is the entropy.

symmetrical uncertainty = 2 × H(Class) + H(Attribute)− H(Class, Attribute)
H(Attribute) + H(Class)

Figure 5 shows the correlation matrix found with the symmetrical uncertainty algo-
rithm on the best features.

Figure 5. Relationship matrix on the selected features performed with the symmetrical uncertainty algorithm.

(c) Chi-square is a feature selection algorithm that belongs to the filter type and tries
to obtain the weights of each feature by using the chi-square test (in case the features are
not nominal, it discretises them). The selection result is the same as Cramer’s V coefficient.
The chi-square equation is as follows:

χ2 =
k

∑
i=1

(Oi + Ei)2

Ei

where Oi is the observed or empirical absolute frequency and Ei is the expected frequency.
Figure 6 shows the correlation matrix found with chi-square (χ2) [59].
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Figure 6. Relationship matrix on the selected characteristics performed with the chi-square algorithm.

3.3. Study with Unsupervised Learning Machine Learning Techniques: Clustering

Finally, cluster detection was performed on the data with unsupervised learning
techniques, ignoring the solving crossword puzzles parameter in order to detect patterns
in the instances. Nominal variables were transformed into dummy variables in such a way
that a variable with n possible different values was divided into n-1 new binary variables,
meaning that each of them indicated belonging to one of the previous values. The data
were normalised by normalising the mean of the attributes to 0 and the standard deviation
to 1. The following clustering algorithms were used:

(a) k-means++ is an algorithm for choosing the initial values of the centroids for the
k-means clustering algorithm. It was proposed in 2007 by Arthur and Vassilvitskii [60]
as an approximation algorithm for solving the NP-hard k-means problem. That is, a way
to avoid the sometimes poor clustering encountered by the standard k-means clustering
algorithm.

D2(μ0) ≤ 2D2(μi) + 2||μi − μ0||2

where μ0 is the initial point selected and D is the distance between point μi and the nearest
centre of the cluster. Once the centroids are chosen, the process is like the classical k-means.

(b) The fuzzy k-means algorithm combines the methods based on the optimisation of
the objective function with those of fuzzy logic [61,62]. This algorithm performs cluster
formation through a soft partitioning of the data. That is, a piece of data would not belong
exclusively to a single group but could have different degrees of belonging to several
groups. This procedure calculates initial means (m1, m2, ..., mk) to find the degree of
membership of data in a cluster. As long as there are no changes in these means, the degree
of membership of each data item xj in cluster i is calculated.

u(j, i) =
e−(||xj−mi ||2)

∑j e−(||xj−mi ||2)
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where mi is the fuzzy mean of all the examples in cluster i.

mi =
∑i

j u(j, i)2xj

∑j u(j, i)2

(c) DBSCAN (density-based spatial clustering of applications with noise) [63] is un-
derstood as an algorithm that identifies clusters describing regions with a high density of
observations and regions of low density. DBSCAN avoids the problem that other clustering
algorithms have by following the idea that, for an observation to be part of a cluster, there
must be a minimum number of neighbouring observations (minPts) within a proximity
radius (epsilon) and that clusters are separated by empty regions or regions with few
observations.

As all remaining variables were nominal after feature selection, after pre-processing
the data, only clustering with binary variables was used, which complicated the processing
of the k-means++ algorithm by placing the centroids at different locations in the space
when the number of centroids was bigger than three. For this reason, the parameter value
k in the k-means++ and fuzzy k-means algorithms was equal to 3.

The value of the DBSCAN algorithm parameters was 5 for the minPts variable as it is
the default value in the library [64]. To choose the epsilon value, the elbow method was
applied. Figure 7 shows the average distance of each point to its nearest neighbouring
minPts, and the value 2.97 was chosen for this parameter.

 
Figure 7. Elbow method in the DBSCAN algorithm.

The visualisation of the clustering results can be seen in Figure 8, which shows the
data after applying dimensionality reduction with the principal component analysis (PCA)
method. The clusters selected by the k-means++ and fuzzy k-means algorithms are identical,
while DBSCAN only found two clusters, leaving instances out of them. These instances
labelled as noise in this study are assigned to an additional cluster.

Finally, it has to be considered that when applying an unsupervised learning method,
such as clustering, there is no objective variable to evaluate the goodness of the distribution
of instances in clusters. However, the goodness of clustering can be tested using the
adjusted Rand index (ARI), in order to compare how similar the clustering algorithms are
to each other. Thus, if many algorithms perform similar partitions, the conclusion will
be consistent [65]. That is, if a pair of instances is in the same cluster in both partitions,
this fact will represent similarity between these partitions. In the opposite case, where a
pair of instances is in the same cluster in one partition and in different clusters in the other
category, it will represent a difference. With n being the number of instances, a being the
number of pairs of instances grouped in the same cluster in both partitions and b being the
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number of pairs of instances grouped in different clusters in different partitions, the Rand
index (without adjustment and correction) would be as follows:

a =
∣∣Seq

∣∣, where Seq =
{(

oi, oj
)∣∣oi, oj ∈ Xk, oi, oj ∈ Yl ,

}
b =

∣∣Seq
∣∣, where Seq =

{(
oi, oj

)∣∣oi ∈ Xk1, oj ∈ Xk2, oi ∈ Xl1, oj ∈ Yl2,
}

Rand index = a+b(
n
2

)

A correction is made to the original intuition of the Rand index, since the expected
similarity between two partitions established with random models can have pairs of
instances that coincide, and this fact would cause the Rand index to never be 0. To make
the correction, the adjusted Rand index algorithm, ARI, was applied, in which negative
values can be found if the similarity is less than expected, being equal to

Adjusted rand index =
Index − Expected Index

Maximun Index − Expected Index

The applied ARI formula is therefore

ARI =
∑ij

(
nij
2

)
−

[
∑i

(
ai
2

)
∑j

(
bj
2

)]/(
n
2

)

1
2

[
∑i

(
ai
2

)
∑j

(
bj
2

)]/(
n
2

)

where if X = {X1,X2, ..., Xr} and Y = {Y1,Y2, ..., Ys}, then nij = Xi ∩ Yj, ai = ∑jnij and bi = ∑inij.

(a) (b) 

(c

Figure 8. (a) Clustering with the k-means ++ algorithm; (b) clustering with the fuzzy means algorithm; (c) clustering with
the DBSCAN algorithm.
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Thus, the ARI can have a value between −1 and 1, where 1 indicates that the two data
clusters match exactly in every pair of points, 0 is the expected value for randomly created
clusters and −1 is the worst fit. The results indicate that the algorithms that provide the
best fit are k-means ++ and fuzzy k-means (ARI = 1), k-means ++ and DBSCAN (ARI = 0.96)
and fuzzy k-means and DBSCAN (ARI = 0.9), where the higher the intensity, the higher the
relationship. It can therefore be concluded that the degree of fit between the algorithms
applied in this study is good for all possible associations (show Figure 9).

Figure 9. Adjusted Rand index (ARI).

4. Discussion

Regarding the results found in the RQ1 check, it was not confirmed that participants
with prior knowledge performed better on the crossword puzzle solving test than non-
experts. In line with studies by Eberhard et al. [2], Takacs and Bus [4] and Verhallen and
Bus [5], this may be explained by the fact that the task was presented in a video that
included self-regulated speech. This technique has been shown to be very effective in
mitigating the differences between novice vs. experienced learners [12–14]. However,
although no significant differences were found with respect to the independent variable,
a mean effect value was found. This suggests that the participant type variable “novice
vs. expert” is an important variable in task resolution processes. However, in this study,
this effect may have been mitigated by the way the task was presented (self-regulated
procedure). This result coincides with the findings of studies that conclude that the
lack of prior knowledge in novice learners can be compensated by the proposal of self-
regulated multi-measure tasks [12–15,35,36]. The explanation is that self-regulated video
may facilitate homogeneity in the encoding of information, attention to relevant vs. non-
relevant information and in the route taken in the scan path [18,19].

Regarding RQ2, no effect of age was found on the metrics of fixations, saccades,
blinks and scan path length. This may be explained by the way the task was presented
(self-regulated video), or by the participants’ prior knowledge. In this line, research [8]
supports that prior knowledge compensates for the effects of age on cognitive functioning,
for example, on long-term memory processes or reaction times. In addition, it has been
found that the covariate participant type “student vs. teacher” does weigh on task per-
formance. Specifically, differences were found in the saccade amplitude minimum and
saccade velocity minimum parameters. These data can be related to the findings of studies
indicating that age effects can be mitigated by learners’ prior knowledge of the task [8] and
also by self-regulated presentation of the task [18,19]. In fact, the significant differences
found in the covariate focused on saccade amplitude and minimum saccade velocity, which
is consistent with studies that found differences in saccade type depending on the phase of
information encoding the learner was at [18,19]. This result is important for future research
proposals. The reason is that the way students vs. teachers process information might
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be influencing the way they learn. For example, teachers might develop more systematic
processing that would compensate for their lack of knowledge in a task. Alternatively,
younger students might implement more effective learning, and thus processing, strategies
even though they are novices [13]. These hypotheses will be explored in future studies.

Regarding RQ3, no significant differences were found in the metrics of fixations,
saccades, blinks, and scan path length depending on whether the participant was a novice
or an expert. This may be explained by the way the task was presented (a self-regulated
video with a set time duration). However, future studies could test the results on videos
that did not include self-regulation and/or that could be viewed more than once. We also
found that there is an effect of the covariate participant type “student vs. teacher” on the
saccade amplitude minimum and saccade velocity minimum parameters. As indicated
in RQ2, this is an important fact to consider in future research, as the way students vs.
teachers process information could be influencing the type of information processing.
Similarly, future studies could test whether the form of task presentation (self-regulated vs.
non-self-regulated; timed vs. untimed, etc.) could be influencing the form of processing
(fixations, saccades, blinks, scan path length). Similarly, processing patterns could be found
for different participant types (novice vs. expert, with different age intervals, etc.), and the
types of patrons could be tested according to the type of participant.

According to the analysis performed with supervised learning methods of feature
selection, it was found that the different algorithms applied (gain ratio, symmetrical
uncertainty, chi-square) provided valuable information regarding the most significant
attributes in the study. In this case, the following attributes were considered as important:
previous knowledge, group type, employment status, gender, level degree and knowledge
branch. This result is very interesting for future research, as it provides information on the
possible effects of characteristics that were not considered as independent variables in the
statistical study (employment status, gender, level degree and knowledge branch).

Regarding the study with unsupervised learning techniques (clustering), it allowed us
to know the grouping, i.e., the similar interaction patterns of the participants in the selected
characteristics. The three algorithms applied had a good ARI. This result is important for
future studies, as a learning style profile can be extracted for each group and its relationship
with the outcome of the learning tasks and with the reaction times for the execution of the
tasks can be checked.

5. Conclusions

The use of the eye tracking technique provides evidence on the processing of informa-
tion in different types of participants during the resolution of different tasks [9–11]. This
fact facilitates research in behavioural sciences [37]. Working with this technology opens
up many fields of research applied to numerous environments (learning to read and write,
logical-mathematical reasoning, physics, driving vehicles, driving dangerous machines,
marketing, etc.) [38–42]. It can also be used to find out how people with different learning
disabilities [45] (ADHD, ASD, etc.) learn. Therefore, it could improve their learning style
and make proposals for personalised intervention according to the needs observed in each
of them. In addition, this technology can be used to improve driving practices and accident
prevention with regard to the handling of dangerous machinery. This training is being carried
out in virtual and/or augmented reality scenarios [49–51] that apply eye tracking technology.
All these possibilities open an important field to be addressed in future research.

Another relevant aspect to take into account is the way tasks are presented. This study
has shown that the use of self-regulated tasks facilitates the processing of information
and homogenises learning responses between novice and expert learners [12–15,35,36].
Therefore, in future studies, we will study participants’ processing in different types of
tasks (self-regulated designs with avatars, zooming in on the most relevant information,
etc.). Likewise, the results will be tested in different educational stages (early childhood
education, primary education, secondary education, university education and non-formal
education) and in different subjects (experimental vs. non-experimental).
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Subsequently, this study has shown that the use of different automatic learning
techniques such as feature selection facilitates the knowledge of attributes that may be more
significant for the research. This functionality is very useful in research that works with
a large volume of features or instances. Moreover, if this technique is combined with the
use of machine learning techniques and traditional statistics, the results can provide more
information, especially related to future lines of research. In fact, in this study, it has been
found that some of the variables considered as independent in the statistical study were
also selected as relevant features in the study that applied supervised learning techniques
of instance selection (e.g., prior knowledge, type of participant (student vs. teacher)).
However, the feature selection techniques have also provided clues to be taken into account
in future studies on the influence of other variables (e.g., gender, employment status, level
of education and field of knowledge). In this line, the use of different algorithms to test
both feature selection and clustering in unsupervised learning provides the researcher
with a repertoire of results whose fit can be contrasted with the ARI. This will make it
possible to know the groupings among the learners and to isolate the patterns of the
types of learners in order to be able to offer educational responses based on personalised
learning. On the other hand, the use of statistical analysis methods makes it possible to
ascertain whether the variables indicated as independent have an effect on the dependent
variables. In summary, perhaps the most useful procedure is, first, to apply the techniques
of supervised learning of characteristics and then, depending on the variables detected, to
pose the research questions and apply the relevant statistical analyses to test them.

Finally, the results of this study must be taken with caution, as this study has a series
of limitations. These are mainly related to the size of the sample, which is small, and the
selection of the sample, which was conducted convenience sampling. However, it must be
considered that the use of the eye tracking methodology requires a very exhaustive control
of the development of tasks in laboratory spaces, an aspect that makes it difficult for the
samples to be large and randomised. Another of the limiting elements of this work is that a
very specific task (acquisition of the concepts of the origins of monasteries in Europe and
verification of this acquisition through the resolution of a crossword puzzle) was used in a
specific learning environment (history of art). For this reason, possible future studies have
been indicated in the Discussion and Conclusions sections.
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Appendix A

Table A1. One-factor ANCOVA with fixed effects (age over 50 vs. under 50) and covariate (student vs. teacher).

Type of Access N n
G1

n
G2

df F p η2

M (SD) M (SD)

Independent Variable (novel vs. expert)

Fixation Count 38 17 654.18
(138.56) 21 625.19 (189.87) 1,35 0.09 0.76 0.003

Fixation Frequency Count 38 17 3.01 (0.67) 21 2.96 (0.91) 1,35 0.09 0.76 0.003

Fixation Duration Total 38 17 166,132.18
(44,244.00) 21 152,531.78

(48,472.19) 1,35 0.49 0.49 0.01

Fixation Duration Average 38 17 255.93 (72.55) 21 254.36 (88.36) 1,35 0.004 0.95 0.000

Fixation Duration Maximum 38 17 1189.10
(484.92) 21 1286.40

(623.33) 1,35 0.42 0.52 0.01

Fixation Duration Minimum 38 17 83.21 (0.05) 21 83.21 (0.04) 1,35 0.03 0.86 0.001

Fixation Dispersion Total 38 17 47,498.23
(11,528.53) 21 46,202.81

(15,068.91) 1,35 0.01 0.93 0.000

Fixation Dispersion Average 38 17 72.50 (5.00) 21 73.58 (5.00) 1,35 0.42 0.52 0.01
Fixation Dispersion Maximum 38 17 99.98 (0.04) 21 98.89 (0.39) 1,35 0.79 0.38 0.02
Fixation Dispersion Minimum 38 17 11.54 (4.65) 21 9.94 (5.01) 1,35 0.85 0.36 0.02

Saccade Count 38 17 664.29
(136.78) 21 632.24 (195.64) 1,35 0.12 0.73 0.003

Saccade Frequency Count 38 17 3.15 (0.65) 21 3.00 (0.93) 1,35 0.12 0.73 0.003

Saccade Duration Total 38 17 32,282.09
(27,891.81) 21 31,241.80

(21,906.09) 1,35 0.03 0.86 0.001

Saccade Duration Average 38 17 59.47 (89.43) 21 52.58 (44.21) 1,35 0.23 0.63 0.02

Saccade Duration Maximum 38 17 629.38
(1332.76) 21 467.00 (414.22) 1,35 0.49 0.49 0.01

Saccade Duration Minimum 38 17 16.57 (0.05) 21 16.49 (0.30) 1,35 2.00 0.17 0.05

Saccade Amplitude Total 38 17 4825.23
(6815.38) 21 4740.95 (4780.52) 1,35 0.02 0.88 0.001

Saccade Amplitude Average 38 17 10.74 (25.55) 21 8.69 (10.82) 1,35 0.26 0.61 0.02

Saccade Amplitude Maximum 38 17 156.15
(300.65) 21 119.67 (96.25) 1,35 0.47 0.50 0.013

Saccade Amplitude Minimum 38 17 0.03 (0.05) 21 0.05 (0.07) 1,35 0.35 0.56 0.010

Saccade Velocity Total 38 17 61,828.35
(17,396.33) 21 66,554.31

(26,550.69) 1,35 0.50 0.49 0.014

Saccade Velocity Average 38 17 96.85 (36.43) 21 113.01 (45.91) 1,35 0.95 0.34 0.03

Saccade Velocity Maximum 38 17 878.00
(190.65) 21 844.58 (173.95) 1,35 0.25 0.62 0.01

Saccade Velocity Minimum 38 17 2.81 (1.43) 21 3.62 (2.47) 1,35 0.75 0.39 0.02
Saccade Latency Average 38 17 279.93 (64.36) 21 295.73 (106.93) 1,35 0.12 0.73 0.003

Blink Count 38 17 33.12 (25.59) 21 45.00 (37.00) 1,35 1.14 0.29 0.03
Blink Frequency Count 38 17 0.15 (0.12) 21 0.21 (0.18) 1,35 1.14 0.29 0.03

Blink Duration Total 38 17 6777.12
(9174.98) 21 20,619.05

(41,403.88) 1,35 1.36 0.25 0.04

Blink Duration Average 38 17 202.48
(244.52) 21 545.61 (1352.20) 1,35 0.77 0.39 0.02

Blink Duration Maximum 38 17 898.75
(2087.86) 21 5951.36

(19,080.82) 1,35 0.88 0.36 0.02

Blink Duration Minimum 38 17 85.19 (5.57) 21 84.80 (5.05) 1,35 0.07 0.79 0.002

Scan Path Length 38 17 122,506.94
(21157.24) 21 117,620.71

(36,042.24) 1,35 0.16 0.69 0.01
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Table A1. Cont.

Type of Access N n
G1

n
G2

df F p η2

M (SD) M (SD)

Covariable (type of participant student
vs. professor)

Fixation Count 38 17 21 1,35 1.61 0.21 0.04
Fixation Frequency Count 38 17 21 1,35 1.53 0.23 0.04

Fixation Duration Total 38 17 21 1,35 1.12 0.30 0.03
Fixation Duration Average 38 17 21 1,35 0.001 0.98 0.000

Fixation Duration Maximum 38 17 21 1,35 0.60 0.44 0.02
Fixation Duration Minimum 38 17 21 1,35 0.04 0.84 0.001

Fixation Dispersion Total 38 17 21 1,35 1.36 0.25 0.04
Fixation Dispersion Average 38 17 21 1,35 0.002 0.97 0.000

Fixation Dispersion Maximum 38 17 21 1,35 0.08 0.78 0.002
Fixation Dispersion Minimum 38 17 21 1,35 0.12 0.73 0.004

Saccade Count 38 17 21 1,35 1.73 0.20 0.047
Saccade Frequency Count 38 17 21 1,35 1.65 0.21 0.045

Saccade Duration Total 38 17 21 1,35 0.11 0.74 0.003
Saccade Duration Average 38 17 21 1,35 1.05 0.31 0.03

Saccade Duration Maximum 38 17 21 1,35 1.09 0.30 0.03
Saccade Duration Minimum 38 17 21 1,35 2.41 0.13 0.06

Saccade Amplitude Total 38 17 21 1,35 0.44 0.51 0.01
Saccade Amplitude Average 38 17 21 1,35 1.18 0.28 0.03

Saccade Amplitude Maximum 38 17 21 1,35 1.01 0.32 0.03
Saccade Amplitude Minimum 38 17 21 1,35 5.19 0.03 * 0.13

Saccade Velocity Total 38 17 21 1,35 0.28 0.60 0.01
Saccade Velocity Average 38 17 21 1,35 1.27 0.27 0.04

Saccade Velocity Maximum 38 17 21 1,35 0.08 0.77 0.002
Saccade Velocity Minimum 38 17 21 1,35 5.18 0.03 * 0.13
Saccade Latency Average 38 17 21 1,35 1.19 0.28 0.03

Blink Count 38 17 21 1,35 0.02 0.81 0.001
Blink Frequency Count 38 17 21 1,35 0.000 0.98 0.000

Blink Duration Total 38 17 21 1,35 0.93 0.34 0.03
Blink Duration Average 38 17 21 1,35 0.58 0.45 0.02

Blink Duration Maximum 38 17 21 1,35 0.53 0.47 0.02
Blink Duration Minimum 38 17 21 1,35 0.09 0.77 0.003

Scan Path Length 38 17 21 1,35 0.21 0.65 0.01

Note. G1 = participants younger than 50 years; G2 = participants older than 50 years; M = mean; SD = standard deviation; df = degrees of
freedom; η2 = eta squared effect value; * p < 0.05.

Table A2. One-factor ANCOVA with fixed effects (age over 50 vs. under 50) and covariate (student vs. teacher).

Type of Access N n
G1

n
G2

df F p η2

M (SD) M (SD)

Independent Variable (novel vs. expert)

Fixation Count 38 25 628.92
(183.40) 13 655.92 (136.21) 1,35 0.55 0.46 0.02

Fixation Frequency Count 38 25 2.98 (0.88) 13 3.10 (0.65) 1,35 0.51 0.48 0.01

Fixation Duration Total 38 25 152,469.04
(54,256.14) 13 170,437.56

(23,520.29) 1,35 1.98 0.17 0.05

Fixation Duration Average 38 25 243.64 (69.26) 13 277.03 (98.19) 1,35 1.49 0.23 0.04

Fixation Duration Maximum 38 25 1184.55
(512.27) 13 1355.00 (650.35) 1,35 1.06 0.31 0.03

Fixation Duration Minimum 38 25 83.22 (0.06) 13 83.20 (0.00) 1,35 1.16 0.29 0.03

Fixation Dispersion Total 38 25 46,170.27
(14,279.23) 13 47,959.40

(12,120.32) 1,35 0.39 0.54 0.01
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Table A2. Cont.

Type of Access N n
G1

n
G2

df F p η2

M (SD) M (SD)

Fixation Dispersion Average 38 25 73.19 (4.65) 13 72.89 (5.72) 1,35 0.04 0.84 0.001
Fixation Dispersion Maximum 38 25 99.90 (0.36) 13 99.99 (0.03) 1,35 1.03 0.32 0.03
Fixation Dispersion Minimum 38 25 11.02 (4.59) 13 9.95 (5.44) 1,35 0.30 0.59 0.01

Saccade Count 38 25 638.44
(186.76) 13 662.23 (139.21) 1,35 0.47 0.50 0.01

Saccade Frequency Count 38 25 3.03 (0.89) 13 3.12 (0.67) 1,35 0.36 0.55 0.01

Saccade Duration Total 38 25 35,070.90
(28,103.57) 13 25,238.52

(13,761.84) 1,35 1.57 0.22 0.04

Saccade Duration Average 38 25 65.17 (81.24) 13 37.38 (14.49) 1,35 2.06 0.16 0.06

Saccade Duration Maximum 38 25 633.59
(1130.76) 13 358.96 (252.82) 1,35 1.12 0.30 0.03

Saccade Duration Minimum 38 25 16.52 (0.26) 13 16.52 (0.16) 1,35 0.07 0.80 0.002

Saccade Amplitude Total 38 25 5679.51
(6777.34) 13 3046.24 (1794.51) 1,35 2.31 0.14 0.06

Saccade Amplitude Average 38 25 12.20 (22.60) 13 4.62 (2.49) 1,35 2.05 0.16 0.06

Saccade Amplitude Maximum 38 25 161.21
(254.94) 13 87.50 (56.00) 1,35 1.49 0.23 0.04

Saccade Amplitude Minimum 38 25 0.04 (0.07) 13 0.03 (0.05) 1,35 1.39 0.25 0.04

Saccade Velocity Total 38 25 66,146.90
(24,164.73) 13 61,157.70

(20,255.49) 1,35 0.31 0.58 0.01

Saccade Velocity Average 38 25 112.39 (47.64) 13 93.07 (26.12) 1,35 2.78 0.10 0.074

Saccade Velocity Maximum 38 25 882.20
(193.02) 13 815.95 (148.76) 1,35 1.02 0.32 0.03

Saccade Velocity Minimum 38 25 3.50 (2.41) 13 2.79 (1.20) 1,35 2.49 0.12 0.07
Saccade Latency Average 38 25 282.75 (76.56) 13 300.02 (113.31) 1,35 0.12 0.73 0.003

Blink Count 38 25 39.24 (29.03) 13 40.54 (39.73) 1,35 0.003 0.96 0.000
Blink Frequency Count 38 25 0.18 (0.14) 13 0.18 (0.20) 1,35 0.000 0.98 0.000

Blink Duration Total 38 25 15,683.28
(38,413.22) 13 12,009.94

(12,594.05) 1,35 0.32 0.58 0.01

Blink Duration Average 38 25 418.80
(1251.58) 13 340.78 (286.44) 1,35 0.16 0.69 0.01

Blink Duration Maximum 38 25 4263.06
(17603.20) 13 2590.82 (3294.93) 1,35 0.27 0.61 0.01

Blink Duration Minimum 38 25 85.22 (5.57) 13 84.51 (4.66) 1,35 0.20 0.66 0.01

Scan Path Length 38 25 122,693.40
(31,212.68) 13 114,255.23

(27,953.39) 1,35 0.52 0.48 0.02

Covariable (type of participant student
vs. professor)

Fixation Count 38 25 13 1,35 2.14 0.15 0.06
Fixation Frequency Count 38 25 13 1,35 2.03 0.16 0.06

Fixation Duration Total 38 25 13 1,35 2.13 0.15 0.06
Fixation Duration Average 38 25 13 1,35 0.04 0.84 0.001

Fixation Duration Maximum 38 25 13 1,35 0.74 0.40 0.02
Fixation Duration Minimum 38 25 13 1,35 0.14 0.71 0.004

Fixation Dispersion Total 38 25 13 1,35 1.69 0.20 0.05
Fixation Dispersion Average 38 25 13 1,35 0.04 0.85 0.001

Fixation Dispersion Maximum 38 25 13 1,35 0.39 0.54 0.01
Fixation Dispersion Minimum 38 25 13 1,35 0.16 0.69 0.01

Saccade Count 38 25 13 1,35 2.27 0.14 0.06
Saccade Frequency Count 38 25 13 1,35 2.12 0.15 0.06

Saccade Duration Total 38 25 13 1,35 0.29 0.59 0.01
Saccade Duration Average 38 25 13 1,35 1.53 0.23 0.04

Saccade Duration Maximum 38 25 13 1,35 1.28 0.27 0.04
Saccade Duration Minimum 38 25 13 1,35 1.75 0.20 0.05

229



Appl. Sci. 2021, 11, 6157

Table A2. Cont.

Type of Access N n
G1

n
G2

df F p η2

M (SD) M (SD)

Saccade Amplitude Total 38 25 13 1,35 0.89 0.35 0.03
Saccade Amplitude Average 38 25 13 1,35 1.67 0.21 0.05

Saccade Amplitude Maximum 38 25 13 1,35 1.27 0.27 0.04
Saccade Amplitude Minimum 38 25 13 1,35 6.90 0.01 * 0.16

Saccade Velocity Total 38 25 13 1,35 0.09 0.77 0.003
Saccade Velocity Average 38 25 13 1,35 2.67 0.11 0.07

Saccade Velocity Maximum 38 25 13 1,35 0.04 0.85 0.001
Saccade Velocity Minimum 38 25 13 1,35 7.67 0.01 * 0.18
Saccade Latency Average 38 25 13 1,35 1.17 0.29 0.032

Blink Count 38 25 13 1,35 0.10 0.75 0.003
Blink Frequency Count 38 25 13 1,35 0.03 0.87 0.001

Blink Duration Total 38 25 13 1,35 1.55 0.22 0.04
Blink Duration Average 38 25 13 1,35 0.95 0.34 0.03

Blink Duration Maximum 38 25 13 1,35 0.95 0.34 0.03
Blink Duration Minimum 38 25 13 1,35 0.12 0.74 0.003

Scan Path Length 38 25 13 1,35 0.15 0.70 0.004

Note. G1 = novice participants; G2 = expert participants; M = mean; SD = standard deviation; df = degrees of freedom; η2 = eta squared
effect value; * p < 0.05.
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Abstract: Due to the COVID-19 restrictions, on-site Incident Commander (IC) practical training
and examinations in Sweden were canceled as of March 2020. The graduation of one IC class
was, however, conducted through Remote Virtual Simulation (RVS), the first such examination
to our current knowledge. This paper presents the necessary enablers for setting up RVS and
its influence on cognitive aspects of assessing practical competences. Data were gathered through
observations, questionnaires, and interviews from students and instructors, using action-case research
methodology. The results show the potential of RVS for supporting higher cognitive processes,
such as recognition, comprehension, problem solving, decision making, and allowed students to
demonstrate whether they had achieved the required learning objectives. Other reported benefits
were the value of not gathering people (imposed by the pandemic), experiencing new, challenging
incident scenarios, increased motivation for applying RVS based training both for students and
instructors, and reduced traveling (corresponding to 15,400 km for a class). While further research is
needed for defining how to integrate RVS in practical training and assessment for IC education and
for increased generalizability, this research pinpoints current benefits and limitations, in relation to
the cognitive aspects and in comparison, to previous examination formats.

Keywords: cognitive aspects; remote; virtual simulation; incident commander; user experiences;
problem solving; decision making; assessment; learning

1. Introduction

Fire and Rescue Service (FRS) personnel respond to a wide range of emergencies
affecting the civil society. The Incident Commander (IC) on the first (lowest) level in the
command chain (IC-1) is often the first officer arriving at the incident scene, and thereby
responsible for the initial assessment, decisions on the initial actions, and for providing
accurate and informative reports to higher officers and/or the command center.

Incident commanders are devoted firefighters who have acquired additional compe-
tence for leading responses. An IC at the first level of command (IC-1) will usually lead
four or five firefighters’ actions with relevant equipment (a firetruck and a water truck)
during handling routine incidents (for the emergency services) and the initial phase of more
serious incidents, until an IC trained at a higher level arrives at the scene. There are several
levels of command and related training courses, in many European Countries four or five
levels [1–3] where the levels reflect the extent and severity of the incidents one may take
the command over the response. The number of persons with higher qualification is lower
for each level. The total force of the Swedish Fire Service consists of 12,500 responders (of
which 2/3 are employed part-time, i.e., have other regular jobs as their main occupation).
Sweden has about 2500 responders qualified as IC-1.

The education to become a firefighter includes practical training to acquire technical
skills (handling equipment and performing operations according to procedures). The

Appl. Sci. 2021, 11, 6434. https://doi.org/10.3390/app11146434 https://www.mdpi.com/journal/applsci233
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additional education to become IC-1 focuses on improving “non-technical skills” [4] as
situational awareness, decision making, communication, and leadership. For firefighters,
education is offered in classroom sessions and practical training at the training field. When
practical training is scenario-based, it is called Live Simulation (LS). The scenarios unfold in
a physical, controlled environment, using real fire (burning wood or gas), smoke, vehicles,
and people acting according to a predefined setup for an arranged incident scenario. The
physical objects and environment in LS are considered to allow naturalistic experiences,
and thereby trigger cognitive processes in a similar way as real incidents do. Since the
training of firefighter students is coordinated with the training of IC-students, the latter
can command a student-firefighter team, thus practicing communication and leadership.
However, LS has limitations as a method for training ICs, since the training facilities
(involving a limited number of steel-and-concrete buildings, which have already sustained
numerous fires) may not provide adequate variation and detailed cues to train situational
awareness and decision making.

During the last decade, Virtual Simulation (VS) has become a mature method for
practice-based training, implemented by several organizations.

There are contradictory opinions among stakeholders regarding the effectiveness of
VS for training from the different educational fields, such as medicine, nursing, architecture,
and management. However, also critical voices recognize the possible complementary
value of VS training as a supplement to LS training [5].

Since COVID-19 hindered many training possibilities, especially for groups in labora-
tories or training grounds, the focus on allowing remote training (in the format of Remote
Virtual Simulation, RVS), supporting the targeted cognitive processes has increased. Train-
ing and learning interventions are often discussed from the angle of cognitive science [6],
due to the influence of cognitive load [7] for understanding and solving tasks. Additionally,
higher cognitive processes such as recognition, decision making, and problem solving are
essential during an emergency response [8].

In March 2020, the Swedish Civil Contingencies Agency (MSB), responsible for fire-
fighter and IC-education in Sweden, stopped all on-site training to avoid gathering of
people. By that time, one class (22 students) only lacked the final LS examination to qualify.
At the same time, several of the FRSs needed the qualification, to increase their resilience
during the pandemic. The MSB, having experience with VS on-site for basic IC training,
decided to conduct the final exams using RVS for this class, based on the successful results
of a pilot-test. This was the first IC-examination in remote virtual environments, to our
current knowledge. Based on the action case research approach suggested by Braa and
Vidgen [9], and the theoretical framework of cognitive science [10–12] this case report
investigates the implementation of the practical part of the final examination for one class
of IC-students, using RVS, at MSB, Sweden, through the following hypothesis:

Hypothesis 1 (H1). RVS supports cognitive aspects of recognition, decision making, and problem
solving adequately to allow students to demonstrate IC-skills.

Hypothesis 2 (H2). Through RVS examination, the instructors can assess the student’s skills
as ICs.

Since RVS had not been used before, the first question was whether it could be used at
all, if it would be accepted, and if so, how it related to earlier practices. Conducting an RVS
pilot test was a necessary step prior to the final examination for one class in the RVS format.
The results of the present action case may inform FRS professionals’ educators how RVS can
be used for training and assessment. The post-exam evaluation from instructors (performed
through interviews) and students (performed through questionnaires) aims at answering
the above hypotheses. The results also suggest that considering higher cognitive processes
for evaluation of (R)VS tools may be a viable method for comparing and improving such
tools and implementing them in future education.
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The results are based on the implementation of RVS for the final examination of one
(the first) IC-class (22 students). We acknowledge the low number of students as a limitation
for the study. The scenarios used (described later) are according to the curriculum for IC-1,
involving straightforward responses, without conflicting goals or high emotional pressure.
Therefore, the results, may not be generalizable to training of higher levels of command.
The conclusions are made in the Swedish context, with the specific resources, technical
setting, educational structure, economic and organizational structure.

2. Theoretical Background

2.1. Cognitive Science

Cognitive Science represents a multidisciplinary approach to the human mind, often
focusing on its problem-solving capabilities, as the differences between novices and ex-
perts [10,11,13]. Research on education often relies on contributions from Cognitive Science,
especially for defining aspects improving learning [14] and tries to understand how the
human brain functions. The Layered Reference Model of the Brain [12] decomposes cogni-
tive processes into six layers (subconscious: Sensation, memory, perception, and action;
and conscious: Meta cognitive processes and higher cognitive processes) encapsulating a
total of 37 elemental cognitive processes. Among the elements of Layer 6 (higher cogni-
tive processes), we find the cognitive elements of recognition, learning, decision making,
and problem solving, which can be considered essential for training, contra not directly
assessable subconscious elements [15].

VS for learning involves purposeful, computer generated graphical environments
where the user can interact with the environment and representations of objects and
humans, and based on specific rules, experience the effects of the interaction. This requires
creating relevant scenarios unfolding in simulated real-life settings [16] with the potential to
reveal cognitive learning processes through behavioral indicators [17]. RVS is conceptually
not different from VS (such as to the pedagogical and cognitive aspects). However, it is
different from VS regarding the technology and conduction, and this may influence the
experience of both instructors and students in unknown ways.

To investigate H1 and H2, whether (R)VS supports the students’ cognitive aspects
to perform and demonstrate knowledge as IC, and the possibility of the instructors to
assess it, we considered how virtual training and assessment interacts with the 16 higher
cognitive processes of the brain (Layer 6) [12]. The exclusion process for some of the
cognitive processes, is described below. Recognition (6.1) is crucial for performing as IC,
also in the virtual environment. The used questionnaire includes questions about the
perceived realism of the virtual space, as to buildings, vehicles, avatars, flame, and smoke,
thus addressing the Cognitive Function, Recognition (6.1). Subtle cues can also be included
in the scenarios by the instructors, to train and assess the student’s recognition. Imagery
(6.2) addresses the cognitive process of abstractly seeing visual images stored in the brain,
without any sensory input. This cognitive process is not directly assessable and could only
have been revealed by asking each student in interviews, which stored images they recalled,
which was not done. Comprehension (6.3) is the action or capability of understanding, thus
constructing a representation of the incident site. The cognitive aspect of comprehension
draws parallels to the concept of situational awareness, as defined by Endsley [18–20]
(involving recognition and interpretation of relevant cues as well as projection of the
perceived situation in the time relevant for operation) and acknowledged by Flin et al. [4]
as a very important non-technical skill. Comprehension can be assessed in VS by triggering
events, effects or visualize cues, letting the instructors use firefighter avatars and asking
the IC-students questions about various elements at the virtual incident site. This was
actively used by the instructors during RVS examination. Learning (6.4) is about gaining
knowledge or skill in some action or practice. Detailed learning objectives for IC-1 students
involve procedural knowledge of the duties included in the role. These are thoroughly
assessed. Reasoning, including Deduction and Induction (6.5, 6.6, and 6.7) are not stressed
in the objectives of IC-1. Decision Making (6.8) is the process of choosing a course of action,
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among a set of alternatives. The human decision-making process is heavily affected by
time constrains and level of risk. While analytical processes are used when time is ample,
rule-based or intuitive processes are used when time is limited, as in incident command [4].
The Recognition-Primed Decision (RPD) model of rapid decision making [21,22] is often
used when studying decisions at the incident site [23,24]. The IC-student must decide
which actions shall be implemented (by the avatars) to resolve the incident and is thereby
assessable. Problem Solving (6.9) is the way to the goal, mitigating consequences to the
lowest possible level of damage using the available resources. If appropriate decisions were
taken (and implemented through understandable orders to the avatars) the situation in the
virtual environment will improve. Otherwise, adversity will increase, thereby making the
cognitive process assessable. The cognitive processes of Explanation (6.10), Analysis (6.11),
and Synthesis (6.12) may take place in the aftermaths of the active training or examination
session and are thereby not assessable in the VS, but in the reflective feedback afterwards.
Creation (6.13) is not expected to occur while training/assessing IC-1 students. Analogy
(6.14) is a process in which a person understands a situation in terms of another situation.
It may have links to the model of Recognition Primed Decision [21]. However, this model
is associated with experience, which IC-1 students still do not have much of in the new
role but may have from the role as a firefighter. This cognitive process has been considered
not assessable. Planning (6.15) finds differences between the current and desired situation
and governs decisions and actions. Planning involves also “instant pre-play” a cognitive
process involving Imagery (6.2) to assess whether a choice of action is believed to give a
favorable outcome for the affected people. Not directly assessable, but through 6.8 and 6.9
(Decision Making and Problem Solving). The last cognitive process, Quantification (6.16)
has been considered less relevant for the job of the IC-1.

2.2. Simulation Training

Since cognitive aspects are extensively studied in healthcare, education or technology
development, many influencing studies come from these areas. Virtual reality applications
are highly domain specific, thus restricting generalizability, at least at the present state of
maturity of the research area. Many influencing studies come from health care. Among
others, research has been conducted on patient simulators [25–27], simulation for the
operating room [28,29], prehospital care [30,31], pain [32], psychotherapy and cognitive
support [33]. Other articles explore the qualities of simulators needed to engage health care
practitioners [34,35]. Education expands in many different other domains using virtual
reality technologies [36–38] or serious games in general for simulating the “work environ-
ment”, e.g., Labster for Biotech subjects [39] or for a wide range of courses in virtual worlds
such as Sloodle [40] or MaxWhere [41]. Other articles present technological advancements
influencing cognitive aspects while using these new technologies, e.g., support of atten-
tion [42], navigation, and orientation (the different technologies require different support
for navigation) [43–45] handling empathy [46] or emotion [47]. However, determining
the added value of the different technologies for the various domains is demanding. It
would be essential to know if more immersiveness contributes to more effective work [48]
or learning [49] or how it is related to the design of the used environments [50]. There are
questions about realism in virtual reality or serious games, and how the simulation fidelity
is influenced by a buy-in effect of simulation technologies [51]. Often, simple analyses, e.g.,
a SWOT analysis [52] or ROI [53] may give a better insight into the added values. However,
it is difficult to compare technologies in various domains and usage conditions.

2.3. Learning Approach

To take the role as an IC for the first level of command in a Swedish FRS, the person
is required by law to have an “IC-1 course diploma” from the MSB College [54]. The
pedagogical basis of IC education is based on reaching the third stage of Blooms taxonomy,
i.e., remembering, understanding, and acting (through simulation training) [55]. Learning
activities are organized accordingly in different learning spaces, as described in chapter
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4. Procedures and actions during incident command are described in textbooks [56] and
curriculums of fire academies [57]. The most important phases, and actions (the IC is
expected to perform), visualised by Wijkmark and Heldal [58], are presented in Figure 1.

Figure 1. The most important phases (arrows) and actions (stars), where the IC-student should report to higher command
or make decisions [58].

The student will go through all the phases of the response and thereby train and
show the observable behaviors corresponding to the course sub-objectives, see Figure 1;
confirm call; prepare team; initial orders; risk analysis; window report (by radio, describing
what object is affected, what is the damage, and the current threat); stop the traffic; gather
information (by talking to people on-site, perform reconnaissance); decision on actions
(tactics, risk, make the optimal use of resources at hand); communication (team, higher
command level in the FRS); collaborate with police and ambulance services; follow-up with
a situation report (by radio); including the object, damage, threats, goal, actions that have
been taken, and estimation of time; evaluate the effects of actions taken; end the incident
operation. This is the IC-1 part of the seven-step model, the procedure, and command
support tool applied in incidents in Sweden [56].

The focus of the IC-1 course is “routine incidents”, i.e., house fires and car crashes,
however, the content is not static. As the number of electric drive and hybrid electric
vehicles has increased, this issue is now addressed in the education [59]. Moreover, overturn
accidents with hazardous cargo are included, as Figure 2 shows. Increased consumption of
different chemicals, generating increased transport [60], is a motivation for including these
issues in the education.

 

Figure 2. An example of a CS setting facilitating a case-based discussion of a road-tanker incident in
a model city on table-top “simulation”.
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3. Method

Cooperation between practitioners and scientists is often initiated by (at least) part of
the organization who wish to explore a new technology for training purposes, thus making
the collaboration process an intervention to achieve a desirable change. This points towards
action research [61]. However, the aim of understanding the rich context of the domain, as
well as the needs of the users (instructors and students) are also important for the scientists.
This points towards interpretation and case study as a research method [62]. Braa and
Vidgen [9] recognized the dilemmas often involved in “in-context” research and suggested
an action case as a research methodology, often suitable when conducting information
system research in the organizational context (such as the present study, conducted at
MSB). The method recognizes the importance (and necessity) of balancing action (towards
desirable change) with obtaining understanding, through interpretation. Studying the
implementation of new techniques (without collaborating in the design of the technique),
is suggested by Braa and Vidgen [9] to be a typical action case, if the participation of the
organization in testing is adequate. The present work has the characteristics necessary to
be typified as an action case. It is common that projects consist of several testing stages, i.e.,
in our case a pilot-test and a final examination conducted as RVS. These were compared to
previous experiences in the training field through LS.

For the pilot test, a group of four instructors designed five scenarios, representing
the challenges IC-1 students must resolve to qualify. These scenarios were prepared in
the software XVR On-Scene, used by MSB, (XVR-sim, Delft, The Netherlands), and the
remote technical setup was developed. Eight experienced ICs from different Swedish
FRSs were invited to participate as “students”. The instructors (i1–i4) and the pilot-test-
participants were interviewed after the pilot-test. The results of the pilot-test were used as
the foundation to the next step, the RVS examination. Of the 22 students participating in
the RVS examination, 20 chose to answer the pre-exam and post-exam questionnaires.

The study was based on the battery of questions developed by Schroeder et al. [48]
with added questions regarding the current incidents and to relate the experiences in the
RVS to the LS environments. These added questions were inspired by the cognitive aspects
presented in the “Layered Cognitive Model of the Brain” [12]. The pre-exam questionnaire
covered background information of the participants (six questions) addressing the expe-
rience as firefighters, gaming experience, and familiarity to virtual simulation, followed
by a post-exam questionnaire addressing the RVS examination experiences (25 questions).
During the RVS, data were also collected in observations, and afterwards the instructors
were interviewed. The instructor group was strengthened with one more instructor for the
exam (i5), to provide redundancy in the case of illness. The five instructors/assessors were
interviewed, after the exam was completed.

4. Learning Spaces

IC education often involves three different learning spaces: The Classroom Setting
(CS), the Live Simulation (LS), and the Virtual Simulation (VS).

4.1. Classroom Setting (CS)

In the CS, natural-science-based lectures aim at creating a theoretical understanding of
the potential hazards, combined with knowledge on command principles and legal aspects.
This is often performed using cases and scenarios illustrated in PowerPoint slides [63],
videos, pictures with added animation of fire and smoke, used in discussions or table-top
training using models of cities, as shown in Figure 2. In CS, the focus is on discussion-
based learning, reaching the first two steps of Bloom’s taxonomy [55], remembering and
understanding. CS can be at a fire academy campus or performed via a distance learning
system, allowing the students to participate from their home or fire station.
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4.2. Live Simulation (LS)

Live Simulation (LS) is included in practice-based training of firefighters and ICs
worldwide. Fire academies have training facilities (buildings, fire trucks, and equipment),
allowing for the simulation of several scenarios in a physical and the same geographical
space. LS is used to allow firefighter students to train technical skills, and IC-students to
practice decision-making competences, in a controlled environment. In simulation training,
the IC-student will step into the role of the IC and lead a team of firefighter students in
a simulated scenario. The IC-student must perform in the simulated incident, not just
discuss or describe what she/he would have done in the situation. This is an important
learning step, taking the student to the third step of Bloom’s taxonomy, i.e., not simply
remembering, and understanding, but also acting [55].

The steel and concrete buildings available in the fire colleges world-wide are built to
withstand fire and water several times a day, for years. They must also represent different
types of real-life buildings. As an example, the building shown in Figure 3 would represent
an apartment building in one scenario and a mechanical workshop in another. Thus, they
cannot look like any real-life buildings. Due to environmental and safety precautions,
quantities and types of fuel are regulated, resulting in a controlled fire development. This
limits the possible development of the fire, the cues, events, and consequences of the
decision making and actions.

  

Figure 3. A building (left) used for LS, representing, e.g., a four-story apartment building, a mechan-
ical workshop or a cruise ship, depending on the selected scenario. A family house with an attached
garage (right), where the fire in the garage can only be represented by generated cold smoke, thus
not behaving as a corresponding real fire.

The final examination of IC-students at MSB, have been performed in LS at the training
ground, while the IC-candidate resolves the incident by following the steps described above.
The instructors/assessors stand aside in the training field, observing and listening to the
IC-1 student communicating with firefighters, bystanders on-site and via radio to the
higher command level or dispatch center.

4.3. Virtual Simulation (VS)

On-site VS, using computer-simulated scenarios in 3D environments, has been used
internationally and by MSB during recent years [64,65]. In VS, a student can act in the
role of an IC in front of a large screen, move around in the virtual environment using a
gamepad, talk to avatars (e.g., firefighters or bystanders) and make decisions on actions that
are carried out in the simulated environment. In Figure 4 is an example of an apartment fire,
that has spread to the roof (left) and a garage fire, while the affected family stands outside
their home (to be compared to the LS settings in the previous chapter). The counterplay,
i.e., the response by avatars and radio communication, is played by instructors, either
in live role-play (by approaching the student) or through a speaker. Radios are used for
communication as in a real incident. The setup in the room is schematically described in
Figure 5a and an actual picture is shown in Figure 5b.
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Figure 4. Example of how the IC-students’ view may be at an incident involving an apartment fire
where the fire has spread to the roof (left), and at an incident involving a fire in the garage attached
to a family house (right).

 

 

(a) (b) 

Figure 5. A schematic picture of the setup (a) and actual use (b) for VS on-site.

Based on the learning objectives, the instructor can build the scenario in a VS software
tool, with prepared events and triggers, depending on the scenario and expected actions
that the IC-student will take. During the training session, the scenarios are instructor
controlled, giving the instructors the possibility to change the situation, and to “effectuate”
the student’s orders and act through various avatars. The IC-student acts in the incident,
thus reaching the third step in Bloom’s [55] taxonomy. At MSB, VS had been used for onsite
basic IC-training, and not for examination, until March 2020.

5. Enablers for RVS Examination

5.1. Experiences of VS Training On-Site at MSB before the COVID-19 Pandemic

VS training had been used in the IC-1 ordinary training schedule, i.e., covering 2
days, for all students at one of the two MSB Colleges (Sandø) since 2018. During the VS
training from January to September 2019, the experiences of 90 students (35% of all IC-1
students in MSB in 2019) were studied and analyzed [66]. An excerpt of the data providing
evidence for the viability of VS as a training format (performed at MSB Sandø) is presented
in Table 1.
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Table 1. Students’ response (n = 90) to VS training on-site, excerpt from [66]. Answers in Likert scale, 1 (low) to 5 (very high).

Questions
% Answers
Likert 4 or 5

Average
(Scale 1–5)

Standard Deviation

Experienced presence, compared to
previous very high? 72% 3.90 0.83

Experienced presence in the
simulated environment? 59% 3.63 0.86

Experienced being in the same env. as
the “persons” you met? 68% 3.81 0.99

How easy was it to understand the
training objectives? 80% 4.16 0.73

Would you like to perform similar
training at your fire station? 100% 4.86 0.35

Would you like to perform similar
training in your spare time? 80% 4.28 0.95

The results from this study provided instructors with extensive experience in develop-
ing and adjusting virtual scenarios, conducting VS training, and adjusting technological
solutions. The data in Table 1 show the student information available to MSB when the
COVID-19 pandemic struck. The number of students who answered the questionnaires
were sufficiently large to provide internal validity. The acceptance and experience of VS
by involved instructors were the foundation to support further action. Enabled by this
experience, the instructors at MSB managed to adjust scenarios and develop the technical
setup for the remote format of the examination and perform a pilot study, only days after
the COVID-19 closure in March 2020.

5.2. The Pilot Test, before Deciding upon Remote Virtual Simulation Examination

In the few reported cases of using VS for assessment [1,67], the sessions have been
held on-site, not remotely, which was a pressing need. However, the learning objectives,
reflecting the necessary competencies for safe and effective incident command are the same.
In LS, students and instructors are in the same physical space. The instructors/assessors
can watch the student move, observe (see and hear) when he/she talks, and then observe
the actions of the persons the student talked to and to observe the actions taken, e.g., if the
leadership and the communication is satisfactory in relation to the assessment. Testing how
the instructors/assessors would manage this, to reliably assess the students’ performance
in RVS, needed to be developed. This motivated the Pilot test, to explore the feasibility as
well as test modes for transmitting to the instructors/assessors the necessary information
to reliably assess the students.

Five scenarios were designed and built for RVS examination, see Table 2 for a brief
overview. The technical setup, where the assessor could see the student’s face at all time,
hear everything said, and see what the student was looking at in the virtual environment,
was developed, to provide the necessary assessment conditions as in LS (where the instruc-
tor can see the student at all time), see Figure 6. The audio and radio solution were setup
using mobile phones and the standard digital communication tool in Sweden, RAKEL
(RAdioKommunikation för Effektiv Ledning). The instructors could act as any of the
persons involved in the incidents, e.g., another firefighter or a bystander, by choosing a
corresponding avatar. The objectives of the Pilot test were to check the technology setup,
the required bandwidth, the ease-of-use of technology mainly at the student site (which
could be any fire station or the student’s home), and to validate the scenarios and the
assessment conditions.
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Table 2. The scenarios used during the RSV examination.

Nr Scenario Description Learning Points Observed and Assessed

S1

Road traffic collision. A farmer has ended
up in the ditch while attempting to avoid
a collision with a deer. The farmer is not

injured. On the pickup he has an IBC
(Intermediate Bulk Container) with an

unknown chemical. The tank faucet had
been damaged and there was a leak. The

chemical is Roundup, a herbicide that
cannot be found in the decision support

tool used by ICs in Sweden.

GENERAL LEARNING POINTS
as presented in Figure 1.
SPECIFIC FOR THIS SCNENARIO:

- Gather information about the chemical and the tank.
- If the chemical is unknown to the student, ask for support from

the command center.
- Decide on how to handle the chemical, and the leak.
- Make sure the animal is handled.

S2

A garage attached to a Villa is on fire. The
fire has started in a pile of junk in the

garage attached to a villa. The family is
safe outside.

GENERAL LEARNING POINTS
as in Figure 1.
SPECIFIC FOR THIS SCENARIO

- Make sure no one is inside the villa
- Gather information on what is in the garage and make correct

decisions accordingly

S3

A fire in an apartment on the third floor.
It is uncertain if anyone is inside the
apartment initially. After a while, the
friend of the owner of the apartment

approaches the IC and explains that the
owner is abroad, but her cat is in

the apartment.

GENERAL LEARNING POINTS
as in Figure 1.
SPECIFIC FOR THIS SCENARIO

- Make a suitable decision on tactics.
- Gather information about the apartment and if someone is inside.
- Inform the owner of the building about the end of the operation.

S4

Road traffic collision including three
vehicles under an overpass. The collision
is caused by timber on the road, that have

come loose from a timber truck.

GENERAL LEARNING POINTS
as in Figure 1.
SPECIFIC FOR THIS SCENARIO

- During reconnaissance, discover the timber and thereby the
complexity of the incident.

- Risk analysis and restrictions on where the firefighters can work.
- Divide the incident into sectors and prepare orders for

arriving firetrucks.

S5

Fire in a warehouse. Some youngsters
have broken into the warehouse and

started two fires before they left. There
are caravans and vehicles, welding gas,

etc. inside.

GENERAL LEARNING POINTS
as in Figure 1.
SPECIFIC FOR THIS SCENARIO

- During reconnaissance, discover the other fire and thereby see the
complexity of the incident.

- Risk analysis and restrictions on where the firefighters can work.
- Divide the incident into sectors and prepare orders for the

arriving firetrucks.
- Participate in a command meeting when the next level

commander arrives, report on the actions taken and the plan.

Before the test, several of the eight expert ICs described their moderate expectations
towards RVS, including concern of technical problems and difficulty in believing that RVS
could be a satisfactory replacement for LS. The objectives of the pilot test were to check
the technology setup, the required bandwidth, the ease-of-use of technology mainly at the
student site (which could be any fire station or the student’s home). They also had to give
their comments on the scenarios, as well as the instructors’ and assessors’ role for running
the scenarios. The instructors and assessors performed the counterplay and assessed these
“expert-students” remotely. Valuable opinions regarding the setup as to what the assessor
must see and hear to provide evidence-based assessment were expressed.
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Figure 6. Schematic representation over the setup for RVS examination, where the student could
participate from anywhere in the country.

The evaluation of the pilot test showed a positive turn in attitude towards RVS. All
the participants agreed that the scenarios were designed to match the learning goals IC-1s
need to achieve at a suitable level and corresponded to previous IC-1 LS examinations.
They also agreed on the ease of use of technology at the student site. Using their computer
keyboard, they could move in the environment on the incident scene, which was projected
on a larger screen to allow the sense of higher presence [68]. No lagging was detected,
and the communication via radio was working as within real incidents and previous
LS examinations.

One pilot test participant, stated with a quite surprised tone, after the test: “This was
really great. Why haven’t you done this before? Everything you need [to perform in the
role as an IC on the scene] is there”. The instructors conducting the pilot test also expressed
their experience as a positive surprise.

One of the researchers observed the instructors/assessors while “assessing the pilot-
test students”. It was noticed that the display showing the student’s face was nearly not
used, while the display showing what the student was looking at was in use most of the
time. This means that the instructors extract useful information about what the student
focuses attention on, and whether that is conscious “reading” of cues. This means that the
assessors can follow the cognitive processes of the student, such as Recognition (6.1) and
Comprehension (6.3) [12].

The pilot test compensated for the lack of experience in performing VS examination at
MSB and was valuable for checking technical issues to perform the examination remotely.
After the evaluation of the pilot test had been presented to the MSB management, it took
only 15 days until the formal decision to perform an RVS examination was taken. The RVS
examination was conducted during the period of 27 April–19 May 2020.

6. Results: RVS Examination

6.1. The RVS Examination—The Students’ Experiences

The information gathered through pre-exam questionnaires revealed that all the
students were men, with an average age of 40 (span between 32 and 56 years of age). The
average number of years as a firefighter was 12, ranging from 3 to 31 years. Seven were part-
time firefighters in rural areas, while 13 were full-time firefighters in cities. The experience
of real fires among the IC-students varied from no real compartment fire (building fire)
experience, to above 100 real fires.

Regarding familiarity with computer or mobile phone games, 70% never played
computer games, and 60% never played mobile phone games. Only 15% stated that they
played mobile phone games more than a few times per month, and no one played computer
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games more than a few times per month. Their previous knowledge or familiarity of VS for
FRSs was limited. Three had prior knowledge or experience of the software used, gained
from participation in VS projects where their FRS collaborated with MSB, and two had
previous experience with the Response Simulator (https://www.vstepsimulation.com/
response-simulator/rs-creator, accessed 17 February 2021).

Oral spontaneous comments from the students (documented by notes and video
recordings) after completing the five scenarios, and/or free text comments written in the
post-exam questionnaires are presented in Table 3.

Table 3. Students’ experience of the RVS examination, oral comments (documented in notes and
video recordings), and/or written free text comments on post-exam questionnaire.

Student Comment

S1
I think it worked out well. Thanks to you [instructors], and it must be more of

this in the course, especially remotely. It was gold [great], as close to real as it can
get. And I did not have to drive 2000 km to the College [for the examination].

S3 This was great, it works great remotely

S4
I had a hard time interpreting a realistic picture of all impressions.

It was hard to get the real feeling. Felt like I was talking all the time, and it was
hard to feel the connection to the staff [firefighters].

S5

This is beyond my expectation. Interesting scenarios, the environment you
built, giving orders works great [the firefighter avatars carry out the orders],
and it feels like you are at the incident scene. This is the best substitute for

being on-site.

S9
I was not comfortable in the situation. It is a good supplement, but I would

have needed more real training [in LS before]. The scenarios were good, and I
would have liked to train more times without the pressure of examination.

S14 This is more realistic than other methods for exercises.

S16 Overall, a great surprise. You do not have to pretend; all you see is what it is.
Not like in the training ground.

One of the students, s4, comments on the cognitive difficulty of perceiving the rep-
resented situation. The comment “I had a hard time interpreting a realistic picture of
all impressions” points towards experiencing a cognitive overload. However, this is the
only negative comment on the cognitive part of the arranged examination. The second
comment of the same student, “It was hard to feel the connection to the staff”, addresses
interpersonal aspects of simulation training, which was not in focus in the present article.
(One of the instructors, has also commented that “Leadership”, which is an interpersonal
non-technical skill, is better taught in the training field, with real people).

After the final assessments of the five scenarios, a total of 4 h including breaks and
feedback, the session was closed, and the students were asked to fill in the post-RVS
questionnaire. The results are presented in Table 4. The results show that 90% of the
students (18 of 20) would like (Likert 4 or 5) to perform a similar RVS training again, at
their fire station, while 10% of the students (two persons) responded: “Neither or” (Likert
3). In addition, 75% perceived RVS as a suitable form (Likert 4 or 5) for IC-training.

In previous VS sessions, the students used a gamepad to move in the virtual environ-
ment, while in the RVS, the arrow keys were used to move around. No student stated any
obstacles related to use of the keyboard for movements. For the question “How easy was it
to move in the environment?”, one student (5%) stated hard (Likert 2) and all the others
stated no problems (Likert 3–5). In the previous VS study performed in 2019, 15% of the
students expressed an unfamiliarity with the gamepad and considered it as an obstacle [66].
Consequently, using the keyboard was an improvement for some students.
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Table 4. Students’ response (n = 20) to the RVS examination. Answers in Likert scale, 1 (low) to 5 (very high).

Questions
% Answers
Likert 4 or 5

Average
(Scale 1–5)

Standard Deviation

Experienced presence, compared to
previous very high? 70% 3.95 0.89

Experienced presence in the
simulated environment? 75% 3.85 0.75

Experienced being in the same env. as
the “persons” you met? 65% 3.60 0.99

How easy was it to understand the
training objectives? 60% 3.80 0.89

How easy was it to communicate
with others? 60% 3.80 1.01

Would you like to perform a similar
training at your fire station? 90% 4.50 0.69

Would you like to perform a similar
training in your spare time? 80% 4.28 0.95

To what extent do you consider RVS
as a method for IC training? 75% 4.30 0.86

Regarding the students’ experience of approaching and communicating with the
firefighters (the instructors-controlled avatars), 60% stated that it was easy or very easy
(Likert 4–5) and 10% stated hard (Likert 2). This suggests that future research should
address the avatars’ lay-out and the communication between the IC-student and the
avatars to a greater extent.

On the question: Please describe aspects that you found pleasant in the task, 50% answered
that they appreciated the good counterplay, the voice acting done by instructors, which
enhanced the sense of realism of the situations.

6.2. The RVS Examination—The Instructors’ Experiences

All five instructors conducting the RVS examination were convinced that the students
were presented with similar challenges and performed similarly as in LS examinations.
They also perceived the students’ movement in the virtual environment and their commu-
nication with the avatars as easy and unproblematic.

The instructors stated that they could trustfully assess the students based on the
learning objectives. One instructor explained the values of the virtual environment as
“Everything that relates to the situation assessment, the development of the incident, like
the spread of the fire and the extent of the damage, is possible to include in the virtual
environment, which makes it extremely effective for assessment” (i1). Only one answer
was given to the question regarding whether there are course objectives that cannot be
assessed in RVS. This instructor (i2) commented: “ . . . leadership might not be optimal
here [in RVS], you need to train [to assess] this with real people, physically so to speak, to
be able to train the basics”.

A new possibility appreciated by the instructors was seeing the students’ faces and
reactions through their facial expressions and always seeing what the students were looking
at. This cannot be achieved in LS, where the instructor cannot be sure about what the
student is looking at. An instructor explains this in the following way: “I see and hear the
student all the time. I can more easily assess communication and the orders given. I can
see the exact picture of what he is looking at... It can sometimes be difficult to determine
what the student is focusing on in a live exercise in the field” (i2).

The advantage of playing roles through avatars for instructors is explained by one
instructor in the following way: “To have the opportunity [as instructor or assessor] to play
the IC-student’s personnel [firefighters] makes it possible to ask questions if orders are
unclear. Also, later during the scenario, one can [with the firefighter avatar] walk up to the

245



Appl. Sci. 2021, 11, 6434

IC and ask a related question to assess to what extent he or she understands the situation
at hand” (i1).

6.3. Cognitive Aspects in Simulation Training

The different simulation formats, LS, and (R)VS are compared in Table 5, out of the
model of higher cognitive processes. The compared formats support different higher
cognitive processes to a different extent. This highlights the complementarity of the
methods, and may enhance the knowledge about benefits and limitations of each. Table 5
summarizes the findings in the study with the focus on how the higher cognitive processes
are supported in LS and (R)VS.

Table 5. Higher cognitive processes are supported in LS and (R)VS.

Higher Cognitive Processes LS (R)VS

6.1 Recognition
Here, focused on perceived visual realism of
the incident site, as to buildings, vehicles,
involved participants, flames, and smoke.

Buildings, built to stand several fires per day
and to represent different real-world objects.
Real firetrucks and equipment are used.
Old cars are used to represent cars in accidents.
Involved participants are real people, often
students or retired people hired as actors.
Fire, smoke, evolvement, cues, and risks and
cues are limited, due to safety and
environmental regulations.
Changes in the situation are not supported.
Recognition is partly supported based on the
above representations.

Buildings, vehicles, involved participants,
flames, and smoke are chosen from a database.
Events to trigger or change fire and smoke
behavior illustrate cues and risks that are
preprogrammed or changed during the
training session.
Changes in the situation are supported.
Recognition is supported based on the
above representations.

6.2 Imagery

The perceived realism of the incident scene is based a lot on imagery. This is very much
dependent on the instructor’s ability to describe the situation using the available method for
training LS/(R)VS and individual experiences of the students.
As we know the support for imagery is not included in training and assessment.

6.3 Comprehension
The action or capability of understanding.
Involves constructing and internal
representations based on existing knowledge.
IC-students do not have experiences from the
IC-perspective in an incident, although they
have experienced from incident scenes
as firefighters.

Existing knowledge related to the scenario
may be affected by the fact that the LS objects
are used for several scenarios and are familiar
to all IC-students who were previously
firefighter students.
Therefore, it can be based on the previous
experience of training at the LS training
ground (i.e., where the fire can/cannot be
placed, what are the possible scenarios), and
by the additional information provided
verbally by instructors.
The team of firefighter-students are familiar
with the training ground, and may “help” the
IC-student by not asking when orders are
unclear or safety measures do not meet
the scenario.
Few instructors live-play the police,
ambulance, or bystanders, all looking the same.
Comprehension partly supported.

The virtual environments and object, buildings,
and avatars are all new to the IC-students.
The instructors play the firefighter, police, and
bystanders, all with different avatars. This
makes it possible to use avatars to ask
questions or react if the IC-student gives an
unclear order.
Comprehension can be supported over a
wider specter.

6.4 Learning
Learning acquisition of knowledge and skills
resulting in a upgrade of the cognitive model.
Confirmation of existing knowledge or deeper
understanding are also recognized as
learning [69].

Active experimentation [70] is not supported
since the situation cannot evolve dynamically
and one has very few tries in the training
ground. Initial scenario design must
be followed.
Procedural learning is supported.
Learning cannot be supported for all
learning objectives.

Active experimentation [70] is supported,
since the situation can evolve, the scenario can
be changed, and more scenarios can be played.
This will enhance learning.
Procedural learning is supported.
Learning can be supported for several
learning objectives.

6.8 Decision making
the process of choosing a course of action
based on the current situation and the
available resources. Especially for ICs the
decision making is based on the
above-mentioned aspects of cognition

Decision making is supported by the
available stimuli of LS and the
above-mentioned aspects.

Decision making is supported based on a
wider specter of stimuli and the
above-mentioned aspects.
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The research hypothesis “RVS supports cognitive aspects of recognition, learning,
decision making and problem solving for examining practical skills” has been confirmed.
In the present study of the RVS examination, the students reported (Table 4) similar
experiences as in Table 1 [66], showing results after introducing VS training on-site.

The second research hypothesis “Through RVS Examination, the instructors can assess
student’s practical skills as ICs” was confirmed, as well. The pilot study (with eight
highly experienced ICs from different FRSs acting as IC-students) and the following real
RVS examination of 22 students, were evaluated positively by all five instructors, the
eight experienced ICs and 18, out of 20 students, who participated in the research. The
instructors/accessors commented on the performance of the students to be “average”,
compared to the earlier LS examinations. Two of the students failed, which is “typical” for
classes of this size. The instructors/assessors also assigned graded marks to the students
(for the possible benefit of the research project, while the students received a Pass/No Pass
result). However, this has not been done before in LS, so a detailed comparison of the
students’ performance was not possible. Both students and instructors seem to agree that
the cognitive aspects for training and assessing ICs are supported well by (R)VS, while
interpersonal skills are better supported by the live settings.

7. Discussion

Successfully performing an RVS examination (during the COVID-19 pandemic) may
trigger more RVS training and examination also after the pandemic. The RVS examination
proved to be technically feasible in Sweden, with the lowest bandwidth of 30/30 Mbps [71].
The impact of training in virtual environments, and transfer to real settings is a research
objective. Since we always offer the best training available to every responder, it is impossi-
ble to conduct research involving a “non-treatment” control group. Research during the
police-student education, with the possibility of offering training to the control group after
the research was completed [72,73], shows that student-groups who trained on the com-
munication procedure with a helicopter (one group LS, one group VS, control-group only
read manual with procedures) performed similarly independent of the simulation format,
and better than the control group. Similar results arose also from a study of procedural
learning on tank-maintenance procedures [74]. The two simulation formats gave similar
results upon assessing the students in the physical realm, and better than no-simulation
training. Hall [75] studied the effect of VS training on fire ground ICs decision making, out
of their self-evaluation and perceived confidence, and Gillespie [76] studied the transfer of
virtual knowledge to the physical environment, connected to the acceptance of the virtual
training. The LS physical examination format is very well established. Some virtual (on-
site) assessments have been reported [1,67], while the present study is, to our knowledge,
the first remote IC-1 examination mentioned in the research literature.

Psychological and social variables, which may have affected the students and en-
hanced their positive attitude towards RVS (for example, a wish to comply with the
researchers) [77,78], are considered less prevalent in the remote setting, compared to VS
training on-site (which was evaluated equally positively in 2019—see Table 1). Additionally,
in an examination setting, the students are focused on their own performance, since “it
counts” to pass the exam. The seriousness of the situation was likely to provoke honest
reactions on behalf of the students, as to the perceived quality of the arrangement.

The study demonstrates the necessary, likely minimum, steps of familiarization and
technology implementation in emergency response training for successful implementation
of RVS examinations.

• The technology had previously been used for VS training on-site. Thereby, existing tech-
nical, scenario design, and conduction competence saved time and guaranteed usability.

• It was possible to perform a pilot test with experienced ICs. The positive evaluation
motivated the final decision to use the RVS examination.

• A key component was the competence and interest of one champion and support from
experienced VS instructors who were assigned time to participate.

247



Appl. Sci. 2021, 11, 6434

The experience of successful RVS examinations has motivated a broader implementa-
tion of RVS training and examination at MSB, and this can inspire other fire academies in
taking similar steps. This may provide further opportunities to study the implementation
process as a future contribution to the (R)VS literature. However, it takes time to develop
skills to design, build, and run RVS exercises with high quality. There is a risk that the
organizations do not understand the competence needed and therefore do not allocate
enough resources for the instructors to deliver scenarios of sufficient quality, which could
result in less acceptance of RVS. While a stricter investigation of possibilities and challenges
regarding the potential value for remote examinations may need further investigation,
indeed the present study demonstrated added benefits for remote training as a solution
to be included in future education. We believe that the instructors/assessors experienced
“being closer to the student” (despite the physical distances) since they could continuously
see what the student was looking at and hear what the student said.

Sweden is a long country (1572 km), with several sparsely populated regions. The
Swedish fire and rescue services personnel therefore consist of 67% part-time firefighters
and ICs, i.e., with other regular jobs. MSB has only two colleges offering an IC education,
which makes the student travel costs high and the time away from the regular job (for part-
time IC-students) and family (for all students) long. Enhancing and developing distance
education by performing RVS training and examination may therefore also represent
societal, human, and environmental benefits. Performing the exam in the RVS format on
average saved each student a round trip of 9 h by car, based on 768 km distance on average,
i.e., a total of 15,400 km or 38% of the Earth’s circumference.

8. Conclusions

This study is an action case where the researchers participated in, and at the same
time studied, the implementation of the VS training method and technology at the MSB, to
the final step of conducting an RVS examination for IC-1 students. The cognitive aspects
of recognition, learning, decision making, and problem solving were studied through
questionnaires which the students filled post-training. The results indicate that the RVS,
as implemented in the analyzed training and examination, adequately supported the
above-mentioned cognitive aspects.

The existing VS implementation experiences at the MSB and corresponding studies of
the students’ cognitive benefits were the enablers, building competence in the organization,
and thus making the COVID-19-forced RVS examination possible within a short preparation
time.. This study demonstrated a proof of concept developed under time pressure, and
with the precondition that students should be able to use standard PC equipment to
perform their IC-1 final examination remotely. It demonstrates the possibilities and current
challenges of RVS examination in the Swedish IC education. The RVS examination was
performed satisfactorily and experienced positively by all involved parties. The main
values of RVS for the students was that they could in fact graduate and they saved the
travelling time and time away from home and regular jobs. The RVS was recognized by
IC-1 students, instructors, assessors, and the MSB management, as high-quality training
and examination methods, that have recently been implemented in the education of IC
commanders at all levels.
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Abstract: This study examines the process of creating successful, engaging, interactive, and activity-
based online educational materials, while taking the cognitive aspects of learners into account. The
quality of online educational materials has become increasingly important in the recent period, and
it is crucial that content is created that allows our students to learn effectively and enjoyably. In
this paper, we present the milestones of curriculum creation and the resulting model, the criteria
of selecting online learning environments, technical requirements, and the content of educational
videos, interactive contents, and other methodological solutions. In addition, we also introduce some
principles of instructional design, as well as a self-developed model that can be used to create effective
online learning materials and online courses. There was a need for a self-developed, milestone-based,
practice-oriented model because the models examined so far were too general and inadequate to
meet the needs of a decentralized developer team, who work on different schedules, with significant
geographical distances between them and do not place enough emphasis on taking cognitive factors
into account. In these processes, special attention should be paid to having a clear and user-friendly
interface, support for individual learning styles, effective multimedia, ongoing assistance and tracking
of students’ progress, as well as interactivity and responsive appearance.

Keywords: online educational material; cognitive aspects; instructional design; methodology; model

1. Introduction

Teachers have a big impact on students’ learning outcomes, so more support for
teachers’ work will also lead to better student outcomes [1]. A lot of education research
shows that the best learning experiences are those that make direct connections to students’
existing knowledge and their life experiences [2]. In many cases, there is a lack of tools
that help teachers apply curricula and teaching methods that consider students’ individual
learning abilities, and thus set curriculum goals that also effectively support individual
learning opportunities [3]. Although many teacher tools are available through social
networking sites and reusable lesson plans or activities, etc., effective assimilation of these
materials still requires a reasonable degree of customization. It is often a daunting task for
teachers to customize learning materials, since it takes more time to reuse existing resources
than to implement self-developed materials [4,5]. Laboratory experiments play a very
important role in the teaching of technical knowledge, as they establish a link between,
and provide experience in, how theory and practice relate to each other. The possibilities
provided by IT tools can even be used to perform studies similar to laboratory experiments
in the framework of online education, and one of the best ways to do this is to take
advantage of the possibilities provided by simulation environments [6]. The proportion
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of theoretical and practical knowledge in training varies from field to field, but practical
and design-oriented education plays a role in developing analytical thinking skills [7].
Today, a number of up-to-date tools and methodologies are available to help students
develop practical skills, such as taking advantage of active learning opportunities [8],
the practical and team-oriented nature of project-based learning [9], the use of inverted
classrooms [10], etc., which help in improving the effectiveness of the teaching–learning
process [11]. Recently, online education has continued to spread rapidly, partly due to the
mandatory introduction of online education in many countries as a result of the COVID-
19 pandemic. With the growing popularity of online education, there is a great need
for a pedagogically effective design model for online learning materials that facilitates
the development and implementation of online learning environments [12]. Educational
planning (ID), also known as educational systematic planning (ISD), is an exercise in
creating educational experiences that should also be reflected in the developed online
curriculum. A well-compiled online resource and the associated, appropriately selected
teaching methodologies will make the acquisition of knowledge and skills more efficient,
effective, and attractive [13].

Several models and methodologies can be adapted to designing online courses. One
widely used model, the ADDIE model, offers five universal course design principles:
analysis, design, development, implementation, and evaluation (ADDIE). Similar to any
model, or design methodology, ADDIE has its advantages and disadvantages. The benefits
of ADDIE are primarily that it provides structured guidance for planning and serves as a
useful checklist for implementing the design process and course implementation, as well
as placing a strong emphasis on the implementation process and evaluation. However,
despite the advantages of ADDIE, there are some disadvantages as well. These include
the fact that the analysis steps are not comprehensive enough in the design process and
the model does not provide enough incentive for inspiration [14]. Huang’s paper [15]
summarizes guidelines for educational multimedia design from the Stanford University
Virtual Labs Project and demonstrates the design of learning content that aims to develop
interactive multimedia learning tools. In design, the emphasis depends on the visualization
of learners on dynamic content and the control of what is learned. The paper points out
that current methods for designing multimedia learning modules are not standardized
and lack strong educational design [15]. Cognitive factors have been considered only to a
limited extent during design and implementation.

Based on the above, we considered the development of a design methodology that
takes cognitive skills into account during the design process and provides an opportunity to
create inspiration in material development, while the steps of the implementation process
can be broken down into elements that are easy to understand and implement. In order to
develop successful online educational materials, the cognitive aspects of students need to
be considered [16], for which the following theories and models are considered: Baddeley’s
model of working memory, cognitive load theory, Paivio’s dual coding theory, individual
learning styles, and situated learning. Baddeley’s working memory model and Paivio’s
dual coding theory suggest that the information process of individuals is embedded in a
dual channel: an auditory channel on the one hand, and a visual channel on the other [17].

2. Cognitive Theory in the Background

In order to produce effective online educational materials, it is necessary to know the
factors influencing human cognitive abilities, such as working memory, cognitive load,
dual coding theory, or individual learning styles, which are briefly summarized below.

2.1. Baddeley’s Model of Working Memory

Working memory is a concept that emerged from the classical model of short-term
memory [18], which was understood more as a set for the temporary storage of information
before it was forwarded to long-term memory [19]. A more suitable model of short-term
memory was finally projected, which was named working memory. The working memory
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model was a sub-mechanism schema that not only contained transient information but
also handled it in a way that many fragments of verbal or visual information could be
stored and combined. Under this model, Baddeley [20] proposed that there is an element
in working memory that controls subcomponents or slave systems. This central unit, the
central executive element, was responsible for overseeing the entire system, contributing
to problem-solving tasks, and directing attention. Baddeley speculated that the central
executive could delegate storage tasks to the two slave schemas in working memory, leaving
the central executive with the capacity to execute heavier data processing commands. The
two slaves are called the visuo-spatial sketch pad system and the phonological loop system.
The first is supposed to preserve and deploy visual images, while the second stores and
reviews verbal information and has a similarly significant developmental function in the
sense that it simplifies language acquisition by retaining a new word in working memory
until it can be learned [21].

Later, Baddeley [22] added that the introduction of a third subsystem into the model
might be necessary, which became known as the episodic buffer. This emerged from a task
previously classified as the central executive, acting firmly as a storage element that acts as
a system with limited capacity to mix information sources from other slaves. Cognitive
load theory helps in understanding the limitations of working memory and points out
that there is a limit to the amount of information that can be managed simultaneously,
which provides significant ideas for suggestions when creating multimedia educational
materials [23].

2.2. Cognitive Load Theory (CLT)

Cognitive load theory [24] points out that working memory is limited in its capacity to
selectively handle and process incoming sensory information. CLT is an important theory
for understanding how learners focus and use their cognitive resources in learning and
problem solving. This suggests that for education and learning to be successful, care must
be taken to ensure that students’ information processing skills are not overburdened. In the
case of multimedia-supported education and learning, attention should be paid to the fact
that students only have a limited amount of information processing capacity. As a result,
great care must be taken in compiling educational materials when developing multimedia
educational materials that provide relevant knowledge in relation to the knowledge to be
acquired, given their limited information processing capacity [17].

Due to the above, it is important to know how the cognitive load caused by certain
external stimuli and information can affect the information processing of students and the
storage of relevant information in the long-term memory. If the cognitive load reaches too
high, it prevents actual and productive learning, thus hindering the transfer of information
itself. Inadequate educational environments, systems, and methodologies, such as gami-
fication [25,26] or project-based learning [27], can significantly affect the effectiveness of
learning. In teaching–learning, each learning process should be designed to minimize any
cognitive processing that is irrelevant to learning and optimize the cognitive processing
associated with the acquisition of information, and the construction of knowledge, taking
into account the cognitive limits [28].

In terms of how the previously mentioned important factors should be taken into
account in the planning of multimedia education materials, the material parts and layout
that convey the relevant information need to be visually appealing [29] and intuitive in
order to point out the essence [30]. However, student activities should continue to focus
on the knowledge to be acquired, the purpose of the entertainment should be limited,
primarily to maintain attention and interest, and this should in no way be burdensome for
the student. In a poorly designed multimedia material, parts or activities that are primarily
for fun can overload the working memory before the learner reaches the part of the material
they want to learn, which can impair efficiency [17].
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2.3. Dual Coding Theory (DCT)

According to the DCT theory, cognition involves two distinct subsystems. On the
one hand, it is a verbal subsystem that deals directly with language, while on the other,
it is a nonverbal subsystem designed to handle nonlinguistic objects and events. It is as-
sumed that these systems consist of internal units of representation that are interconnected,
thus realizing the transmission of nonverbal and verbal behavior independently or in
collaboration with each other.

In some tasks, the verbal system is active (simple examples are crossword puzzles),
while in others, the nonverbal picture system is in the foreground (e.g., puzzles). Cognition
is the result of the interaction of these two systems, which also influences the way and
manner in which the information is processed and exchanged [31]. In the case of multimedia
content, both subsystems are relevant for improving development of content-specific parts
of online curse materials.

2.4. Individual Learning Styles

James and Blank [32] defined learning style as the “complex manner in which, and
conditions under which, learners most efficiently and most effectively perceive, process,
store, and recall what they are attempting to learn”. The learning style has three dimensions:
the perceptual (physiological or sensory) mode, the cognitive (mental or information pro-
cessing) mode, and the affective (emotional or personality traits) mode [33]. Considering
learning styles in the design of teaching and learning materials will undoubtedly improve
the effectiveness of learning different educational materials [34]. However, some basic
aspects of adult education should not be forgotten either, as learning styles in adulthood
follow different characteristics to those at a young age. Knowledge of the specificities
of new technologies and individual learning styles will undoubtedly improve the effec-
tiveness of learning, and these should be considered when compiling online e-learning
materials [35]. The results of the study [36] suggest that simulation environments can
be a good complement to teaching tools and an effective way to acquire state-of-the-art
and sophisticated practical knowledge, which is a key requirement for engineers in the
future [37].

Santo categorized “learning style” into three layers, thus providing some coherence to
the wide range of models. The inner layer is about personality: “An underlying relatively
stable dimension that controls learning behavior” [38]. The middle layer is about cognitive
style and focuses on how learners process information, while the outer layer is about the
environment in which students prefer to learn, including the nature of interaction with the
instructor or other students [39].

3. Materials and Methods

This study examines the process of creating successful, engaging, interactive and
activity-based online educational materials, while taking the cognitive aspects of learners
into account. The study provides a multidimensional guide for the main concepts of the
theoretical framework defined by the following key factors:

• Key principles of creating successful online educational materials.
• Team work.
• Aspects of e-learning, design, and creation.
• Platform.
• Multimedia.
• Methodological aspects.

The presented framework is primarily derived from the authors’ own experiences
with curriculum development, which have evolved through the participation in, and
management of, a large number of projects implemented within the framework of the
e-Region (www.e-regija.rs, accessed on 29 December 2021) online curriculum develop-
ment organization. The guidelines and suggestions presented in this paper are based
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on the projects’ implementation and feedback, as well as the whole process of online
curriculum development.

4. Theoretical Framework for Creating Effective Online Educational Materials

The authors try, with tips, tricks, and practical concrete advice, to help colleagues
working in public and higher education to create the most effective online curriculum
possible. The next sections follow the steps defined in the methods section.

4.1. Key Principles of Creating Successful Online Educational Materials

One of the most important key aspects is the planning of students’ online activities:
continuous interactivity and sending feedback. One of the most effective ways to process
the curriculum is to display it using multimedia, which is when we act on multiple senses
in the form of images, video, text, and sound at the same time. The assessment can take the
form of an online test (using different types of questions), but situated learning can also be
used, where students need to make decisions in a given life situation, using the knowledge
they have acquired [40].

4.2. Instructional Design Principles Depend on Cognitive Theories and Models

The cognitive theories listed above were developed by following the instructional
design principles below:

• Clean and intuitive online learning environment, eye-catching, but without any un-
necessary graphic or content elements (based on the principles of working memory
and cognitive load theory).

• Presentation of the curriculum with subtitled multimedia, most often with a lecturer and
in a virtual studio (based on the principles of supporting individual learning styles).

• Supporting individual learning styles (a variety of content is available to students:
multimedia, e-book, summary videos).

• Continuous technical and content assistance.
• Monitoring and control of the learning processes (time spent in the system, login history).
• Interactivity and feedback (varied tasks, evaluation and situated learning).
• Responsive and device independence.
• Application of summary videos using infographics (based on the principles of dual

coding theory).
• Multichannel communication (based on the principles of supporting individual learn-

ing styles).

The cognitive theories and models listed above all influence the production of effec-
tive online learning materials, so ignoring them would be to the detriment of efficiency.
The cognitive aspects of learners have an influence on the process of creating successful,
engaging, interactive, and activity-based online educational materials, which serves as the
starting point for the design.

Support for individual learning styles can be implemented in several ways. For our
developments, we support forms of learning that are independent of place and time and
can be accessed from any smart device. In addition, during development, we pay special
attention to the fact that the knowledge required to complete the training is available
in at least three forms. These are usually subtitled educational videos, e-books, and
summary videos.

If we take the three layers of Santo’s learning style as a basis, instructional design
should take the middle and outer layers into account. For the middle layer (information
processing), different content should be provided, and individual learning pathways should
be supported. In the case of the external layer (educational environment), however, the
focus should be on the clarity of the platform, the user-friendliness, and the content and
methodological elements of the educational materials appearing here.

In the case of synchronous or asynchronous education and adult education, it should
be said that asynchronous education is more appropriate for adults, as synchronous educa-
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tion reduces access for working adults [39]. This research fully supports our developments,
as a significant target group of our online educational material, which is implemented
almost exclusively asynchronously, is the adult population.

4.3. Working in Teams

The creation of educational materials, which is effectively realized by an instruc-
tional development team, achieves high result rates and creates excellent teaching mate-
rials/courses with scientifically validated, unique methodological solutions. It is recom-
mended that the online learning materials be created in a complex team, while proper
planning and a precise definition of roles is also important.

If the online education material is created in a complex team, as mentioned above,
either in-house or outsourced [41], then proper planning and a precise definition of roles will
also be important. The development starts based on the customer’s needs and ideas, and
the development costs are usually paid by the customer. Project management coordinates
both the implementation of the project, as well as the work and communication between
teams. The instructional designer team develops and prepares the curriculum, uploads it
to the platform, tests and evaluates it, and tracks user activity, as well as leads the process
of writing the scenarios. Of course, they conduct their activities in coordination with all the
other teams.

This team is successful because we look at a problem as individuals of different ages,
perspectives, and statuses (teachers, college students, and PhD students). Within the
team, everyone can specialize in a narrower area, such as scenario writing, multimedia
editing, task creation, testing, and more. Each member of the team has a significant
pedagogical background.

The cameraman and video post-production team are responsible for making the
educational videos technically flawless.

This team of experts plays a major role mainly in the preparation phase. The experts
are excellently acquainted with the given topic, and with their help, the scenario is prepared.
The actor or lecturer uses the script to execute the curriculum, and from these pieces of
content, instructional videos are made which serve as the main source of information and
knowledge for the courses. The proposed structure of the team is shown in Figure 1.

 
Figure 1. The proposed structure of the team.
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4.4. Aspects of E-Learning

The most common form of education in distance learning is e-learning. E-learning
is an open form of exercise available on a computer network, independent of space and
time constraints, which, by organizing the teaching–learning process, has effective, optimal
knowledge transfer, learning methods, curriculum and student resources, tutor–student
communication, and integrates computer-based, interactive, instructional software into a
unified framework, making it accessible to the learner.

“E-learning can be viewed as an innovative approach for delivering well-designed,
learner-centered, interactive, and facilitated learning environments to anyone, anyplace,
anytime by utilizing the attributes and resources of various digital technologies along
with other forms of learning materials suited for open, flexible, and distributed learning
environments” [42].

According to DeGreeff, Burnett, and Cooley [43] who approach the need for e-learning
from a societal perspective, it can be dated back to the overall phenomenon we now
describe as a “rushing world”. Central to this is the cumulative distribution of attention,
the shortening and fragmentation of time spent on one thing, and the sequences of constant
conversions into our next activity. Examined from another point of view, from a technical
standpoint, all possibilities for the development of e-learning have gradually become more
feasible: the continuous spread of computers and other mobile communication devices
and their availability, together with the increasing mobility, and the rapid improvement in
bandwidth and internet speed. This has greatly facilitated the spread of proprietary tools
and collaborative approaches [44]. At the same time, software solutions coupled with these
technologies have also made it possible for educators to create educational materials in a
user-friendly way, which became accessible to learners through the Internet, without the
need for advanced IT (e.g., programming) skills, and with the need for the involvement
of special IT professionals not being required at all or only to a very limited extent. We
are now in an age of big data and endless information. No matter where we are, we are
inevitably faced with the situation of receiving news, either actively or passively [45].

The importance of online educational content has increased significantly in the context
of the COVID-19 pandemic that began in 2020, as education could only be provided online
in most cases.

“As a result of the COVID-19 pandemic, social conditions around the world have
changed radically in a short time. In addition to social conditions, education has also been
significantly affected by this global pandemic. A large number of educational institutions
have been closed, and the only option for continuing education became (online) distance
learning” [46]. Due to the circumstances, the transition to distance learning in this situation
happened due to compulsion and not because of pedagogical development or innova-
tion. However, in most cases, these emergency solutions were based on ill-considered
strategies [46].

4.5. Design and Creation of Online Educational Materials

In order for e-learning to be used as a learning model, an appropriate training plan
must be defined to enable the effective use of e-learning. In this process, it is very important
to define the learning goals and to know under which criteria conditions they should be
achieved. The criteria serve as a guideline for defining the expected outcomes of education,
in which the educational design criteria for e-learning are inseparable from the commonly
used development model of education [47].

The process of creating the educational material depends on appropriate instructional
design and can be built on different models. The models define the steps of development
and the relationship between them. One of the most common and most widely used
instructional design models is the ADDIE model, which serves as an acronym for the
following: analyze, design, develop, implement, and evaluate. In addition, often used is
the Dick and Carey model, while the Nexius model is also noteworthy. The instructional
design team of e-Region uses their own model, called the e-Region model, for planning,
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design preparation, scheduling, and tracking the course, and they built said model on the
milestones shown in Figure 2.

Figure 2. Theoretical model for design and creation of educational materials.

In the case of the presented model, the yellow phases indicate the development phase,
the green ones the education phase, and the blue one the evaluation phase. The practical
application of cognitive theories takes place in the milestones of the development phase.

In the phase of designing the theme, structure, and content (creating a scenario) the most
important task is to write a scenario that includes the text of the tutorial videos with
various comments (displayed content, tools used, etc.). The scenario also includes tasks and
refers to various additional content, such as a summary video or contents related to online
situational learning. It requires complex teamwork and is preceded by brainstorming.

Planning student activity and credits/scores is also one of the first steps in the planning
process, as the possibilities are very limited only after the start of education. In our courses,
the most points a student can earn are 100 points and they can complete the training with
at least 50 percent.

Selecting the learning management system is also an important step, influenced by the
project’s financial plan, and the knowledge and experience of the development team. The
learning management system determines the subsequent developments, the framework,
but often also defines the limits of further planning.

The designing, creating, and uploading the learning contents phase is one of the most
significant and time-consuming processes. This is where the tutorial videos are recorded,
edited, and subtitled, and the tests and quizzes are created and uploaded to the platform.

Designing the related contents includes tasks such as making summary videos, develop-
ing e-books, and creating content for online situational learning.

The preparing notifications phase consists primarily of writing reminders and informa-
tional messages to be sent within the system, as well as preparing the text of the e-mails.

Scheduling and preparing for multichannel communication is a milestone in the creation
of communication interfaces across different platforms. In many cases, in addition to
platform-specific messages and emails, we use instant messaging applications and social
networking sites to create groups around a course. In addition, we are constantly trying to
help students solve problems and difficulties related to the technical and learning process.

In the step of designing the registration interface/form, the interface that will be the
first one the students encounter is created. Here, they provide their contact details and
practically register for the course.
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Starting the course, as well as the opening and closing of the various modules and
contents, using the results of our preliminary research, are scheduled for Sundays. In some
cases, we used synchronous solutions such as video conferencing for these sections, but
their popularity has steadily declined as the course has progressed.

Tracking and managing student activity is primarily concerned with the evaluation and
administration of various tasks, as well as the ability to manage the communication in the
forums. Scores are always administered in accordance with the current privacy regulations.

In the last phase, called evaluation, creating of reports, the collected and logged results
are evaluated. In addition, we provide the customer with a detailed technical description
that includes a list of all content produced (videos, tests, e-books), as well as their duration.
The evaluation also includes an assessment of the student score, activity, and satisfaction
questionnaire. These results will be examined later using statistical methods and will serve
as empirical data for various scientific works.

With the examined models being too general, and not applicable to a decentralized
development team, we found that there was a need to develop our own milestone model
based on our own development experience. Our team members work on different sched-
ules, from significant geographical distances, so it is important that their work be traceable
to all members of the team, which is one of the basic conditions for effective cooperation.
There was a need to develop our own model because our curriculum development team
consists essentially of peer-to-peer developers, despite the fact that teachers and students
are working on the same project.

The developed model is suitable for creating effective online learning materials and
courses in any field of science in different learning management systems. This educational
content focuses on multimedia learning tools and on interaction with dynamic contents.
They support individual learning styles, provide effective/active learning, and build
problem-solving and critical thinking skills. In the Supplementary Materials Section, we
listed the online courses we created in 2021 based on the model and principles described
above. The content of the courses ranges from language learning to self-knowledge and
career choice, to the basic knowledge needed to start a business. It can also be used
effectively in engineering education in an online educational environment.

4.6. Platform Used

Just as the location of traditional classroom education is not incidental, the online
learning environment and the learning management system are also key. These platforms
can be accessed via the Internet, and the digital content and teaching materials created by
the instructors are placed here. As users access educational content through the framework,
it is very important that it is clear and reliable. In addition, the cost of the learning manage-
ment system, the available languages for the interface, and the need for installation and
maintenance (an administrator must be employed, or the system is centrally maintained),
as well as the availability and intensity of support, are all important. Just as in the case
of traditional education, where location does not decisively determine the effectiveness
of education, the same applies to online education. The framework can be in English or
in another language, free or paid, with more or less possibilities, it can either be clear or
difficult to review, while the effectiveness of online education is also determined by the
personality, training, and professional knowledge of the lecturer themselves, as well as the
applied professional methodology. This list should be supplemented (especially in the case
of online education) with the implemented educational technology.

4.7. Educational Videos

In the current learning environments, multimedia materials are preferred by many
teachers, which serves as both a major challenge and motivation [48]. Multimedia ani-
mation can contain words, pictures, sounds, images, and moving pictures [49]. Previous
studies indicated that animation improves a learner’s ability to remember facts and process
information [50,51]. With sound, action, and images, animation can elucidate complex
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abstract concepts for learners’ pictures [49]. Studies have also shown that multimedia
animation as a teaching tool can help learners understand complex concepts, identify
misconceptions, and positively impacts learners’ motivation, satisfaction, learning achieve-
ment, digital tools, and information processing [52,53]. In addition, the effects of different
multimedia materials on brain waves can be investigated [54], as the analysis of brain
waves can also determine the level of attention and ultimately affect the effectiveness of
learning [55,56], which anticipates one of the important applications of the future.

According to the results listed above, and our experience, online education is most
effective when we teach with the help of educational videos, because multimedia (simulta-
neous display of text, sound, image and/or video, and interactive content) affects several of
our senses at the same time. The educational videos are created by a dedicated cameraman
and a post-production team. It is important that the finished content (audio and video) is
perfect, as even a seemingly minor technical error can have a significant distracting effect.
The videos begin with an eye-catching intro (5 s) that includes information about the course
(course name and logo, possibly the name of the ordering company or sponsor). In the
case of intros, care must be taken not to contain unnecessary information or overload the
short-term memory of the viewers. The name of the lecturer and their affiliation should be
displayed in a field at the beginning of the video. The videos should be subtitled, which
can be optionally turned on/off so that hearing-impaired students can easily follow along
as well. In addition, the captioning can be used to display any translations as well. When
recording educational videos, it is recommended that instructors appear on the screen (give
authenticity to the video) and that the keywords for that section appear next to them. The
video can be recorded in a classroom or even outdoors, but care must be taken not to contain
distractions or any distracting elements (focus on the presenter and blur the background).

Another good solution is the green box-recorded educational video, where you have
the option to delete the entire background and display the presenter in a new virtual
environment/studio [7].

On the other hand, in addition to the technical aspects of the videos, the preparation
and presentation of the performers are also significant. The presentation should be enthusi-
astic, vibrant, friendly, and engaging, and the speakers need to be properly prepared for
this. They can write notes, but it is also recommended that they practice their presentations
before recording (even in front of a mirror). Care should be taken to seem as if having a
personal conversation, and, if possible, it is recommended to establish a more informal
relationship through the presentation. It is important for the beginning of the performance
to be particularly good because the audience will make a decision about the quality of the
performance after only a few seconds.

Thus, it is recommended to start the lecture with the following things:

1. A question.
2. With a personal story related to the topic of the lecture.
3. With interesting or surprising facts (which are also related to the topic of the lecture).

The appropriate choice of these can have an attention-grabbing effect, which helps the
learner to show more interest in the curriculum. It is also important to plan the length of
the videos. We often find that lecturers consider school hours, 45 min, to be authoritative.
A study conducted on the scope of videos [57], covering 6.9 million views (Figure 3), has
proved the following:

• Videos less than 6 min long provided a result of nearly 100%, meaning almost everyone
watched the entire recording.

• Videos of 9 and 12 min were only nearly 50% watched.
• 12 and 40 min videos provided a watch time of only 20%.
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Figure 3. Educational video view rate (edited based on [57]).

Based on these findings, it can be said that the optimal length of tutorial videos is
between 3 and 9 min. Of course, this does not mean that a 60 min video should be divided
into ten 6 min sections, rather that instructional designer teams and experts need to define
content units that can be properly presented in that amount of time.

On the other hand, students’ attention can be increased or even be maintained with
questions embedded in an educational video. The essence of this method is that while
watching the tutorial video, questions pop up from time to time and the learner has to
answer them. The questions are asked about the curriculum and the answers received are
summarized by the system, so various statements can be created with their help.

4.8. Methodological Aspects

To publish educational content in the form of an online course, it is worth keeping in
mind the following things, which also apply to online educational processes in general.
Based on our experience and research results, it can be concluded that in addition to the
regularities described above, many other factors influence the effectiveness of learning, the
motivation of the participants, and their satisfaction.

4.8.1. Content Divided into Modules and Weeks

When planning the content, it is recommended to combine study materials on sim-
ilar topics into one module at a time. When designing, it is worth following the one-
module/one-week principle. Thus, the time allotted to learning will be divided into weeks,
so the problem that users’ activity increases radically before a deadline will not be as
pronounced. Depending on the potential workload of our target group, it is recommended
to set the weekly activity for an online course between 2 and 5 h. Based on our experience
so far, deadlines and module changes should be planned for Sundays.

4.8.2. Diverse and Interactive Activities

When planning students’ activities, all online tools and technical possibilities, which
allow students to collaborate with others or to supplement static elements with interactive
content, should be considered. We have achieved significant results with embedded
questions in videos to help sustain audience attention. A mandatory element of the courses
is the final online test, which can be used to assess the effectiveness of learning. The
forums are the best embodiment of the community knowledge and experience that can be
created on the surface of a course with hundreds or possibly thousands of students. In our
experience, the intensity and direction of forum activity is largely determined by the topic
of each sub-forum. It is recommended to use questions that are a bit provocative and affect
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emotions as well. If the content allows it, we can also perform exciting tasks by evaluating
the inputs made on different interfaces as well as the students.

4.8.3. Awareness of Requirements and Expectations during the Online Learning Process

Before starting the course, it is recommended that participants or potential participants
are informed of what exactly will be expected from them, exactly how much time they have
to spend learning the management system, and what activities this process can be divided
into (watching videos, forum activity, making submissions, completing tests, etc.) [12]. This
time (according to our measurements so far) is three times the length of the tutorial videos,
so there is time for taking notes as well as other activities. Of course, it is important for
them to know what parts and modules the course is made up of and what dynamics are
used to plan the teaching. It is also recommended to create a set of rules for the courses. If
prior knowledge is required to complete the course, this should also be communicated to
those interested.

4.8.4. Ongoing Assistance

An online course is usually entered by people with heterogeneous knowledge. This
applies to the professional content of the training, but also to the IT competencies. That
is why it is important to keep helping online learners. It is important to tell them which
interfaces/systems the learning takes place on, and to create a registration and user guide
for them. In addition, questions that arise during the course should be answered on an
ongoing basis. The continuous tracking of students’ scores also serves as a very strong
motivating force, as they can receive feedback on the effectiveness of their activities after
the activity is complete.

4.8.5. Multichannel Communication

According to our research, multichannel communication significantly motivates stu-
dents. These can be the following channels: e-mail, the LMS’s internal messaging system,
forums on the course interface, a Facebook group, Instagram, etc. Of course, each environ-
ment has its own function and specificity. Deadlines and the tasks of the given week or
module are sent out with the help of e-mails; on forums, there can be interactive profes-
sional discussions, and since the users spend a lot of time on social pages, these are suitable
for both information transfer and communication. It is recommended to create groups
on social media for this purpose. Of course, the various forms (application, satisfaction
questionnaire) are an effective tool for communication and the further development of
online content. We cannot prevent certain information from appearing duplicated, but the
instructor may draw attention to this. In the case of online communication, however, it is
important that if we already have a well-functioning communication interface with our
target group, it should only be used in exceptional situations.

5. Discussion and Conclusions

Online education, as is clear from its definition, is a form of education in which no
direct personal relationship is established between the teacher and the learner. This simple
fact results in several methodological specialties, and the triangle of student, teacher, and
educational material must be supplemented with the educational technology solutions that
are necessary for the realization of online education. Educational technology solutions are
various applications or software that allow the presentation to be recorded or transmitted,
as well as complemented by various interactive and communication tools. Also included
are technical devices, such as a computer, tablet, or smartphone, and the Internet itself,
which are also needed for the implementation of online education. With all this in mind, it
should be noted that the identity and role of the teacher remains key in the educational
processes, and this fact is even more pronounced in the case of younger students [58].
The online form of education has also created a new educational situation by the fact
that as opposed to the traditional form of education, enclosed between the four walls of
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the classroom, online education forms a multiple open system. Parents, the head of the
institution and colleagues also gain insight into the educational content and the entire
educational process itself. Therefore, it can be concluded that this situation definitely
requires teachers to move away from their comfort zones and adapt the role of online
educators. In addition, it is also a new situation to enter the private space, be that the living
room, kitchen, or the child’s room, even if only virtually, and it gains insight from strangers.

In online education, the curriculum should be divided into smaller sections, which
are much shorter than a traditional 45 min school lesson. This can be a few minutes of a
tutorial video or a video call, but in the case of microlearning, it is, in many cases, SMS
message-length information (160 characters). These curricula and the whole educational
process should be supplemented with constant feedback, evaluation, and motivation, and
should be maintained and even increased where possible. Of course, the forms of work
that were used in traditional education, such as frontal, individual, and pair work, are also
excellent for online education when using the appropriate software tools.

In addition to the principles and benefits listed above, a further advantage of digital
education, due to the new situation caused by the coronavirus, is the lack of need for
meeting face-to-face, which, in the declared emergency, has resulted in distance learning
remaining the only possible form of education. What is new, in the current situation, is that
in the case of e-learning in the traditional sense, most of the online students are unknown
to the lecturer, while in the current situation, the teacher continues to work online with
an already well-known class or grade. The situation raises further questions, namely how
well or differently the learners behave in an online space, what results does the lack of
personal presence have, and how much does all this affect the activity and results of each
student [59].

In our opinion, in the current situation, instead of the different platforms and strategies,
the most important thing is for educators to master the basic methodological principles of
online education and to apply them effectively in different educational situations. Of course,
compared to the learning materials used in traditional teaching methods, the preparation of
teaching materials compiled according to the methodology presented requires much more
work and knowledge, but we believe that this will pay off later. It also arises as to what
information from several sources may have an impact on the effectiveness of knowledge
transfer, but we believe that the curricula prepared according to the described methodol-
ogy are sufficiently attention-grabbing and highlighting, so that efficiency improvements
are expected.

In this study, after defining the basic concepts, some of the key points in creating an
effective online educational material are reviewed. We covered the general guidelines,
the criteria for choosing the platform, the specifics of the educational videos, and the
use of other tools. Based on our own experience, we have elaborated on the elements
of online instructional design that can help us create more effective content. These are
content divided into modules/weeks, diverse and interactive activities, multichannel
communication, etc.

Supplementary Materials: Website S1: Tanulj velünk magyarul! (Learn Hungarian with us!) (https:
//tinyurl.com/tanuljvelunkmagyarul); Website S2: Tanulj velünk magyarul2! (Learn Hungarian with
us2!) (https://tinyurl.com/tanuljvelunkmagyarul2); Website S3: Ki vagyok én? (Who am I?) (https:
//tinyurl.com/kivagyoken); Website S4: Vállalkozz, Vajdaság! (Do business, Vojvodina!) (https:
//vallalkozzvajdasag.prosperitati.rs/); Website S5: Út a siker felé (The road to success) (https://
elearning.easygenerator.com/5589ab2a-ef7b-4f61-92eb-298cdd12ecbf/); Website S6: Web 2.0 Online
eszközök használata a tanórán és azon kívül (Web 2.0 Use online tools in and out of class) (https:
//classroom.google.com/u/0/c/MjQ4NjU1MjQyMjU1) (accessed on 30 December 2021).
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Abstract: This paper introduces and illustrates an approach to automatically detecting and selecting
“critical” road segments, intended for application in circumstances of limited human or technical
resources for traffic monitoring and management. The reported study makes novel contributions
at three levels. At the specification level, it conceptualizes “critical segments” as road segments
of spatially prolonged and high traffic accident risk. At the methodological level, it proposes a
two-stage approach to traffic accident clustering and selection. The first stage is devoted to spatial
clustering of traffic accidents. The second stage is devoted to selection of clusters that are dominant in
terms of number of accidents. At the implementation level, the paper reports on a prototype system
and illustrates its functionality using publicly available real-life data. The presented approach is
psychologically inspired to the extent that it introduces a clustering criterion based on the Gestalt
principle of proximity. Thus, the proposed algorithm is not density-based, as are most other state-of-
the-art clustering algorithms applied in the context of traffic accident analysis, but still keeps their
main advantages: it allows for clusters of arbitrary shapes, does not require an a priori given number
of clusters, and excludes “noisy” observations.

Keywords: traffic accident; clustering; spatially prolonged risk; Gestalt; proximity; open data

1. Introduction

Road traffic accidents represent a global health and social problem. It is estimated that
approximately 1.35 million people die each year in traffic accidents, up to 50 million are
injured, and the costs for countries are approximately equal to three percent of their annual
gross domestic product [1]. In the EU, 22,700 people die each year in traffic accidents and
120,000 are seriously injured, while the external cost of road traffic accidents represents
approximately two percent of the EU’s annual gross domestic product [2].

It comes as no surprise that significant research efforts have already been devoted
to the question of automatic detection of traffic-accident-prone areas. In this paper, we
consider a somewhat more specific question. One way to increase traffic safety is by traffic
monitoring and managing. However, in circumstances of limited human or technical
resources, it is necessary to select “critical” road segments to be the subject of monitoring or
managing. For example, Figure 1 provides a map of traffic accidents with injuries or death
that occurred in “inner” Belgrade, Serbia, over the one-year period from January 2021 to
December 2021. It shows a relatively dense distribution with no clear cluster separation.
The research question considered in this paper can be stated as follows: given data on
traffic accidents, how we should conceptualize, cluster, and select “critical” road segments?
Thus, the reported study makes novel contributions at three levels:

• At the specification level, we conceptualize “critical segments” as road segments of
spatially prolonged and high traffic accident risk (cf. Section 2);
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• At the methodological level, we propose a two-stage approach to traffic accident
clustering and selection (cf. Section 3);

• At the implementation level, we report on a prototype system and illustrate its func-
tionality using publicly available real-life data (cf. Section 4).

Figure 1. The map of road traffic accidents with injuries or death that occurred in “inner” Belgrade
over the one-year period from January 2021 to December 2021. The map was generated using the
ArcMap component of the Esri’s ArcGIS suite (https://www.esri.com).

The point of departure for this study is that spatial clustering of traffic accidents is
a Gestalt problem. One of the traditional problems considered by Gestalt psychologists
is related to the question of how humans naturally group points on a two-dimensional
plane. The approach presented in this paper is psychologically inspired to the extent that
it introduces a clustering criterion based on the Gestalt principle of proximity. In line
with this, the proposed algorithm is not density-based, as are most other state-of-the-art
clustering algorithms applied in the context of traffic-accident analysis. On the other hand,
it keeps their main advantages: it allows for clusters of arbitrary shapes, does not require
an a priori given number of clusters, and excludes “noisy” observations.

The rest of this paper is organized as follows. Section 2 provides an overview of related
work and describes the main idea underlying this study. Section 3 formally introduces a novel
approach to spatial clustering and selection of road traffic accidents. Section 4 illustrates the
functionality of a prototype system. Section 5 discusses the approach from the perspective of
other relevant studies inspired by the Gestalt principles. Section 6 concludes the paper.

2. Related Work and Main Idea

The research question of traffic accident clustering has been devoted significant re-
search attention [3–6]. For a more comprehensive overview, the reader may consult [3,7,8].
Here, we reflect on selected methodological aspects and emphasize the main idea of this
particular study.

Some of the widely applied clustering algorithms (e.g., k-means type
algorithms [9,10]) take the number of clusters as an input parameter (cf. also [11]). In
practice, the observed data are clustered repetitively by varying the input number of clus-
ters; then, the optimal number of clusters is selected with respect to some criterion. One
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of such criteria is based on the pooled within-cluster sum of squares around the cluster
means [12]:

WCSS(t) =
t

∑
i=1

(
1

2ni
∑

j,k∈Ci

djk

)
, (1)

where t is the number of clusters, Ci is the ith cluster, ni is the number of observations
assigned to cluster Ci, and djk is the pairwise distance between observations j and k. A plot
of the within-cluster dispersion versus the applied number of clusters typically contains
an elbow that indicates the optimal number of clusters [12]. An alternative method to
determine the optimal number of clusters is described in [13].

In general, the requirement that the number of clusters should be given a priori rep-
resents a limitation. In addition, the k-means algorithm considers the entire dataset and
generates spherical shape clusters that are not necessarily suitable to represent traffic-
accident-prone areas [8]. To address these limitations, the density-based DBSCAN algo-
rithm [14] is aimed at eliminating noise from data and allowing for clusters of arbitrary
shapes. Instead of an a priori given number of clusters, this algorithm accepts two different
parameters: the maximum neighborhood radius and the minimum number of points re-
quired to form a dense region. The OPTICS algorithm [15] is an extension of the DBSCAN
algorithm that produces a density-based clustering structure of a dataset.

It is shown in [8] that the density-based clustering algorithms perform better than
the k-means algorithm in the context of traffic-accident analysis. Similarly to them, the
algorithm introduced in this paper allows for clusters of arbitrary shapes and does not
require that the number of clusters is given in advance. The proposed clustering approach
is not density-based, but inspired by the Gestalt principle of proximity [16]. According
to this principle, when humans are confronted with a number of the same visual stimuli
(e.g., points on a two-dimensional plane), the most natural form of grouping involves the
smallest interval. For example, for the set of points given in Figure 2i, the most natural
arrangement would be abc/def/ghi, while for the set in Figure 2ii the natural grouping
would be adg/beh/cfi. It is important to note that the natural grouping is by no means
impeded by increasing the number of points [16].

Figure 2. Illustration of the Gestalt principle of proximity. The most natural arrangement in (i) would
be abc/def/ghi; the most natural arrangement in (ii) would be adg/beh/cfi (inspired by [16]).

We build on the Gestalt principle of proximity and introduce a novel approach to
automatic spatial clustering of road traffic accidents. At the level of specification, our study
aims at detecting road segments of spatially prolonged and high traffic accident risk. A
road segment is considered to be of spatially prolonged risk if it is related to a nonempty
set N of traffic accident locations, which can be considered close to each other by means of
transitive closure. More precisely, let R be a relation defined on N as follows:

R = {(ni, nj) | d(ni, nj) ≤ τ} , (2)

where τ is a spatial threshold and d(ni, nj) is spatial distance between traffic accidents ni
and nj. A cluster is formed as a transitive closure of R, and detection of road segments of
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spatially prolonged risk is achieved by means of clustering, as explained in Section 3.2. Spatial
threshold τ is an input parameter to the introduced clustering algorithm, and the selection of
its particular value is discussed in Section 4.2.

In addition, a road segment is considered to be of high traffic accident risk if it can be
considered dominant in terms of number of accidents. The adaptive selection of high-risk
road segments are introduced in Section 3.3. Thus, our approach can be represented as a
two-stage algorithm. The first stage is devoted to spatial clustering of road traffic accidents.
The second stage is devoted to selection of dominant clusters.

3. Methods

In this section, we formally introduce our two-stage approach to road traffic accident
clustering and selection. Section 3.1 introduces the basic notions. Section 3.2 describes a
graph-based approach to spatial clustering of traffic accidents, and Section 3.3 introduces
an approach to adaptive selection of clusters that are dominant with respect to the number
of traffic accidents.

3.1. Basic Notions

A road traffic accident ni is represented as follows:

ni = (idi, ϕi, λi) , (3)

where

• idi is a unique identification number of ni;
• ϕi and λi are positional coordinates of ni, i.e., latitude and longitude expressed in

radians, respectively.

Spatial distance between traffic accidents ni and nj is calculated based on the haversine
formula [17]:

d(ni, nj) = 2 · R · atan2(
√

a(ni, nj) ·
√

1 − a(ni, nj)) , (4)

where

a(ni, nj) = sin2 ϕ2 − ϕ1

2
+ cos ϕ1 cos ϕ2 sin2 λ2 − λ1

2
, (5)

function atan2 is an adoption of the arctangent function designed to calculate an unam-
biguous angle value, and R = 6371 · 103m (i.e., mean Earth radius). In addition, let τ be a
spatial threshold value representing an input parameter to the clustering algorithm, and let
N = {n1, n2, . . . , nk} be a set of traffic accidents that occurred in a given period.

3.2. The Clustering Algorithm

The proposed clustering approach adapts the graph-based image segmentation algo-
rithm introduced in [18] (cf. also [19]) and can be described as follows:

1. Throughout the algorithm execution, current clustering results are represented by
integer array:

C = (c(n1), c(n2), . . . , c(nk)) , (6)

where (∀ 1 ≤ i ≤ k)(c(ni) ∈ {1, 2, . . . , k}) and c(ni) represents the identification
number of a cluster to which traffic accident ni is currently assigned. In Step 1, each
traffic accident is assigned to its own cluster, i.e.,

(∀ 1 ≤ i ≤ k)(c(ni) = i) . (7)

2. Let D(N, τ) be a set of all combinations of two traffic accidents (i.e., a set of all
unordered pairs of traffic accidents) whose mutual distance is less than or equal to the
threshold value τ. In other words, set D(N, τ) contains pairs of traffic accidents that
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are considered close to each other and are thus candidates to be in the same cluster.
Without loss of generality, set D(N, τ) can be defined as

D(N, τ) = {(ni, nj)|{ni, nj} ⊂ N ∧ i < j ∧ d(ni, nj) ≤ τ} . (8)

3. We generate a sequence that contains all elements from D(N, τ) ordered by nonde-
creasing distance between traffic accidents.

D̂(N, τ) = (ni1 , nj1), (ni2 , nj2), . . . , (nim , njm) . (9)

4. We iterate through sequence D̂(N, τ) from the first to the last position. For each
ordered pair δp = (ni, nj) in D̂(N, τ), if traffic accidents ni and nj belong to different
clusters c(ni) and c(nj), then those clusters are merged, i.e.,

f or (1 ≤ p ≤ |D̂(N, τ)|) {
let δp = (ni, nj)

i f (c(ni) �= c(nj)) then

f or (1 ≤ q ≤ |C|)
i f (c(nq) = c(nj)) then (c(nq) ← c(ni))

}

(10)

Thus, the clustering is performed by means of transitive closure of the undirected
graph over set N defined in Step 3 (cf. sequence D̂(N, τ)).

The clustering results are represented by array C after Step 4 is completed. In general,
array C generated in this algorithm stage contains information on t clusters, where 1 ≤ t ≤ k
(i.e., the number of cluster is equal to the number of distinct values in C).

3.3. Cluster Selection

In the second algorithm stage, a subset of clusters that are dominant with respect to
the number of traffic accidents is adaptively selected. Let χ(C) be the histogram of array
C, i.e.,

χ(C) = {(c1, p1), (c2, p2), . . . , (ct, pt))} , (11)

where

• ci is the identification number of a cluster contained in array C,
• pi is the number of traffic accidents assigned to cluster ci,
• and 1 ≤ i ≤ t.

The adaptive cluster selection algorithm represents an adaptation of the method of
threshold selection for image binarization introduced in [20] (pp. 120–121; cf. also [21]) and
can be described as follows.

1. The starting threshold value μ0 is set to the average number of traffic accidents
per cluster:

μ0 =
1

|χ(C)|
|χ(C)|
∑
i=1

pi . (12)

2. Given a current threshold value μi, where i ≥ 0, set χ(C) is divided into two disjoint
subsets based on μi:

χ1 = {(c, p) | (c, p) ∈ χ(C) ∧ p ≤ μi} ,

χ2 = {(c, p) | (c, p) ∈ χ(C) ∧ p > μi} ,
(13)

and the subsequent threshold value μi+1 is calculated as
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μi+1 =
1
2

(
1

|χ1|
|χ1|
∑
i=1

pi +
1

|χ2|
|χ2|
∑
i=1

pi

)
. (14)

3. If the change in threshold is not significant, i.e.,

|μi − μi+1| ≤ 1
2

, (15)

the calculation is completed and the final threshold μ is set to μi+1. Otherwise, the
process returns to Step 2.

Finally, a subset of clusters that are dominant with respect to the number of traffic
accidents is adaptively derived by applying the calculated threshold value μ:

C = {c | (c, p) ∈ χ(C) ∧ p > μ} . (16)

4. Results

This section reports on the prototype system and describes the results obtained when
it was applied to real-life data.

4.1. Tools

A prototype system based on the approach introduced in Section 3 is implemented
in the Racket programming language. To graphically represent spatial data and estimate
areas covered by clusters, we applied the ArcMap component of the Esri’s ArcGIS suite.

4.2. Spatial Threshold Selection

Spatial threshold τ introduced in Section 3.2 represents an input parameter to the
clustering algorithm. We set threshold τ to 200 m for the following reason. The national
urban speed limit is set to 50 km

h [22] (cf. article 43). However, to account for the relationship
between the posted speed limit and actual speeds in urban areas, we consider the minimum
speeding offense of exceeding the speed limit by up to 20 km

h [22] (cf. article 333). Therefore,
we assume a driver operating her or his vehicle at a speed of 70 km

h and define the spatial
threshold as the distance traveled by this vehicle in ten seconds (i.e., τ ≈ 200 m).

Although spatial threshold τ is assigned a particular value, we recall that it is intro-
duced as an input parameter. In general, its value is intended to be set according to external
criteria, which may vary with the application context. Thus, the spatial threshold is not
learned as a hyperparameter in the sense typically found in the field of machine learning.
Instead, it is intentionally left to the practitioner to decide on the spatial threshold value,
i.e., on the maximum distance between two traffic accident locations that are considered
close to each other.

4.3. Data

We resort to a publicly available dataset on traffic accidents provided by the Ministry
of Interior of the Republic of Serbia. To illustrate the functionality of the prototype system
(cf. Section 4.4), we use a part of this dataset containing details on 15,366 road traffic
accidents that occurred in Belgrade, the capital of Serbia, over the one-year period from
January 2021 to December 2021 [23]. Those accidents can be divided in three groups:

• 11,294 road traffic accident with material damage;
• 3996 road traffic accidents with injuries;
• 76 road traffic accidents with death.

We consider only severe road traffic accidents from the last two groups, i.e., 4072
(3996 + 76) accidents with injuries or death. For each accident, the prototype system
considers only its unique identification number and positional coordinates (i.e., latitude
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and longitude). The map showing a subset of road traffic accidents with injuries or death
that occurred in “inner” Belgrade during 2021 is given in Figure 1.

To estimate the stability of results through time (cf. Section 4.5), the algorithm is
applied to data on traffic accidents with injuries or death that occurred in one of the “inner”
Belgrade municipalities—i.e., the municipality of Zvezdara—over the three-year period
from January 2019 to December 2021 [23–25].

4.4. Algorithm Execution

In the first algorithm stage, 4072 traffic accidents are divided into 1439 clusters. The
average number of accidents per cluster is 2.796, with a standard deviation of 8.909. In
the second algorithm stage, only ten clusters are selected as dominant with respect to the
number of traffic accidents. The average number of accidents per cluster is 73.3, with
standard deviation of 69.103 (cf. Table 1).

Table 1. A summary of the clustering and selection results obtained when the introduced algorithm
was applied to publicly available data on traffic accidents with injuries or death that occurred in
Belgrade during 2021.

First Stage (Clustering) Second Stage (Selection)

Number of traffic accidents: 4072 733
Number of clusters: 1439 10
Average num. of accidents per cluster: 2.796 73.3
Standard deviation: 8.909 69.103

The map representation of the selected clusters is given in Figure 3. Although the map
shows only “inner” Belgrade, it contains all ten clusters selected when the prototype system
was applied to data on traffic accidents in the entire city. The numbers of traffic accidents
assigned to each cluster are provided in the second row of Table 2. The cluster identification
numbers given in this table correspond to those given in the legends of Figures 3 and 4.

Figure 3. The map representation of the selected clusters, Belgrade, 2021. The map was generated
using the ArcMap component of the Esri’s ArcGIS suite (https://www.esri.com).
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Figure 4. The map representation of the selected clusters (Belgrade, 2021) and camera poles
(March 2022). The map was generated using the ArcMap component of the Esri’s ArcGIS suite
(https://www.esri.com).

Table 2. Description of the selected clusters obtained when the introduced algorithm was applied to
publicly available data on traffic accidents with injuries or death that occurred in Belgrade during
2021. The cluster identification numbers given in this table correspond to those given in the legends
of Figures 3 and 4.

Cluster ID: 1762 1730 2397 1556 3680 457 1233 3665 3522 624
Number of Traffic Accidents: 279 66 62 58 53 45 44 44 43 39
Area (km2): 1.75 0.30 0.33 0.22 0.20 0.06 0.23 0.15 0.13 0.29
Number of Camera Poles: 33 4 2 7 4 6 3 5 1 5

There is a set of well-established measures that are often applied to analyze results of
traffic accident clustering by means of evaluating the tightness and separation of clusters:
the silhouette coefficient [13], Calinski–Harabasz index [26], Davies–Bouldin index [27],
etc. However, these measures are rather general (i.e., task-independent). Consequently,
validation approaches based on these measures lack task-related criteria. In contrast to
them, we apply a qualitative evaluation based on traffic-related criteria.

In line with this, the obtained results can be considered promising: ten selected clusters
covering approximately 0.11 percent of the city area (i.e., 3.65 km2 out of approximately
3233 km2, cf. Table 2) capture 18 percent of all traffic accidents (i.e., 733 out of 4072, cf.
Table 1).

For the purpose of further illustration, we compare the clustering results with the
locations of traffic camera poles derived from the publicly available information provided
by the Ministry of Interior of the Republic of Serbia [28]. To justify this decision, it is
important to clarify the following:

• The locations of camera poles are determined by a third party, independent of
this study.

• The introduced algorithm is agnostic of the camera pole locations, i.e., they are not
considered in the clustering process.
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• The traffic accident data used to generate clusters are collected during 2021. At the
moment of conducting this study (i.e., March 2022), the considered traffic cameras
still have not been put into use, i.e., they did not influence the traffic behavior in the
observed period.

Thus, the particular camera pole locations can serve as an indirect “response” variable.
Out of 464 camera poles installed in Belgrade, seventy are located within the selected
clusters. The numbers of camera poles within each cluster are provided in Table 2. The map
representation of the selected clusters and camera poles within them is given in Figure 4.
It can be observed that the ten selected clusters, which cover 0.11 percent of the city area,
capture 15 percent of the camera poles.

4.5. Stability of Results through Time

To estimate the stability of results through time, the introduced algorithm is applied
to data collected in the same spatial area at different periods. The previous section con-
siders the entire city of Belgrade, which has a surface area of approximately 3233 km2.
In this section, the same spatial threshold (i.e., τ = 200 m) is applied to just one of the
“inner” Belgrade municipalities—the municipality of Zvezdara—which has a surface area
of approximately 31.11 km2 (i.e., 9.6 percent of the city surface area). In line with our goal
to introduce an approach suitable for application in circumstances of limited human or
technical resources for traffic monitoring and management, this municipality was selected
as one of the “inner” municipalities with fewest camera poles. It contains only 16 out of
464 camera poles installed in Belgrade.

The algorithm is applied to publicly available data on traffic accidents with injuries
or death that occurred in the municipality of Zvezdara over the three-year period from
January 2019 to December 2021. The maps showing road traffic accidents that occurred
in this municipality during 2021, 2020, and 2019 are given in Figure 5a,c,e, respectively.
The corresponding map representations of the selected clusters are given in Figure 5b,d,f,
respectively. The camera pole locations (March 2022) are represented for the purpose of
completeness. A summary of the clustering and selection results is given in Table 3. The
selected clusters are described in Table 4.

Table 3. A summary of the clustering and selection results obtained when the introduced algorithm
was applied to publicly available data on traffic accidents with injuries or death that occurred in the
municipality of Zvezdara during 2021, 2020, and 2019, respectively.

Year Summary Data
First Stage

(Clustering)
Second Stage

(Selection)

2021

Number of traffic accidents: 317 116
Number of clusters: 97 4
Average num. of accidents per cluster: 3.186 29
Standard deviation: 5.930 8.573

2020

Number of traffic accidents: 282 101
Number of clusters: 95 5
Average num. of accidents per cluster: 2.905 20.2
Standard deviation: 5.020 11.214

2019

Number of traffic accidents: 349 136
Number of clusters: 93 5
Average num. of accidents per cluster: 3.699 27.2
Standard deviation: 6.561 11.444
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Table 4. Description of the selected clusters obtained when the introduced algorithm was applied to
publicly available data on traffic accidents with injuries or death that occurred in the municipality of
Zvezdara during 2021, 2020, and 2019, respectively.

2021

Cluster ID: 161 22 198 78
Number of Traffic Accidents: 43 28 25 20
Area (km2): 0.132 0.193 0.171 0.189

2020

Cluster ID: 28 5 6 140 182
Number of Traffic Accidents: 42 19 16 12 12
Area (km2): 0.272 0.073 0.065 0.121 0.109

2019

Cluster ID: 194 72 192 116 80
Number of Traffic Accidents: 50 23 22 21 20
Area (km2): 0.486 0.235 0.317 0.163 0.145

(a) (b)

(c) (d)

Figure 5. Cont.
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(e) (f)

Figure 5. On the left: the maps showing road traffic accidents with injuries or death that occurred in
the Municipality of Zvezdara during (a) 2021, (c) 2020, and (e) 2019. On the right: the corresponding
map representations of the obtained clusters. The camera pole locations (March 2022) are represented
for the purpose of completeness. (a) Traffic accidents, Zvezdara, 2021. (b) Selected clusters, Zvezdara,
2021. (c) Traffic accidents, Zvezdara, 2020. (d) Selected clusters, Zvezdara, 2020. (e) Traffic accidents,
Zvezdara, 2019. (f) Selected clusters, Zvezdara, 2019. The maps were generated using the ArcMap
component of the Esri’s ArcGIS suite (https://www.esri.com).

The stability of results through time is considered in two aspects: the share of traffic
accidents belonging to the selected clusters, and the overlapping surface area between
the selected clusters in all three years. With regard to the first aspect, the following can
be observed:

• In 2021, four selected clusters covering approximately 2.2 percent of the municipality
surface area (i.e., 0.685 km2 out of 31.11 km2) capture 36.59 percent of all traffic
accidents (i.e., 116 out of 317).

• In 2020, five selected clusters covering approximately 2.06 percent of the municipality
surface area (i.e., 0.64 km2 out of 31.11 km2) capture 35.82 percent of all traffic accidents
(i.e., 101 out of 282).

• In 2019, five selected clusters covering approximately 4.33 percent of the municipality
surface area (i.e., 1.346 km2 out of 31.11 km2) capture 38.97 percent of all traffic
accidents (i.e., 136 out of 349).

Thus, the share of traffic accidents belonging to the selected clusters is steady through
the given three-year period (i.e, 36.59, 35.82, and 38.97 percent, respectively).

With regard to the second aspect, a significant overlapping between the selected
clusters in all three years can be observed. The overlapping surface area is 0.353 km2, which
makes 51.53 percent of the selected surface area in 2021, 55.15 percent of the selected surface
area in 2020, and 26.23 percent of the selected surface area in 2019.

5. Discussion

In addition to reporting the algorithm results, we discuss the introduced approach
from the perspective of other relevant studies inspired by the Gestalt principles. The
idea of applying human cognitive judgments reflecting the principles of visual Gestalt
perception is not new. E.g., Ref. [29] introduces a clustering algorithm based on local
k-dimensional neighbors of each point, allowing for an arbitrary number of clusters and
arbitrary clusters shapes. However, their implicit conceptualization of proximity differs
from the conceptualization adopted in our study. According to the conceptualization
adopted in [29], the pattern of points given in Figure 6i contains three clusters: two large

279



Appl. Sci. 2022, 12, 4543

clusters and one “chain” cluster between them. In our approach, the proximity of points
(i.e., locations) is defined by means of transitive closure, so the same pattern contains only
one cluster (cf. Figure 6ii).

Figure 6. Emphasizing the difference in the conceptualization of the Gestalt principle of proximity in
(i) the approach introduced in [29] and (ii) our approach.

More recently, two different approaches to saliency detection in digital images based on
the Gestalt principles are proposed in [30,31]. Particularly, related to the Gestalt principle of
proximity, these approaches consider color distance between image regions and implicitly
include the transitive closure. However, both approaches restrict the selected image regions
only to neighbors of a currently salient image region. Even the image segmentation
algorithm introduced in [18], on which we build in this contribution, includes a pairwise
region comparison predicate. In our approach, this restriction is not present and we
comment briefly on this.

In [18], the difference between segments Ci and Cj is defined as the minimum weight
edge connecting them, i.e.,

Di f (Ci, Cj) = min
vi ∈ Ci,
vj ∈ Cj,

(vi, vj) ∈ E

w(vi, vj) , (17)

where vi and vj are two neighboring pixels (i.e., (vi, vj) ∈ E) belonging, respectively, to
segments Ci and Cj, and w(vi, vj) represents the color distance between vi and vj. In our
approach, we consider spatial distance between traffic accident locations, but define the
distance between two clusters in the same manner. On the other hand, to detect evidence
of a boundary between segments Ci and Cj, the approach introduced in [18] assumes that
their difference must be greater than their internal differences Int(C1) and Int(C2):

Di f (Ci, Cj) > min{Int(Ci) + τ(Ci), Int(Cj) + τ(Cj)} , (18)

where threshold values are defined as inversely proportional to the size of a segment, i.e.,
τ(C) ∼ 1

|C| . We relax this condition in our approach: in order to detect evidence of a
boundary between two clusters, their distance must be greater than a constant threshold
value (cf. Equation (8) in Section 3.2). The justification for this decision is related to the
domain of this study. In line with our aim to detect road segments of spatially prolonged
traffic accident risk, we do not require stronger evidence for boundary of relatively smaller
clusters (and, therefore, do not consider internal cluster differences). The input parameter
threshold allows for controlling the scale of observation: a larger threshold value causes a
preference for larger clusters.

6. Conclusions

This paper introduced an approach to automatically detecting and selecting road
segments of spatially prolonged and high traffic accident risk, intended for application
in circumstances of limited human or technical resources for traffic monitoring and man-
agement. It also reported on a prototype system and illustrated its functionality using
publicly available real-life data on road traffic accidents that occurred in Belgrade. The
approach was positively evaluated in two aspects: (i) comparing the clustering results
with the locations of traffic camera poles installed a posteriori; (ii) the stability of results
through time.
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To conclude, we first reflect on the comprehensiveness of the feature set that represents
a traffic accident. Machine-learning-based approaches to traffic accident clustering typically
deal with a number of features, including road features (e.g., road, surface, road type,
vehicle type, etc.), environmental features (e.g., date, time, weather, etc.), and human
features (e.g., participant’s age and gender, violation of law, etc.) [3,7,32]. The application of
those approaches assumes the existence of a dataset that is rather comprehensive in terms
of features. However, the comprehensiveness of available datasets varies between different
geographical areas and time periods. In contrast, a traffic accident in our approach is
represented by two positional coordinates only, i.e., latitude and longitude, which increases
the possibility of its application.

Related to the time complexity of the proposed approach, the clustering algorithm
introduced in Section 3.2 represents the dominant component. Its running time can be
factored as follows. Step 1 takes constant time. In Step 2, for a given set containing k traffic
accidents, there are k2 candidate elements for set D(N, τ), i.e., this step takes O(k2) time.
In the example given in Section 4, the number of traffic accidents was k = 4072, which
means that approximately k2 ≈ 16.6 million candidate pairs were considered. However,
the number of elements in set D(N, τ), which corresponds to the memory footprint of
Step 2, does not necessarily follow this pattern. E.g., set D(N, τ) produced in the example
contained only m = 8407 pairs. In general, the size of set D(N, τ) depends on threshold
value τ. Finally, it was shown in [18] that Steps 3 and 4 can be implemented in O(m log m)
and O(mα(m)) time, where α is the very slow-growing inverse Ackerman’s function.
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