
Edited by

Computational 
Heat Transfer and 
Fluid Mechanics

Pouyan Talebizadeh Sardari, Goodarz Ahmadi and  
Kiao Inthavong

Printed Edition of the Special Issue Published in Energies

www.mdpi.com/journal/energies



Computational Heat Transfer and
Fluid Mechanics





Computational Heat Transfer and
Fluid Mechanics

Editors

Pouyan Talebizadeh Sardari

Goodarz Ahmadi

Kiao Inthavong

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editors

Pouyan Talebizadeh Sardari

Brunel University London

UK

Goodarz Ahmadi

Clarkson University

USA

Kiao Inthavong

RMIT University

Australia

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal

Energies (ISSN 1996-1073) (available at: https://www.mdpi.com/journal/energies/special issues/

Computational Heat Transfer Fluid Mechanics).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-4543-1 (Hbk)

ISBN 978-3-0365-4544-8 (PDF)

© 2022 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.



Contents

About the Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Gonghee Lee, Myungjo Jhung, Juneho Bae and Soonho Kang

Numerical Study on the Cavitation Flow and Its Effect on the Structural Integrity of Multi-Stage
Orifice
Reprinted from: Energies 2021, 14, 1518, doi:10.3390/en14061518 . . . . . . . . . . . . . . . . . . . 1

Mohammad Ghalambaz, S.A.M. Mehryan, Hassan Shirivand, Farshid Shalbafi, Obai Younis,

Kiao Inthavong, Goodarz Ahmadi and Pouyan Talebizadehsardari

Simulation of a Fast-Charging Porous Thermal Energy Storage System Saturated with a
Nano-Enhanced Phase Change Material
Reprinted from: Energies 2021, 14, 1575, doi:10.3390/en14061575 . . . . . . . . . . . . . . . . . . . 25
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Abstract: Flow leakage due to cavitation erosion occurred at the socket welding part downstream
of the multi-stage orifice installed in the auxiliary feedwater (AFW) pump recirculation line of the
domestic nuclear power plant (NPP). To assess the adequacy of the changed operating flow rate
proposed by a domestic NPP operator as the corrective measure concerning the flow leakage in the
AFW pump recirculation line, the pattern of the cavitation flow in the eight-stage orifice and the
connecting pipe depending on the magnitude of the operating flow rate was predicted by using
ANSYS CFX R19.1. Additionally, using ANSYS Mechanical, the structural analysis was conducted
under the same operating flow rate condition used for the flow analysis, and the structural integrity
was evaluated for the allowable stress. Based on the flow analysis results, it was found that the
operating flow rate was the main factor to influence the cavitation behavior inside the multi-stage
orifice, and cavitation flow still happened even in the vicinity of the corrected operating flow rate, so
it should be necessary to fundamentally review the adequacy of the multi-stage orifice design. On
the other hand, the geometric dimensions and arrangement of orifice hole position at the individual
stage of the multi-stage orifice may have a significant influence on the characteristics of pressure drop
and flow patterns (including cavitation). Therefore, these effects were examined by simulating an
analysis model in which the hole diameter of the eighth-stage orifice was changed under the design
flow rate condition. As a result of flow analysis, it was found that reducing the hole diameter in the
eighth stage orifice resulted in increasing the pressure drop. In relation to the structural integrity of
the eight-stage orifice and the connecting pipe, it was found that its integrity could be maintained
under the design and operating flow rate conditions.

Keywords: auxiliary feedwater system; cavitation; computational fluid dynamics; in-service testing;
multiphase flow; multi-stage orifice

1. Introduction

Nuclear power plant (NPP) operators periodically conduct in-service testing (IST) for
pumps that perform safety functions and monitor/evaluate the degree of their vulnerability
over time. The auxiliary feedwater (AFW) system, one of the representative IST-related
systems, plays a role in supplying the coolant to remove heat from the primary system
when the main feedwater (MFW) system cannot be used in an emergency, including a small
break loss-of-coolant-accident. As shown in Figure 1, this system consists of the main flow
line for injecting coolant from the AFW pump to the steam generator and a recirculation
line for the safe operation and performance tests of the AFW pump. The multi-stage orifice
is installed in the recirculation line to limit the flow rate at the high discharge pressure of
the AFW pump and perform the system decompression function.

Energies 2021, 14, 1518. https://doi.org/10.3390/en14061518 https://www.mdpi.com/journal/energies1
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Figure 1. Schematic diagram for the auxiliary feedwater (AFW) pump recirculation line of the
domestic nuclear power plant (NPP).

As shown in Figure 2, in the domestic NPP, while the reactor coolant system main-
tained the normal operating temperature/pressure and the motor-driven AFW pump
supplied the coolant to the steam generator, flow leakage occurred at the socket welding
part downstream of the multi-stage orifice. As a result of analyzing the pipe specimen with
an optical microscope, the domestic NPP operator deduced that the pipe wall thinning
occurred due to erosion, forming a rough surface, and the thinning passed through the
pipe and proceeded to the welding part [1]. In conclusion, the cavitation erosion due to
the bubbles collapse was suggested as the main cause of the flow leakage at the welding
part [1].

Figure 2. Cavitation erosion as the main cause of the flow leakage at the welding part: (a) cross-
section of the leakage part [1]; Reproduced from [1], Korea Hydro & Nuclear Power: 2018. (b)
schematic diagram for the cavitation erosion mechanism [1]; Reproduced from [1], Korea Hydro &
Nuclear Power: 2018 and (c) flow leakage at the welding part [2]. Reproduced from [2], Korea Society
for Fluid Machinery: 2019.

Cavitation may happen inside the orifice or the connecting pipe due to the flow accel-
eration occurring while passing through the orifice hole and the accompanying pressure
drop, and as a result, performance degradation and structural damage of the orifice as-
semblies come about because of high-frequency vibration and material erosion. Cavitation
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involves complex turbulent multiphase flows, so accurate simulation of these types of flows
using available computational fluid dynamics (CFD) software remains a great challenge.
In addition, it may be necessary for regulators to appropriately utilize the flow analysis
results for the structural analysis in order to make reasonable regulatory decisions when
reviewing licensing documents related to the structural integrity evaluation including
cavitation effects.

Until recently, there have been very few experimental and numerical studies for
the flow characteristics inside the multi-stage orifice. Wang et al. [3] experimentally
investigated the inlet and outlet pressure drop characteristics for the multi-stage letdown
orifice of the chemical and volume control system (CVCS) and designed the structure of
the multi-stage orifice capable of providing a higher pressure drop without cavitation.
The pressure drop could be improved by reducing the hole diameter of the orifice inlet or
outlet, and the inlet pressure drop control method could produce a higher pressure drop
compared to the outlet pressure drop control method. Bai et al. [4] numerically examined
the effects of outlet pressure, the circular bead of the orifice inlet, and the change in the
shape of the orifice outlet caused by the cavitation erosion on the cavitation characteristics
inside the letdown orifice of the CVCS using ANSYS FLUENT. They found that when the
inlet pressure was constant, cavitation did not occur in the letdown orifice unless the outlet
pressure decreased to a specific value [4]. Once cavitation was formed in the letdown
orifice, the degree of cavitation increased as the outlet pressure decreased [4]. The change
in the shape of the orifice outlet caused by cavitation erosion significantly enhanced the
degree of subsequent cavitation around the outlet of the letdown orifice [4]. Additionally,
this effect was reinforced with the increase of shape change [4]. Niyogi et al. [5] confirmed
using ANSYS FLUENT whether the performance of an eleven-stage orifice, designed to
limit flow rate and prevent cavitation from occurring, was satisfactory. As a result of the
simulation, the flow rate passing through the multi-stage orifice was limited to ±8% of
the nominal flow rate, and cavitation did not occur. However, even though the analysis
model was three-dimensional geometry, two-dimensional axisymmetric flow analysis was
performed, and three-dimensional flow analysis was limited to only three stages out of
eleven stages. Araoye et al. [6] assessed the effect of the inlet velocity, orifice size, and
spacing between orifices on the axial velocity and pressure distribution inside the two-stage
orifice using ANSYS FLUENT. They found that the flow characteristics downstream of the
two-stage orifice was qualitatively similar to that of a single-stage orifice in terms of the
presence of recirculation and reattachment zone, and the shear layer region while some
different flow structures, for examples a jet-type flow in the core region surrounded by
donut-shaped vertical flow, were identified in the upstream of the second-stage orifice [6].

Insufficient understanding of the complex flow pattern (including cavitation) inside
the multi-stage orifice, important to safe NPP operation, makes it difficult for the NPP
operator or regulator to predict the pressure drop, cavitation, and erosion characteristics
depending on either the operation condition or orifice geometry. To solve this difficulty,
the main contents and scope of this study were composed as follows:

• To verify whether the numerical modeling available in ANSYS CFX R19.1 can predict
reliably and accurately the complex flow inside the multi-stage orifice, the numerical
analysis was performed on the six-stage orifice test facility, and the simulation results
were compared with the measured data.

• To assess the adequacy of the changed operating flow rate proposed by a domestic
NPP operator as the corrective measure about the flow leakage in the AFW pump
recirculation line, the pattern of the cavitation flow in the eight-stage orifice and the
connecting pipe depending on the magnitude of the operating flow rate was predicted
by using ANSYS CFX R19.1.

• Using ANSYS Mechanical, the structural analysis was conducted for the eight-stage
orifice and the connecting pipe under the same operating flow rate condition used for
the flow analysis, and the structural integrity was evaluated for the allowable stress.
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Additionally, modal analysis was performed to predict the possible occurrence of
cavitation due to a pressure fluctuation.

• The geometric dimensions and arrangement of orifice hole position at the individual
stage of the multi-stage orifice may have a significant influence on the characteristics
of pressure drop and flow patterns (including cavitation). Therefore, these effects
were examined by simulating an analysis model in which the hole diameter of the
eighth stage orifice was changed under the design flow condition.

2. Validation of the Numerical Modeling

To validate whether the numerical modeling available in ANSYS CFX R19.1, predicts
reliably and accurately the complex flow inside the multi-stage orifice, the numerical
simulation was performed on the six-stage orifice and then the calculated pressure drop
between inlet and outlet sections of the multi-stage orifice depending on the operating flow
rate was compared with the measured data. For reference, the numerical modeling in this
section was successfully validated for the single-stage orifice flowmeter [7].

2.1. Analysis Model

The analysis model in this section is based on a single-phase pressure drop test in
a multi-stage letdown orifice pipe, performed by Wang et al. [3] of Shanghai University
of Science and Technology. For reference, the multi-stage orifice installed in the NPP is
generally operated at high pressure and the local flow velocity passing through the orifice
hole may exceed 100 m/s. Therefore, it is difficult to find detailed experimental data to
validate the simulation results for multiphase flow including cavitation. Figure 3 shows the
schematic diagram of the multi-stage orifice used as the test apparatus. The corresponding
multi-stage orifice consisted of six stages and the total length was 700 mm (For reference,
the total length of the present analysis model was extended to 990 mm to guarantee no
reverse flow at the outlet boundary). The length (Ls) between the five orifice disks (or
plates) located on the upstream side was equal to 101.6 mm respectively. The sixth stage
orifice disk had a hole in the pipe centerline and was connected to the remaining upstream
five orifice stages by two flanges. In addition, the sixth stage orifice disk can be easily
replaced by a disk having a different orifice hole diameter [3]. Particularly, the orifice
holes from the second to the fifth stage were alternately and eccentrically arranged in the
opposite direction from the pipe centerline.

Figure 3. Schematic diagram of the six-stage orifice.

The main geometrical dimensions of the multi-stage orifice were summarized in Table
1. Here, Lt is the thickness of the orifice disk, and β is the ratio of the orifice hole diameter
(d) to the inner diameter of the connecting pipe (D). The diameter ratio increased from the
first to fifth stage orifice, while the sixth stage orifice showed a smaller magnitude than the
fourth stage orifice.

Table 1. The geometrical information for six-stage orifice [3].

Stage No. Lt (mm) d (mm) D (mm) β = d/D

1 9.0 10.31

42.82

0.241
2 6.0 12.14 0.284
3 4.0 14.27 0.333
4 3.0 16.69 0.390
5 3.0 19.30 0.451
6 3.0 15.00 0.350
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The flow rate was supplied using a ten-stage centrifugal pump with a rated flow
rate of 5.0 m3/h and maximum discharge pressure of 1.9 MPa [3]. The test flow rate was
adjusted using a butterfly valve installed downstream of the connecting pipe [3]. The
pressure drop between the orifice inlet and outlet was calculated using the measured
data obtained through a series of repeated tests [3]. Water at 54.4 ◦C was used as the
working fluid.

2.2. Numerical Modeling

In this study, the turbulent flow inside the six-stage orifice was calculated under
steady, single-phase, and incompressible flow conditions using ANSYS CFX R19.1. The
spatial discretization error may be caused by the accuracy order of the difference scheme
and grid spacing. For either flow that is not parallel to the grid line or complex flows,
it is recommended not to use the discretization scheme with the first-order accuracy [8].
Therefore, in the present study, the convective terms of the momentum and turbulence
transport equations were calculated by applying the high-resolution scheme equivalent to
the second-order accuracy. For reference, in the high-resolution scheme, the values of the
blend factor are determined using the local solution for the entire computational domain.
For flow regions where the gradient of the variable is small, the blend factor has a value
close to 1 and as a result, this scheme has the second-order accuracy. In the case of flow
regions where the gradient of the variable changes rapidly, the blend factor has a value
close to 0 and consequently this scheme has the first-order accuracy to prevent distortion
of the simulation result and maintain robustness. When the root mean square residual of
the individual equations was 10−5 or less and the change of the main variables was very
small, the calculation was judged to be converged.

In CFD simulations, the types of errors can be divided into numerical errors and
model errors. The turbulence model is one of the main causes of model error. In general,
the flow patterns are quite complex in the issues related to IST, but no turbulence model
can accurately simulate them throughout the whole computational domain. In this study,
the turbulent flow inside the multi-stage orifice was calculated applying the standard k-ε
model widely used in the industry among the turbulence models based on the Reynolds-
averaged Navier–Stokes (RANS) equation available in ANSYS CFX R19.1. Differential
transport equations for the turbulence kinetic energy (k) and turbulence dissipation rate (ε)
are as follows:

∂(ρk)
∂t

+
∂

∂xi
(ρkUi) =

∂

∂xj

[(
μ +

μt

σk

)
∂k
∂xj

]
+ Pk − ρε (1)

∂(ρε)

∂t
+

∂

∂xi
(ρεUi) =

∂

∂xj

[(
μ +

μt

σε

)
∂ε

∂xj

]
+

ε

k
(Cε1Pk − Cε2ρε) (2)

μt = ρCμ
k2

ε
(3)

where Ui is the mean velocity components, ρ is the fluid density, μ is the molecular (or
dynamic) viscosity, Cμ = 0.09, Cε1 = 1.44, Cε2 = 1.92, σk = 1.0, and σε = 1.3 are turbulence
constants and μt is the turbulent (or eddy) viscosity. Pk is the production of turbulence
kinetic energy due to the mean velocity gradient. The standard k-ε model is numerically
stable and has a well-established flow regime with good predictive performance, so it
has been adopted by most general-purpose CFD software and used as a representative
turbulence model in the related industries. However, this model may have limitations in
accurately predicting boundary layer separation, flow accompanying rapid changes in the
average strain rate, rotational flow, and flow over the curved surfaces [9].

As shown in Figure 4, the computational grid in the form of an unstructured hexa-
hedron was generated using the ICEM-CFD, grid generation software, for the same sized
computational domain as the test facility. The total number of computational nodes used in
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the calculation was about 7.58 × 106. For reference, detailed information on the grid system
used in the calculation was summarized in Table 2. The full geometry of the six-stage
orifice was considered in case the flow could not maintain the symmetrical pattern when
passing through the orifice hole. Additionally, in order to properly predict the complex
turbulent flow inside the orifice, a dense grid distribution was applied near the wall and
the orifice hole.

Figure 4. Grid system for six-stage orifice.

Table 2. Grid information for six-stage orifice.

Items Values Items Values

Total number of nodes 7.58 × 106 Max. face angle 135.0◦

Total number of elements 7.48 × 106 Max. edge length ratio 771.7

Min. face angle 45.0◦ Max. element volume ratio 18.8

As the inlet boundary condition, the velocity profile for the fully developed flow
obtained through the separate flow analysis applying the corresponding flow conditions
for the orifice-free pipe with the same pipe diameter and turbulence intensity of 5% were
applied. Average static pressure was used as the outlet condition. The walls were assumed
to be smooth with zero surface roughness and a no-slip condition was applied there. A
scalable wall function was applied to calculate the flow near the wall. This wall function
can solve one of the main problems of the standard wall function in that it can be applied
to any dense grid without resulting in the erroneous modeling of the laminar and buffer
regions of the boundary layer.

2.3. Validation Results

Figure 5a shows the pressure sampling points at seven locations of the multi-stage
orifice. P0 and P6 represent pressure sampling points located at the inlet and outlet of
the multi-stage orifice, respectively, and their positions were approximately 30 mm away
from the adjacent orifice disk. The remaining five pressure sampling points, P1 to P5, were
located downstream from the adjoining orifice disk by a distance of 3 d1~3 d5, respectively.
Figure 5b shows the result of comparing the calculated pressure drop (Δp = P0 − P6)
between the inlet and outlet sections of the multi-stage orifice with the measured data
depending on the inlet flow rate. As the inlet flow rate increased, the magnitude of the
pressure drop also increased, and the predicted static pressure drop in the range of the inlet
flow rate 5.24~6.21 m3/h was consistent within a maximum deviation of 5% compared
to the measurement results. However, the gradient between the measured inlet flow rate
and pressure drop decreased as the flow rate became smaller, while the predicted result
maintained an almost constant gradient. In this regard, it was confirmed that the Reynolds
number based on both pipe diameter and the mean inlet velocity at an inlet flow rate of
5.24 m3/h was 8.68 × 104 (Reynolds number for the other inlet flow rates can be found
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in Table 3), which corresponded to a completely turbulent flow, but the reason for the
decrease in the gradient between the measured inlet flow rate and pressure drop could not
be found.

Figure 5. Comparison of measured and predicted static pressure drop versus inlet flow rate: (a) pres-
sure sampling points and (b) static pressure drop versus inlet flow rate.

Table 3. Pressure drop between each orifice stage.

Flowrate
(m3/h)

Reynolds
Number

P0–P1

(MPa)
P1–P2

(MPa)
P2–P3

(MPa)
P3–P4

(MPa)
P4–P5

(MPa)
P5–P6

(MPa)

5.24 8.68 × 104 0.25 0.11 0.08 0.046 0.027 0.067
5.64 9.32 × 104 0.29 0.13 0.09 0.055 0.031 0.08
5.85 9.67 × 104 0.31 0.14 0.1 0.06 0.034 0.086
6.02 9.96 × 104 0.33 0.15 0.11 0.062 0.035 0.09
6.21 1.03 × 105 0.35 0.16 0.12 0.065 0.038 0.096

On the other hand, as shown in Table 3, the smaller the orifice hole diameter, the
higher the flow velocity, so the magnitude of the pressure drop at the individual orifice
stage was correspondingly in the order of 1st > 2nd > 3rd > 6th > 4th > 5th stage orifice.

Besides the validation for the calculation results, the distribution of the predicted flow
velocity and streamline inside the multi-stage orifice can be found in the author’s research
report [10].

3. Effect of the Operating Flow Rate

As previously shown in Figures 1 and 2, flow leakage due to cavitation erosion
happened at the socket welding part downstream of the multi-stage orifice installed in
the AFW pump recirculation line. As the corrective measure, the domestic NPP operator
changed the operating flow rate to prevent the occurrence of cavitation flow. To assess
the appropriateness of this corrective action, the audit calculation from the regulatory
perspective was conducted by using ANSYS CFX R19.1, and simulation results were
explained in this section.
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3.1. Analysis Model

The analysis model is a multi-stage orifice installed in the recirculation line of the
AFW pump to limit the flow rate at the high discharge pressure of the AFW pump and
to decompress the corresponding system. Figure 6 shows the schematic diagram of the
multi-stage orifice and the connecting pipe. The multi-stage orifice consisted of eight stages.
The first and eighth stage orifice had holes in the center of the pipe, while the second to
seventh stage orifice were alternately and eccentrically arranged in the opposite direction
from the pipe centerline. Hole diameter (d), the spacing between the orifice disks (Ls), and
thickness of orifice disk (Lt) for each orifice stage were the same. Since the quantitative
dimensions of the multi-stage orifice were related to the intellectual property rights of the
manufacturer, specific information could not be provided. Water at 40 ◦C was used as the
working fluid.

Figure 6. Schematic diagram of the eight-stage orifice and the connecting pipe.

As previously shown in Figure 1, the recirculation line is opened when the NPP is in
the mode of start/stop transient or the AFW pump is operated while the AFW pump outlet
valve in the MFW line is closed. As the pressure in the steam generator side decreases, the
recirculation flow rate is determined by the system resistance-pump performance matching
characteristics. The minimum (or design) flow rate for the safe operation of the AFW in
the recirculation line is about 19.3 m3/h, and a maximum operation time of a quarter-hour
is allowed [11]. On the other hand, the minimum flow rate for continuous safe operation
without stopping the AFW pump was about 34.1 m3/h.

3.2. Numerical Modeling
3.2.1. Flow Analysis

In this study, the turbulent flow inside an eight-stage orifice was calculated using
ANSYS CFX R19.1 under steady, multiphase, and incompressible flow conditions. The
discretization accuracy for the convective terms of the momentum equation and turbulence
transport equation, turbulence model, grid type, and so on were the same as those described
in Section 2.2. The mixture model was used to consider an interphase transfer. This model
solves the continuity, momentum, energy equation for the mixture, and the volume fraction
equation for the secondary phase (vapor). For the cavitation flow simulation, liquid–vapor
mass transfer is governed by the following the vapor volume fraction equation:

∂(ρvαv)

∂t
+

∂

∂xi
(ρvαvvi) = Rvap − Rcond (4)

where ρv is the vapor density, αv is the vapor volume fraction, and vi is the directional
velocity component, Rvap and Rcond are the mass transfer rates correspond to the vapor-
ization and condensation during the cavitation process respectively. The Rayleigh–Plesset
equation describing the bubble growth in the liquid is given by:

Rvap = Fvap
3αn(1 − αv)ρv

RB

√
2
3
(pv − p)

ρl
, p < pv (5)

Rcond = Fcond
3αvρv

RB

√
2
3
(p − pv)

ρl
, p > pv (6)

where Rnuc = 10−6 m is the nucleation site radius, pv is the vapor pressure at the liquid
temperature, p is the liquid pressure, ρl is the liquid density, αn = 5 × 10−4 is the volume
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fraction of the nucleation sites, and Fvap = 50 and Fcond = 0.01 are an empirical factor depend
on vaporization and condensation designed for the different rates (vaporization is generally
much faster than condensation). Saturation pressure set to about 7.36 kPa. For reference,
the numerical method used in this study was summarized in Table 4. According to the
author’s previous study [12,13], the numerical modeling explained in this section reliably
predicted the cavitation flow occurring inside the IST-related components (e.g., cavitating
Venturi and sharp-edged orifice).

Table 4. Numerical method.

Items Contents

Discretization accuracy for the
convective terms

Momentum eqn. High resolution
Turbulence transport eqn. High resolution

Interphase transfer model Mixture
Cavitation model Rayleigh–Plesset
Turbulence model Standard k-ε

Near-wall treatment method Scalable wall function
Convergence criterion <10−5

On the other hand, to obtain accurate simulation results when calculating cavitation
flow using CFD software, it is essential to consider an appropriate grid type, especially at
the location where cavitation may occur. In this regard, the authors confirmed through a
previous study [14] that the grid shape had a significant effect on the cavitation analysis
results (cavitation inception condition, discharge coefficient magnitude, etc.) inside a
sharp-edged orifice. Based on the results of the previous study, to properly predict the
cavitation flow inside the multi-stage orifice, a dense grid distribution was applied near
the wall and the orifice hole as shown in Figure 7.

Figure 7. Grid system for eight-stage orifice: (a) isometric-view and (b) x-axis view.

In addition, as shown in Table 5, a grid sensitivity study was performed for three
types of grid systems. Type1 was the coarsest grid, and Type2 and 3 had dense grids near
walls and orifice holes. Overall, the difference in the analysis results depending on the
grid size was not large, and to understand in more detail the complex flow field (including
cavitation flow) inside the multi-stage orifice with the reasonable computation cost, the
prediction results for an intermediate grid (Type2, total number of nodes: 5.02 × 106) were
explained in this paper.

Operating flow rate (Qin = 34.1, 37.0, 39.0, and 41.5 m3/h), turbulence intensity of 5%,
and eddy viscosity ratio of 10 were applied as inlet conditions. The volume fraction of the
liquid phase (water) at the inlet was assumed to be 1. As an outlet condition, the measured
gauge pressure of about 310 kPa was used. The walls were assumed to be smooth and
no-slip condition was applied there. A scalable wall function was applied to calculate the
flow near the wall.

9



Energies 2021, 14, 1518

Table 5. Grid information.

Items Type1 Type2 Type3

Total number of nodes 3.21 × 106 5.02 × 106 7.04 × 106

Total number of elements 3.15 × 106 4.94 × 106 6.94 × 106

Min. face angle 45.3◦ 45.2◦ 45.2◦
Max. face angle 134.9◦ 135.0◦ 135.0◦

Max. edge length ratio 611.6 61.3 61.3
Max. element volume ratio 9 9 9

3.2.2. Structural Analysis

Figure 8 shows the geometry modeling for the structural analysis of an eight-stage
orifice made by ANSYS SpaceClaim. In addition to the geometry modeling for flow analysis
shown in Figure 6, the actual thickness and the welding parts between the multi-stage
orifice and the connecting pipes were considered. However, the thinning of the welding
part due to cavitation erosion was not considered in this study.

Figure 8. Geometry modeling for the structural analysis of the eight-stage orifice.

Figure 9 shows the grid shape for the structural analysis of an eight-stage orifice
generated using ANSYS Meshing. To improve the accuracy of the analysis model, a 3D
SOLID element representing quadratic displacement behavior was applied. The element
has three degrees of freedom per node and provides plasticity, hyperelasticity, creep, stress
stiffening, large deflection, and strain [15]. To assess the sensitivity depending on the
element size, the structural analysis was performed by changing the default element size
to 1.5, 2.5, and 3.0 mm.

As shown in Figure 10, the predicted stress intensity at the same location was com-
pared. As the total number of nodes increased, the rate of change in the magnitude of stress
intensity was reduced, and the tendency to converge to a constant value was shown. Based
on the results of the grid sensitivity study as described above, the default element size for
the structural analysis of an eight-stage orifice was determined to be 1.5 mm.

As shown in Figure 11, the material property values were applied by referring to
ASME Code Section-II, Part-D. In the case of the welding part, stainless steel property
was used.
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Figure 9. Grid system for the structural analysis of the eight-stage orifice.

Figure 10. Results of the grid sensitivity study for the structural analysis: (a) location for the
assessment of stress intensity and (b) default element size versus stress intensity.

Figure 11. Material properties values per zone: (a) type of material properties applied per zone and (b) material proper-
ties values.
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As shown in Figure 12, constraints were applied to the cross-sections of the upstream
and downstream connecting pipes of the multi-stage orifice. Specifically, in the upstream
pipe, the degrees of freedom in the hoop and axial directions were fixed, but the degree of
freedom in the radial direction was free. On the other hand, in the downstream pipe, the
degree of freedom in the hoop direction was fixed, but the degrees of freedom in the radial
and axial directions were free. The flow analysis results obtained using ANSYS CFX R19.1
were applied as the pressure boundary condition at the inner wall of the multi-stage orifice
and the connecting pipe. To be more specific, the Program Controlled Mapping option was
selected to transfer the wall pressure data across a dissimilar mesh interface, that is, from
ANSYS CFX to ANSYS Mechanical. This option can determine the appropriate settings
based on the source and target mesh, and the data transfer type.

Figure 12. Constraint conditions.

3.3. The Computational Results
3.3.1. Flow Analysis

Figure 13a shows the distribution of the vapor volume fraction in the second half of
the multi-stage orifice depending on the operating flow rate.

As the operating flow rate increased, the region with a vapor volume fraction of 0.9 or
more expanded to the downstream of the eighth stage orifice. In fact, at 41.5 m3/h, a flow
rate condition in which leakage in the welding part due to cavitation erosion really occurred,
a cavitation flow region was widely formed downstream of the eighth stage orifice. Besides,
cavitation flow still appeared around the hole of the eighth stage orifice even at 34.1 m3/h,
corresponded to not only the operating flow rate that the NPP operator suggested as the
corrective measure but also the minimum flow rate required for continuous safe operation
without stopping the AFW pump.

Figure 14 shows the distribution of flow velocity and streamlines inside the eight-stage
orifice and the connecting pipe (for the symmetric y-z plane) depending on the operating
flow rate. The flow patterns between the sixth to seventh and seventh to eighth stage
orifices were similar regardless of the magnitude of the operating flow rate. However, as
the operating flow rate increased, the peak value of flow velocity also increased, and the
high-speed jet flow region passing through the hole of the eighth stage orifice tended to
expand. In addition, since the flow passing through the hole of the eighth stage orifice
was directed to the upper part of the connecting pipe, the primary recirculation flow was
formed at the lower part of the jet flow.
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Figure 13. Iso-volume of vapor volume fraction: (a) Qin = 34.1 m3/h (Re = 2.74 × 105); (b)
Qin = 37.0 m3/h (Re = 2.97 × 105); (c) Qin = 39.0 m3/h (Re = 3.13 × 105); and (d) Qin = 41.5 m3/h
(Re = 3.33 × 105).

Figure 14. Distribution of flow velocity and streamlines inside the eight-stage orifice and the connect-
ing pipe (for the symmetric y-z plane) depending on the operating flow rate: (a) Qin = 34.1 m3/h
(Re = 2.74 × 105); (b) Qin = 37.0 m3/h (Re = 2.97 × 105); (c) Qin = 39.0 m3/h (Re = 3.13 × 105); and
(d) Qin = 41.5 m3/h (Re = 3.33 × 105).

Figure 15 shows the mass-averaged vapor volume fraction in the seventeen axial
cross-sections (6.35 mm spacing between cross-sections) downstream of the eighth stage
orifice depending on the operating flow rate. The mass-averaged vapor volume fraction of
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the corresponding cross-sections also increased as the operating flow rate increased except
for the cross-section number from 1 to 4 in the case of the operating flow rate of 37.0 m3/h
condition. On the other hand, at 41.5 m3/h, which is a flow condition in which leakage
occurred at the welding part of the multi-stage orifice and the connecting pipe due to
cavitation erosion, the mass-averaged vapor volume fraction from cross-section number 13
to 14 showed the maximum value. These cross-sections corresponded to the location where
flow leakage appeared. Therefore, it may be judged that the simulation results obtained by
applying the numerical modeling described in Section 3.2.1 can properly reflect the actual
situation where the leakage occurred.

Figure 15. The mass-averaged vapor volume fraction in the axial cross-sections downstream of the
eighth stage orifice depending on the operating flow rate.

Based on the above-mentioned flow analysis results, it was confirmed that the operat-
ing flow rate was the main factor to influence the cavitation behavior inside the multi-stage
orifice. Therefore, the reduction in the operating flow rate suggested by the NPP operator
is judged to be an appropriate corrective action. However, it was found that cavitation still
happened in the vicinity of the changed operating flow rate of 34.1 m3/h, i.e., minimum
flow rate required for the continuous safe operation of the AFW pump. Therefore, as an
additional measure, it is necessary to shorten the operating time of the AFW pump and re-
inforce periodic monitoring (vibration measurement during the AFW pump operation) [1].
Separately, it is required to review the design appropriateness of the multi-stage orifice
as a fundamental solution to prevent flow leakage from the welding part between the
multi-stage orifice and the connecting pipe caused by cavitation erosion.

3.3.2. Structural Analysis

Table 6 and Figure 16 show the predicted results of the stress intensity distribution
in the multi-stage orifice and the connecting pipes depending on the operating flow rate
by applying the numerical modeling for the structural analysis, described in Section 3.2.2,
to ANSYS Mechanical. As the operating flow rate increased, the maximum value of the
stress intensity also increased. The maximum value of the stress intensity occurred in the
upstream connecting pipe of the multi-stage orifice, which is believed to be due to the
depressurization occurring as the flow entered into the multi-stage orifice passed through
the orifice hole. On the other hand, it was not evident whether the high-stress intensity
caused by cavitation flow occurred in the welding part between the multi-stage orifice and
the connecting pipe.
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Table 6. The predicted results of stress components depending on the operating flow rate.

Case
Flowrate

(m3/h)
Diameter Ratio

(d8/d)
Stress Intensity

(MPa)
Membrane Stress

(MPa)

Membrane +
Bending Stress

(MPa)

Allowable
Stress (MPa)

Location of
Maximum Stress

OP1 34.1

1

123.6 105.9 121.8

207
Upstream

connecting pipe
OP2 37 145.8 125 143.7
OP3 39 162 138.8 159.7
OP4 41.5 183.8 157.5 181.2

 

(a) 

 

(b) 

 

(c) (d) 

Figure 16. Distribution of the predicted stress intensity depending on the operating flow rate: (a) Qin = 34.1 m3/h
(Re = 2.74 × 105); (b) Qin = 37.0 m3/h (Re = 2.97 × 105); (c) Qin = 39.0 m3/h (Re = 3.13 × 105); and (d) Qin = 41.5 m3/h
(Re = 3.33 × 105).

In summary, the analysis result of the stress intensity distribution in the multi-stage
orifice and the connecting pipe depending on the operating flow rate showed a value less
than the allowable stress of 207 MPa. Therefore, the decrease in the operating flow rate
suggested by the NPP operator is considered to be reasonable in that it can secure more
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margins for the structural integrity of the corresponding facility, including the welding
part between the multi-stage orifice and the connecting pipe. As described above, since
the maximum value of the stress intensity occurred in the connecting pipe upstream of the
multi-stage orifice, it will be expected that the above-mentioned analysis result will not
change significantly even if the additional structural analysis is performed by considering
the thinning of the welding part between the multi-stage orifice and the connecting pipe
due to cavitation erosion.

Table 7 shows the predicted deformation results for each direction in the multi-stage
orifice and the connecting pipe depending on the operating flow rate. The deformation
size in each direction also increased as the operating flow rate increased, except for the
deformation in the hoop direction at Qin = 37.0 m3/h. At the same operating flow rate, the
amount of deformation for each direction was in the order of axial > radial > hoop. In the
case of radial deformation, the maximum deformation value was shown in the upstream
connecting pipe of the multi-stage orifice where high stress acted. For axial deformation,
the maximum deformation value was shown at the seventh stage orifice. In the case of
the deformation in the hoop direction, the maximum deformation value was shown either
at the third stage orifice or in the downstream connecting pipe of the multi-stage orifice
depending on the operating flow rate.

Table 7. The predicted results of deformation components depending on the operating flow rate.

Case
Flowrate

(m3/h)
Diameter Ratio

(d8/d)

Max. Radial
Deformation

(mm)

Location of
Max.

Deformation

Max. Hoop
Deformation

(mm)

Location of Max.
Deformation

Max. Axial
Deformation

(mm)

Location of Max.
Deformation

OP1 34.1

1

0.013 Upstream
connecting

pipe

0.0017 3rd stage orifice 0.0154

7th stage orificeOP2 37 0.0155 0.0044 Downstream
connecting pipe 0.0183

OP3 39 0.0171 0.0023 3rd stage orifice 0.0203

OP4 41.5 0.0194 0.0037 Downstream
connecting pipe 0.0231

Additionally, a modal analysis was performed to generate frequencies for the finite
element model and the boundary conditions applied to the connecting pipe inlet and outlet
ends. The first 20 modes were summarized in Figure 17, and some of the corresponding
mode shapes were shown in Figure 18. From the mode shapes, it was found that the
first seven beam modes ranged from 137 to 4321 Hz. Specifically, corresponding values
of 1061 Hz and 1612 Hz were found for the third and fourth beam modes, between 1000
and 2000 Hz, which showed several peak values in the frequency domain resulting from
cavitation at the specific flow rate [2]. This may be one of the reasons for a possible
resonance effect between the structural frequency and the forcing frequency. Four radial
modes were shown at 863 Hz, 2286 Hz, 3754 Hz, and 4661 Hz. Moreover, two axial modes
were found at 1252 Hz and 2227 Hz for orifice modes with forward and backward motions
of the flow direction, respectively. The modal characteristics obtained by the modal analysis
give the possible solution to escape the peak values of pressure fluctuation between 1000
and 2000 Hz. Decreasing flow rate may be one of the options to eliminate resonance
between the structural frequency and the cavitation frequency.
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Figure 17. Natural frequencies of the multi-stage orifice and the connecting pipe.
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Figure 18. Mode shapes of the multi-stage orifice and the connecting pipe: (a) d8/d = 0.84; (b) d8/d = 1.0 (original case); (c)
d8/d = 1.24; and (d) d8/d = 1.49.

17



Energies 2021, 14, 1518

4. Effect of the Orifice Hole Diameter Size

Apart from the variables related to the performance of the multi-stage orifice, an
important design consideration is to ensure that cavitation does not occur inside the multi-
stage orifice [5]. In this regard, the dimensions and arrangement positions of the orifice
holes in individual stages of the multi-stage orifice can have a significant influence on the
pressure drop characteristics and flow patterns (including cavitation). Therefore, in this
section, the effect of the change in the hole diameter (d8) of the eighth stage orifice (shown
in Figure 6) on the pressure drop characteristics and flow patterns was investigated.

4.1. Analysis Model

The analysis model in this section additionally considered the cases that the ratio
(d8/d) of the changed hole diameter (d8) to the existing hole diameter (d) of the eighth
stage orifice was 0.84, 1.24, and 1.49, respectively. In this case, the ratio (d8/D) of the
hole diameter (d8) of the eighth stage orifice to the inner diameter (D) of the upstream
connecting pipe was 0.22, 0.32, and 0.38, respectively. Except for the hole diameter of
the eighth stage orifice, the remaining geometric specifications were maintained. On the
other hand, the simulation was performed on the design flow rate of about 19.3 m3/h
(Re = 1.53 × 105), which allows the safe operation of the AFW pump for a maximum of
15 min. The corresponding flow rate was the reduced amount up to 54% compared to the
operating flow rate (Qin = 34.1, 37.0, 39.0, and 41.5 m3/h) described in Section 3.2.1.

4.2. Numerical Modeling
4.2.1. Flow Analysis

Except for applying the design flow rate (Qin = 19.3 m3/h) as the inlet condition, the
discretization scheme for the convective terms of the momentum and turbulence transport
equation, turbulence model, multiphase flow model, grid shape, and boundary conditions
were the same as those described in Section 3.2.1.

4.2.2. Structural Analysis

Except that additional flow analysis result obtained using ANSYS CFX R19.1 for the
change of both the hole diameter of the eighth stage orifice and the flow rate was applied
as the pressure boundary condition on the inner wall of the multi-stage orifice and the
connecting pipes, the grid shape, material properties, and constraint conditions were the
same as those described in Section 3.2.2.

4.3. The Computational Results
4.3.1. Flow Analysis

Figure 19 shows the distribution of the vapor volume fraction in the second half of
the multi-stage orifice depending on the size of the hole diameter (d8) in the eighth stage
orifice. As the size of the hole diameter (d8) in the eighth stage orifice increased, the main
cavitation region moved from the hole of the eighth stage orifice to that of the seventh
stage orifice [16]. For d8/d = 1.24, both the size of the cavitation region and the peak value
of the vapor volume fraction were the smallest [16]. For d8/d = 0.84, the cavitation region
was extended to the downstream of the eighth stage orifice, and the maximum value of the
vapor volume fraction was the largest [16]. In all cases, no cavitation region was formed
upstream of the seventh stage orifice (i.e., from the inlet of the upstream connecting pipe to
the inlet of the seventh stage orifice) [16].

On the other hand, in the case of the original multi-stage orifice (d8/d = 1.0) installed
in the AFW pump recirculation line of the domestic NPP, a cavitation region was formed
inside the hole of the eighth stage orifice under the design flow condition as shown in
Figure 19b. Therefore, based on the simulation results of this study, it is necessary to review
the adequacy of the multi-stage orifice design.
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Figure 19. Iso-volume of vapor volume fraction depending on the size of the hole diameter (d8)
in the eighth orifice stage: (a) d8/d = 0.84; (b) d8/d = 1.0 (original case); (c) d8/d = 1.24; and (d)
d8/d = 1.49.

Figure 20 shows the distribution of flow velocity and streamlines in the second half
of a multi-stage orifice (for the symmetric y–z plane) depending on the size of the hole
diameter (d8) in the eighth orifice stage. In this study, only the hole diameter of the eighth
stage orifice was changed and therefore the streamline pattern in the upstream of the eighth
stage orifice was similar to each other [16]. On the other hand, since the location of the
eighth stage orifice hole was higher than that of the seventh stage orifice hole, the flow
passed through the eighth stage orifice hole upward [16]. The angle of this upward flow
also increased as the size of the hole diameter in the eighth stage orifice increased [16]. As
the size of the eighth stage orifice hole diameter was smaller, water (liquid phase) velocity
passing through the eighth stage orifice hole was much faster [16]. Therefore, the peak
value of the water (liquid phase) velocity for d8/d = 0.84 was found near the hole of the
eighth stage orifice. For other d8/d cases (for example, d8/d = 1.0, 1.24, and 1.49), the
maximum value of the water (liquid phase) velocity was shown near the hole entrance of
the second stage orifice [16].

Figure 21 shows the pressure drop (Δp) depending on the size of the hole diameter in
the eighth stage orifice. The pressure drop (Δp) is the difference in static pressure between
the upstream and downstream cross-sections of the multi-stage orifice [16]. The corre-
sponding cross-sections were located at 19 mm from the first and eighth stage orifice [16].
As shown in Figure 21, it was found that reducing the hole diameter in the eighth stage
orifice resulted in increasing the pressure drop [16]. This trend in the static pressure drop
can be also found in the experimental results of Wang et al. [3].
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Figure 20. Distribution of flow velocity and streamlines in the second half of the multi-stage orifice
(for the symmetric y-z plane) depending on the size of the hole diameter (d8) in the eighth orifice
stage: (a) d8/d = 0.84; (b) d8/d = 1.0 (original case); (c) d8/d = 1.24; and (d) d8/d = 1.49.

Figure 21. Pressure drop depending on the size of the hole diameter in the eighth stage orifice.

4.3.2. Structural Analysis

Figure 22 and Table 8 show the predicted results of the stress intensity distribution
in the multi-stage orifice and the connecting pipes depending on the hole diameter size
of the eighth stage orifice under the design flow rate condition. For reference, numerical
modeling for the structural analysis described in Section 4.2.2 was applied to ANSYS
Mechanical. As the hole diameter of the eighth stage orifice decreased, the maximum value
of the stress intensity increased. Similar to the analysis results in Section 3.2.2, because
the flow entering into the multi-stage orifice experienced decompression in the process
of passing through the orifice hole, it was judged that the maximum value of the stress
intensity occurred in the connecting pipe upstream of the multi-stage orifice. However, it
was confirmed that the hole diameter size of the eighth stage orifice did not significantly
affect the stress intensity distribution in the multi-stage orifice and the connecting pipe.
The predicted stress intensity distribution in the multi-stage orifice and the connecting pipe
depending on the hole diameter size of the eighth orifice stage showed more margin for
the allowable stress of 207 MPa than that for the operating flow rate (Qin = 34.1, 37.0, 39.0,
and 41.5 m3/h).
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(a) (b) 

 

(c) (d) 

Figure 22. Distribution of stress intensity in the multi-stage orifice and the connecting pipes depending on the size of
the hole diameter (d8) in the eighth orifice stage: (a) d8/d = 0.84; (b) d8/d = 1.0 (original case); (c) d8/d = 1.24; and (d)
d8/d = 1.49.

Table 8. The predicted results of stress components depending on the size of the hole diameter (d8) in the eighth orifice
stage.

Case
Flowrate

(m3/h)
Diameter

Ratio (d8/d)
Stress Intensity

(MPa)
Membrane

Stress (MPa)
Membrane +

Bending Stress (MPa)
Allowable

Stress (MPa)
Location of

Maximum Stress

DS1

19.3

0.84 44.87 38.43 44.23

207
Upstream

connecting pipe
DS2 1 39.44 33.77 38.88
DS3 1.24 36.86 31.56 36.34
DS4 1.49 35.81 30.65 35.3

Table 9 shows the predicted deformation results for each direction in the multi-stage
orifice and the connecting pipe depending on the hole diameter (d8) size of the eighth stage
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orifice. In general, the smaller the hole diameter (d8) size of the eighth stage orifice, the
greater the amount of deformation in each direction. At the same hole diameter (d8) size of
the eighth stage orifice, the deformation size for each direction was in the order of axial >
radial > hoop. For radial deformation, the maximum deformation value was shown in the
upstream connecting pipe of the multi-stage orifice subjected to high stress. In the case of
axial deformation, the maximum deformation value was indicated at the seventh or eighth
stage orifice. For the deformation in the hoop direction, the maximum deformation value
was shown either at the third stage orifice or in the downstream connecting pipe of the
multi-stage orifice depending on the hole diameter (d8) size of the eighth stage orifice.

Table 9. The predicted results of deformation components depending on the size of the hole diameter (d8) in the eighth
orifice stage.

Case
Flowrate

(m3/h)
Diameter Ratio

(d8/d)

Max. Radial
Deformation

(mm)

Location of
Max.

Deformation

Max. Hoop
Deformation

(mm)

Location of Max.
Deformation

Max. Axial
Deformation

(mm)

Location of Max.
Deformation

DS1

19.3

0.84 0.0046 Upstream
connecting

pipe

0.0007 Downstream
connecting pipe 0.0063 8th stage orifice

DS2 1 0.0041 0.0006
3rd stage orifice

0.0049
7th stage orificeDS3 1.24 0.0038 0.0005 0.0045

DS4 1.49 0.0037 0.0005 0.0044

5. Conclusions

In this study, CFD simulation was performed for a six-stage orifice test facility to
validate whether the numerical modeling available in ANSYS CFX R19.1 predicted reliably
and accurately the complex flow inside the multi-stage orifice. In addition, to assess the
adequacy of the changed operating flow rate proposed by the domestic NPP operator as a
corrective measure for the flow leakage in the AFW pump recirculation line, the cavitation
flow pattern in the multi-stage orifice and the connecting pipe depending on the operating
flow rate was simulated. Additionally, using ANSYS Mechanical, the structural analysis
was performed for the multi-stage orifice and the connecting pipe under the same operating
flow rate condition used for the flow analysis, and the structural integrity was evaluated
for the allowable stress. Finally, the effect of the change in the size of the hole diameter at
the eighth-stage orifice on the pressure drop characteristics and flow patterns (including
cavitation) under the design flow rate condition was evaluated. The main conclusions are
as follows:

• For the six-stage orifice, selected as the benchmark analysis model, the difference in the
static pressure drop between the orifice inlet and outlet depending on the operating
flow rate was consistent within a maximum error of 5% compared to the measured
data. Therefore, the numerical modeling applied in this study may be valid, and
the calculation results may be judged to be reliable to a certain level. However, it is
necessary to additionally provide detailed measurement data (velocity vector, vapor
volume fraction, turbulence quantities, etc.) to validate the CFD software for complex
flow patterns that can occur in the multi-stage orifice, including cavitation flow.

• As the operating flow rate increased, the cavitation region expanded, and through
this, it was confirmed that the operating flow rate was a key factor to influence the
cavitation behavior inside the multi-stage orifice. Therefore, the reduction of the oper-
ating flow rate proposed by the domestic NPP operator concerning the flow leakage in
the AFW pump recirculation line is considered to be an appropriate corrective action.
However, it was found that cavitation flow still happened even in the vicinity of the
corrected operating flow rate, so it is necessary to conduct the operating time reduction
of the AFW pump and periodic monitoring reinforcement (e.g., vibration measure-
ment during the AFW pump operation, etc.) suggested as additional measures by the
domestic NPP operator. Furthermore, it should be necessary to fundamentally review
the adequacy of the multi-stage orifice design.
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• As the operating flow rate increased, the maximum value of the stress intensity acting
on the multi-stage orifice and the connecting pipe also increased but was predicted to
be less than the allowable stress for the connecting pipe made of carbon steel in which
the actual leakage occurred. Therefore, it is judged that the integrity of the multi-stage
orifice and the connecting pipe can be maintained under the condition that there is no
pipe thinning due to cavitation erosion.

• One of the important design considerations for the multi-stage orifice is to ensure that
no cavitation occurs there. However, in the case of the original multi-stage orifice
(d8/d = 1.0) installed in the AFW pump recirculation line of the domestic NPP, it was
found that the cavitation region was formed inside the hole of the eighth stage orifice
even when the corresponding flow rate was the reduced amount up to 54% compared
to the operating flow rate. Therefore, it is necessary to review the appropriateness of
the multi-stage orifice design.

• As the hole diameter size of the eighth stage orifice decreased, the maximum value
of the stress intensity that occurred in the upstream connecting pipe of the multi-
stage orifice increased. However, it was found that the change in the size of the
hole diameter of the eighth stage orifice under the design flow rate condition did not
significantly affect the stress intensity distribution in the multi-stage orifice and the
connecting pipe.
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Abstract: The melting of a coconut oil–CuO phase change material (PCM) embedded in an engineered
nonuniform copper foam was theoretically analyzed to reduce the charging time of a thermal energy
storage unit. A nonuniform metal foam could improve the effective thermal conductivity of a porous
medium at regions with dominant conduction heat transfer by increasing local porosity. Moreover,
the increase in porosity contributes to flow circulation in the natural convection-dominant regimes
and adds a positive impact to the heat transfer rate, but it reduces the conduction heat transfer
and overall heat transfer. The Taguchi optimization method was used to minimize the charging
time of a shell-and-tube thermal energy storage (TES) unit by optimizing the porosity gradient,
volume fractions of nanoparticles, average porosity, and porous pore sizes. The results showed that
porosity is the most significant factor and lower porosity has a faster charging rate. A nonuniform
porosity reduces the charging time of TES. The size of porous pores induces a negligible impact on
the charging time. Lastly, the increase in volume fractions of nanoparticles reduces the charging time,
but it has a minimal impact on the TES unit’s charging power.

Keywords: nonuniform metal foam; melting heat transfer; thermal energy storage

1. Introduction

The design of thermal energy storage (TES) systems has improved significantly in
recent years. Phase change materials (PCMs) have been implemented in various practical
applications such as buildings materials [1], air heating and cooling in buildings [2], cooling
of electronic components [3], recovering low-temperature industrial waste heat [4], and
automotive applications [5].

Most of the advances in TES system design have been around improving the response
time of storage units during the charging and discharging process and the synthesis of new
composite PCM materials. For instance, using expanded graphite additives [6], tree-like

Energies 2021, 14, 1575. https://doi.org/10.3390/en14061575 https://www.mdpi.com/journal/energies25
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fins [7], stepped fins [8], and heat pipes [9] are some of the recent techniques. Moreover, ther-
mal conductive structures such as three-dimensional (3D) porous diamond foams [10] and
continuous diamond–carbon nanotube foams [11] have also shown promising performance.

Many researchers attempted using a frame of thermal conductive metals and porous
metal foams, saturating them with phase change material. The thermal conductive struc-
ture of the metal foam carries out the heat to and from PCM inside the pores. Thus, the
composite PCM–metal foam channels the heat from the heat sources and improves the ther-
mal conductivity. Open metal foams allow some degree of natural convection heat transfer
in molten areas of the TES unit. The natural convection heat transfer is an important phe-
nomenon that transfers thermal energy by advection in a molten region. Considering open
metal foams and natural convection effects, Talebizadehsardari [12] utilized a composite of
metal foam and PCMs and designed an air heater for domestic application. The results
indicated that the geometrical shape of air passages induces dominant effects on the PCM
unit’s thermal behavior. Sardari et al. [13] used an aluminum foam–PCM composite TES
unit to absorb a wall-mounted radiator’s heat during off-peak loads. Later, the TES unit
releases the absorbed heat when the primary heating system turns off. The authors showed
that using the metal foam shortens the charging time by 95% compared to a simple PCM.
Interestingly, the increase in metal foam porosity (97%) produces a positive influence and
reduces the TES unit’s charging/discharging time.

Zhao et al. [14] compared the advantages of using fins with those of using metal
foams in reducing the melting time of a PCM in a shell-and-tube shape TES unit. They
found an optimum design for the fins. They then compared the melting time of using the
optimum fin with a case made using the same amount of metal foam instead of the fins.
They reported that properly designed fins could be as advantageous as metal foam.

Using nanoparticles is another approach to synthesize nano-enhanced phase change
materials (NePCMs). Zhang et al. [15] dispersed copper oxide nanoparticles in RT28 PCM
to improve the charging heat transfer rate in a wavy-channel TES unit. The presence of
nanoparticles improved the heat transfer rate and reduced the charging time. Bondareva
et al. [16] examined the melting of an alumina–paraffin NePCM inside a copper radiator.
This investigation showed that the nanoparticle presence increases the viscosity of molten
PCM, limiting the mobility of liquid PCM.

On the other hand, nano-additives enhance the thermal conductivity of the PCM.
Thus, using NePCM was most advantageous at an early melting heat transfer stage, where
the conduction regime was dominant. It can be concluded that the advantage of using
nanoparticles mainly depends on the internal structure of the TES enclosure and dominant
mechanisms of heat transfer.

All of the above studies used a uniform metal foam to improve the thermal conduc-
tivity of composite PCM. Mahdi et al. [17] employed a cascade (multiple segments) of
PCM–metal foam composites to enhance a TES unit’s discharging time. They also em-
ployed 5% nanoparticles to further enhance the thermal conductivity of the system. Using
the multiple segments and nanoparticles, they reduced the discharging time by 94%.

The literature studies showed that the natural convection effects and the thermal
conductivity of composite PCMs could significantly influence a TES unit’s phase change
behavior. A dense porous structure (low porosity) increases the composite thermal conduc-
tivity but suppresses convection flows. This is while a high porosity metal foam allows
convection flows. Thus, a nonuniform porous metal foam could be advantageous from both
points of view. The present study investigates the melting process of a PCM embedded in
a nonuniform metal foam. The influence of using various concentrations of nanoparticles,
porous densities, pores sizes, and porous gradients on the full charging time of the TES
unit are addressed. The Taguchi optimization approach was employed to systematically
find an optimum design of nonuniform porosity. In particular, the study addressed the
following research questions: (1) Does a nonuniform porosity reduce the melting time for a
fixed amount of metal foam? (2) What is the impact of nanoparticles and pore size on the
melting time of TES?
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2. Governing Equations and Boundary Conditions

A schematic view of the physical and computational domains with dimensions of the
latent heat thermal energy storage unit is depicted in Figure 1a,b. The TES unit is a cylinder
with a longitudinal inner tube containing heat transfer fluid (HTF). The cylinder is filled
with an inhomogeneous porous medium in which porosity and permeability vary along
the z-direction. The porosity in the direction of the z-axis could be increasing, constant, or
decreasing. Biobased coconut oil containing the CuO nanoparticles fills the pores. Table 1
lists the properties of coconut oil, CuO, copper metal foam, and water.

 

Figure 1. The physcial model of the storage unit: (a) cylindrical thermal energy storage (TES) system
filled with phase change material (PCM) and metal foam, along with a heat transfer fluid tube in the
center; (b) the computational domain.

Table 1. Thermophysical properties of the coconut oil and the nanoadditives [18,19].

Properties
Coconut Oil (Measured)

Heat Transfer
Fluid

CuO
Nanoadditives

Metal Foam

Solid Liquid

θmelting (K) 297 Not applicable Not applicable Not applicable Not applicable
θwindow (K) 2 Not applicable Not applicable Not applicable Not applicable

lppcm (J·kg–1) - Not applicable 1.03 × 104 Not applicable Not applicable
ρ (kg·m–3) 920 993.73 914 6500 8900

μlppcm (N·s·m−2) Not applicable 7.05 × 10–4 3.26 × 10–2 Not applicable Not applicable
Cp (J·kg·K–1) 3750 4178 2010 540 386
κ (W·m–1·K–1) 2.28 × 10–1 6.23 × 10–1 1.66 × 10–1 18 380

The modeling was done under the following assumptions: (1) the melted NePCM
behaves as an incompressible Newtonian fluid, and the flow in the pores is laminar;
(2) nanoparticles do not settle, and they are homogeneously dispersed in the PCM; (3)
expansion of the NePCM is neglected; (4) the properties of the HTF in tube are considered
to be constant and Newtonian. Here, a linear porosity profile is assumed as

ε(z) = az + b, (1)
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where Equation (1) shows the linear variation of porosity which is proposed in the present
study. As seen, the porosity varies linearly in the vertical direction. The values of porosity
at the lower and upper walls are

ε(z = 0) = ε0 = b, (2)

ε(z = L) = εL. (3)

According to the values of porosity on the lower and upper walls, and the average
porosity of the domain, i.e., εavg, the b parameter is calculated as follows:

b = εavg − aL
2

. (4)

The equations for the transient melting process include mass conservation, momentum
balance, and energy conservation equations [20–22].

Mass conservation:
∇ · →U = 0; (5)

Momentum equations:

1
ε

∂

(
ρlnpcm

→
U
)

∂t + 1
ε ρlnpcm

(→
U · ∇

)→
U 1

ε +∇ · pI = ∇ ·
(

μlnpcm
1
ε ∇

→
U
)

−ρlnpcmβlnpcm
→
g
(

θmelting − θ
)
+
(

M(θ)− μlnpcm
σ

)→
U

(6)

where
→
U, p, and θ are the velocity vector, pressure, and temperature, respectively. Here, ε, β,

μ, and g are the porosity, volume expansion coefficient, viscosity, and gravity acceleration,
respectively. The subscript lnpcm denotes the molten PCM, and θmelting is the phase change
temperature. The linear Boussinesq model is employed to apply the buoyancy force, and
the Forchheimer term was neglected since the natural convection velocities are very small.
The source term M(θ) is a function of temperature (θ) and is zero in liquid PCM, but it rises
to large values in the solid PCM. The large values of M(θ) induce significant resistance
forces to the fluid motion and force the velocities to zero in a solid PCM. The source term
M(θ) is defined as

M(θ) = Bvc
ξ2(θ)−2ξ(θ)+1

ξ3(θ)+10−3

ξ(θ) =

⎧⎪⎨
⎪⎩

0 θ < θmelting − θwindow/2

0.5 − θmelting−θ

θwindow
θmelting − 0.5θwindow < θ < θmelting + 0.5θwindow

1 θ > θmelting + 0.5θwindow

(7)

where Bvc is a large value, which intensifies the magnitude of the temperature-dependent
term. The porous permeability, σ, as a function of porosity, is calculated as follows [23,24]:

σ = 0.73×10−3

(1−ε)0.224R−2
m (RzR−1

m )
1.11

RzR−1
m =

√
1.3924(1−ε)

3π
1

1−e25(ε−1)

Rm = 0.254 × 10−7χ−1 (PPI)

(8)

where Rz and Rm are the pore characteristics, as introduced in [23,24], and χ is the pore
density in pore size per inch (PPI).

Energy conservation [25]:[
ξ(θ)

[(
ρcp
)

e f f _lnpcm − (ρcp
)

e f f _snpcm

]
+
(
ρcp
)

e f f _snpcm

]
∂θ
∂t +

(
ρcp
)

lnpcm

→
U.∇θ =

∇.
(

κe f f ,nepcm∇θ
)
+ (VFna − 1)ρppcmlppcmε

∂ξ(θ)
∂t

(9)
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where (
ρcp
)

e f f ,lnpcm(snpcm)
= (1 − ε)

(
ρcp
)

sm + ε
(
ρcp
)

lnepcm(snepcm)
. (10)

The subscript snepcm denotes the characteristics of the NePCM in solid state, and
sm refers to the solid matrix of metal foam. The term ξ(θ) denotes the liquid volume
fraction and can be changed in each element. The variation of the liquid fraction represents
the variation of the stored/released latent heat. The thermal conductivity of the porous
medium saturated with the NePCM is considered as the weighted average of the two
media and is computed as

κe f f ,nepcm = ξ(θ)κe f f ,lnpcm + (1 − ξ(θ))ξe f f ,snpcm, (11)

in which,

κe f f ,lnpcm(snpcm) =
Ξ1

Ξ1
, (12)

Ξ1 =
[
κlnpcm(snpcm) +

((
π−πε

3
)0.5 − 1−ε

3

)(
κsm − κlnpcm(snpcm)

)]
×
[
κlnpcm(snpcm) +

(
1−ε

3

)(
κm f − κlnpcm(snpcm)

)] (13)

Ξ2 = κlnpcm(snpcm) +

[
4
3

(
1 − ε

3π

)0.5

(1 − ε) +

(
π − πε

3

)0.5
− (1 − ε)

](
κm f − κlnpcm(snpcm)

)
, (14)

The governing equations for flow and heat transfer of HTF passing the tube are
laminar convection heat transfer.

Mass conservation:
∇ · →U = 0; (15)

Momentum Balance:

ρHTF
∂
→
U

∂t
+ ρHTF

(→
U · ∇

)→
U +∇ · pI = ∇ ·

(
μHTF∇

→
U
)

; (16)

Energy conservation:

(
ρcp
)

HTF
∂θ

∂t
+

→
U.∇((ρcp

)
HTFθ

)
= ∇.(κHTF∇θ), (17)

where subscript HTF shows the heat transfer fluid.
The thermophysical properties of the nano-enhanced phase change material can

be defined as weighted functions of the pure PCM and nanoparticle properties. These
properties are tabulated in Table 2. The initial and boundary conditions are listed in Table 3.

Table 2. Properties of the nano-enhanced phase change material.

Density
ρnepcm = ρppcm − VFnaρppcm + VFnaρna

ρppcm(θ) = ξ(θ)ρlppcm − ξ(θ)ρsppcm + ρsppcm
(18)

Dynamic viscosity μlnpcm =
(

μ−0.4
lppcm − μ−0.4

lppcmVFna

)−2.5 (19)

Coefficient of thermal
expansion

ρlnpcmβnpcm = ρlppcmβlppcm − VFnaρlppcm βlppcm + VFnaρnaβna (20)

Thermal conductivity

κlnpcm(snpcm) = κlppcm(sppcm)
Π1
Π2

Π1 =
(

κna + 2κlppcm(sppcm)

)
− 2VFna

(
κlppcm(sppcm) − κna

)
Π2 =

(
κna + 2κlppcm(sppcm)

)
+ VFna

(
κlppcm(sppcm) − κna

) (21)

Heat capacity
(
ρcp
)

lnepcm(snepcm)
=
(
ρcp
)

lppcm(sppcm)
+ VFna

(
ρcp
)

,na −
(
ρcp
)

lppcm(sppcm)
(22)
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Table 3. Initial and boundary conditions.

Initial condition Ur,nepcm = Uz,nepcm = 0, θnepcm = 293K (23)

Interface of the tube wall
and NePCM domain

(
κ ∂θ

∂r

)
HTF

=
(

κ ∂θ
∂r

)
e f f ,nepcm

, θHTF = θnepcm (24)

Entrance of the tube θHTF = 293K, Ur,HTF = 0, Uz,HTF = 0.01m/s (25)

Outlet of the tube Ur,HTF = 0,
(

∂θ
∂z

)
HTF

=
(

∂Uz
∂z

)
HTF

= 0 (26)

The right side surface of the
NePCM domain Ur,nepcm = Uz,nepcm = 0,

(
∂θ
∂r

)
nepcm

= 0 (27)

Top and bottom surface of
the NePCM domain Ur,nepcm = Uz,nepcm = 0,

(
∂θ
∂z

)
nepcm

= 0 (28)

Sensible energy, latent energy, and total energy stored in the unit are

ES(t) =
∫
V

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
(1 − VFna)ρppcmε(z)lppcm︸ ︷︷ ︸

Latent energy

+
(
ρCp

)
e f f _nepcm(θ − θinitial)︸ ︷︷ ︸

Sensible energy︸ ︷︷ ︸
Total energy stored

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

dV, (29)

where V is the total volume of the NePCM domain. The melt volume fraction is

MVF(t) =
Sln epcm

Sln epcm + Ssnepcm
. (30)

The charging power of the TES unit is defined as

CP =
ES|MVF=1
t|MVF=1

. (31)

Moreover, the uniformity of the temperature field can be measured using

TU2(t) =

⎛
⎝∫

V

(θ − θmean)
2dV

⎞
⎠/

⎛
⎝∫

V

dV

⎞
⎠, (32)

where θmean is the mean temperature of the NePCM domain.

3. Numerical Approach and Grid Dependency

The model equations described above were solved by employing the finite element
approach. A mesh independence test was performed to determine a balance between the
precision and performance of the numerical simulation. Structural meshes with rectan-
gular elements were employed for both computational domains. Initially, a mesh with
75 × 75 elements was considered. Then, five levels of finer meshes were used to test the
solution accuracy and grid optimization. The simulation results for different grids are
depicted in Figure 2. Figure 2a,b show, respectively, the mesh size’s influence on the
melting volume fraction (MVF) and local temperature at a specified point. It is seen that the
temperature field is more sensitive to the mesh size. On the basis of Figure 2b, a mesh size
with 125 × 125 elements was selected to satisfy the balance between the solution accuracy
and simulation efficiency.
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Figure 2. The variation of (a) melting volume fraction (MVF), and (b) the temperature at selected
points with coordinates (5Ri, 0.5L) for various cases of grid size for εavg = 0.84, VFna = 0.04, a = 0.6,
and PPI = 30.

To guarantee the reliability of the implemented model and the employed numerical
solution, we studied the liquid fraction field of biobased coconut oil contained in a uni-
form porous rectangular enclosure by conducting the two-dimensional (2D) numerical
simulation. The predicted liquid fraction field was compared with the experimental ob-
servations of Al-Jethelah et al. [18]. In this validation test, a net heat flux was imposed
on the cubic cavity’s left side wall, and the insulated boundary conditions were set at the
other surfaces. The porosity of copper metal foam used in the container was 0.92, and
the corresponding permeability was 3.3142 × 10−7 m2. The liquid fraction field obtained
from the present model is in good agreement with the experimental field observation of
Al-Jethelah et al. [18], as shown in Figure 3.

Figure 3. A comparison of melting fields simulated in the present simulations and the experimental
study conducted by Al-Jethelah et al. [18].

To verify the computational model for application to an inhomogeneous porous
domain, a square cavity occupied with an inhomogeneous metal foam utilized in [26] was
studied. Here, the insulation boundary conditions were assigned to the cavity’s upper
and lower surfaces. However, the left and right vertical side boundaries were kept at high
and low temperatures. The isotherms and streamlines of the present study are in excellent
agreement with those of Xiong et al. [26], as illustrated in Figure 4. In this analysis, porosity
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was a linear function of the y-coordinate such that εavg=0.7. In addition, the nondimensional
parameters were as follows: Ra = 106 and Da = 10−1.

Figure 4. Comparisons of the predicted streamlines and isotherms with the simulations of Xiong
et al. [26].

4. Results and Discussion

Here, the Taguchi optimization method was adopted to systematically investigate
the impact of design parameters on the melting rate of PCM in the TES unit. The volume
fraction of nanoparticles (VFna), average porosity of porous medium (εavg), intensity of
porosity gradient (a), and pore size per inch (PPI) were selected as design parameters.
These parameters are known as control factors in the context of the Taguchi method. The
aim was to minimize the full melting time (charging time). Thus, the charging time was
selected as the target parameter. Since the time should be minimized, the target function
was selected as “the lower, the better” for the Taguchi method. Following the Taguchi
method, the control factors were divided into several levels. Here, five levels were selected
for each factor. The details of the levels and factors are summarized in Table 4. The porosity
gradient was selected in the range of −0.6 to +0.6, which covered a negative and positive
gradient distribution. The zero gradient case represents uniform porosity.

Table 4. The range and levels of control factors.

Factors Description Level 1 Level 2 Level 3 Level 4 Level 5

A VFna (Volume fraction) 0.00 0.01 0.02 0.03 0.04
B εavg (Average of porosity) 0.800 0.825 0.850 0.875 0.900
C a (Gradient of porosity) −0.6 −0.3 0.0 0.3 0.6

D PPI (Pore per inch of the
metal matrix) 10 15 20 25 30

The total combination of four factors and five levels resulted in 54 combination vari-
ables. A full melting process should be computed for each combination, which is computa-
tionally impractical. The Taguchi method uses an orthogonal table to probe the possible
solution space efficiently. Here, we adopted the L25 design. The L25 design selects only 25
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unique combinations of possible designs out of 54 possibilities. These selected combina-
tions are summarized in Table 5. The simulations were carried out for all 25 cases listed in
Table 5, and the corresponding values for the time of full melting (t|MVF=1 ), stored energy
(ES), and TES unit power (CP) at full charge are reported in Table 5. The Taguchi method
was then used to compute the signal to noise (S/N) ratio values. The S/N ratio indicates
the robustness of a factor level to possible noises. Thus, a factor with the highest S/N value
is a promising candidate to produce an optimum design (lowest charging time). Using the
values of t|MVF=1 from Table 5, the S/N of the Taguchi method was computed, and the
results are summarized in Table 5.

Table 5. Taguchi L25 orthogonal table corresponding to range and levels of control parameters. PPI,
pore size per inch; ES, stored energy; CP, unit power.

Experiment
Number

Control Parameters Full Melting Characteristics
S/N

RatioVFna εavg a PPI t|MVF=1
ES

(kJ)
CP

(kW)

1 0.00 0.800 −0.6 10 10,200 933.745 0.09154 −80.1720
2 0.00 0.825 −0.3 15 10,500 965.132 0.09192 −80.4238
3 0.00 0.850 0.0 20 11,100 1011.959 0.09117 −80.9065
4 0.00 0.875 0.3 25 12,150 1071.543 0.08819 −81.6915
5 0.00 0.900 0.6 30 15,900 1192.082 0.07497 −84.0279

6 0.01 0.800 −0.3 20 9900 943.927 0.09535 −79.9127
7 0.01 0.825 0.0 25 10,350 984.372 0.09511 −80.2988
8 0.01 0.850 0.3 30 10,950 1025.580 0.09366 −80.7883
9 0.01 0.875 0.6 10 12,750 1109.630 0.08703 −82.1102

10 0.01 0.900 −0.6 15 14,850 1072.519 0.07222 −83.4345

11 0.02 0.800 0.0 30 9600 950.417 0.09900 −79.6454
12 0.02 0.825 0.3 10 10,050 987.757 0.09828 −80.0433
13 0.02 0.850 0.6 15 11,100 1050.637 0.09465 −80.9065
14 0.02 0.875 −0.6 20 12,150 975.115 0.08026 −81.6915
15 0.02 0.900 −0.3 25 12,900 1023.790 0.07936 −82.2118

16 0.03 0.800 0.3 15 9300 953.180 0.10249 −79.3697
17 0.03 0.825 0.6 20 10,050 1007.866 0.10029 −80.0433
18 0.03 0.850 −0.6 25 11,250 952.128 0.08463 −81.0231
19 0.03 0.875 −0.3 30 11,850 997.453 0.08417 −81.4744
20 0.03 0.900 0.0 10 12,900 1054.967 0.08178 −82.2118

21 0.04 0.800 0.6 25 9150 963.774 0.10533 −79.2284
22 0.04 0.825 −0.6 30 10,500 928.251 0.08840 −80.4238
23 0.04 0.850 −0.3 10 10,950 967.676 0.08837 −80.7883
24 0.04 0.875 0.0 15 11,700 1018.223 0.08703 −81.3637
25 0.04 0.900 0.3 20 13,200 1085.484 0.08223 −82.4115

Following the standard Taguchi method, Table 6 shows the S/N and rank values of
each level and control factor. Figure 5 shows a graphical representation of S/N values in
Table 6. The highest value of S/N for each control parameter shows the promising level
for the minimum charging time. Table 6 also shows the rank of each factor with respect to
the variation of melting time. As seen, the average porosity (εavg) was the most effective
parameter influencing the melting time, followed by the volume fraction of nanoparticles.
The porosity gradient (a) and pore size (PPI) were ranked third and fourth. Here, δ indicates
the maximum difference between the computed S/N values of each factor. A higher δ
value denotes a more influential factor.
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Table 6. The S/N and rank values of the control factors.

Levels VFna εavg a PPI

1 −81.44 −79.67 −81.35 −81.07
2 −81.31 −80.25 −80.96 −81.10
3 −80.90 −80.88 −80.89 −80.99
4 −80.82 −81.67 −80.86 −80.89
5 −80.84 −82.86 −81.26 −81.27
δ 0.62 3.19 0.49 0.38

Rank 2 1 3 4

Figure 5. Mean values of the signal-to-noise (S/N) ratios for all the levels of the controlling parame-
ters. Optimum case: A = 5, B = 1, C = 4, and D = 4.

Figure 5 shows that Levels 4, 1, 4, and 4 corresponded to the highest S/N ratios for
nanoparticle volume fraction (VFna), average porosity (εavg), porosity gradient (a), and pore
size (PPI), respectively. The approach for computing the S/N ratio was “smaller is better”;
thus, a case with a lower melting time produced a larger S/N ratio value. Using Table 4,
these levels can be read as VFna = 0.04, εavg = 0.8, a = 0.3, and PPI = 25. The Taguchi method
estimated a melting time of 8784 s for this design parameter combination. A simulation
was performed for this specific combination to confirm the reduction in the TES unit’s
charging time. The simulation outcomes showed a full melting (charging) time of 9097 s,
which is slightly higher than the estimated time of 8784 s estimated using the Taguchi
method. However, a comparison between the computed melting time and the 25 cases
of Table 5 confirms that this melting time was the smallest. Thus, the proposed design
according to the Taguchi method was selected as the optimum design. The details of the
optimum design are shown in Table 7.

Table 7. The optimum values of the controlling parameters.

Factors
Time for
MVF = 1

Estimated Time
Fir MVF = 1

ES
(kJ)

CP
(kW)

VFna εavg a PPI
9097 8784s 931.508 0.10240

0.04 0.8 0.3 25
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Table 5 also shows that case 5 resulted in the highest melting time (15,900 s). Con-
sidering the investigated range of control parameters, the optimum melting time of 9097s
was 74% better than the highest melting time. It should be noted that case 5 contained no
nanoparticles and had the maximum average porosity of 0.9. Moreover, case 21 with a full
melting time of 9150 s provided a melting time that was close to the optimum case. The
only difference between these two cases was the porosity gradient.

The results of Table 5 were also used to develop a linear relationship for design
parameters and the charging time of the TES. That is,

Time + 8892 − 243.0 VFna + 1047.0 εavg − 9.0 a + 45.0 PPI. (33)

Here, 16 more cases were adopted to further explore the impact of the variation of
the design parameters on the optimum design. The details of selected cases are presented
in Table 8. Figure 6a shows the time evaluations of MVF during the charging process
for various values of nanoparticle volume fraction. It is seen that the increase in the
concentration of nanoparticles slightly increased the MVF. The differences were only visible
in the final stages of charging.

Table 8. Table of 16 cases for further analysis around the optimum design.

Experiment
No.

Case Parameter
Study

Control Parameters
t|MVF=1

ES
(kJ)

CP
(kW)VFna εavg a PPI

1 1

VFna

0.00 0.800 0.3 25 9473 978.696 0.10195
2 2 0.01 0.800 0.3 25 9400 966.340 0.10226
3 3 0.02 0.800 0.3 25 9327 965.680 0.10219
4 4 0.03 0.800 0.3 25 9254 953.160 0.10249

5 5

εavg

0.04 0.825 0.3 25 9861 975.162 0.09850
6 6 0.04 0.850 0.3 25 10669 1012.875 0.09378
7 7 0.04 0.875 0.3 25 11687 1039.620 0.08886
8 8 0.04 0.900 0.3 25 13102 1085.454 0.08223

9 9

a

0.04 0.800 −0.6 25 9796 909.159 0.09183
10 10 0.04 0.800 −0.3 25 9530 919.070 0.09574
11 11 0.04 0.800 0.0 25 9317 937.623 0.09922
12 12 0.04 0.800 0.6 25 9150 963.774 0.10533

13 13

PPI

0.04 0.800 0.3 10 9180 952.508 0.10242
14 14 0.04 0.800 0.3 15 9180 952.519 0.10242
15 15 0.04 0.800 0.3 20 9180 952.599 0.10243
16 16 0.04 0.800 0.3 30 9180 952.577 0.10243

Figure 6b depicts the predicted temperature of point A in the enclosure. The tempera-
ture in the solid region increased sharply until it reached the fusion temperature. Then,
the temperature slightly increased until the entire PCM changed to liquid at this point.
The temperature then increased again. The increase in nanoparticle concentration slightly
increased the temperature of point A in the liquid region due to the improved thermal
conductivity of NePCM and better heat transfer between the hot liquid in the tube and the
PCM inside the enclosure. The melting interfaces during the melting process were very
close; thus, they were not plotted.
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Figure 6. The time variation of (a) MVF, and (b) temperature distribution for various nano-additive
volume fractions for Ro = 0.1 m, Ri = 0.01 m, L = 0.3 m, εavg = 0.800, a = 0.3, and PPI = 25.

Figure 7 shows the phase change interfaces (� = 0.5) for various average porosity
(εavg) values and different melting times. It is seen that the melting interface advanced in
the enclosure toward the right wall with time.

Figure 7. Melting interface at four steps of melting progress for various average porosities for
VFna = 0.04, a = 0.3, and PPI = 25.

Interestingly, the melting started at the bottom since the HTF fluid at the entry was hot,
and the convection heat transfer coefficients at the undeveloped region of the HTF tube was
also larger. Thus, the heat transfer between HTF liquid and NePCM at the bottom was more
intense. The advancement of the melting interface accelerated as the porosity decreased
(mass of metal foam increased). This was due to the increase in thermal conductivity
of metal foam, which enhanced the heat transfer rate. It should be noted that the inlet
temperature of HTF fluid was constant; hence, a higher composite thermal conductivity
at the PCM side increased the heat transfer rate. Thus, the amount of stored heat in an
enclosure increased for a higher composite thermal conductivity. Therefore, as seen in
Figure 7 at t = 7800 s, there was a clear difference between the melting interfaces. Figure 8a
illustrates the time history of MVF for various average porosities. The average porosity
induced notable changes in the values of MVF. In agreement with the melting interfaces of
Figure 7, this figure shows that the increase in average porosity raised the MVF.
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Figure 8. The variation of (a) MVF, and (b) temperature uniformity for the various average porosities
as a function of time for VFna = 0.04, a = 0.3, and PPI = 25.

Figure 8b depicts the temperature uniformity inside the PCM domain. The enclosure
temperature distribution experienced a slightly higher temperature gradient during the
melting process when average porosity was maximum. The rise in temperature was due
to the lower composite thermal conductivity and large temperature gradients. At the
early stages of heat transfer, the NePCM was in a solid state, and there was no practical
molten region or natural convection circulations. As the MVF increased and the molten
region grew, natural convection flows occurred. During the phase change, the temperature
uniformity stayed almost constant. When the molten region grew significantly, the natural
convection circulation started, and the temperature gradients also increased.

Figure 9 is plotted to show the impact of pore sizes on MVF and temperature evalua-
tions of point A. It is seen that the variation of pore size induced a negligible impact on
the MVF. There was a slight temperature variation for point A around 6000 s. Half of the
enclosure was in a molten state, and there was a dominant natural convection heat transfer
flow. In a microscopic view, the overall heat, which diffused to the composite PCM (foam
and PCM), first channeled through the pore walls, and then the PCM inside the pores
could absorb it. A decrease in the pore size could provide a larger contact surface and a
better melting rate. However, since the amount of foam was low (80% or higher porosity),
the heat transfer rate was limited by the foam’s capacity to conduct heat into the solid
PCM region. Since the amount of foam was limited (constant porosity), the condition heat
transfer through the foam was also limited. Thus, the change in pore size could impact the
heat transfer, but it did not play a dominant role. Moreover, a smaller pore size led to a
smaller permeability, which reduced the natural convection effects.

The variation of pore sizes could affect the permeability of the medium, according to
Equation (4); thus, the impact of pore size on the flow and heat transfer can be boosted in
convective dominant heat transfer regimes. Since the influence of the pore size (PPI) on the
MVF was minimal, the melting interfaces were not plotted for the sake of brevity.

Figure 10 display the dependency of the porosity gradient on the evaluation of melting
interfaces at various time steps. Interestingly, the increase in a shifted the melting interface
toward the left wall and resulted in an increased melting rate. According to Equation (1),
the increase in a meant more metal foam at the bottom and less metal foam at the top. Thus,
the PCM’s thermal conductivity at the bottom of the enclosure was higher than that at the
top. At the bottom and in the initial stages of phase change, the dominant mechanism of
heat transfer was conduction. Thus, the increase in thermal conductivity enhanced the
heat transfer. As the phase change continued, the molten region grew, and convection heat
transfer occurred in the enclosure’s top regions. In natural convection flows, the increase
in porosity of metal foams increased the medium’s permeability. Consequently, the liquid
PCM could circulate more easily in the top area, contributing to convection heat transfer.
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The relative difference in full charging of TES for a = 0.3 (optimum case) and a = 0.6 (case 12,
Table 8) was only 0.5%, and Figure 10 shows the close competition of these two cases at
7800 s. Case a = 0.3, which was the adopted optimum design, led to a better melting at the
final stage of thermal energy storage (above 90% MVF) compared to case 12 in Table 8.

Figure 9. The variation of (a) MVF, and (b) temperature distribution at the various cases of pore per
inch of the metal matrix as a function of time for VFna = 0.04, a = 0.3, and εavg = 0.800.

Figure 10. Melting interface at four steps of melting for various porosity gradients for VFna = 0.04,
PPI = 25, and εavg = 0.800.

Figure 11 illustrates the time history of MVF and temperature uniformity for various
values of porosity gradients. Figure 11a shows that an increase in a improved the MVF dur-
ing the middle stages of phase change. This finding is in agreement with the advancement
of the melting interfaces, as observed in Figure 10. However, in the final stages of charging,
the case a = 0.3 provided better performance than the case of a = 0.6. The temperature
uniformity for the initial stages of the melting process was almost independent of the a
parameter. However, in the middle stages, where the molten region grew, the increase in a
parameter promoted the temperature nonuniformity. In the middle stages, the increase in a
promoted temperature nonuniformities. A high value of a led to a stronger heat transfer
flow and natural convection flows.

38



Energies 2021, 14, 1575

 
Figure 11. The variation of (a) MVF, and the (b) temperature distribution at various gradients of
porosity as a function of time for VFna = 0.04, PPI = 25, and εavg = 0.800.

Nine points in the NePCM–metal foam region were selected to investigate the temper-
ature variations during the melting process. These points were located at a1(2Ri, 0.1L/3),
a2(2Ri, L/2), a3(2Ri, 2.9L/3), b1(5Ri, 0.1L/3), b2(5Ri, L/2), b3(5Ri, 2.9L/3), c1(9Ri, 0.1L/3),
c2(9Ri, L/2), and c3(9Ri, 2.9L/3). Figure 12 shows the variation of temperatures at these
nine points in the PCM domain during the melting process. All points started with an initial
temperature of 293 K followed by a linear increase in temperature. The linear segment
showed pure conduction in a super-cold solid PCM before it reached a melting temperature.
Then, there was a flattened segment, in which the temperature slightly increased. This was
the phase change stage, where the PCM absorbed the energy in the form of latent heat.
Then, there was a semi-linear increase in the temperature, which corresponded to the heat
transfer in the molten region with no phase change. The time variations of temperatures
for all cases showed that the impact of the porosity gradient (a) on temperature profiles
was minimal in the solid state and during melting phase change. However, after the
phase change, the molten NePCM circulated in the enclosure, enhancing the effect of the
porosity gradient.

Here, a1, b1, and c1 were the points placed at the bottom of the enclosure. Point a1 was
next to the tube wall, point b1 was in the middle, and c1 was next to the insulated shell
wall. Since a1 was the closest point next to the tube, it experienced a sharp temperature
rise at the beginning of the charging process. In contrast, c1 showed a smooth temperature
variation since it was far from the tube. Point c3 was placed near the top-right corner of the
enclosure, which was the last place to be melted. Thus, during the melting process, this
point remained at the fusion temperature.

Figure 13 compares the full charging power of TES units for various values of design
factors. Figure 13a shows that the variation of nanoparticle concentration slightly changed
the unit power. This is because the presence of nanoparticles improved the heat transfer
rate; they also reduced the heat capacity of the storage unit. Figure 13b depicts an increasing
trend of power (CP) as the porosity gradient (a) increased. Both cases of a = 0.3 and a = 0.6
showed almost similar charging powers. The increase in average porosity (Figure 13c)
reduced the charging power. As the average porosity increased, the heat capacity of
the TES also increased. However, a reduction in the composite PCM’s effective thermal
conductivity weakened the heat transfer rate and consequently increased the charging time.
The variation of pore sizes had a negligible impact on the TES power since PPI variation
did not induce notable changes in either the unit’s heat capacity or the melting time.
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Figure 12. Variation of temperature at selected points during the charging process for optimum
condition.

Figure 13. Variation of charging power during the charging process for optimum designs as a
reference and the variation of (a) the volume fraction of the nano-additives, (b) the gradient of
porosity for optimum conditions, (c) the average porosity, and (d) the number of pores per inch of
the metal matrix.
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5. Conclusions

The charging process of a TES unit filled with a nonuniform metal foam was studied.
The metal foam was saturated with coconut oil–CuO NEPCM, and the porosity was
linearly changed from bottom to top. Hot water flowed in the heat transfer tube. Finite
element method FEM was applied to solve the governing partial differential equations for
momentum and phase change energy. The Taguchi optimization method was employed to
find an optimum design for the TES unit. The results led to the following conclusions:

• The average porosity was the dominant factor influencing the charging time and
power. Thus, in the design of TES units improved by metal foams, the first step
should be selecting the average porosity of the metal foam. The uniformity of the
porous medium contributed to heat transfer, and a positive value of porosity gradient
(a > 0) could reduce the charging time of the TES unit. A positive porosity gradient
corresponded to low porosity at the bottom and high porosity at the top of the PCM
enclosure.

• The volume fraction of nanoparticles was the second most important parameter
affecting the TES unit’s phase change behavior. The increase in nanoparticle volume
fraction smoothly decreased the charging time.

• The porous medium’s average pore size had a negligible influence on the charging
time. This design factor was the least critical parameter among design variables.
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Abstract: This paper presents the results of numerical simulations for the developed and dis-
cussed conical two-phase atomizers with swirl flow, differing in the ratio of the height of the
swirl chamber to its diameter. Experiments were carried out for SAN-1 with HS/DS = 1 and SAN-2
with HS/DS = 4 atomizers. The study was conducted over a range of Reynolds number for liquid
ReL = (1400; 5650) and for gas ReG = (2970; 9900). Numerical calculations were performed with the
use of computational fluid dynamics (CFD), which were verified on the basis of experimental data.
Based on the analysis of experimental studies and simulations results the influence of operational
parameters and changes of the atomizer geometry on the generated spray was demonstrated. As
the gas flow rate increased and the swirl chamber height decreased, the spray angle increased.
Higher velocity values of the liquid and greater turbulence occur in the center of the spray. The
flow inside the atomizer determines the nature of the spray obtained. The geometry of the swirl
chamber influences the air core formed inside the atomizer, and this determines the atomization
effect. The results of numerical simulations not only confirm the results of experimental studies, but
also provide additional information on internal and external fluid flow.

Keywords: conical swirl atomizer; atomization; CFD; Eulerian model

1. Introduction

Spraying liquids is a phenomenon that can be observed both naturally occurring in
nature and in the form of an effect induced by human activities [1–5]. This is the process
of transforming bulk liquid into a large number of droplets as a result of internal and
external forces acting. The obtained atomization effect depends on many input variables,
e.g., properties of the sprayed liquid, geometry of atomizer, or operating conditions [1,6].

The geometry of the atomizer, especially the orifice, affects the atomization characteris-
tics. It can be determined on the basis among others sheet thickness, breakup length, spray
angle, Sauter mean diameter or droplet size distribution. There may be cavitation in the
atomizer. This phenomenon is often achieved deliberately to obtain a liquid atomization.
However, when the intensity of cavitation is too high, it chokes the flow and reduces the
flow rate [7,8].

The theory of the atomization process includes both the aspect of the decomposition
of streams and membranes into droplets, as well as the so-called secondary drop decay.
Spraying can take place in various ways, it is possible to generate both conical and flat
membranes as well as liquid streams, which then disintegrate [1]. The nature of the spray
decay depends primarily on the speed of liquid outflow from the sprayer and on the
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type of sprayed liquid [9]. Depending on the ratio of gas and liquid densities, different
mechanisms of stream formation are observed. For higher gas-to-liquid density ratios, it
is very important to take into account the Kelvin–Helmholtz (K–H) instability, because
the structure of the vortex is crucial for the spray effect (insights into the dynamics of
spray—swirl interactions) [10].

Due to the scope and commonness of this process, it seems reasonable to explore
the secrets of its theoretical and practical foundations, to learn about its possibilities
and limitations. As a result, there are numerous scientific publications and subsequent
modifications to already existing commercially available atomizers. One of the main
limitations is related to the measuring apparatus [11,12].

One of the most developing branches of fluid mechanics is multiphase flows [13].
This is the result of their ever-growing practical importance, among others in the chemical,
agrifood, energy, transport and environmental protection industries. The two-phase flow
also deserves special attention when spraying liquids. Two-phase swirl flow atomizers
are extremely interesting solutions [13–15]. They are characterized by high efficiency and
reliability, while maintaining a simple structure. They make it possible to obtain a spray
characterized by small droplets and a better quality of atomization compared to standard
single-phase atomizers. They show low sensitivity to the rheological properties of the
sprayed liquid and the range of operating parameters. This allows for a wider range of
their applications, while maintaining the economic aspect. The introduction of the second
phase (air) into the swirl chamber allows the streams or films of the liquid to be broken
down satisfactorily into droplets [16].

The development of science and the progress of technology make it necessary to
implement information technology tools that support the modeling of unit operations.
In the literature, more and more publications on spraying in the context of numerical
methods can be found. Some of them are comparing the data obtained experimentally with
the simulation report. On the basis of the convergence of information, the correctness of
the calculations is then determined and analyses are performed that were impossible to
perform based only on the experimental results [17–21].

For dispersed flows, two types of models are most often used: Euler-Euler (E-E) [22,23]
and Eulerian-Lagrangian (E-L) [24–27]. In both approaches, the flow of the continuous
phase is described by means of generalized transport equations. In the E-E model, the
dispersed phase together with the continuous phase are treated as a mixture.

The interfacial momentum exchange coefficient Fjk is calculated from the formula:

Fjk =
3
4

ρkαkαj
CD
dp

∣∣∣⇀u j −⇀
u k

∣∣∣ (1)

where CD is the resistance coefficient calculated from the classical Schiller–Naumann model:

CD =

{
24(1+0,15Re0.687)

Re dla Re ≤ 1000
0.44 dla Re > 1000

(2)

where Re is the Reynolds number [28]:

Re =
ρ

k|⇀u j−⇀
u k |dp

ηk
(3)

where:
u—actual velocity (m/s); ρ—density (kg/m3); dp—diameter of inlet port (m), ηk—liquid
viscosity (Pa·s).

Obtaining a correlation between the atomizer geometry, process operating conditions
and the spraying effect was the goal of many studies based on numerical methods [24,29].
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Vashahi et al. [29] presented in their work a hybrid swirl atomizer aimed at agricultural
use. The goal was to create a design that would allow the transition from spraying in
the form of a hollow liquid cone to a full cone. This effect was achieved by creating
the possibility to extend the length of the swirl chamber depending on preferences. A
numerical computational fluid dynamics (CFD) simulation was performed based on the
VOF (volume of fluid) model. The obtained results allowed to determine the internal
structure of the flow in the atomizer, describe the interaction of air and water in the swirl
chamber and outside the atomizer, and determine the spray angle. On the basis of the
experimental tests, the obtained spray angles were measured. This parameter was adopted
as a comparative criterion. The discrepancy between the experimental and numerical
results was small, hence the simulation was assessed as carried out correctly.

Belhadef et al. [23] conducted a number of experimental studies using phase-Doppler
anemometry (PDA), allowing to determine the axial velocity of the droplets and the Sauter
mean diameter. These data were then compared with the results obtained by means of
numerical simulations. In order to perform the calculations for the spraying process, the
Euler model was used (the calculations concerned the turbulent range—large values of ReL
and WeL numbers), which was improved to achieve the best convergence of the results
obtained with both methods. Conducting a CFD simulation allowed to obtain additional
information on, among others: the nature of the generated aerosol/spray (stream shape,
recirculation zones, droplet size distribution) or velocity and pressure gradients.

Tonini et al. [30] determined by means of numerical simulations the influence of the
atomizer geometry and operating conditions on the atomization process in water mist
atomizers. For this purpose, three-dimensional large eddy simulations based on the VOF
methodology were implemented. It was assumed that the flow is incompressible and runs
under isothermal conditions. The differences of the spraying effects obtained with the
use of atomizers with conical and cylindrical swirl chambers of different dimensions were
analyzed. In addition, the modification of the geometry also concerned the slope of the
vortex channels. Thanks to the performed calculations, it was possible to fully characterize
the liquid flow in the atomizer, quantify the number of swirls in a given cross-section, the
momentum flux distribution and determine the thickness of the liquid ring forming. The
performed numerical simulations also allowed to determine the characteristic flow regimes
and link them with the preset liquid injection pressures.

The aim of this paper is to present the performed numerical simulations for the
proposed two-phase atomizers using swirl motion. Experimental tests for the considered
constructions are discussed in detail in [14]. In the literature there is a lack of data about
internal flow for such atomizers. The analyzed atomizers differ in the geometry of the
swirl chamber—the ratio of the height of the swirl chamber to its diameter. This invariant
is one of the most important geometric parameters determining the quality of the spray
obtained [31,32]. Moreover, the influence of the selected operational parameters (velocities
of liquid and gas) of the process on the obtained spraying effect was examined. In the
works [14,15] the considered input quantities were correlated, i.e., the flow rate of both
media and the geometry of the atomizer with the spray effect achieved. Based on the
research, it was possible to determine the obtained discharge coefficient, spray angle,
Sauter mean diameter and diameter distribution. The characteristics of the two-phase
internal and external flow are complemented by the determination of the fluid velocity
values obtained thanks to numerical simulations. It has been shown experimentally that
there is a critical value of the ratio HS/DS = 3, above which the resulting spray shows
a different characteristic compared to the atomizers with the same shape of the swirl
chamber, but the values HS/DS ≤ 3. On the basis of experimental results interpretation,
it was decided to perform numerical simulations to obtain phase velocity values and to
visualize the flow inside the atomizer.
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2. Materials and Methods

Two out of nine pretested atomizers, i.e., SAN-1 with HS/DS = 1 and SAN-2 with
HS/DS = 4 atomizers, were selected for numerical simulations. Figure 1 shows the geometry
of the analyzed atomizers.

Figure 1. The geometry of the analyzed atomizers.

Table 1 presents the detailed characteristics of selected atomizers and the designations
used in the further part of the work.

Table 1. The dimensions of the atomizers.

Designation in the Article
Diameter of Chamber

DS (mm)
Height of Chamber

HS (mm)
HS/DS

SAN-1 20 ± 0.1 20 ± 0.1 1
SAN-2 20 ± 0.1 80 ± 0.1 4

Numerical calculations were performed with the use of computational fluid dynamics
CFD using the ANSYS Fluent R18.1 software. Because the purpose of the CFD simulation
was to visualize the nature of the flow inside the atomizer (phase velocities, volumetric
fractions) and to determine the spraying angles, the Euler-Euler model was used. The
Euler-Euler approach (Euler model) includes an averaged mass and momentum balance
for each phase present in the system. The Euler model treats all phases as continuous
fluids with different velocities, volume fractions, and physicochemical properties. The
differential equations of mass balance (continuity equation) and momentum for turbulent
flow must be solved along with the equations describing the turbulence model. The most
popular and simplest turbulence model was used for the calculations, the k-ε model,
which is characterized by both quick convergence and good stability of the calculation
process [23,33–38]. During the preliminary calculations, the k-ω and Reynold stress (RSM)
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models were tested, but their application resulted in slower convergence and lower stability
of the calculation process. Based on that, it was decided to use the k-ε model.

ANSYS Fluent offers three options for the k-ε turbulence model for multiphase flows:
mixture turbulence model (default), distributed turbulence model or per phase turbulence
model. The calculations used a distributed turbulence model, applied when secondary
phases are dispersed in a continuous phase. Turbulent predictions for the continuous phase
q are obtained with the standard k-ε model supplemented with additional conditions that
include interfacial turbulent momentum transfer. Predictions of the size of turbulence for
dispersed phases are obtained using Tchen’s theory on the dispersion of discrete particles
by homogeneous turbulence [31].

The equations describing the model for the continuous phase q are as follows:

∂

∂t
(
αqρqkq

)
+∇

(
αqρqkq

→
Uq

)
= ∇

(
αq

(
μq +

μt,q

σk

)
∇kq

)
+ αqGk,q − αqρqεq + αqρqΠkq

(4)

∂

∂t
(
αqρqεq

)
+∇

(
αqρq

→
Ukεq

)
= ∇

(
αq

(
μq +

μt,q

σε

)
∇εq

)
+ αq

εq

kq

(
C1εGk,q − C2ερqεq

)
+ αqρqΠεq (5)

The turbulence quantities for the dispersed phase are not obtained from the transport
equations. The time and length scales that characterize motion are used to evaluate disper-
sion coefficients, correlation functions and turbulent kinetic energy of the dispersed phase.

→
Uq, αi, ρi, μi, are the phase-weighted velocity, volume fraction, phase density and

viscosity, respectively.
The turbulent viscosity is calculated from the formula:

μt,q = ρqCμ

k2
q

eq
(6)

while the production of turbulence energy from the formula:

Gk,q = μt,qS2 (7)

where:
S =

√
2SijSij (8)

Sij is a tensor of averaged deformation coefficients, terms Πkq and Πεq are source terms
that can be taken into account to model a turbulent interaction between the dispersed
phase and continuous phases. The values of the constants C and the turbulent Prandtl
numbers σ in the k-ε turbulence model are as follows C1ε = 1.44; C2ε = 1.92; Cμ = 0.09; σk= 1;
σε = 1.3 [31].

The geometries of the atomizers used in the calculations were created on the basis of
the commercial DesignModeler program in accordance with the real dimensions presented
in work [14]. In order to obtain reliable results of numerical calculations, a number of
simulations were carried out, enabling the selection of an appropriate grid and time step
for these calculations. Four types of meshes were generated to check the sensitivity of the
mesh. For SAN-1 atomizer: 134,169, 118,704, 57,595, 42,048 cells, and for SAN-2 atomizer:
143,825, 89,301, 59,475, 52,736 cells. Calculations were performed for the generated meshes.
Figure 2 shows the results of the calculated mean liquid volume fractions at the outlet of
the SAN-2 atomizer for each of these meshes.
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Figure 2. Compare the calculated mean liquid volume fractions at the outlet of the SAN-2 atomizer
for different numbers of mesh elements.

Taking into account both the accuracy and the computational cost, the simulations
used an intermediate mesh size, i.e., 89,301 cells. For a grid with 143,825 cells, with
increased calculation time, the result was similar to that for a grid with 89,301 cells. By
analyzing the calculation results for the SAN-1 atomizer identically, it was found that the
mesh with 118,704 cells was the most optimal (Figure 3). The quality of the computational
mesh was determined using the skewness value, which for our meshes was: 0.233 for the
SAN-1 and 0.231 for the SAN-2.

 

Figure 3. Geometry of the swirl chamber of the analyzed atomizer—computational grid.

48



Energies 2021, 14, 1745

The boundary conditions: inlets with a specified velocity, an outlet with a specified
pressure and no slip on the walls were also introduced to the program. The simulation for
the transient state with a time step of 0.001 s was used for the calculations. The operating
parameters ranges are shown in the Table 2.

Table 2. The operating parameters ranges.

Re (-) u (m/s)
.
V (m3/s)

.
G (kg/s)

ReL = (1400; 5650) uL = (0.57; 2.27)
.

VL = (2.78 × 10−6; 1.11 × 10−5)
.

GL =
(
2.78 × 10−3; 1.11 × 10−2)

ReG = (2970; 9900) uG = (17; 57)
.

VG =
(
8.75 × 10−5; 2.91 × 10−4)

.
GG =

(
1.05 × 10−4; 3.50 × 10−4)

The numerical model was validated on the basis of the experimental results available
in the works [14,15]. The basis for determining the correctness of the calculations is a
comparison of the compliance of the obtained spray angle values for individual test points.
An exemplary summary of data concerning the spray angle obtained experimentally and
using numerical simulations for the SAN-1 and SAN-2 atomizers and the methodology of
comparison are shown in Figures 4 and 5. The mean difference between CFD numerical
calculations and experimental studies is around 6%. The maximum difference between
numerical results and experimental data does not exceed 20%. The analysis of the obtained
data showed that, with the increase of the Reynolds number for the gas, the spray angle
value also increases.

 

Figure 4. Comparison methodology measurement a spray angle: (a) numerical simulations, (b) experimental studies.

In order to obtain reliable results of numerical calculations, a number of simulations
were carried out, enabling the selection of an appropriate grid and time step for these
calculations. Tetrahedral numerical grids composed of 89,301 to 118,704 elements were
plotted on the defined structure (Figure 1). The boundary conditions: inlets with a specified
velocity, an outlet with a specified pressure and no slip on the walls were also introduced
to the program. The simulation for the transient state with a time step of 0.001 s was used
for the calculations.
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Figure 5. Verification of the correctness of computational fluid dynamics (CFD) numerical
calculations—results.

3. Results

Figure 6 shows an example of the fluid flow velocity field inside the selected atomizer
(SAN-1) and after leaving the system with the preset operating parameters ReL = 4250
and ReG = 3960.

It can be observed that higher liquid velocity and greater turbulence occur in the
central part of the spray. Three velocity ranges can then be distinguished: the widest area
of low velocity, the area of medium velocity and the narrowest area of high velocity. The
maximum velocity is noticeable at the outlet of the atomizer. Then, as the spray becomes
conical in shape, the velocity of the liquid slows down. This is the result of resistance forces
(dependent on kinetic energy and aerodynamic drag) and the interaction of the droplets
with the induced air movement, which is confirmed by the literature data presented by
Sun et al. [37] and Shi and Kleinstreuer [39]. The expansion of the spray is facilitated by
the radial velocity component. It also intensifies diffusion into the air. Figures 7 and 8
illustrate the velocity field distribution in selected cross-sections for the SAN-1 atomizer at
the media flow defined as ReL = 4250 and ReG = 5650.
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Figure 6. Distribution of liquid velocity inside and outside the atomizer SAN 1.

Figure 7. Velocity fields map.
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Figure 8. Spatial maps of the distribution of velocity vectors of liquids inside the SAN-1 atomizer.

The obtained images confirm the formation of swirl motion inside the mixing chamber
and the increase in the velocity of the liquid flow towards the nozzle outlet of the atomizer.
The formation of the air core inside the atomizer is due to the centrifugal forces induced
by the tangential introduction of both media. The flow of the two-phase mixture in the
outlet becomes fully annular. The liquid flows as a thin film over the wall of the outlet
orifice, and the gas flows at high velocity in the center of the outlet. This effect is desirable
due to the accumulation of surface energy, increased stream instability, and thus increased
susceptibility of the liquid to decay, i.e., improved atomization quality.

Figures 9 and 10 show the effect of changing the flow conditions of individual media
on the obtained atomization effect and liquid velocity. With the increase of the Reynolds
number of the liquid, with the constant Reynolds number of the gas, a larger spray angle
was observed. On the other hand, the increase in the Reynolds number of the gas with the
constant Reynolds number of the liquid resulted in a significant (about threefold) increase
in the velocity of the liquid, especially in the central area of the aerosol. Moreover, in
all the cases, the maximum speed of the droplet is observed in the central region of the
generated spray.

The geometry of the atomizer also influences the obtained liquid velocity distribution.
Figure 11 shows the results obtained for the SAN-1 atomizer (HS/DS = 1) and the SAN-2
atomizer (HS/DS = 4).
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Figure 9. Vector velocity field for SAN-1 atomizer: (a) ReL = 1410, ReG = 2850, (b) ReL = 5640, ReG = 2850.

Figure 10. Vector velocity field for SAN-1 atomizer: (a) ReL = 5640, ReG = 2850, (b) ReL = 5640, ReG = 9900.

Figure 11. Vector velocity field (ReL = 5640, ReG = 9450): (a) SAN-1 atomizer, (b) SAN-2 atomizer.
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On the basis of the obtained images, using the AutoCAD software, the spray angle
was measured, defined as the angle formed between two straight lines along the stream
flowing out of the atomizer. It can be noticed that for the SAN-2 atomizer the spray angle
was smaller than for the SAN-1 atomizer. It is related to the increase in the height of the
atomizer swirl chamber while maintaining the same diameter (increase in the HS/DS ratio).
The specific elongation of the swirl chamber reduces the angle of the transition cone in
the atomizer (transition section of vortex chamber), which clearly translates into the spray
effect obtained. This confirms the earlier observations suggesting that, when the value of
the geometric invariant HS/DS ≥ 3, lower spray angle values are observed. The increase in
the height of the swirl chamber causes the generation of additional frictional resistances,
which results in a decrease in the momentum of the quantity of motion, which translates
into a reduction of the spray angle obtained. In addition, in the case of the SAN-2 design,
the effect of obtaining three velocity ranges in the spray is particularly visible. The effect
of changing the geometry on the atomization quality is directly related to the nature of
the flow inside the atomizer. The disintegration of the liquid stream is the key variable
influencing the resulting spray [40]. Figures 12 and 13 show the volume fraction of the
liquid phase and its velocity in the mixing chamber for the SAN-1 and SAN-2 atomizers,
respectively, at the same flow conditions ReL = 1410, ReG = 9500.

Figure 12. Volume fraction of the liquid phase in the mixing chamber: (a) SAN-1 atomizer, (b) SAN-2 atomizer.

In the case of the SAN-1 atomizer, the breakdown of the stream inside the swirl
chamber is much greater than for the SAN-2 atomizer. For the SAN-1 atomizer, only a
narrow field at the top of the mixing chamber is visible, where the concentration of the
liquid is significant, further along the entire chamber, we have a negligible fraction of
liquid, which proves its significant dispersion. For the SAN-2 atomizer, the fraction of the
liquid phase is visible on a considerable length of the swirl chamber, near its wall. Thus, it
can be concluded that the liquid stream decomposition in this structure takes place to a
lesser extent.

Figure 9 summarizes the velocity of the liquid inside the atomizer. For the SAN-1
system in the outlet orifice, it can be noticed that higher velocities are at its walls, while for
the SAN-2, the liquid flows out the same through the entire cross-section of the outlet. This
suggests that in the SAN-1 atomizer, the air core is in the central part of the outlet orifice,
and in the case of the SAN-2 the liquid flows out through the entire cross-section. The
differences in the internal flow for the analyzed atomizers are also related to the air core
formed in a different way. In the SAN-1 atomizer, the core is formed with a much larger
diameter than in the SAN-2 atomizer. Moreover, in the first case, the core is observed to be
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kept practically along the entire length of the swirl chamber, while in the second case, the
core vanishes relatively quickly.

Figure 13. Velocity of the liquid phase in the mixing chamber: (a) SAN-1 atomizer, (b) SAN-2 atomizer.

Figure 14 shows the effect of changing the operating parameters on the liquid disper-
sion inside the swirl chamber of the SAN-1 atomizer. The volume fraction of liquid was
measured for three projections in the XY plane at different heights of the swirl chamber and
in the XZ plane. The images in the left column are for the flow at ReL = 1410, ReG = 2850,
while in the right: ReL = 5650, ReG = 2850.

It can be noticed that an increase in the liquid flow rate (liquid Reynolds number)
for the same gas flow results in poorer and later liquid dispersion. At high liquid flow
rates, we obtain a thicker liquid film (with a thickness of s) on the inner walls of the swirl
chamber, surrounding the air core. The air that was outside and was sucked in due to the
pressure gradient, as well as the air that is supplied to the atomizer as a second phase, are
in the swirl chamber and both contribute to the formation of the air core and affect the
resulting spray. The diameter of the air core is smaller than the diameter of the atomizer
outlet orifice. The air core primarily affects the actual outlet orifice cross-section occupied
by the liquid, which is less than:

A0 <
πd2

0
4

(9)

The more liquid is fed to the atomizer, the more difficult it is to disperse it. A solid
stream of liquid is harder to tear. The formation of the air core in connection with the spray
angle, droplet diameter and the flow velocity of the liquid in the spray was described,
among others, by Durdina and his colleagues in their works [41].

Figure 15 shows that the turbulent kinetic energy is high in the core region due to
high shear rates and interphase coupling, since the dispersion is high in this region. The
high intensity of turbulence at the orifice is associated with the high flow velocity of the
fluid. The turbulent kinetic energy is highest (103 m2/s2) at nozzle orifice. The build-up of
turbulent kinetic energy is observed in the axis of symmetry of the atomizer outlet, and in
the result in the axis of the spray. A better understanding of the turbulence generated by
the spray system can be beneficial for the evaluation of several important phenomena such
as explosion enhancement.
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Figure 14. Volume fraction of the liquid phase in the mixing chamber SAN-1 atomizer: (a) in the XZ plane (b) in the XY
plane at the height of liquid and gas inlet, (c) in the XY plane at the height of the center of the mixing chamber, (d) in the XY
plane at the height of the outlet orifice.

56



Energies 2021, 14, 1745

Figure 15. Turbulent kinetic energy in atomizer.

The tested atomizers designs are a very attractive proposition, because they can have
outlet openings with very large diameters, and by appropriately changing the geometry of
the atomizer, the thickness of the liquid film can be made thicker or thinner. It has been
shown that at low flow velocities, the liquid flows out of the atomizer in a dense stream,
from which individual drops can detach. As the gas stream increases, the liquid stream is
atomized into droplets and the spray angle increases. When the gas stream is relatively
large, the spray angle may decrease due to the flowing around the stream of the atomized
liquid. Increasing the stream of liquid may increase the volume of the stream, which makes
it more difficult to disintegrate.

4. Conclusions

Two-phase flows are characterized by high complexity and difficulty in defining
the conditions for the formation of appropriate structures. There are still no theoretical
models to describe the phenomenon of two-phase atomization. The conducted research
and calculations are aimed at increasing the knowledge about atomization obtained thanks
to the use of two-phase atomizers with swirl flow. Numerical calculations were performed
with the use of computational fluid dynamics CFD using the ANSYS Fluent R18.1 software.
The analysis of the obtained data showed that with the increase of the Reynolds number
for the gas, the spray angle value also increases. In the spray axis, the highest values of
liquid flow velocity and the greatest swirls (turbulences) were observed. The impact of
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geometry change on the atomization quality is directly related to the nature of the internal
flow and the air core formed. In the atomizer with HS/DS < 3, the air core is formed with a
much larger diameter than in the atomizer HS/DS ≥ 3. Moreover, in the first case the air
core is kept practically along the entire length of the swirl chamber, while in the second
the air core decays relatively quickly. As the height of the swirl chamber increases, while
maintaining its constant diameter, a decrease in the value of the transition section cone
angle is observed. This results in less contraction of the stream, which translates into a
reduction in the angular momentum. As the value of the HS/DS ratio increases, the spray
angle value decreases. The increase in the height of the swirl chamber results in additional
frictional resistance, which causes a decrease in angular momentum.

The correctness of the performed numerical simulations was verified by measuring
the obtained spray angles and comparing its values with the data obtained experimentally.
CFD analysis allowed for a more detailed analysis of the atomization mechanism providing
information about the droplet velocity. Moreover, it made it possible to characterize the
two-phase flow along the atomizer by determining the proportion of phases in the two-
phase mixture. It is also a basis for further analysis of mass and energy exchange along
the atomizer. The outcomes from this numerical calculation allow the optimization of the
atomizer construction for specific applications and extend the classical analysis without
time-consuming and costly experimental tests. Numerical simulations in modelling the
phenomenon of spray formation and spreading can reduce costly tests and experimental
studies. They can be helpful in the search for an atomizer technical solution that will
obtain a specific spray (spraying intentionally) or be used by designers in the search for an
optimal solution.

Author Contributions: Conceptualization, M.O. and A.K.; methodology, M.O., A.K., S.W. and D.J.;
software, D.J.; validation, A.K., T.W. and S.W.; formal analysis, A.K. and R.O.; investigation, A.K.,
M.O., R.O., T.W. and S.W.; data curation, A.K.; writing—original draft preparation, A.K. and M.O.;
writing—review and editing, M.O.; visualization, A.K., S.W. and D.J.; supervision, M.O. All authors
have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Ministry of Education and Science of Poland.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Lefebvre, A.; McDonell, V. Atomization and Sprays; CRC Press Taylor & Francis Group: Boca Raton, FL, USA, 2017.
2. Orzechowski, Z.; Prywer, J. Production and Use of Spray Liquid; WNT: Warsaw, Poland, 2008. (In Polish)
3. Ochowiak, M. The Analysis of Liquid Atomization in Effervescent and Effervescent-Swirl Atomizers, Habilitation. Ph.D. Thesis,
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Abstract: The results of numerical investigations of heat transfer and pressure drops in a channel
with 30◦ helical micro-fins are presented. The main aim of the analysis is to examine the influence of
the height of the micro-fins on the heat-flow characteristics of the channel. For the tested pipe with
a diameter of 12 mm, the micro-fin height varies within the range of 0.05–0.40 mm (with 0.05 mm
steps), which is equal to 0.4–3.3% of its diameter. The analysis was performed for a turbulent flow,
within the range of Reynolds numbers 10,000–100,000. The working fluid is water with an average
temperature of 298 K. For each tested geometry, the characteristics of the friction factor f (Re) and
the Nusselt number Nu(Re) are shown in the graphs. The highest values of Nusselt numbers and
friction factors were obtained for pipes with the micro-fins H = 0.30 mm and H = 0.35 mm. A large
discrepancy is observed in the friction factors f (Re) calculated from the theoretical relationships
(for the irregular relative roughness values shown in the Moody diagram) and those obtained from
the simulations (for pipes with regular roughness formed by micro-fins). The PEC (Performance
Evaluation Criteria) heat transfer efficiency analysis of the geometries under study is also presented,
taking into account the criterion of the same pumping power. The highest PEC values, reaching 1.25,
are obtained for micro-fins with a height of 0.30 mm and 0.35 mm and with Reynolds numbers above
40,000. In general, for all tested geometries and for large Reynolds numbers (above 20,000), the PEC
coefficient reaches values greater than 1, while for lower Reynolds numbers (less than 20,000), its
values are less than 1.

Keywords: heat transfer coefficient; micro-fins; friction factor; numerical methods; CFD

1. Introduction

The pipe, as a flow channel, is one of the simplest and most commonly used in power
engineering and thermal devices. It is widely applied in heat exchangers and to transport
the medium in installations. The phenomena occurring in it are related to both fluid
mechanics and thermal processes; therefore, the key issue is to design the geometry in such
a way as to maximize heat transfer while limiting a negative effect of flow resistance.

There are many methods to intensify the heat transfer process in the pipe. Among
others, intensifying inserts of various shapes and other flow turbulence devices are widely
used. Wijayanta et al. [1] conducted a numerical study to evaluate the thermal hydraulic
performance of a turbulent flow inside a tube equipped with a square-cut twisted tape
and a classical twisted tape insert. In the range of Reynolds number from 8000 to 18,000
under investigation, the tube with a square-cut twisted tape had the highest values of heat
transfer rate, friction factor, and thermal performance factor for the twisted ratio y/W = 2.7.
In [2], Wijayanta et al. investigated the thermal performance of a tube heat exchanger with
punched delta-winglet vortex generators. The numerical studies for Re = 9100–17,400 and
the attack angles of 30◦, 50◦, and 70◦ allowed one to determine values of the Nusselt number,
friction factor, and thermal performance factor, which increased with an increasing value
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of attack angle. Jasiński [3–5] conducted experimental and numerical investigations of a
flow in the circular tube with ball turbulators. The investigations for different diameters of
the balls, different distances between them, and Re = 10,000–300,000 were carried out. The
results showed that the highest increase in the Nusselt number and the friction factor was
observed for the insert ball with largest diameters; however, the highest values of thermal
performance factor were observed for the smallest balls. Arjmandi et al. [6] conducted a
numerical investigation of applying twisted tape turbulator and Al2O3/water nanofluid
in double pipe heat exchanger. The studies of heat transfer coefficient and pressure drop
were carried out for different pitches ratios 0.09–0.18, angles 0–30◦, and Reynolds numbers
in the range 5000–20,000. According to obtained results, the optimization accomplished
by the response surface methodology was performed, thanks to which the optimal vortex
generator geometry was created.

Another method to intensify heat transfer is to apply nano-liquids as a modification of
the working fluid. Patil et al. [7] made a review and presented investigations on synthesis,
thermo-physical properties, and a heat transfer mechanism of nanofluids. Shajahan et al. [8]
carried out experimental studies with a combination of nanofluids and inserts under the
conditions of laminar flow. The results allowed for the determination of highest values of
the Nusselt number, friction factor, and thermal performance factor according to different
twist ratios of inserts and various types of nanofluids. Kristiawan et al. [9] investigated
numerically an influence of micro-fins and TiO2/water nanofluids on thermo-hydraulic
performance. The highest PEC (Performance Evaluation Criteria) achieved the squared
mini-channel with micro-fins and the nanoparticle concentration of 0.01 vol.%. Asirvatham
et al. [10] presented the results of experimental studies of convective heat transfer with a
low volume fraction of the CuO/water nanofluid. According to the gained experimental
data, a correlation for the Nusselt number was evolved.

The third method of heat transfer intensification is surface finning, which is considered
in this article. The problem of similar geometry has been already addressed widely in the
scientific literature. In most cases, researchers perform experimental investigations, but an
increasing number of publications based on combined numerical and experimental tests is
observed. For example, Mann and Eckels [11], in order to improve heat transfer and reduce
a pressure drop, optimized the following geometrical pipe parameters: the number of fins,
their height and helical angle, for a Reynolds number ranging from 30,000 to 60,000. They
used the ANSYS Fluent software and the NSGA II algorithm in the study. After comparing
the numerical results with the experimental results, the researchers concluded that for
helical angles above 45◦, the relationship between heat transfer and geometry was chaotic
rather than ordered. Wen-Tao et al. [12] conducted an experiment for a developed turbulent
flow in the Reynolds number range from 10,000 to 100,000, for 16 different pipes with
internal grooves. They compared the experimental results with the analytical method using
the Gnielinski equation, which was then extended by the Nusselt number. The proposed
extended equation yielded a good agreement of the results, where the deviation for 93% of
the data was within ±20%.

Li et al. [13] used PIV (Particle Image Velocimetry) technology in the experimental
investigations. They determined a relationship between flow characteristics and heat
transfer for the geometry of a micro-finned rectangular duct. They observed an influence
of the formation of coherent structures in the fluid on an increase in the heat transfer
coefficient. Additionally, for low Reynolds numbers, characteristic of the laminar and
transitional flow, they observed a lack of vortices filling the spaces between the fins, which
was equivalent to the deterioration of heat transfer. Guo-Dong et al. [14] compared the
experimental results for a plain pipe with an internally finned pipe using the (HMiM)
BF4 medium (1-hexyl-3-methyl-imidazolium-tetrafluoroborate). Based on the obtained
results, they determined empirical coefficients to calculate a friction coefficient and a heat
transfer coefficient for a laminar flow (Re = 60–600). Brognaux et al. [15] developed the
characteristics of a single-phase flow through the pipe with two types of internal fins. They
analyzed an influence of geometry on the Prandtl number and determined a dependence
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of the Reynolds number on the friction coefficient. On the basis of experimental results,
they observed that the Prandtl number exponent agreed well with other correlations for
the geometry with two-dimensional roughness.

Jasiński [16] used numerical simulations to model a flow in the internally finned
pipe for various helical angles of the micro-fins in the range of 0–90◦. Using the EGM
(Entropy Generation Minimization) method to assess the flow, he showed that for each
geometry, the minimum entropy was generated for the range Re = 60,000–90,000. Tang and
Li [17] developed a correlation of the friction coefficient for data from various experiments.
The data include old and new refrigerants that were used in internally finned tube heat
exchangers. Jensen and Vlakancic [18] compared the experimental results for different
geometries of internally fined pipes and compared them with theoretical relationships.
They developed an empirical correlation to calculate the friction coefficient and the Nusselt
number. The developed criteria differed for high fins and micro-fins, which allowed for
the appropriate use of the resulting correlations depending on the geometry of the pipe.
Dastmalchi et al. [19] optimized the geometry of micro-finned tubes using numerical
methods to increase heat transfer and minimize flow resistance. The research concerned
double pipe heat exchangers during the turbulent flow. In the study, they changed the
geometric parameters of the pipe, i.e., its internal diameter, number of fins, fin height
and their helix angle, for various Reynolds numbers from 3000 to 100,000. Among other
findings, the authors noted that the optimal micro-fin height increases with an increasing
Reynolds number for all internal pipe diameters considered. In addition, Dastmalchi
et al. [20] conducted oil flow tests with low Reynolds numbers, ranging from 100 to 1000,
in a tube with internal micro-fins. As before, they investigated an influence of the tube
geometry on heat transfer efficiency and pressure drop during flow. The sample results for
Re = 1000 show the maximal heat transfer increase of 44%, but also a 69% increase in the
friction coefficient, for the flow through micro-finned tubes compared to smooth tube flow.

Filho and Jabardo [21] investigated an influence of the geometry of three selected
types of pipes: smooth, micro-finned, and herringbone on the thermo-hydraulic flow
characteristics with the use of refrigerants. On the basis of the conducted research, they
found that the thermal efficiency was the best for the herringbone pipe; however, it had
the highest pressure drop. Raj et al. [22] investigated the properties of various types of
internally and externally finned pipes for two fluids: water and 46% glycol solution. They
showed that the Prandtl number had a large impact on the intensification of heat transfer,
and at the same time, it was dependent on the temperature of fluids.

The present paper attempts to investigate the problem of thermal efficiency of several
pipe geometries with micro-fins. By changing the height of inner fins, the researchers
searched for the highest values of the PEC coefficient while maintaining the same pumping
power. The tests were performed using numerical simulations, whereas for one pipe
geometry, experimental tests were carried out as well. The paper presents in detail and
discusses an influence of the height of micro-fins on the friction factor, heat transfer, and
thermal efficiency of pipes, as well as a correlation of these parameters with mathematical
functions. The main goal of this article, which provides the novelty, was the discovery of
the best geometry of a pipe in terms of thermal efficiency by determining the highest value
of PEC coefficient.

2. Materials and Methods

2.1. Experimental Stand

Before the numerical simulations were carried out, one of the pipe geometries was
tested on the experimental stand by Zawadzki et al. [23], and the results obtained from the
experiment were used to validate the numerical model. The object of the investigations
was an internal finned pipe, produced industrially by KME Germany AG & Co. KG
under the working name “TECTUBE fin 12736CV50/65D” and with the dimensions shown
in Figure 1, which is used for the production of both single-phase and two-phase heat
exchangers, e.g., evaporators in the refrigeration equipment.
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Figure 1. Scheme and dimensions of the micro-finned tube “TECTUBE fin 12736CV50/65D” produced by KME Germany
AG & Co. KG company.

A schematic diagram of the experimental stand on which the test was performed is
presented in Figure 2. The list of used devices in the experimental stand is introduced
in Table 1. It consists of cold and hot water circulations, a data acquisition system, and a
test section, which is a double pipe heat exchanger. During the measurements, constant
temperatures in the circulation of cold and hot water were maintained at the inlets to
the exchanger. In order to obtain thermal-flow characteristics, the water flow rate was
gradually changed within the range of Reynolds numbers 10,000–60,000.

Figure 2. Experimental stand scheme for measuring micro-finned tubes [23].
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Table 1. List of content used in experimental stand.

Legend Name Type Parameter Operating Range

Balance ZAO Gdansk—WT 1002 Weight [g] 10–1000 g
Thermostatic water tank MLW—U10 Temperature [◦C] 20–90 ◦C

Rotameter Yokogawa—310142/002 Flow [l/h] 0–25 L/h
Pump Lowara—2HMS4T/A Flow rate [l/min] 20–70 L/min

U type manometer Metalchem—MUR 1200 Pressure [Pa] 782.62–11,739.25 Pa

In Figure 3, the results of the experiment and numerical tests for the micro-finned tube
from the previous studies are shown. This procedure also verified the two most popular
turbulence models—the classic k-ε and the SST k-ω (Shear Stress Transport). It can be
clearly seen that the best fit data and a good agreement with the experimental values for
both pressure drop and heat transfer were obtained with the SST k-ω turbulence model.
This is the reason why that model was used for further numerical calculations presented in
this paper.

  

(a) (b) 

Figure 3. Comparison between results of the simulation and the experiment for the micro-fin tube and the SST and k-ε
turbulence model: (a) mass flow vs. grad p, (b) Nu vs. Re [16,24].

2.2. Geometrical Model

The aim of the numerical calculations was to investigate the thermal-flow characteris-
tics of pipes with internal micro-fins, with a very similar geometry as shown in Figure 1
for the industrial pipe “TECTUBE fin 12736CV50/65D”. The only geometric parameter
that was changed was the height of the micro-fin H. All other parameters, including the
fin helix angle α = 30◦ and the helical tooth line angle β = 30◦, remained unchanged, as in
the mentioned real pipe. Modifications of the tooth height H were made every 0.05 mm in
the range of 0.05–0.40 mm, changing its size in relation to the height H = 0.25 mm, which
the actual pipe has (see Figure 4). The relative roughness of the pipe, which is defined
as the ratio of the height of unevenness on the surface of the pipe to its diameter ε = H/d
changes with a change of the micro-fin height. In this case, the “unevenness” are micro-fins
of a given height H. Table 2 lists all the fin heights tested, together with the corresponding
relative roughness ε. The models of selected cases are shown in Figure 5.
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Figure 4. Scheme of changes in the fin height tested in the simulation.

Table 2. Results of the calculations of relative roughness.

H [mm] 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

ε [-] 0.004 0.008 0.013 0.017 0.021 0.025 0.029 0.033

   

(a) (b) (c) 

Figure 5. Different height of fins in the tube fragment model. (a) H = 0.05 mm, (b) H = 0.25 mm, (c) H = 0.40 mm.

2.3. Numerical Model

As the computational domain, a part of the spiral extruded pipe geometry was used,
with a width of three fins as in Figure 5 and a length corresponding to its single helix
pitch through an angle of 360◦ (Figure 6). The use of the width of three fins was due to
the more convenient procedure of generating a computational mesh, which allowed us to
maintain its better geometrical quality (cells angles, aspect ratio, etc.) in the central part of
the channel near its axis, than for the width of one fin, but also applicable in such geometry.
The list of used boundary conditions is introduced in Table 3.

Generally, instead of a full, long pipe, a repeating and periodic fragment of it, repre-
sentative of the entire channel and reflecting the same heat-flow phenomena, was used for
the calculations. This approach to the problem is correct, and it is commonly used in the nu-
merical analysis [25,26], as long as the resulting flow is fully developed, both hydraulically
and thermally. It is known that under normal conditions, a fully developed flow can be
obtained only on a pipe length equal to approximately 40–50 diameters from its inlet. In the
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case of using a short repeating domain fragment, appropriate boundary conditions have to
be applied to obtain such a flow structure. According to this, translational periodicity was
used at the inlet and outlet of the domain, where the fluid flow was forced by a pressure
gradient, corresponding to the range of numbers Re = 10,000–100,000. Due to the twist of
the micro-fins by an angle of 30◦, there is also a component of the rotational velocity during
the flow. Therefore, the rotational periodicity was used on the flank surfaces instead of the
normal plane of symmetry. The concept of reducing the domain size, and thus also the
number of computational mesh nodes, enables a significant reduction in computation time
while maintaining high mesh quality and accuracy of results. This method of investigations
has also been presented in [24,27,28].

 
Figure 6. Boundary conditions on the models.

Table 3. Boundary conditions and the parameters values.

Boundary Condition Description Parameter Value/Type

Fluid Domain Water
Temperature 298 K

Reference pressure 1 atm
Turbulence SST

Subdomain
Subdomain was set in domain of water. The gradient of

pressure determined the flow in Y component.
Gradient of pressure 440–24,779 Pa
Volumetric heat flux −Qvol = q·Awall

Vwater
W

Solid Domain Copper Temperature 298 K

Wall Boundary condition set on exterior area of pipe in the form
of constant heat flux Heat flux 10,000 W

m2

Translational periodicity Translational periodicity set on the inlet and outlet areas of
fluid and solid domain. - -

Rotational periodicity Rotational periodicity set on the both sides of fluid and
solid domain. As the rotation axis, Global Y was set. - -

The pipe segment forming the computational domain was “extended” to the length of
a full revolution, as shown along with other boundary conditions in Figure 6. As previously
mentioned, the boundary condition forcing the fluid flow was a pressure gradient.

The simulation was conducted in Ansys CFX 2020 R2. The numerical model consisted
of two computational domains. In the flow domain, water is defined as the working fluid
with an average temperature of 298 K. The solid-state domain was defined as copper, which
is the pipe material in the experiment. Additionally, a negative volumetric heat source
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was set in the fluid domain to obtain a fully thermally developed flow and to calculate
the correct temperature field. This solution made it possible to balance the thermal energy
supplied to the domain wall as a heat flux of q = 10,000 W/m2.

The SST k-ω turbulence model is one of the most popular models used in many CFD
(Computational Fluid Dynamics) applications. Its main attribute is the ability to solve the
viscous sublayer by applying the k-ω model near the wall and the standard k-ε model in
the turbulent core area. Switching between the two models is controlled by a special built-
in blending function [29,30]. Correct use of the SST model requires several mesh nodes
inside the turbulent sublayer to maintain the condition of dimensionless distance y+ < 2
in the entire boundary layer of the computational domain [31]. In the results presented
in this work, the maximum value of y+ did not exceed the mentioned value in any of
the geometries.

One of the criteria for the uniqueness of the numerical solution was to achieve the
appropriate convergence for residues: momentum, energy, and turbulence. In all simula-
tions, a convergence of 1 × 10−4 or maximal residuals and an order of magnitude lower
(1 × 10−5) for mean RMS (Root-Mean-Square) residuals were obtained. The second crite-
rion for the uniqueness of the solution was the stabilization of flow-thermal parameters,
such as velocity, pressure, and temperature, which were monitored both as mean values
and in several selected points in the computational domain. The computation process was
finished if the above parameters did not change for several consecutive iterations.

Before the actual simulations, checking calculations were performed for different
mesh qualities. For further calculations, a structural (in solid) and hexagonal mesh of
such density, at which its further densification gives results differing less than 1%, was
selected. For all geometries, efforts were made to maintain a computational mesh of
approximately the same average cell volume. In the area of the hydraulic boundary layer,
the mesh was additionally compacted to obtain the appropriate y+ value. After the test,
it can be concluded that the mesh used and the test results are independent of its density,
which is consistent with the recommendations in [32]. The obtained value of the GCI (Grid
Convergence Method) parameters in relation to the average temperature is GCIfine = 1.8%,
and in case of the wall heat flux, it is GCIfine = 0.001%.

In Figure 7, the mesh used for the numerical calculations for H = 0.25 mm is shown.

 
(a) (b) 

Figure 7. Mesh used in the numerical simulations for H = 0.25 mm: (a) full view of mesh; (b) mesh region between solid
and fluid domain.
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3. Results

After performing numerical simulations, the correctness of the obtained results was
assessed by analyzing the distribution of selected physical quantities. In Figure 8, results
from the numerical simulations are shown. The contours of temperature and vectors of
velocity distributions are presented for the cases in Figure 5, respectively.

 

(a) (b) 

  

(c) (d) 

Figure 8. Cont.
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(e) (f) 

Figure 8. Results from the numerical simulations: (a) contour of temperature for H = 0.05 mm; (b) vectors of velocity
(tangential projection) for H = 0.05 mm; (c) contour of temperature for H = 0.25 mm; (d) vectors of velocity (tangential
projection) for H = 0.25 mm; (e) contour of temperature for H = 0.40 mm; (f) vectors of velocity (tangential projection) for
H = 0.40 mm.

3.1. Data Processing

Based on the experimental data obtained from the examination of the industrial pipe
TECTUBE fin 12736CV50/65D, the numerical model was validated and verified. The most
important parameters in terms of the performance of the analyzed pipes are the friction
factor and the heat transfer coefficient, as expressed by the Nusselt number. To create such
characteristics, it is necessary to define basic flow parameters such as velocity, temperature,
and pressure drop for each pipe geometry, which were obtained as a result of the computer
simulations.

In numerical calculations, the pressure gradient described by Equation (1) was used
to force the flow:

grad p =
Δp
L

= f ·u
2
av·ρ
2·d . (1)

For each tested geometry, the friction factor was calculated using the Darcy–Weisbach
Equation (2), which is a modification of Equation (1):

f =
2·Δp·d
ρ·u2

av·L
. (2)

The theoretical value of the friction factor for a plain pipe, as the reference level for
the numerical results, was calculated from the Blasius correlation (3):

fplain = 0.3164·Re−0.25. (3)

Similarly, for the plain pipe, the Nusselt number was calculated from the well-known
Dittus–Boelter [33,34] Equation (4):

Nuplain = 0.023·Re0.8·Pr0.4. (4)
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For the investigated cases of a finned tube, the formula (5) was used to calculate the
Nusselt number:

Nu =
h·d
k

. (5)

The heat transfer coefficient h used in Equation (5) was determined from the formula
for heat flux (6), from the obtained results of the numerical tests.

h =
q

Twall − Tbulk
(6)

3.2. Friction Factor

The results of numerical simulations, in the form of the characteristics of the friction
factor f (Re), are shown in Figure 9. The graph also features a curve for a smooth pipe,
which was calculated from the Blassius correlation (3), to show the reference level.

Figure 9. Results from the numerical simulations for various fin heights in the tube—f vs. Re.

It is difficult to find any simple approximation function that would express the varia-
tion in the height of micro-fins with a mathematical formula. For this reason, the friction
factor was approximated separately for each pipe geometry, using an exponential third-
order decay function (7), which makes the best fitting of the research results. The calculated
correlation coefficients of the function are given in Table 4.

f = y0 + A1· exp
(

Re
t1

)
+ A2· exp

(
Re
t2

)
+ A3· exp

(
Re
t3

)
(7)
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Table 4. Fitting parameters for Equation (7). For all geometries coefficient, y0 = 0.0208.

H = 0.05 H = 0.10 H = 0.15 H = 0.20 H = 0.25 H = 0.30 H = 0.35 H = 0.40

A1 0.02839 −0.2313 2.38 × 10−1 −0.786 −0.2992 0.04275 0.6984 −0.5991
t1 −8956 9.99 × 106 −1.50 × 104 −2.06 × 104 −3.03 × 104 −7.74 × 103 −9.73 × 104 3.24 × 105

A2 0.1788 0.03154 −0.2564 0.5124 0.2837 0.3272 −0.6903 0.6042
t2 1.34 × 105 −8.61 × 103 −1.76 × 104 −1.76 × 104 −3.27 × 104 −4.41 × 104 −9.68 × 104 3.33 × 105

A3 −0.1754 0.2348 5.36 × 10−2 0.3076 0.05362 −0.3259 0.05387 0.04127
t3 1.30 × 105 −9.54 × 1092 −2.78 × 104 −2.55 × 104 −1.04 × 104 −4.21 × 104 −4.53 × 103 −6.97 × 103

For the micro-fins of height H = 0.05 mm, H = 0.25 mm, and H = 0.40 mm (minimal,
medium, and maximal micro-fin height, respectively) the curves were calculated for several
ε values from Table 2, using the empirical formula (8) given by Swamee and Jain [35].

In Figure 10, an influence of the pipe geometry on a value of the friction factor f (H)
for several Reynolds numbers is shown. The individual curves show the friction factor
with respect to micro-fins height H for specific Reynolds numbers, i.e., for the same flow
parameters.

Figure 10. Results from the numerical simulations of the friction factor for various micro-fin heights
in the tube—f vs. H (for a specific value of Reynolds Number).

An analysis of the obtained results allowed us to observe a large deviation from the
characteristics of rough pipes presented in the Moody diagram [36]. In the case of pipes,
the relative roughness is defined as a ratio of the height of unevenness to the diameter,
and for the tested geometries, it is closely related to the height of the micro-fins. For the
presented channels, it is 0.004–0.033, which was presented in Table 2.

f =
0.25(

log
(

ε
3.7 + 5.74

Re0.9

))2 (8)
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3.3. Heat Transfer

In Figure 11, thermal characteristics for all tested geometries are shown, in the form of
the Nu(Re) function, and one curve for a plain pipe, calculated from (4) as the reference
level.

 

Figure 11. Results from the numerical simulations for various fin heights in the tube—Nu vs. Re.

Between the functions of Nusselt numbers shown in Figure 11, there is no simple
geometric dependence (similar to the friction factor); nevertheless, certain mathematical
functions can be adjusted to these data.

For the correlation of the Nusselt number function for the studied cases, the most
suitable formula is the exponential function (9):

Nu = A·ReB·Pr0.4. (9)

In Table 5, values of the A and B coefficients for each fin height are shown.

Table 5. Fitting parameters for Equation (9).

H = 0.05 H = 0.10 H = 0.15 H = 0.20 H = 0.25 H = 0.30 H = 0.35 H = 0.40

A 0.014370 0.013610 0.013760 0.013940 0.006390 0.009170 0.007314 0.006306
B 0.8402 0.8470 0.8475 0.8544 0.9301 0.9014 0.9218 0.9242

3.4. PEC (Performance Evaluation Criteria)

The PEC (Performance Evaluation Criteria) thermal efficiency rating for the tested
pipes was calculated from Equation (10). This parameter combines the Nusselt number
and the friction factor obtained from the tests of channels with geometries other than
the smooth pipe, and the Nu and f numbers calculated for a smooth pipe with the same
Reynolds number. The PEC is an indicator of how the heat transfer will increase in the
tested channel relative to a plain pipe for the same pumping power. PEC values above
1 indicate a greater impact of intensification of the heat transfer in the pipe than flow
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resistance, while values below 1 indicate greater flow resistance in relation to the benefit
obtained from intensifying the heat transfer for the tested geometry (Figure 12).

PEC =

Nu
Nuplain(

f
fplain

) 1
3

(10)

Figure 12. PEC (Performance Evaluation Criteria) coefficient of effectiveness for each tested model—
PEC vs. Re.

4. Discussion

A validation of the numerical model with the experimental data from the tests for a
pipe with the fin height of H = 0.25 mm was presented. When analyzing the results, the
discrepancies between the experiment and the obtained numerical results found are as
follows: for the friction factor—maximum 7%; for a Nusselt number—maximum 12%, as
indicated in Figure 3.

Using the Blasius formula determining the friction factor, a comparison of the obtained
numerical results for different micro-fin heights with the plain pipe was made (Figure 9).
For each case of micro-finned pipes, the obtained values are greater than the values for
a smooth pipe, which indicates the physical correctness of the results obtained. For
Re = 10,000–25,000, the lowest values of the friction factor are achieved by the pipe with
micro-fins of the height of H = 0.05 mm; whereas the highest values for the height of
micro-fins are H = 0.30 mm. All curves are rather regular and straight lines on a logarithmic
plot. For Reynolds numbers above 25,000, the lowest values of the friction factor are
achieved by tubes with micro-fins of the height of H = 0.10 mm and H = 0.15 mm; in turn,
the highest values are achieved by two geometries for pipes with micro-fins of the height
of H = 0.30 mm and H = 0.35 mm. In this range, functions change their character, and it is
difficult to find a regularity in their position.

Considering the dependence of the friction factor in relation to the fin height for dif-
ferent Reynolds numbers, its value decreases with an increase in the Reynolds number for
each flow channel. On the basis of Figure 10, apart from minor irregularities in the charac-
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teristics, one can notice their quite clear trend. For the micro-fins height H = 0.30–0.35 mm,
a clear maximum can be seen for all the characteristics, which means that these pipe geome-
tries give the highest flow resistance. On the other hand, for the height of approximately
H = 0.15 mm, one can observe a “slight” minimum of these curves and a decrease in the
value for the highest height of micro-fins H = 0.40 mm. The decrease in the value of the
friction factor for H = 0.40 mm is probably due to low thickness of the fin compared to
other dimensions (Figure 5). At the same time, a small contact area with the main turbulent
core, where the highest flow velocities occur, exerts also an influence on a decrease in the
friction factor.

Each tested tube had a different relative roughness related to the height of the micro-
fins. In Figure 9, a complete discrepancy between the positions of the curves obtained from
the numerical simulations and those calculated theoretically on the basis of the well-known
formula (8) was shown for the same relative roughness. One can notice that it is not
possible to calculate the friction factors from Equation (8) for the tested geometries as the
model derives significantly different values than the ones obtained in the tests. Therefore,
one of the fundamental conclusions resulting from the numerical tests carried out is a
lack of correlation of the friction factor between the theoretically calculated (for irregular
roughness) and the one obtained from the tests (for the same roughness but with regular
shapes). The same fact was recognized by Wang et al. in their research [37].

When analyzing the obtained results of the heat transfer intensity for the geome-
tries under investigation, several phenomena can be observed. The presented results
show an irregular order of the Nusselt number characteristics for various fluid flow rates
(Figure 11). For Reynolds numbers above 20,000, pipes with micro-fins having the height
of H = 0.20 mm and higher achieve significantly larger values of the Nusselt number than
for the plain pipe, compared to the cases with micro-fins below H = 0.20 mm, for which the
characteristics are very similar to those of the smooth pipe. In the entire range of Reynolds
numbers, the highest values of Nusselt numbers are achieved by pipes with micro-fin
heights equal to H = 0.30 mm and H = 0.35 mm, and the same pipes for which the highest
friction factor was observed. The irregular position of these characteristics indicates a
significant influence of turbulences in the vicinity of the laminar boundary layer and the
size of the heat transfer surface related to the height of the micro-fins.

As can be seen in Figure 12, in the range of low Reynolds numbers up to approximately
25,000, the PEC value of less than 1 was observed for all geometries. It means that using
these pipes in this flow range is less efficient than using the regular plain pipe. For Reynolds
numbers higher than 25,000, all characteristics are higher than 1, and it is within this range
that the use of such pipes is justified. The highest PEC values, up to 1.25, are achieved by
tubes with the micro-fin height of 0.30 and 0.35 mm for Reynolds numbers above 50,000. A
characteristic feature of these geometries is a virtually constant value of this coefficient in
the given Reynolds number range. Therefore, these micro-fins heights can be considered
the most optimal for thermal-flow applications among all numerically tested in this work.

5. Conclusions

Based on the numerical investigations presented, the most important conclusions of
this work can be drawn as follows:

• A numerical model of the tested pipes was built and verified with the experimental
data.

• The mathematical correlations describing the nature of changes in the friction factor
and the Nusselt number as a function of the Reynolds number were determined for
the examined micro-fins heights.

• Using the PEC (Performance Evaluation Criteria) method of assessing the thermal
efficiency of flow channels, the highest values were observed for micro-fins with the
height of H = 0.30 mm and H = 0.35 mm.
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• The theoretical formulas for the friction factor for rough pipes (Moody’s diagram) were
not compatible with the obtained numerical results for the same relative roughness,
but with a regular shape.

• For Reynolds numbers below 20,000, the use of the investigated type of pipe micro-
finning is unjustified in terms of heat transfer efficiency.
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Nomenclature

Awall exterior area of the pipe [m2]
d diameter [mm]
f friction factor [-]
fplain friction factor for plain tube [-]
GCIfine fine-grid convergence index [%]
h heat transfer coefficient [W/m2K]
H height of fin [mm]
k thermal conductivity [W/mK]
L length of the pipe [m]
Nu Nusselt number [-]
Nuplain Nusselt number for plain tube [-]
PEC performance evaluation criteria [-]
Δp pressure drop [Pa]
Pr Prandtl number [-]
Qvol volumetric heat flux [W/m3]
q wall heat flux [W/m2]
Re Reynolds number [-]
Twall average temperature in pipe [K]
Tbulk minimal temperature in water [K]
uav average velocity [m/s]
Vwater volume of water domain [m3]
α micro-fin angle [◦]
β helical angle of micro-fin [◦]
ρ density [kg/m3]
ε relative roughness [-]
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24. Jasiński, P. Numerical Study of Friction Factor and Heat Transfer Characteristics for Single-Phase Turbulent Flow in Tubes with
Helical Micro-Fins. Arch. Mech. Eng. 2012, 59, 469–485. [CrossRef]

25. Sobczak, K.; Obidowski, D.; Reorowicz, P.; Marchewka, E. Numerical investigations of the savonius turbine with deformable-
blades. Energies 2020, 13, 3717. [CrossRef]

26. Obidowski, D.; Stajuda, M.; Sobczak, K. Efficient Multi-Objective CFD-Based Optimization Method for a Scroll Distributor.
Energies 2021, 14, 377. [CrossRef]
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Krupińska, A.; Matuszak, M.;

Ochowiak, M.; Witczak, S.;

Włodarczak, S. State-of-the-Art

Review of Effervescent-Swirl

Atomizers. Energies 2021, 14, 2876.

https://doi.org/10.3390/en14102876

Academic Editors: Felix Barreras,

Goodarz Ahmadi, Kiao Inthavong

and Pouyan Talebizadeh Sardari

Received: 12 April 2021

Accepted: 13 May 2021

Published: 16 May 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Process and Environmental Engineering, Faculty of Mechanical Engineering,
Opole University of Technology, ul. Prószkowska 76, 45-758 Opole, Poland; s.witczak@po.edu.pl

2 Department of Chemical Engineering and Equipment, Poznan University of Technology,
60-965 Poznan, Poland; hyryczmichal@gmail.com (M.H.); andzelika.krupinska@put.poznan.pl (A.K.);
magdalena.matuszak@put.poznan.pl (M.M.); marek.ochowiak@put.poznan.pl (M.O.);
sylwia.wlodarczak@put.poznan.pl (S.W.)

* Correspondence: k.czernek@po.edu.pl; Tel.: +48-77-449-8778

Abstract: This paper presents issues in the field of theory, construction, calculations, as well as
the design of effervescent-swirl atomizers. The results of experimental studies of spraying liquids
with different physico-chemical properties for this type of atomizers are discussed. Effervescent-
swirl atomization is a complex process and its mechanism is not fully understood. Therefore, the
purpose of the manuscript is the complexity of the atomization process and its mechanism as well
as the influence of individual parameters on its efficiency were thoroughly analyzed. The analyzed
parameters include: atomizer design, outlet shape, gas and liquid flow rate, injection pressure,
physicochemical properties of the atomized liquid, pressure drop, outflow coefficient, spray angle,
quantitative droplet distributions, and average droplet diameter. Moreover, in the work, on the basis
of the literature review, the results of the research related to, inter alia, the phenomenon of air core
formation and the influence of a number of parameters on the efficiency of the atomization process
are analyzed. The literature review included in the work makes it possible to better understand
the atomization process carried out in effervescent-swirl atomizers, and also provides better design
criteria and analysis of the efficiency of the tested devices. The article presents correlation equations
covering the basic features of the atomization process, which relate a large number of parameters
influencing the efficiency of this process and the character of the sprayed liquid, which may be useful
in design practice.

Keywords: atomization; micro- and macro-parameters of the atomized liquid; mechanism of
effervescent-swirl atomization; efficiency of atomization process; effervescent-swirl atomizer

1. Introduction

Devices called swirl flow atomizers are widely used in many industries (for example,
in the processes of combustion, painting, fire suppression, and air conditioning). When
designing atomizers of this type, it is necessary to analyze the influence of its geometry and
flow on the atomization process (among others, on the thickness of the liquid film, the flow
rate, droplet diameter, spray angle). It is assumed that the internal flow in the atomizer is
treated as a two-phase countercurrent flow, which in turn makes detailed analysis of the
atomization process quite complex. This work describes both the design of effervescent
and effervescent-swirl atomizers, as well as the results of experimental research together
with numerical modeling taking into account the most important quantities describing the
atomization process. The paper also presents the influence of the spraying device design
and the physicochemical quantities of the atomized liquid and the environment on the
atomization process, analyzing the resulting air core and the micro- and macro-parameters
of the atomized liquid.

The current state of knowledge on liquids atomization using swirl motion, makes it
necessary to plan and conduct scientific research, most often of an experimental nature.
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Carrying out research taking into account a wide range of changes in the properties of
the liquid, the conditions of the conducted process or the design of atomizers, allows
to determine the factors that have a clear impact on the form of the atomized liquid
stream [1–4].

It is worth noting that the design of atomizers relies heavily on experimental data, and
the design process is based on several stages. In the first stage, the preliminary technical
documentation is made, then the atomizer is constructed, and finally, experimental tests
should be carried out and the obtained test results have to be analyzed. The analysis of the
so far published works devoted to the problem of liquid atomization using the phenomenon
of swirl motion proves that the basic calculations performed for single-stage swirl atomizers
with simple structure are quite well known. Therefore, when designing these devices, it is
allowed to use theoretical formulas. However, it should be remembered that these formulas
do not take into account all design features and properties of the sprayed liquid [5,6].
Missing data should be estimated on the basis of the analysis of the results obtained with
experimental methods. This is due to the fact that the flow in two-phase atomizers is
ambiguous and complex, which results, among others, from interactions between the gas
and liquid phases. Despite the fact that the number of scientific publications on this topic
has increased in recent years, there is still no work that would allow to summarize the
achievements in this field. The analysis of the literature shows that most of the works
are illustrative, fragmentary, and do not cover the comprehensively discussed problem
(because they concern only specific design solutions of spraying systems) [7].

In the case of swirl flow atomizers, at least one of the factors (gas or liquid) undergoes
swirling. These atomizers are characterized by a very good quality of atomization, which
is achieved as a result of supplying a single thin film or more thin streams of liquid to
the swirled stream of gas. In general, air flow atomizers are classified as external mixing
atomizers, where the liquid takes the form of a stream or film before contact with the gas
flowing through it. On the other hand, in the case of atomizers with internal mixing, the
contact between the sprayed liquid and the flowing gas takes place inside the device [6,8].
Another classification of the atomizers concerns the form created by a liquid when in
contact with gas, as a result of which the atomizers are divided into the jet stream and film
type atomizers [6].

Figure 1 presents the factors showing the effect on the parameters of the sprayed
stream as a result of the atomization process using swirl motion. However, these parameters
are independent of each other and it is thanks to them that it is possible to optimize the
spraying process. The most frequently analyzed parameters enabling the generation of
an aerosol with the desired characteristics include: mass flow rate of gas and liquid and
their ratio, as well as the pressure of individual factors (operating parameters). The above-
mentioned parameters can be modified while the device is running. The independent
parameters concerning the sprayed liquid are, first of all, the Newtonian or non-Newtonian
nature of the sprayed liquid, the physico-chemical properties of the liquid, as well as the
single-component nature or the degree of complexity of the sprayed liquid. Figure 1 also
includes the quantities that have a clear impact on the parameters of the sprayed liquid
(describing the internal geometry of the atomizer) [7,8].

Swirl motion atomizers have a number of advantages, which leads to their widespread
use in the energy, machinery, food, pharmaceutical, agricultural, and forestry industries, as
well as in environmental protection [5,6,8–16]. The process of spraying liquids with differ-
ent properties (Newtonian and non-Newtonian) is often used in various types of agrotech-
nical treatments (for example in orchard sprayers), in spray drying, in industrial painting,
as well as in the production of many different pharmaceutical preparations [17–21]. Swirl
type atomizers are often used in oil burners, where single-stage and circulation atomizers
with needle closure of the outlet opening are used [6]. On the other hand, effervescent-swirl
atomizers are used in gasoline and diesel engines, gas turbines, combustion processes
(for example kerosene and heavy fuel oils) [1,8,13,22–39]. These types of atomizers are
equipped with additional structural elements such as inserts enabling the control of the size
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of the generated droplets [40], inserts that induce turbulence in the flow [41] and tangential
inlet nozzles [7,18,19]. A previous paper [32] described the possibility of using effervescent
atomizers as an Automatic Hand Sanitizer (AHS). This is illustrated by the wide field of
application of this type of construction: in schools, workplaces, and health care facilities.

Figure 1. Graphical representation of the liquid atomization process, taking into account the influence of individual
parameters [7,8].

The process of the effervescent-swirl atomization is a complex process when its
mechanism is not fully analyzed and understood. In view of the above, the aim of this
article is to explore the complexity of the atomization process and its mechanism, as well
as the influence of certain parameters on its efficiency, which were thoroughly analyzed.
The manuscript includes an introduction and conclusion, along with chapters on design
and characterization of effervescent-swirl atomizers including building, construction and
design, liquid flow structures, discharge coefficient, spray angle, droplet diameter.

2. Design and Characteristics of Effervescent-Swirl Atomizers

2.1. Building, Construction, and Design

The concept of the effervescent-swirl atomizer construction together with the results of
the conducted experimental tests are presented in the work [1]. The analysis of the results
proves that the application of the new design of the effervescent-swirl atomizer (where the
movement of the liquid and the gas-liquid mixture is swirling) leads to an extension of the
time of direct contact of both phases, which in turn contributes to the improvement of the
spray quality. In addition, the results of the experimental studies included in [7,20] showed
that the swirl flow for the gas-liquid system leads to the formation of a more homogeneous
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gas-liquid system in the mixing chamber, and thus also to a smaller mean diameter of the
droplets than in the case of axial flow. As there are relatively few materials in the literature
on the subject of effervescent atomization using swirl motion, this chapter also mentions
materials related to effervescent atomization, from which effervescent-swirl atomizers
are derived.

In the literature on the subject, the issue of effervescent atomizers comes in two design
variants: inside-out and outside-in. Both types differ in the way gas is dosed to the sys-
tem [8,42,43]. An example of the construction of both atomizers is shown in Figure 2 [20,44].
In inside-out atomizers, the gas is introduced in the form of bubbles into the liquid volume
through openings in the middle of the mixing chamber [6,8]. On the other hand, in outside-
in devices, gas is supplied to the mixing chamber from the surrounding annular space
using small holes in the pipe (a perforated pipe is used for this purpose) [6–8,17,18,43].
The effervescent-swirl atomizers can be subdivided in an analogous manner, taking into
account the fact that the swirling motion can be induced for the gas phase, the liquid phase,
or both at the same time. Figure 3 shows the modified designs of the tested atomizers using
the phenomenon of swirl motion [1,7]. The papers [8,20,45] describe atomizers with typical
dimensions and atomizers with minimized dimensions (about 5 times shorter).

It is worth emphasizing that an effervescent atomizer is subject to constant modi-
fications in order to improve the atomization process. Hammad et al. [46] showed the
new design of the injector that connects the flow characteristics inside a newly designed
outside-in-liquid (OIL) atomizer. This study used technique of the flow visualization and
digital image processing. The experimental data proves that the new construction of OIL
atomizer (whose internal geometry has been properly optimized) can overcome the spray
unsteadiness problem in relation to an effervescent atomizer.

(a) (b) 

  

Figure 2. Exemplary schemes of effervescent atomizers of the type [20,44]: (a) inside-out,
(b) outside-in.
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Figure 3. Modifications of effervescent-swirl atomizers proposed in the work [7].

In the work of Kourmatzis et al. [47] is described a hybrid atomizer that uses an
effervescent and airblast atomization mechanism. In the effervescent atomizer was added
a coaxial shear flow to a central two-phase bubbly flow. This method is a simple extension
of effervescent atomization. In the article are used LDA/PDA measurements, high speed
microscopic imaging of the atomization zone, and advanced image processing techniques
in order to measure and analyze character of produced spray. The research carried out
showed that the morphology of a spray obtained by the used hybrid atomizer is different
to that of a conventional effervescent atomizer showing a superposition of sinusoidal
instabilities onto a bubbly two phase core.

Another paper [48] conducted an experimental study of the atomization process at
multi-hole effervescent atomizers. This study used phase Doppler anemometry in order
to define the spray quality. The experimental results showed that the SMD profiles of
these atomizers were inversely bell-shaped, where the minimum was to the nozzle axis.
It is worth noting that the radial distance had an effect on droplet diameter, where for
larger radial distance we can observe the occurrence of large droplets and the distribution
character changes from uni- to bi-modal. Jedelský and Jícha [48] proved that the internal
geometry (including inserts, mixing chamber size, and aeration arrangement) has a signifi-
cant effect on the internal two-phase flow; however, the effect on the droplet diameter is
not significant. Furthermore, the experimental data shows that the spray characteristics
depends on the internal geometry of the multi-hole effervescent atomizer.

In paper [49], it described the new twin-fluid nozzle. The obtained results showed the
droplet characteristics and size distribution depend significantly on the coupling between
the gas, liquid, and structure of the twin-fluid nozzle. The efficiency of the spraying process
was determined using the method of a phase Doppler particle analyzer. The results proved
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that the spray atomization characteristics and droplet size distribution depend on the
performance of primary and secondary atomization. Accordingly, an important role in the
atomization process is played by the parameter, such as atomizing core structure and the
gas to liquid mass flow rate ratio. It is worth emphasizing that better atomization efficiency
was achieved for the new twin-fluid nozzle than the standard twin-fluid nozzle. The use
of an atomizer with a new design of twin-fluid nozzle leads to the decrease in the droplet
diameter, and also the increase in the droplet number concentration, axial velocity, and the
spray cone angle.

The papers [50–52] described an innovative design of an effervescent-swirl atomizer
equipped with various types of swirl inserts (Figure 3). Three insert channels with different
inclination angles were tested (Figure 4), for which the said angle was 30, 45, and 60 ◦C,
respectively. The authors of the above works also analyzed the dependence of the spray
angle on the diameter of the outlet opening of the atomizer, the value of which ranged
from 1.5 to 2.5 mm.

 

Figure 4. Design of a two-phase atomizer with a swirl insert [52].

The analysis of the obtained results proved that inside-out type atomizers perform
better at low values of liquid flow rate, while outside-in type atomizers perform better at
higher values of liquid flow rate [53–59]. The advantages of both gas-powered atomizers
have not been thoroughly analyzed and clearly defined so far [8]. A standard effervescent
atomizer has a diameter of about 50 mm and a length of about 100 mm. In turn, the
diameter of the mixing chamber ranges from about 5 to 25 mm, and the diameters of the
outlet openings range from 0.1 to 6 mm [8].

It is worth emphasizing that despite the fact that effervescent and effervescent-swirl
atomizers are very popular, it has not been possible to develop a detailed calculation
method yet. This is explained by the fact that so far it has not been possible to define in
an unambiguous manner how the gas and liquid phases interact during the flow. Based
on the experimental studies conducted so far, which were carried out in a wide range
of parameter variability, it is possible to propose correlation equations. These equations
concern the relationship between: the design of the atomizer, the properties of the sprayed
liquid, the flow rate of the media and the diameter of the formed aerosol droplets. These
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dependencies are especially useful in the design aspect of atomizers. Examples of the
equations are described in a later part of the article.

A very important issue in the atomization process is its optimization in order to reduce
the costs of liquids and chemicals, unplanned production stoppages, energy consumption,
and the negative impact on the environment, as well as to extend the operating time of the
atomizer and improve the quality of spraying [17,20,60,61]. In the process of designing
an effervescent-swirl atomizer that generates droplets of the desired size, the diameter of
the atomizer outlet opening, which significantly affects the quality of atomization should
be taken into account. The research carried out and published in the work [45] showed
that as the diameter of the outlet opening increases, the quality of atomization deteriorates
clearly. However, it should be remembered that the large diameter of the outlet opening is
its main advantage, as it allows to minimize the problem of its clogging during spraying
contaminated liquids or suspensions [62]. Therefore, it is assumed that the selection of
the minimum diameter of the outlet opening should be based on the maximum value of
the mass flow rate, taking into account also the possibility of clogging the opening or its
possible erosion [17,56].

Another important aspect in the atomization process is the shape and diameter of
the mixing chamber [8,48,62–64]. Based on the research described in [65–67], one main
conclusion can be reached that if the mixing chamber has a small diameter, it does not
affect the size of the generated droplets. On the other hand, when the mixing chamber
diameter is greater than 5 mm, a significant effect on the mean diameter of the droplets is
observed [65–67].

Other studies describe the dependence of the atomization process on the type of
aerator used. The research described in the work [68] proves that the design of the aerator
itself has practically no effect on the size of the formed droplets. However, the authors
emphasize that the use of an atomizer with a multi-hole aerator makes it possible to obtain
an aerosol of a slightly more monodisperse character than in the case of using an atomizer
with a single-hole aerator. In both cases, the atomization process was carried out for the
same total cross-sectional area of the gas inlet openings. In addition, the study also proved
that an atomizer with a single-hole aerator is more effective when applying low injection
pressure. A clear effect on the size of the generated aerosol droplets was noted for the ratio
of the area of the outlet opening to the total area of the aerator’s openings [42,45]. This
ratio describes the gas velocity coefficient, the value of which depends on the diameter
and number of holes in the aerator. It is assumed that its optimal value is expressed by the
formula [67]: (

A0

AA,h

)
opt

= 6.3GLR (1)

Accordingly, it can be concluded that the atomization process using effervescent
atomizers can be carried out with gas supply aerators with a large opening diameter.

2.2. Liquid Flow Structures

A review of the literature shows that in an effervescent atomization process, a flow
structure similar to the one occurring in the case of swirl atomizing may appear at the
outlet. This situation also applies to the formation of an air core in the spray axis [7,8]. The
introduction of swirl motion to effervescent atomizers intensifies the presence of the air
core. This process includes complex two-phase phenomena that are difficult to describe
and model [8]. The flow occurring in effervescent atomizers takes a more complicated form
than the other one-phase and two-phase atomizers. The atomizing mechanism is based on
the mixing of both phases (gas and sprayed liquid) inside the device. The development
of the two-phase mixture occurs as it flows through the atomizer until it is sprayed at the
outlet opening. An example of the atomization process in this type of devices is shown in
Figure 5 [7–9,69–74].

In effervescent atomizers, both gas and liquid are supplied by means of inlet stubs.
The gas is dosed into the system at a pressure slightly higher than that of the liquid

85



Energies 2021, 14, 2876

using the perforated aerator pipe for the liquid-phase, so that the gas supplied takes on
a form of bubbles. The two-phase mixture thus formed flows into the nozzle outlet of
the atomizer. The method of spraying, the development, and structure of the mixture are
mainly dependent on the geometry of the gas injection, the outlet opening of the atomizer,
the shape and size of the mixing chamber, the injection pressure, the gas/liquid flow ratio,
and the physical properties of the liquid. In the mixing chamber, it is possible to observe
the phenomenon of bubble formation, their transport, and the changes taking place in
the form of joining or breaking, as well as the movement of the gas and liquid phases. In
turn, in the vicinity of the outlet opening, the mixture is compressed. At the outlet of the
atomizer, a rapid expansion of the gas phase takes place, which leads to the breakup of
the liquid stream, the formation of films and jets of liquid, and the jet breakup (primary
and secondary breakup) [8,29,75,76]. The two-phase mixture that exits the atomizer outlet
can take various forms (it can be a foam, a stream, or a ring), where the swirling of the
liquid causes the formation of an annular structure. The authors of [10–12] analyzed the
mechanism of liquid jet breakdown and noticed that larger drops are formed from larger
jets. Bar-Kohany and Levy [76] described experiments with flash-boiling atomization,
which proved that the nature of bubble growth should be addressed and analyzed, because
bubbles lead to more efficient atomization process.

 
Figure 5. Schematic diagram of the two-phase atomization process in an effervescent atomizer [7,8].

Different flow structures are distinguished in the outlet opening: effervescent, ring-
dispersion, annular, cork, and foam, as shown in Figure 6 [75–82]. The effervescent structure
is characterized by a small number of tiny bubbles that are evenly distributed throughout
the volume. However, in the cork structure there is an object called a cork. In the cork
structure, the relative interphase surface decreases with respect to the bubble structure.
On the other hand, in the foam structure, the occurrence of a large irregular object can
be observed. The number of objects in the tested volume decreases, while the size of the
relative interfacial surface remains practically unchanged in relation to the cork structure.
The ring structure, also known as a lamellar, ring-bubble, and ring-dispersion structure
are characterized by a fully developed regular air core. Small droplets of liquid may be
present inside the air core. These structures are characterized by the largest relative volume
fraction of the gas phase [78,80,83].
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Figure 6. The quality of the generated spray depends on the structure of the internal flow [84].

Kourmatzis et al. [47] analyzed the hybrid atomization (effervescent and air-blast
atomization) and showed that the air-blast mode has a significant impact on the sizes of
generated ligament at the exit orifice for GLR equal to <2.7%. Experimental data shows that
the coaxial flow makes it possible to entrainment of air in the central core, thereby influenc-
ing the degree of atomization and dispersion in relation to the pure effervescent mode.

The flow regime inside in the new atomizer (outside-in-liquid) is controlled using the
perforated chamber geometry and also the exit orifice diameter [46]. Studies showed that
the operating conditions do not affect the stability of the annular flow, which generated
while a perforated chamber with many small injection holes and a small exit orifice were
used. However, in the case where the atomization is carried out with a perforated chamber
with a few large injection holes and/or a larger exit orifice, we can observe the existence of
four flow regimes inside the mixing chamber (such as inhomogeneous bubbly, slug, wavy-
annular, and stable-annular flows). It was also observed in [46] that the transition between
defined regimes are dependent on the operating conditions. The obtained results shows
the relationship between the gas-to-liquid ratio (GLR), the relative mixing pressure (RΔp)
and transition between flow regimes. It was observed that the increase in GLR provides
faster to the transition to the annular flow; however the increase in RΔp causes the delay of
transition. Based on the obtained results for the design of OIL atomizer, a new correlation
equation is created:

GLR−1.628R3.4
do R0.8

Δp

(
ρG
ρL

d2
G

d2
L

Rih sin θ

)0.314

=
11
300

(2)

This correlation is suggested for the transition criterion between the favorable annular
flow and the unfavorable intermittent flow, where Rdo is relative exit orifice diameter, Rih is
relative area of a single injection hole, θ is angle, dG diameter of gas phase, and dL diameter
of liquid phase.

In the work [85], the relationship between the gas flow rate and the angle of inclination
of the insert channels and the air core formed during spraying was demonstrated. The
conducted tests prove that the diameter of the air core increases with the increase of the gas
flow rate and the angle of the swirler channels inclination. Selected results of the research
described in the work [85] are presented graphically in Figure 7. The clear influence of
the used insert on the diameter of the air core is visible, first of all, at higher values of gas
flow rates. Additionally, it has been shown that an increase in the diameter of the atomizer
outlet opening contributes to an increase in the diameter of the air core.
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Figure 7. The relationship between the flow swirl insert and the diameter of the air core [85].

The authors of the work [45] conducted an in-depth analysis of the liquid flow struc-
ture at the outlet opening of the atomizer. The atomization process was carried out for a
single and two-phase system. Selected photographic images of the sprayed liquid for the
air-water system are shown in Figure 8, and for the system of air-water glycerin solution
with polymer addition in Figure 9.

(a) (b) (c) 

   

Figure 8. Selected structures of the sprayed liquid observed as a result of spraying water with an
effervescent-swirl atomizer [7]: (a)

.
Mc = 0.0014 kg/s, C5, (b)

.
Mc = 0.021 kg/s, C5, (c)

.
Mc = 0.008 kg/s.

During the flow of 59% aqueous glycerin solution with the addition of 0.5% rocrysol
WF1 in the effervescent-swirl atomizer, turbulences were observed on the surface of the
stream due to swirling of the liquid stream (Figure 9d) [7]. The presented photos show
the characteristic beads-on-a-string structure (BOAS) of a stream, i.e., thin threads of the
sprayed liquid interconnecting the droplets (droplet-fibrous form of a stream) (Figure 9b).
When spraying liquids with significant viscosities, the spray angle is reduced until a stream
with large fibers and droplets is formed (Figure 9e). However, the appearance of turbulent
flow, as a result of the increase in Reynold’s number, contributes to the destruction of the
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liquid structure and the reduction of the liquid viscosity, which results from the properties
characteristic of non-Newtonian liquid properties [7].

(a) (b) (c) (d) (e) 

     

Figure 9. Selected structures of the sprayed liquid observed during one- and two-phase spraying of a 59% water solution of
glycerin with the addition of 0.5% rocrysol WF1 with the use of an effervescent-swirl atomizer [7]: (a)

.
Mc = 0.0056 kg/s,

C5, (b)
.

Mc = 0.011 kg/s,
.

Mg = 0.000028 kg/s, P, (c)
.

Mc = 0.0056 kg/s,
.

Mg = 0.000014 kg/s, LC, (d)
.

Mc = 0.028 kg/s, LC,

(e)
.

Mc = 0.021 kg/s, LC.

On the basis of the conducted research, it has been shown that as a result of the
atomization process, it is possible to observe, inter alia, the breakup of the jet into droplets,
the phase of a bent pencil, and proper spraying [5,7,45]. Moreover, the appearance of a
jet with droplets, a jet of sprayed liquid with gas bubbles, a jet of individual bubbles and
bubbles connected with liquid fibers was also observed. It is worth emphasizing that the
obtained images are characteristic of liquids of significant viscosity (especially longitudinal
viscosity). These conclusions confirm previous literature reports [45].

Most likely, the addition of polymer results in an increase in the longitudinal vis-
cosity, which leads to the formation of a coarse-fiber structure and delay of the stream
breakup [86,87]. This phenomenon is beneficial in many applications [5,88]. As a result
of spraying aqueous polymer solutions, a droplet-fibrous structure is formed. It is worth
noting that during the atomization process, the occurrence of the so-called secondary
destabilization of the fibers connecting the droplets, which in turn causes the appearance
of very small droplets, was observed. Despite the fact that the use of a polymer additive
causes an increase in the thickness of the fibers (Figure 9d), as well as the suppression of
disturbances causing delayed breakup of the streams, the liquid stream becomes thinner
with increasing distance from the nozzle outlet, which in turn leads to secondary growth
oscillations on the surface of the liquid and the breakup of the threads into drops of very
small diameters [7].

2.3. Discharge Coefficient

In order to fully assess the design of the atomizer, it is also necessary to analyze the
pressure drops occurring at its tip and in the body (i.e., drops occurring on the stub-tubes,
in the aerator and in the mixing chamber). The studies carried out so far prove that the
greatest pressure drops occur at the outlet end, while the smallest pressure drops occur
in the pipe, which constitutes the mixing chamber. With the increase of pressure drops in
the atomizer, the value of the discharge coefficient determined for the whole atomizer is
observed to decrease. In a situation when the value of the mass gas stream is close to or
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equal to zero, it is assumed that the calculation of the spraying parameters for effervescent-
swirl atomizers (including the flow coefficient) is simplified to the calculations used in the
case of single-phase atomizers characterized by the same geometry [5,6,89–91].

The relationship between the ratio of length to the diameter of the outlet opening
l0/d0 the discharge coefficient is very complex. In the range of values l0/d0 < 2, the
liquid stream is contracted. On the other hand, when l0/d0 ≥ 2, the stream expands
within the opening, which means that its outflow is the same as in the case of the so-
called adapters/attachments. In the narrowest cross-section of the liquid stream there
is a negative pressure leading to an increase in the liquid flow. It happens that when
appropriate conditions appear, the flow velocity increases the phenomenon of liquid
stream detachment from the opening occurring. Due to the above, there is a possibility of
the stream narrowing and a marked decrease in the liquid flow [5,14]. In the works [6,7,92],
it was proved that the value of the discharge coefficient depends to a large extent on the
ratio l0/d0, but also on the shape of the inlet section of the atomizer’s tip. The values of
the liquid discharge coefficient are quite varied and depend on the type of the discharged
orifice used, otherwise the so-called diffuser [14,93]. Moreover, experimental studies have
shown that the size of the l0/d0 ratio plays a key role in a situation where the Reynolds
number values are small.

The authors of the work [7] estimated the correlation equation that allows to determine
the value of the flow coefficient for single-phase flow, which takes the form:

CD =

⎧⎪⎨
⎪⎩
[

Re−0.88
c 64

(
l0
d0

)1.15( d0

Ds

)1.15( ηc

ηwater

)1.15
+ 53.88

]3

+

⎡
⎣1 −

(
d0
Ds

)
C2

D,tur

⎤
⎦

3⎫⎪⎬
⎪⎭

−0.165

(3)

It is worth noting that this equation is valid for a Reynolds number in the range from 20
to 40,000, and CD, tur is the value of the fluid discharge coefficient during a turbulent flow.

It should be emphasized that in the case of effervescent-swirl atomizers, it is more
important to determine the value of the flow coefficient for a two-phase flow. It is also
worth noting that in the case of effervescent-swirl atomizers, a smaller influence of the tips
on the value of the liquid discharge coefficient during a turbulent flow was noted than in
the case of standard effervescent atomizers. Due to the above, it is possible to obtain some
savings by using tips with lower accuracy and lower quality in the production and use,
avoiding the risk of deteriorating the quality of the spray obtained [7].

Figure 10 shows the effect of the l0/d0 ratio on CD during a two-phase flow for the
two selected GLR values of 0.0038 and 0.046. The results obtained for the process carried
out with the use of an effervescent-swirl atomizer showed that the value of the discharge
coefficient was increased until reaching the maximum value equal to 2.04. In turn, a further
increase in the l0/d0 value contributes to a decrease in the CD value. This phenomenon
is explained by the occurrence of an increase in friction forces, which occurs as a result
of an increase in the value of l0 (extension of the outlet opening length). Additionally,
the conducted research proves that the geometry of the outlet opening does not affect the
discharge coefficient or affects it only slightly in the situation when the GLR values are
large [7]. Moreover, it was noticed that the values of CD, determined for all tested atomizers,
decrease with the increase in the GLR value. The authors of the work [7] developed a
correlation equation that allows to estimate the liquid discharge coefficient in a two-phase
flow for the outlet opening (atomizer tip) with the following form:

CD = 0.0822
(

ηc

ηwater

)B( σc

σwater

)0.02 CD,tur

GLR0.43 (4)
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Figure 10. Graph of the dependence of the discharge coefficient on the value of l0/d0 using efferves-
cent and effervescent-swirl atomizers [7].

It is worth emphasizing that in the analyzed atomization process, the influence of
viscosity is not obvious and it is visible only when GLR values are small [14,94,95]. Most
likely, this is due to the fact that while the GLR takes low values, the nature of the two-phase
flow is similar to that of a single-phase liquid flow (where the gas addition is minimal),
and therefore the effect of viscosity on the flow can be observed. On the other hand,
when the GLR values are higher, the viscosity of the gas phase plays a significant role.
Similar conclusions can be drawn after analyzing the results of research on classic swirl
atomizers [14]. These studies prove the occurrence of a certain liquid viscosity value in the
atomization process, which is assigned the maximum value of the discharge coefficient [14].
The maximum value of the mass stream of liquid occurs when the liquid turbulence
disappears (with a certain liquid viscosity), which leads to the liquidation of the air core
and the outflow of the liquid itself out of the atomizer outlet opening. On the other hand,
a continuous increase in the viscosity of the liquid leads to a decrease in the stream mass
caused by an increase in frictional resistance [14].

A review of the literature revealed several papers devoted to the analysis of flow
resistances [7]. The data contained in the studies make it possible to estimate the value of
the discharge coefficient on the basis of semi-empirical [96] or empirical [44,97] correlation
equations. By contrast, [98] describes the combination of two analytical models in order to
determine the value of the discharge coefficient. For this purpose, the homogeneous flow
model (HMF) and the separated flow model (SFM) were used [98].

In the work [96], the authors, on the basis of the conducted research, proposed a
model equation for the discharge coefficient of atomizers, taking into account the external
gas supply:

CD = c

(
1 −

.
Vg

.
Vg +

.
Vc

)0.3(
1 +

1
GLR

)0.15
(5)

In this equation, the value of CD depends on the properties of the liquid (viscosity and
density) and takes various values, which are listed in Table 1 [96]. This equation is limited
to the value GLR < 0.12.

Table 1. Summary of the constant c z values estimated on the basis of Equation (4) [96].

ηc [Pa · s] ρc [kg/m3] c

RSP1 0.020 0.015
RSP2 0.020 0.020
RSP3 0.020 0.025
RSP4 0.020 0.020
RSK1 0.020 0.015
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According to the authors of the work [99], the liquid flowing through the outlet
opening does not fill it in the entire cross-section, and the formed air core is surrounded by
a liquid ring. This situation is analogous to the phenomenon that occurs when spraying
with swirl atomizers. Based on the conducted research and analysis of the obtained results,
a correlation equation was proposed in the form (valid for GLR ranging from 0.02 to 0.46):

CD = 0.0088
(

GLR
d0

Ds

)−0.75
± 14% (6)

In turn, Jedelsky and Jicha developed another form of the model equation to de-
termine the value of the discharge coefficient [98]. This equation is based on two flow
models: homogeneous flow and stratified two-phase flow. This relationship takes the
following form:

CD = 0.62
(

ηc

ηwater

)0.04( σc

σwater

)0.02( l0
d0

sin(2ϕ)0.5
)−0.11 .

Mc

A0(2ρcΔP)0.5
1

(1 + GLR)
(7)

where ϕ is the inclination angle of the mixing chamber wall. This equation is consistent
with the data described in the work [4]. Equation (7) allows to determine the CD value
with an accuracy of ± 10%, thanks to which it is currently the most universal and takes
into account the largest number of variables.

Figure 11 summarizes the dependencies of CD on GLR, drawn on the basis of a litera-
ture review [1,7,44,96,98]. Due to the fact that the atomization process was carried out with
the use of atomizers of a different design, no direct comparative analysis can be performed.
The analysis of the data presented in the graph shows one common tendency, where the
value of the discharge coefficient decreases with the increase of the GLR value [100]. An
exception to this rule is the research results presented by Ramamurthi et al. [97], where a
practically constant value of CD can be observed.

 

Figure 11. Summary of literature values of the discharge coefficient (d0 = 0.002 m; l0/d0 = 1; β = 0◦) [7]:
1-Chen and Lefebvre [96], 2-Jedelsky and Jicha [98], 3-Ochowiak [1], 4-Ochowiak et al. [44], 5-
Ramamurthi et al. [97].

The dependence of the discharge coefficient on the liquid viscosity is theoretically
included in the equations containing the Reynolds number and in Equation (6). On the
other hand, the analysis of literature data related to the effervescent and effervescent-swirl
atomization process [4,75] proves that the influence of liquid viscosity (for Newtonian and
non-Newtonian liquids) on CD can, as a rule, be neglected. Studies have shown that the
influence of liquid viscosity is greater when GLR takes lower values. At the same time, at
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higher GLR values (>0.07), we do not observe the viscosity influence. The obtained results
are consistent with the studies published in the works [94,101,102].

2.4. Spray Angle

Chen and Lefebvre [53] conducted research on the spray angle of liquids of different
viscosity and surface tension. The obtained results prove that the size of the estimated spray
angle is much greater than the values obtained for pressure atomizers of similar design. In
turn, in the work [36] it was shown that the value of the spray angle rapidly decreases in the
vicinity of the outlet opening, and then it assumes an approximately constant value. The
spray angle increases as the gas pressure increases and the viscosity and surface tension
of the liquid decrease. The work [53] says that the spray angle takes values lower than
23◦. This is confirmed by the studies described in the work [35,36,58,60,103], which show
that the values of the liquid spray angle with the use of effervescent atomizers with a
single-hole aerator take values not greater than 22–23. The literature review reports that
the spray angle values obtained for effervescent atomizers are lower values compared to
other types of atomizers (except pressure ones) [5,6,53,103].

In the literature on the subject, works devoted to the analysis of the spray angle
are very rarely found. However, the published works determine congruently that the
spray angle size increases monotonically as a result of the injection pressure
increase [35,53,72,101,104]. In the work [35], the following correlation equation for the
spray angle was proposed:

α

2
= (15GLR) + (0.039Pin) +

(
0.0451P4

ot − 0.6211P3
ot + 2.7551P2

ot − 3.62Pot

)
+ 7.0 (8)

where the pressure values are included in the unit of megapascal.
In several studies, a dependence of the increase in the size of the spray angle with the

increase in the GLR ratio was noted [35,53,105,106]. Moreover, Chen and Lefebvre [53] and
Jedelsky et al. [106] observed a decrease in the spray angle value after reaching a certain
maximum value, which most probably results from a gradual change in the internal flow
structure (transition from bubble to annular structure). Additionally, it was noted in the
work [106] that reducing the spray angle may cause an increase in the ratio of the outlet
opening length to its diameter from 0.08 to 1.2.

Loebker and Empie [107,108] published their studies of the process of spraying highly
viscous liquids and obtained relatively large spray angle values of about 60◦, where GLR
was greater than 0.003. Moreover, the analysis of the results proved that not only the
viscosity of the liquid, but also its flow rate has a significant impact on the spray angle
value [7,107,109,110]. The highest spray angle values published in the works [109,110]
were about 80◦, and in the work [111] the angle value reached even 150◦ (at GLR ≈ 0.07000),
where Newtonian liquids were sprayed using an atomizer with an internal gas flow. The
maximum angle value was reached with GLR ≈ 0.07000, after exceeding this value, a sharp
decrease in the spray angle value was observed.

The research on the atomization process carried out in effervescent-swirl atomizers
with the use of different gas and liquid flow velocities presented in the work [4] showed that
the increase in gas flow velocity has a beneficial effect on the spray angle value (especially
in a situation where the value of the mass flow rate of liquid is small). This is explained by
the fact that the use of low flow velocities causes the liquid to flow as a compact jet, from
which individual drops are detached. With a further increase in the value of the gas flow
velocity, the stream of liquid breaks down into droplets, and thus the spray angle increases.
At the moment when the stream of gas is significant, we observe the phenomenon of
flowing around the stream of the sprayed liquid, so the spray angle is reduced. It should
be remembered that the use of a too large stream of liquid may lead to an increase in
the volume of the stream and difficulty in its spraying. Accordingly, we can observe a
decrease or increase in the size of the spray angle. These observations were confirmed
in the work [75], where the possibility of the maximum spray angle occurrence and its
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non-linear dependence on the GLR value was demonstrated. The described process can
be explained by the flow transition from the bubble to the cork (or annular) range inside
the atomizer, caused by the presence of low GLR values and operating pressure. Another
explanation for the phenomenon is its occurrence as a result of a rapid increase in the
volume of gas bubbles right at the outlet of the atomizer orifice, which may contribute to
increasing the spray angle.

It should be remembered that the spray angle is also influenced by the internal
geometry and dimensions of the atomizer [5,96,112], which include, e.g., the diameter of
the atomizer outlet opening [45,111,113], and the diameter of the swirl chamber [5,6,114].
One cannot forget about the viscosity of the sprayed liquid either [45,111,113,115,116].

In the work [4], another correlation equation taking into account the spray angle
was proposed:

α = AC0.9
D,turD0.39d−0.78

k η−0.31
c d1.02

0

.
M

0.25
c GLR0.21 (9)

where: A is the constant for the design of the atomizer, and dk is the diameter of the liquid
inlet stub-tube [5,6]. For the analyzed atomizers, the value of the constant A which is equal
to 901, was determined experimentally [7]. It is worth noting that the above equation
is correct for the entire examined range of the considered variables. Figure 12 shows
graphically examples of the relationship between the spray angle and the viscosity of the
liquid [7].

 

Figure 12. Dependence of the liquid spray angle on GLR for liquids of different viscosity, sprayed
with an effervescent-swirl atomizer [7].

As mentioned before, the spray angle depends, apart from the process conditions, also
on the design of the atomizer itself; however, all variables cannot be taken into account
in the correlation equation. This is confirmed by the research conducted by Jedelski and
Jichy [117]. The study showed that the α value for effervescent atomizers increases due
to the increase in GLR value, and then reaches its maximum value at the GLR value of
about 0.1, after which this value decreases. Moreover, it has been proven that the atomizers
additionally equipped with swirl inserts have larger spray angle sizes than the atomizers
with cylindrical outlet openings [117].

In summary, it can be stated that in order to obtain relatively large spray angles, the
process should run within a GLR range of about 0.02 to 0.1.

In the work [54] it was observed that the spray angle significantly depends on the
diameter of the atomizer’s outlet opening. It has been shown that with the increase in the
opening diameter, the spray angle value increases (Figure 13). The authors of the work [7]
reached the same conclusions.
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Figure 13. Influence of the outlet opening diameter of the atomizer on the spray angle for inserts of
various designs [54].

The research carried out by Jedelsky et al. [118] showed the influence of the atomizer
design and GLR values on the size of the spray angle obtained as the result of carrying out
the atomization process both in a standard effervescent atomizer and in an effervescent-
swirl atomizer with a swirl insert (Figure 14). The subject of the atomization were sus-
pensions. The dimensions of the individual components of the device are summarized
in Table 2.

 

ρ

Figure 14. Diagram of the effervescent-swirl atomizer from the study [118,119].

Table 2. Summary of dimensions of individual components of atomizers [118].

¦Çc [Pa · s] ρc [kg/m3] c

RSP1 0.020 0.015
RSP2 0.020 0.020
RSP3 0.020 0.025
RSP4 0.020 0.020
RSK1 0.020 0.015

Figure 15 presents the relationship between the spray angle and GLR for both analyzed
atomizers [118]. Based on the analysis of the diagram, it can be noticed that in the case
of GLR ≈ 0, large values of the spray angle are obtained for atomizers equipped with a
swirling element (atomizers I and II). When analyzing the dependence curve obtained for
atomizer I, an increasing tendency of the spray angle with the increase of the GLR value,
to the maximum value of about 0.006 can be noticed. Then, a further increase in the GLR
value leads to a decrease in the value of the angle under analysis.
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ρ

 

Figure 15. Diagram of the dependence of spray angle on GLR determined with a classical bubble
atomizer and its modifications [118].

The situation is different in the case of atomizer II, where a downward trend in the
size of the spray angle with the increase in GLR value can be observed. The downward
nature of the dependence curve α on GLR was also observed in the case of an effervescent
atomizer without a swirl insert, where at GLR ≈ 0 the atomizer produced an angle of
approximately 0◦. In turn, for GLR = 0.1, the maximum spray angle value was obtained,
which was 40◦. It is also worth emphasizing that the research showed that the sprayed
liquid stream took the form of a hollow cone.

2.5. Droplet Diameter

The paper [66] describes a model that enables the estimation of the average diameter
of sprayed liquid droplets at specific physico-chemical properties of the sprayed liquid and
set GLR values. The analysis of the performed experimental tests showed that the change in
volume causes the expansion of the cone of liquid flowing from the device outlet opening.
During the analysis of the results, it was assumed that the total energy introduced into the
volume is the same as the total energy exiting the system. It is worth adding that the total
energy introduced into the volume was assumed to be the sum of the gas energy, the kinetic
energy of the liquid and the surface energy of the gas bubbles embedded in the liquid.
Finally, the following correlation equation was proposed to enable the determination of the
SMD values:

SMD =
12σc

ρc

{
w2

c + κGLRw2
g −

[
(wc+κ1GLRwg)

2]
(1+κ1GLR)

} (10)

where wc is the liquid velocity, and wg is the gas velocity, which were measured across
the atomizer outlet opening cross-section. The value of the coefficient κ1 was determined
based on the experimental data. It should be emphasized that Equation (10) is correct for
certain conditions, where

.
Mg,

.
Mc > 1.5 g/s, P < 336 kPa, and GLR < 0.02. Equation (10)

proposed by Buckner and Sojek takes into account the deviations of the values determined
from the model from the experimental values of ≤25% [66].

A different correlation equation allowing to determine the value of the mean droplet
diameter was proposed in paper [55]. This equation includes the knowledge of the gas
and liquid mass flow rate, the physico-chemical properties of the liquid, and the geometry
of the atomizer outlet opening. This equation is compatible with the research carried out
by Santangelo and Sojki [120,121], where the analysis of structure stability was used to
estimate the size of the sprayed liquid droplets formed. For this model it was assumed
that the two-phase gas and liquid mixture leaves the atomizer in the form of an air core
surrounded by an annular layer of liquid. This layer breaks down into streams and films of
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liquid, which then break down forming droplets. The authors of the work [44,55] used the
correlations published in the subject literature in order to determine the part of the gas-
filled cross-section and the gas-liquid inter-phase slip in the annular flow. Lund et al. [55]
initially estimated the thickness of the annular layer of liquid, and then concluded that
it is divided into several cylindrical streams called ligaments, of the same diameters as
the thickness of the liquid ring. In order to determine the size of streams and droplets,
the stability analysis described by Weber [122] was used, which concerns the breakup
of liquid ligaments [123]. The size of the formed droplets was determined on the basis
of the assumption that each object stabilizes and forms a single droplet. The aspect of
secondary atomization has been omitted. Therefore, the authors of the paper [55] obtained
the following expression:

SMD =

⎡
⎣3

2

√
2πd3

l

(
1 +

3ηc√
ρcσcdl

)1/2
⎤
⎦1/3

(11)

where dl is the diameter of the liquid ligament, the value of which is compared to the
thickness of the liquid film, thanks to which the following relationship [124] is obtained:

dl = 0.18
(

GLR
.

Vc
ρc

ρg

)−0.62
(12)

It should be noted that the equation proposed by Lund et al. (11) is particularly
interesting due to the fact that it is entirely based on the fundamental principles of con-
servation of energy and momentum and does not contain any empirical constants. The
accuracy of the proposed expression increases with increasing GLR value. Droplet size
is estimated with an accuracy of 25% (with GLR < 0.02) and with an accuracy of about
5% (with GLR > 0.04). In this model, the aerodynamic effects of the gas surrounding the
ligaments of liquid were not taken into account. During the two-phase atomization process,
there is always a relative velocity between the atomizing gas and the liquid, called the
inter-phase slip, which may ultimately have a significant impact on the liquid stream
breakup [55].

Sutherland et al. [40] improved the model proposed by Lund et al. [55] by taking into
account the relative velocity between the dosed gas and the liquid, as well as replacing
the Weber stability analysis [122] with the Sterling and Sleicher stability analysis [125]. In
the work [40], measurements of the atomized liquid momentum were performed in order
to determine the velocity of the atomized gas and liquid at the device outlet. The model
described by the authors of the work [40] also includes changes in the mean diameter
of droplets as a result of changes in the viscosity of the liquid, surface tension, injection
pressure, the ratio of the mass flow rate of gas to liquid, as well as the pore size of a given
atomizer insert.

Sovani et al. [126,127] also made an attempt to improve the model proposed by
Lund et al. [55] to estimate the probability of the distribution of the size of the generated
spray droplets at the outlet of the atomizer. It is known that each atomizer generates
droplets of different sizes, which depends on many factors that we can control as well as on
various random phenomena that take place during atomization and we have no influence
on them. The authors of the work [126,127] took into account just these random phenomena
in the model of Lund et al. [55] as changes in the relative velocity of gas and liquid and
physical properties of the liquid. The random changes included in the equation took the
form of the probability distribution function (PDF for short) and the size distribution of
the droplets of the generated spray. The results obtained on the basis of the proposed new
model prove that the width of the droplet size distribution is a non-linear function of the
variables and the relative velocity of the gas and liquid. Additionally, it was shown that
changes in the physical properties of liquids did not have a significant effect on the droplet
size distribution.
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Liu et al. [128] described that the effervescent atomization was unstable at a small
GLR while the atomization process proved gradually by increasing the GLR values. On the
basis of the conducted research, it was determined the optimal atomization region, which
was at a GLR equals 0.1. In [128], it described that the design parameters of atomizer have
significant influence on SMD and atomization cone angle. The method of phase Doppler
analyzer points out that the velocity and Sauter mean diameter distributions of the droplets
are symmetrical on the discharge orifice center for analyzed swirl atomizers.

Kourmatzis et al. [129] described the near-field characteristics of effervescent sprays
are examined by the used a method of the advanced image processing. The researches
provide new quantitative insights into the character of the regime transitions that occur as a
function of the GLR. The obtained research results prove that character of the distribution is
variable and depends on the gas-to-flow ratio, where the distribution of the outer diameter
of the ejected air laden liquid jet shows a bimodal character at low GLR equal to <0.5%,
and mono-modal character at higher GLRs values.

Panchagnula and Sojka [57] developed their own model allowing to estimate the
velocity profile of droplets in a sprayed liquid. This model concerned atomization of a
turbulent stream of liquid. It was based on the velocity profile equation taken from the
work [130].

In the work [131], research on atomizing a liquid was carried out using an unusual
design of an atomizer with colliding inside it streams of gas, which then floats the liquid.
The obtained test results showed different relationships than in the previous studies,
because it was shown that with the increase in the diameter of the atomizer outlet opening
and the inclination angle of the inlet wall of the atomizer outlet, the value of the mean
surface-volume diameter decreases. The authors of the work [131] proposed the following
correlation equation:

SMD = (4.4 − 0.4d0)(tan ϕ)−0.4
(

Pg + 0.3
Pc + 2.3

)(−6.3+2.6d0−0.4d2
0)

(13)

The work [62] also included experimental analysis of the process of liquid spraying in
terms of the impact of the atomizer design and the gas and liquid flow rate on the size of
the spray droplets generated. The results of the research proved that SMD decreases with
the increase of the diameter of the atomizer outlet opening and the liquid flow rate [45,62].
In the analysis of the obtained results, the equation proposed in the work [132] was used:

SMD = B
(
WegGLR

)A (14)

where the power exponent A was –0.12, and the constant B referred to the internal geometry
of the atomizer, the value of which was 2.465 × 10–3 m for d0 = 3 mm and 2.249 × 10–3 m
for d0 = 4 mm.

Mulhelm et al. [133] also used the formula (14) proposed by Harari and Shera [132]
to determine SMD. However, in their case, the A value was −0.4, and the B value was
dependent on the properties of the liquid and the diameter of the atomizer. In order to
estimate the relationship between the constant B and the physical properties of the liquid,
the Ohnesorge number and the atomizer geometry (or more precisely: the diameter of the
atomizer outlet opening) were used. In the case of SMD, the relationship between the B/d0
ratio and the Ohnesorge number takes the following form:

B
d0

= 0.21Oh0.0622 (15)

After carrying out appropriate transformations, a correlation equation was obtained
in the form:

SMD = 0.21Oh0.0622(WegGLR)−0.4 (16)
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A very good match between the experimental data and the correlation data was
obtained from the dependence [62]:

SMD = 1.35 × 10−3
[

GLR
(

d0

D

) ]−0.26
(17)

It is worth paying attention to two issues, Equation (17) takes into account the diameter
of the mixing chamber amounting to 0.02 m and the fact that it is valid only for the analyzed
atomizer designs.

Hammad et al. [46] proved that the internal flow significantly controls the spray
character and proposed a correlation equation taking into account the relationship between
the Sauter mean diameter and the internal flow transition parameter (WeLS/Φih

−0.314):

SMD
do

=
1.42

1 + e
(1.08−(

WeLS
∅
−0.314
ih

))/0.8355
− 0.252 (18)

where Φih is liquid/gas momentum ratio per liquid injection hole, WeLS is Weber number
of liquid superficial, and a correlation coefficient R2 equals to 0.75.

Yet another form of the correlation equation was proposed by Ramamurthi et al. [97],
where the Sauter diameter also depends on the mass flow rate of gas and liquid and the
Reynolds number:

SMD = 2.61 × 10−3[GLR(Rec) ]
−0.66 (19)

Equation (19) is valid for annular flow and Rec < 10000. For the bubbly flow, the
equation takes a modified form [97]:

SMD = 4 × 10−12
[

Rec(GLR)0.5
]−1.14

(20)

true for GLR values in the range of 0.005 to 0.04 and for Rec values from 10,000 to 15,000.
In the work [111], a correlation equation was proposed for the determination of the

SMD value of a spray created as a result of spraying aqueous silica solutions (Aerosil 300):

SMD = 9.79 × 10−4(WegGLR
)−0.11 (21)

This equation is correct when the following assumptions are met: Aerosil 300 concen-
tration in the solution is <4%, d0 = 0.0017 m, Weg value ranges from 80 to 1700, and GLR
ranges from 0.014 to 0.46.

Broniarz-Press et al. [45] conducted research related to the process of spraying aqueous
solutions of poly (ethylene oxide) with molar mass from 1 × 106 to 8 × 106 kg/kmol. The
tested aqueous polymer solutions showed the characteristics of non-Newtonian liquids.
Based on the conducted research, the authors proposed a correlation equation in the form:

SMD = 1.2 × 10−2d0M0.25
w GLR−0.23 (22)

where MW is the average molar mass of the polymer. This equation is valid when
d0 ∈ (0.003; 0.006) m and GLR ∈ (0.028; 0.92).

On the other hand, in the work [110], the study of the atomization of liquids with
different rheological properties was carried out, which showed the same dynamic viscosity
(at shearing), and were different in longitudinal viscosity (at stretching). The analysis of
the obtained tests showed a clear influence of longitudinal viscosity both on the change of
the internal and external flow structure and on the increase in the diameter of the formed
droplets [110,134,135]. The literature on the subject describes that the longitudinal viscosity
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also significantly affects the spray angle. The mathematical analysis of the obtained results
allowed to estimate the relationship:

SMD = f
(

η0.28
e

)
(23)

Figure 16 shows a diagram of the effervescent atomization process and the structure
of the effervescent atomizer used in the research by Qian et al. [72,136]. On the basis
of the figure illustrating the course of the atomization process, three main stages can
be distinguished: atomization with internal mixing (a two-phase system is formed: gas
bubbles in the liquid), primary breakup (breakup of the liquid into small drops), and
secondary breakup (the resulting drops are subjected to a series of events, i.e., collisions,
breakup, coalescence).

 

Figure 16. Schematic diagram of the atomization process with the use of an effervescent
atomizer [7,72].

A comprehensive three-dimensional model including primary and secondary breakup
is described in the works [72,136]. This model was used to estimate the diameter of droplets
with the value smaller than the diameter of the atomizer outlet opening. In order to describe
the gas phase, the mean values of Re from the Navier-Stokes equation (k-ε model) were
used, while the phase of the dispersed droplets was presented as Lagrange elements in
relation to physical phenomena [72,137].

Accordingly, Lin et al. [137] and Qian et al. [72] obtained the equation taking into
account the secondary breakup of droplets of the form:

SMD = 0.038
(

GLR
0.12

)−0.4787( Pin
4 × 106

)−0.1639( d0

0.2

)0.7039
+ 10−3(ky + SMDw) [mm] (24)

where y is the axial distance, the k-factor defines the operating parameters of the atomizer.
In Equation (24), the first segment is related to the primary atomization and the second
segment is related to the SMD change along with the axial distance from the outlet opening.
In turn, the third segment of the equation (SMDw value) determines the change in SMD
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value during secondary atomization. However, it should be remembered that the proposed
equation includes variables and constants limiting its application.

In order to determine a convenient mathematical description, the effervescent atom-
ization process underwent modelling based on the appropriate Navier-Stokes equations
combined with the particle monitoring method. Furthermore, the external gas flow was
assumed to be a turbulent flow. This model also takes into account primary and secondary
breakup, and the average diameter of spray droplets was estimated with the use of various
operating conditions and properties of the sprayed liquid [72]. Qian et al. [72] finally
proposed three correlation equations to estimate the value of the mean surface-volume
diameter:

- immediately at the atomizer outlet opening:

SMD(y→0) = 0.00505
(

GLR
0.12

)−0.4686( Pin
5 × 106

)−0.1805( d0

0.2

)0.6675( ηc

0.2

)0.1714( σ

46

)0.1382
(25)

- in a situation where the distance from the atomizer outlet is small and does not exceed
10 mm:

SMD(0<y<10) = 10−4y
[

1.103
(

GLR
0.12

)−0.218
+ 14.72

(
GLR
0.12

)−0.3952( ηc
0.2
)0.1571( σ

46
)0.8199

]
+

+0.00505(1 − y)
(

GLR
0.12

)−0.4686( Pin
5 × 106

)−0.1805( d0
0.2

)0.6675( ηc
0.2
)0.1714( σ

46
)0.1382

(26)

- when the distance from the atomizer outlet is greater than 10 but less than 200 mm:

SMD(10<y<200) = 10−4

[
1.103y

(
GLR
0.12

)−0.218
+ 14.72

(
GLR
0.12

)−0.3952( ηc

0.2

)0.1571( σ

46

)0.8199
]

(27)

As can be seen, in Equations (25)–(27) an important role is played by the value y,
which defines the distance from the atomizer outlet opening. In order to clarify the notation
of the equations, it is worth adding that in the above equations the values of y and d0 are
defined in centimeters, Pin in grams per centimeter and square of a second, ηc in grams per
centimeter and second, and σ in grams per square of a second.

In the work [138], a three-dimensional model of liquid droplets and gas bubbles in
a two-phase flow was described. The authors of the work conducted research on the
development of the atomized liquid structure along the atomizer outlet opening. It was
evidenced in the work that GLR is one of the most important parameters enabling the
control of the atomization process, and the increase in the value of this ratio contributes
to a gradual reduction in the size of the analyzed droplets. Moreover, it has been proven
that the use of a smaller atomizer outlet opening promotes primary breakup and that high
injection pressure has a greater effect on the secondary breakup of the drops.

The internal geometry of the atomizer also plays an important role in the atomization
process. It determines the nature of the internal flow of gas and liquid and can significantly
affect the efficiency of the entire process. The conducted studies of the influence of the
size and number of aerator holes on the average droplet size proved that the use of an
aerator with many holes leads to a slightly narrower diameter distribution in relation to
the aerator with one hole and the same effective area of gas inlet openings. However, this
phenomenon is not fully understood and explained [68].

On the basis of the mean value of the droplet velocity and the distribution of their
velocity, it is possible to determine the effectiveness of the process [8,56]. Based on the
conducted research, Panchagnula and Sojka [57], Sankar et al. [139], and Jedelsky et al. [106]
concluded that the droplet velocity increases as a result of the increase in the set injection
pressure. A steady increase in the droplet velocity with the increase in GLR value was
also observed. It has also been found that the use of higher mass gas flow rates leads to
droplets acceleration [106,137]. The literature review indicates that the value of the droplet
velocity reaches its maximum in the aerosol axis (y = 0), and it quickly decreases with the
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increase of the axial distance from the atomizer and the increase of the radial distance from
the aerosol axis [40,57,106,137,140–142]. The highest mass flow rate is observed in the axis
of the generated spray [115]. Lund et al. [116] analyzed the effect of gas molecular weight
on droplet velocity and proved that droplet velocity decreases due to an increase in gas
molecular weight.

Numerous studies published in the papers have shown that the use of a polymer ad-
ditive to the sprayed liquid contributes to the reduction in the number of average droplets,
and thus to the increase in the number of droplets with large diameters [7,45,143,144]. In
turn, the number of small droplets decreases as a result of an increase in the concentration
of the polymer and its molar mass [144]. This phenomenon is important from the practical
point of view, because, for example, in agrotechnical spraying processes, droplets with
very small diameters are undesirable due to the fact that they can be easily moved by the
wind [144], as well as in the process of reducing spontaneous combustion of fuels carried
out during emergency landings in aviation [14]. Zhu et al. [145] proved that the mean
droplet diameter increases with the increase in the dynamic viscosity of the liquid. Mun
et al. [144] also observed some discrepancies in conducted research. They showed that,
depending on the type of atomizer used for spraying a 50% aqueous solution of glycerin, a
lower, the same, or higher value of the average droplet diameter was obtained with regard
to water. This proves that, based on the literature data, it is difficult to unambiguously
determine the effect of the change in liquid viscosity on the mean droplet diameter.

It is worth emphasizing, however, that on the basis of all correlation equations pro-
posed in the literature, it appears that the value of the Sauter’s mean diameter decreases
as a result of the increase in GLR value. However, it should be remembered that the
influence of the atomizer outlet opening diameter on this value was not taken into account
in all cases. It has been shown, in turn, that the longitudinal viscosity of the sprayed
liquid is a very important factor influencing the value of the mean surface-volume diam-
eter [7,109]. The increase in the longitudinal viscosity of the sprayed liquid contributes
to the increase in the size of the droplets of the spray produced. This is confirmed by the
research by Zhu et al. [145], carried out with the use of hydraulic atomizers for spraying. In
the work [145] it was evidenced that the droplet diameter increases in a non-linear manner
with the increase in the longitudinal viscosity (according to the power function with an
exponent of 0.15). This was also confirmed by the studies published in the work [146].
The authors of this work subjected aqueous solutions containing polyacrylamide to the
atomization process. In the work [7], a correlation equation was proposed that allows to
determine the SMD value based on the formula:

SMD = Cd1.12
0

.
M

0.64
c GLR−0.80We0.21

g Oh0.06
(

ηc

ηwater

)0.16
Tr0.28 [m] (28)

where C is a parameter (with a value of 6.98 × 10−4) depending on the internal geometry
of the atomizer and other parameters affecting the mean diameter of the droplets (however,
it should be remembered that their influence has not been analyzed). Equation (28) is the
first one that covers the longitudinal viscosity of the atomized liquid.

The purpose of this article is to summarize the results obtained from scientific re-
searches of effervescent-swirl atomizers performance embracing wide variations in at-
omizer design, liquid properties, and operating conditions. The results of research on
atomizers of this type may contribute to the spread of their use and suggest possible areas
for future practical applications, including completely new areas.

3. Conclusions

The paper presents the theoretical basis of the atomization process, the use of atom-
izers, and an analysis of the collected literature data. Effervescent-swirl atomizers were
characterized. The authors of the work, on the basis of the literature review, analyzed
the results of research related to, inter alia, the phenomenon of air core formation and the
influence of a number of parameters on the efficiency of the atomization process. This
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work includes the analysis of the results of the research on the influence of gas and liquid
flow rates; injection pressure, or the dimensions and design of the atomizer, the shape
of the outlet opening, and the physicochemical properties of the atomized liquid on the
pressure drop, discharge coefficient, spray angle, droplet size, quantitative distributions,
and mean volume-surface diameter. The paper presents correlation equations covering
the basic features of the atomization process, which bind a large number of parameters
affecting the efficiency of the atomization process and the nature of the spray produced,
which may be useful in design practice.

An ability to predict atomizer performance is desired since it would significantly
reduce time and cost in the design process. To the areas that we feel warrant further
investigations belongs:

- Because, a comprehensive model of the atomization process is not yet available, there
is considerable scope for efforts to model the subprocesses involved in effervescent-
swirl atomization and to integrate them into a comprehensive model;

- Due to different and different physico-chemical properties, the atomization of non-
Newtonian liquids, suspensions and liquid metals should be tested;

- In the future, it would be necessary to investigate and analyze the impact of various
independent parameters on the unsteadiness of effervescent-swirl sprays, fluid me-
chanics of effervescent-swirl atomization, and perform modeling (CFD) of the process.

Further work is necessary to gain a deeper understanding of the fundamental mecha-
nisms and two-phase flow phenomena involved in effervescent-swirl atomization.
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Poznan University of Technology: Poznań, Poland, 2014; p. 519. (In Polish)
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Abstract: Process intensification of catalytic fixed-bed reactors is of vital interest and can be conducted
on different length scales, ranging from the molecular scale to the pellet scale to the plant scale.
Particle-resolved computational fluid dynamics (CFD) is used to characterize different reactor designs
regarding optimized heat transport characteristics on the pellet scale. Packings of cylinders, Raschig
rings, four-hole cylinders, and spheres were investigated regarding their impact on bed morphology,
fluid dynamics, and heat transport, whereby for the latter particle shape, the influence of macroscopic
wall structures on the radial heat transport was also studied. Key performance indicators such as
the global heat transfer coefficient and the specific pressure drop were evaluated to compare the
thermal performance of the different designs. For plant-scale intensification, effective transport
parameters that are needed for simplified pseudo-homogeneous two-dimensional plug flow models
were determined from the CFD results, and the accuracy of the simplified modeling approach
was judged.

Keywords: fixed-bed reactor; wall structures; complex particle shapes; process intensification;
heat transfer

1. Introduction

Fixed-bed reactors are heavily used in the chemical and process industry, especially
in the field of heterogeneous catalysis, where there are thousands of individual catalytic
fixed-bed reactors with a low tube-to-particle diameter ratio N ≤ 10 that are interconnected
to tube-bundle reactors. This design decision is the result of optimizing multiple objectives,
such as low pressure drop, good radial heat transport, and high active catalytic surface
area [1]. Nevertheless, advancing climate change and the shortage of raw materials make
more resource- and energy-efficient processes necessary. Here, numerical methods can play
a paramount role to develop better designs faster and that are more cost efficient. In the
last few years, particle-resolved computational fluid dynamics (CFD) was heavily used
by numerous authors to develop process intensification strategies with the focus on the
effects on the mesoscopic pellet scale. The range of works extends from investigations
of the influence of particle shape on bed morphology and fluid dynamics [2–4], heat
transport [5–8], and mass transfer processes [9–12] to the development of novel reactor
concepts, such as packed foams [13–15], periodic open-cell structures [16–18], finned
reactors [19], or the use of random macroscopic wall structures [20,21]. However, particle-
resolved CFD is a numerically very demanding method, and its applicability is currently
limited to systems with a few thousand particles [22].

When talking about process intensification, however, this can take place at different
spatial scales [23], ranging from the molecular scale to the pellet scale to plant scale. On
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the plant-scale level, process intensification options are process optimization [24–26], the
development of process integration concepts [1,27,28], and applying dynamic operating
conditions [29,30]. Due to the restrictions discussed above, particle-resolved CFD cannot
directly be applied for the simulation on the largest scale. For this, process simulation soft-
ware, e.g., Aspen Plus, gPROMS, or the open-source solution DWSIM, is the more efficient
choice. Most often, these software packages use two-dimensional pseudo-homogeneous
models to describe fluid dynamics and the heat and mass transfer of fixed-beds. For these
kinds of models, the knowledge of effective transport parameters, e.g., the effective vis-
cosity and thermal conductivity, the wall heat transfer coefficient, and the axial dispersion
coefficient, is necessary to obtain accurate results. Since those parameters need to lump
a series of effects that have their fundamentals on micro- and meso-scale fluid dynamic
effects, published data varies greatly [31] and can often only be found for certain reactor
designs. This is where particle-resolved CFD comes into play, since it has the potential
to act as a data source to derive the effective transport parameters that are needed for a
reliable process simulation. Recent publications by Dixon [32] and Moghaddam [33] show
encouraging results.

In the scope of this work, we investigated different fixed-bed reactor concepts numer-
ically, using particle-resolved CFD. Besides reactors filled with different particle shapes,
namely spheres, cylinders, Raschig rings, and four-hole cylinders, additionally, the impact
of macroscopic wall structures was studied for packings of spherical particles. The research
focus lied on the quantification and qualitative characterization of their heat transport
characteristics. For the sake of reduced complexity and to nail the investigations down
to the impact of fluid dynamic effects only, no chemical reactions were considered in the
investigated cases. The aim of this study was to:

1. understand the effect of particle shape and macroscopic wall structures on the packing
morphology and, with this, the fluid dynamics and heat transport in fixed-beds;

2. quantify improvements in the fixed-bed reactor design that can be achieved, only
from a fluid dynamics point of view;

3. increase the phenomenological understanding of fluid dynamics and heat transfer in
fixed-bed reactors;

4. show how effective transport parameters, such as the effective thermal conductivity
and wall heat transfer coefficient, can be extracted from particle-resolved CFD results.
Those parameters can then be used in simplified process simulation models for
process intensification on the plant scale.

2. Materials and Methods

In this section, the fundamentals of the numerical models are briefly discussed. For a
more detailed description, the reader is referred to literature that explains the fundamentals
of CFD [34], particle-resolved CFD [22] and simplified fixed-bed reactor modeling [24,35]
in more detail.

2.1. Particle-Resolved CFD

Particle-resolved CFD is an established numerical method for the simulation of
fixed-bed reactors. This CFD-based modeling approach is characterized by a full three-
dimensional spatial resolution of all particles and their interstices. The general procedure
consists of four fundamental steps: packing generation, CAD generation, meshing, and
the CFD simulation itself. For a more detailed discussion about particle-resolved CFD, the
interested reader is referred to comprehensive review articles by Dixon et al. [36,37] and
Jurtz et al. [22]. A description of all numerical methods used in the scope of this work can
be found in Supplementary Material, Sections S1 and S2 attached to the article. The most
important material properties and boundary conditions are summarized in Table 1. All nu-
merical simulations were conducted with the commercial CFD tool Simcenter STAR-CCM+
provided by Siemens PLM Software.
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Table 1. Material properties and boundary conditions for the DEM and CFD simulations.

DEM Simulation

Normal/tangential spring stiffness (N/m) 1 × 106

Static friction coefficient (-) 0.61 / 0.01 (loose/dense bed)
Normal/tangential restitution coefficient (-) 0.5

CFD Simulation

Fluid density (kg/m3)) Ideal gas law
Fluid specific heat (J/(kg K)) 1006.82
Fluid thermal conductivity (W/(m K)) 0.02414

(
T

273.15 K

)3/2( 273.15 K+194.0 K
T+194.0 K

)
Fluid dynamic viscosity (Pa s) 1.716 × 10−5

(
T

273.15 K

)3/2( 273.15 K+111.0 K
T+111.0 K

)
Particle density (kg/m3) 1500
Particle thermal conductivity (W/(m K)) 0.21 + 1.5 × 10−4T [38]
Particle specific heat (J/(kg K)) 1046.7
Inlet velocity (m/s) 0.138; 0.688; 1.376; 2.75
Inlet temperature (K) 293.15
Wall temperature (K) 473.15
Pressure (bar) 1.01325

2.1.1. Numerical Packing Generation Using DEM

In this study, the discrete element method (DEM) was used to numerically generate
random packings of spherical and various cylinder-like particle shapes. For the non-
spherical particles, the contact detection algorithm of Feng et al. [39] for cylindrical
particles was used. The particle beds of Raschig rings and four-hole cylinders are identical
to the ones of the cylinders in terms of particle position and orientation, since they are
based on the same DEM simulation results. This means that for particles with inner voids,
as Raschig rings and multi-hole cylinders, the effect of the inner voids on the particle
dynamics during the filling process was neglected. In our previous studies, it was shown
that this was a valid assumption [4]. For all filling simulations, the linear spring contact
model was used. An overview of all generated packings is given Figure 1.

The aim of this study was to analyze the impact of particle shape and packing mode
on the fluid dynamics and heat transfer. Therefore, fixed-beds filled with different particle
shapes were generated, whereby the tube-to-particle diameter ratio was held fixed to a
value of N = 5 by setting a constant volumetric sphere-equivalent particle diameter of
dp,v = 11 mm and inner tube diameter of D = 55 mm. It is known from previous stud-
ies [40,41] that even or odd numbered tube-to-particle diameter ratios can lead to additional
heterogeneities in the bed morphology. It was expected that additional morphological
heterogeneities would lead to an increase of thermal heterogeneities as well. In order to
identify the limitations of the pseudo-homogeneous two-dimensional plug flow model, we
decided to benchmark the model for such an extreme case against particle-resolved CFD
results. Increasing particles thermal conductivity to extreme values, as recently done by
Moghaddam et al. [33], is also an option to increase thermal heterogeneities. However,
since in most applications, the ceramic-type catalyst support, which is often porous, is used,
which is characterized by a low thermal conductivity (λs ≈ 0.2 W/(m K)), we decided to
not choose that option. A sketch of each investigated particle shape, including its dimen-
sions, is given in Figure 2. The bed height was set to h = 100 dp,v. For each particle shape,
two different packing modes were created: a rather loose and a dense bed configuration.
To achieve different packing densities, the static friction coefficient was used as a tuning
parameter during the DEM simulation. A more detailed description of this method can be
found in our previous publications [4,42].

The macroscopic wall structure was generated with a Java macro. Along the reactor
length of 1.1 m, on 96 axial stages, fifteen spheres were homogeneously distributed on
each stage, whereby the center of mass of each sphere was in coincidence with the tube
radius. Subsequently, each sphere was move in the outward direction by a factor of
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rand(0, 1) · dp,v/2. Thereafter, all spheres of each stage were rotated with a random angle
around the reactor axis, using a rotation angle of rand(0, 1) · 2π. In a final step, the
macroscopic wall structure was generated by subtracting all spheres from the reactor
tube. The structured tube was afterwards filled with spherical particles, whereby the same
simulation parameters and boundary conditions were used as for the smooth wall setup.

(A) (B)

(C) (D)

(E) (F)

(G) (H)

(I) (J)

Figure 1. Overview of all generated packings. Left: loose packings of (A) spheres, (C) cylinders,
(E) rings, (G) 4-hole cylinders, and (I) spheres with a macroscopic wall structure. Right: dense pack-
ings of (B) spheres, (D) cylinders, (F) rings, (H) 4-hole cylinders, and (J) spheres with a macroscopic
wall structure.

(A) (B) (C) (D)

Figure 2. Investigated particle shapes: (A) spheres, (B) cylinders, (C) rings, and (D) 4-hole cylinders.

2.1.2. Meshing

After the bed generation was completed, the position and orientation of all particles
were extracted, and based on these data, a CAD model of the fixed-bed was generated
by placing CAD parts of the respective particle shape. Subsequently, the geometry was
meshed, whereby the improved local “caps” approach, developed by Eppinger et al. [8],
was used to avoid bad cell quality near particle–particle and particle–wall contacts. This
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enhanced meshing strategy was based on earlier work of the authors [41]. In one of our
previous studies, it was proven that this meshing approach not only worked fine for
spherical particles, but also for more complex particle shapes such as cylinders, Raschig
rings, and multi-holed cylinders [4,43]. It was found that the mesh settings used led to
mesh-independent results regarding fluid dynamics and heat transfer [3,10,44]. Recently,
Eppinger and Wehinger [8] investigated the impact of the gaps that were introduced
between the particles during the meshing process. They found that the gap size had
only a marginal effect on bed voidage and pressure drop. However, the authors found
that the fluid in the gaps was no longer stagnant if the gap size was increased above a
value of 0.01 dp,v, which was the value that was used in the present work. Therefore, a
bigger gap size than the one used in this study could negatively affect the accuracy of heat
transfer simulations, since an additional thermal resistance would be introduced for the
inter-particle heat transfer.

To avoid unwanted inlet and outlet effects, the inlet and outlet faces were extruded a
distance of 1 D and 3 D away from the bed, respectively. Two prism layers with a target
thickness of 0.025 dp,v were used to capture the fluid dynamic and thermal boundary layer
at the particles and the tube wall.

2.1.3. CFD Simulation

The momentum, energy, and turbulence transport equations were solved in a seg-
regated manner (see Section S2). For the sake of reduced complexity and to be able to
study the convective and conductive heat transfer without any superposing heat transfer
mechanism, the heat transfer simulations were conducted under conditions where radiative
heat transfer can be neglected, which was, therefore, not accounted for. Because of this, an
inlet temperature of T0 = 20 °C and a constant wall temperature of Tw = 200 °C were used
along the fixed-bed region.

For all simulations, the SIMPLE-algorithm was used for pressure-velocity coupling,
and turbulence was considered through Reynolds-averaged Navier–Stokes (RANS) equa-
tions in conjunction with realizable k-ε model-based closures. This turbulence model was
successfully used in our previous works [4,8,10,41,43].

2.2. Simplified Heat Transfer Modeling

The class of pseudo-homogeneous models is widely used for the simulation of fixed-
bed reactors. Here, the particle scale is not resolved. Instead, all effects are lumped into
effective transport parameters. In terms of heat transport, the effective transport parameters
needed are either a radially invariant effective thermal conductivity λeff,r and a wall heat
transfer coefficient αw or only a radially varying effective radial thermal conductivity
λeff,r(r). The two different concepts are described in the following sections.

2.2.1. Pseudo-Homogeneous λeff,r-αw Model

The pseudo-homogeneous two-dimensional plug flow heat transfer model under
steady-state conditions is described by:

ρfcp,fuz
∂T
∂z

= λeff,r

(
∂2T
∂r2 +

1
r

∂T
∂r

)
+ λeff,z

∂2T
∂z2 , (1)

whereas the following boundary conditions are used:

−λeff,r
∂T
∂r

= αw(T − Tw) at r = R (2)

∂T
∂r

= 0 at r = 0 (3)

T = T0 at z = 0 (4)
∂T
∂z

= 0 at z = L. (5)
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Here, uz = u0/ε is the constant interstitial velocity, ρf the fluid density, and cp,f the
specific heat of the fluid. The λeff,r-αw model lumps all radial heat transfer mechanisms into
a constant effective radial thermal conductivity λeff,r. The steep temperature drop at the
tube walls is modeled by the introduction of an artificial wall heat transfer coefficient αw,
using Equation (2). The thermal conductivity in axial direction can be assumed to be equal
to the stagnant effective thermal conductivity λeff,z = λ0

eff,r, or it can be neglected if the
system is dominated by convective effects. The model itself has been critically discussed
by many authors [31,45,46], but nevertheless widely spread due to its simplistic nature.

It was found by Yagi and Kunii [47] that the radial effective thermal conductivity can
be expressed as:

λeff,r

λf
=

λ0
eff,r

λf
+

1
Pef,r(∞)

PrRep. (6)

The first term on the right-hand side is the effective radial thermal conductivity of
the stagnant bed. A huge number of correlations exists to determine λ0

eff,r, which have
been reviewed by van Antwerpen et al. [48]. Based on a unit cell approach, Zehner and
Schlünder [49] derived the following correlation that is widely used:

λ0
eff,r
λf

=
(
1 − 1

√
1 − ε

)
+ 2

√
1−ε

1−κ−1B ·
(

(1−κ−1)B

(1−κ−1B)
2 ln
(

1
κ−1B

)
− B+1

2 − B−1
1−κ−1B

)
(7)

Here, κ is the ratio of solid to fluid thermal conductivity and B is the deformation
parameter, which is related to the void fraction by B = 1.25((1 − ε)/ε)10/9. The correlation
can be further extended by incorporating secondary effects like radiative heat transfer or
the effect of particle–particle contacts on the heat transfer. For a more detailed description,
the interested reader is referred to the work of Tsotsas [50] and van Antwerpen et al. [48].

For the heat transfer coefficient at the wall, Yagi and Kunii [51] proposed the following
correlation for Nuw = αwdp,v/λf:

Nuw = Nu0
w +

1
(1/Nu∗

w) + (1/Num)
, (8)

using:

Num = 0.054PrRep (9)

Nu∗
w = 0.3Pr1/3Re3/4

p (10)

Nu0
w =

(
1.3 +

5
N

)
λ0

eff,r

λf
. (11)

Nilles and Martin [52,53] developed the following correlation that is widely used:

Nuw =

(
1.3 +

5
N

)
λ0

eff,r

λf
+ 0.19Pr1/3Re3/4

p . (12)

According to Dixon [31] two methods are commonly used to determine λeff,r and
αw. The first option is a parameter estimation done by conducting an optimization study
based on the λeff,r-αw model, whereas the objective is to minimize the sum of squared error
regarding the radial temperature profile at one or more axial positions. Alternatively, the
method described by Wakau and Kaguei [54] can be used. This method is based on the
approximate solution of the pseudo-homogeneous λeff,r-αw model and allows determining
λeff,r and αw from the axial temperature profile in the core of the bed and the average outlet
temperature. Both can easily be extracted from the particle-resolved simulation results.
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The latter method was used in this study and presented in great detail by Wakao and
Kaguei [54]. By neglecting the axial thermal conductivity, the analytical solution of
Equation (1) is:

Tw − T
Tw − T0

= 2
∞

∑
n=1

⎛
⎝ J0(2anr/D) exp

(−a2
ny
)

an

(
1 + (an/Bi)2

)
J1(an)

⎞
⎠. (13)

Here, r is the radial position and Bi the Biot number Bi = αwD
2λeff,r

. an is the n-th root of
the following equations that include the Bessel function of the first kind and zeroth-order
J0 and the first kind and first-order J1:

BiJ0(an) = an J1(an). (14)

The parameter y is expressed by:

y =
λeff,rz

ρfuzcp,f(D/2)2 , (15)

whereas z is the axial position, ρf the fluid density, and cp,f its specific heat. Deep in the bed,
when y ≥ 0.2, the first term in the series of Equation (13) becomes predominant, leading to:

Tw − T
Tw − T0

=
2J0(2a1r/D) exp

(−a2
1y
)

a1

(
1 + (a1/Bi)2

)
J1(a1)

. (16)

with:
BiJ0(a1) = a1 J1(a1). (17)

In the center of the bed (r = 0 and T = Tcore), Equation (16) is reduced to:

Tw − Tcore(z)
Tw − T0

=
2 exp

(−a2
1y
)

a1

(
1 + (a1/Bi)2

)
J1(a1)

. (18)

If Equation (18) is logarithmized, it gives:

ln
(

Tw − Tcore(z)
Tw − T0

)
= −a2

1

(
λeff,r

ρfuzcp,f(D/2)2

)
z + ln

⎛
⎝ 2

a1

(
1 + (a1/Bi)2 J1(a1)

)
⎞
⎠. (19)

It was shown by Wakao and Kaguei [54] that the following relationship for the average
outlet temperature Tm is valid for a reasonably large axial position:

Tw − Tm

Tw − Tcore
=

2J1(a1)

a1
. (20)

From Equation (20), a1 can be solved iteratively, and λeff,r can be calculated from
the slope of Equation (19), subsequently. The wall heat transfer coefficient can either be
determined from the intercept of Equation (19) or from Equation (17). The latter method
was promoted by Wakao and Kaguei [54], since the authors argued that αw is very sensitive
to slight changes of the intercept.

Both methods were tested during this study. A sensitivity test was conducted based
on the particle-resolved CFD results for a packing of spherical particles at Rep = 100.
The sensitivity analysis of αw and λeff,r towards the accounted temperature range was
conducted, whereas the range of Θcore = (Tcore − T0)/(Tw − T0) was varied as follows:
{Θcore ∈ R : 0.05 ≤ Θcore ≤ 0.4 ∧ 0.6 ≤ Θcore ≤ 0.95}. It was found that λeff,r had
a relative standard deviation (RSD) of ±6 %. Then, from the intercept of Equation (19)
calculated, the values of αw had a very low RSD of ±3 %, while the suggested method
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of Wakao and Kaguei increased the RSD to ±15 %, which was in contrast to the authors’
argumentation. Nevertheless, a huge discrepancy in αw was found: the values of the
intercept-method were up to three times lower in comparison to the values determined
from Equation (17). A comparison of particle-resolved CFD results against the results of
the two-dimensional plug flow model in terms of axial and radial temperature profiles
revealed that the temperature profiles were mispredicted if the intercept method was used,
while the method promoted by Wakao and Kaguei led to reasonable results. Therefore,
as Wakao and Kaguei did, we also highly recommend calculating αw from Equation (17)
instead of the intercept of Equation (19). To evaluate λeff,r and αw, the axial temperature
profile was limited to 0.2 ≤ Θ ≤ 0.8 in this work.

2.2.2. Pseudo-Homogeneous λeff,r(r)-uz(r) Model

Instead of describing the additional thermal resistance close to the wall with a heat
transfer coefficient, a radially varying effective radial thermal conductivity can be intro-
duced. Furthermore, the radial variations of the interstitial velocity and effective axial
thermal conductivity can also be considered. With this, Equation (1) is modified as follows:

ρfcp,fuz(r)
∂T
∂z

=
1
r

∂

∂r

(
λeff,r(r)r

∂T
∂r

)
+ λeff,z(r)

∂2T
∂z2 . (21)

In this case, the artificial boundary condition described in Equation (2) vanishes and
is replaced by the following Dirichlet boundary condition:

T = Tw at r = R. (22)

As reviewed by Dixon [31], multiple models exist to determine λeff,r(r). Most often,
the reactor is split into two regions to characterize the heat transfer in the near-wall and
the bulk region separately. The models reported in the literature vary in their definition of
the extent of each region and the description of λeff,r(r) = f (r). Ahmed and Fahien [55]
defined the wall region to be 2 dp,v thick and used a cubic dependency for λeff,r(r) in the
bulk and a linear decrease in the wall region. They used the correlations of Argo and
Smith [56] in combination with correlations for the radial void fraction distribution to
obtain the necessary values of λeff,r in the center of the bed, at the tube wall, and at the
interface of both regions. Contrary, Gunn et al. [57–59] used a constant value for λeff,r in
the bulk region and assumed a quadratic dependency of T(r) in the wall region. They
defined the wall region to be 0.3 dp,v thick. Smirnov et al. [60] defined a wall thickness
that depended on bed voidage and particle specific surface area. They used a constant
effective thermal conductivity in the bulk region and a linear dependency close to the wall.
Winterberg et al. [61] proposed a Reynolds number-dependent thickness of the wall region.
In the core region, a constant λeff,r was assumed, which decreased in the wall region, using
a power-law approach that depends on the Reynolds number, Péclet number, and three
more parameters. Recently, Pietschak et al. [62] reviewed several heat transfer correlations
and found the correlation of Winterberg et al. [61] to be superior, especially if axial and
radial variations of fluid properties were considered. Pietschak et al. [63] proposed a new
correlation that accounted for the drop of λeff,r close to the wall, but without the need
to introduce a discontinuity at the interface of the near wall and the bulk region. The
authors correlated λeff,r(r) = f

(
ρf, cp,f, dp,v, ε0, εw, ε(r), u0(r)

)
and added the cross-mixing

factor and an exponent as additional parameters. The radial velocity and void fraction
profiles were taken from additional correlation, but the needed data could potentially also
be derived from particle-resolved simulations, as recently shown by Dixon [32].

In this work, the correlation of Winterberg et al. [61]:

λeff,r(r) = λ0
eff,r +

u0,cdp,vρfcp,f

Kw
· f (R − r), (23)
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using:

f (R − r) =

⎧⎨
⎩
(

R−r
kf,wdp,v

)nf,s
if 0 < R − r < kf,wdp,v

1 if kf,wdp,v < R − r < R,
(24)

was used as the basis to determine λeff,r(r). In Equation (23), Kw is the cross-mixing
factor that describes the relationship between effective thermal conductivity, particle shape,
and flow velocity deep in the bed. The cut-off parameter kf,w in Equation (24) sets the
dimensionless wall distance, after which the constant thermal conductivity, which was
assumed in the core region, drops towards the wall. The exponent nf,s describes the
curvature of the damping function close to the wall.

To determine the parameters above, the circumferentially averaged radial temperature
profiles in the interval z = [0.1 : 0.1 : 1.1] were extracted from the particle-resolved CFD
simulations for the simulation with Rep ≥ 500. For the lowest investigated Reynolds number
of Rep = 100, the radial temperature gradients flattened out quickly. Therefore, in this case,
only the temperature profiles in the range of z = [0.1 : 0.1 : 0.3] were considered. Based
on the model described by Equation (21), a parameter optimization study was conducted,
using the Nelder–Mead algorithm, while the objective was to minimize the sum of least
squares of the difference of the radial temperature profiles between the simplified model
and the particle-resolved results. In total, a number of 1100 (Rep ≥ 500) and 300 (Rep = 100)
data points were available for the optimization task for each operating condition.

3. Heat Transfer Validation

Experimental validation data for axial or radial temperature profiles are scarce and
hard to find. Nevertheless, Wehinger et al. [3] and Dong et al. [6] were able to prove the
accuracy of the particle-resolved CFD approach, especially in combination with the local
“caps” meshing strategy, in terms of axial and radial temperature profiles.

Based on experimental data that were provided by Clariant International Ltd., a val-
idation study was conducted in this work to confirm the reliability of particle-resolved
CFD also under industrially relevant conditions (T > 1000 °C). The experimental setup
consisted of a hot box, fired with an electrical furnace, and a single reformer tube with an
inner diameter of 0.1016 m and a bed height of 1 m. With thermocouples, placed at the
outside of the reformer tube, the axial profile of the outer wall temperature was measured.
The temperature in the center of one of the packed reformer tubes was measured with a
0.25′′ standard 316 SS axial thermowell until an axial distance of approximately 0.5 m. The
thermocouples used were of type K, with an accuracy of ±1.5 °C or ±0.4%, whichever was
greater. In the scope of this study, two different particle shapes, a tablet-like cylinder with
six holes (33 × 18 mm) and an almost equilateral cylinder with ten holes (19 × 16 mm),
were investigated.

The experimental setup was replicated numerically, whereas special emphasis was
given to meet the particle count that was determined in the experiments. To achieve this,
particle static friction coefficients were calibrated, as described by Jurtz et al. [4,42]. Since
the tube thickness was relatively big, not only the fluid and the particles, but also the
reformer tube itself were spatially discretized. While a fully conformal contact interface
was used for the particle-fluid interface, for the sake of reduced cell count, the tube-fluid
interface was performed as a non-conformal mapped contact interface. An overview
of the investigated setups, including snippets of the resulting meshes, can be seen in
Figure 3. Preliminary studies showed that the thermowell not only affected the flow
field significantly, as recently discussed by Dixon and Wu [64]. It was found that the
heat conduction through the thermowell could not be neglected, since it significantly
affected the temperature distribution in the vicinity of the measuring device. To consider
for heat conduction in the thermowell, a three-dimensional shell model was used that
solved for the lateral conductive heat transport and modeled the heat transport in the face
normal direction via the assumption of a constant temperature gradient. The radiative
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heat transport was considered using a surface-to-surface radiation model as done by
Wehinger at al. [7] recently.

Figure 3. Visualization of the geometry and the mesh for a 6-hole tablet (left) and a 10-hole cylin-
der (right).

The experimentally measured temperature distribution on the outer side of the re-
former tubes was applied as a spatially varying fixed temperature boundary condition
at the outer tube surface. The inlet temperature, according to experimental data, was
set to 560 °C and the operating pressure to 1.5 barg. Nitrogen was used as the working
fluid, whereas the ideal gas equation of state was used. The fluid viscosity and thermal
conductivity were calculated using the Chapman–Enskog model. Inlet flow rates were
varied between 15 and 50 Nm3/h. Particles’ thermal conductivity was set to 0.25 W/(m K),
whereas for the tube and thermowell, the following function, derived from the spec sheet,
was used: λs[W/(m K)] = 8.195 · exp

(
1.188 · 10−3 · T

)
. The emissivity was set to 0.75 for

the particles surface and to 0.6 for the inner reformer tube and the thermowell.
The simulation results are given in Figure 4 in terms of the axial profiles of the dimen-

sionless temperature Θ = (T − T0)/(Tref − T0), whereas Tref is the furnace temperature.
The numerical data are presented as a scattered cloud of small symbols to also visualize
the temperature variation in the circumferential direction. It can be seen that due to the
conductive heat transport within the solid of the thermowell, temperature variations in
circumferential direction were low. Without considering this heat transfer mechanism,
temperature differences of over 50 K were found (see Section S3), which indicated that the
measuring device not only affected the fluid dynamics, but also the measured temperature
field significantly. This strengthened the argument that the use of high-fidelity numerical
methods can improve the accuracy of determining effective heat transfer parameters signif-
icantly. Deep in the bed, an excellent agreement could be found between the predicted and
measured temperatures for the six-hole tablets. Only for z/h ≈ 0.1, some deviations were
found. However, if one considers the obvious impact of the heterogeneous bed morphology
on the axial temperature profile, the accuracy was still acceptable. For the 10-hole cylinders,
the experimental temperature profile was hit almost perfectly for z/h ≤ 0.35. For a flow
rate of 15 N m3/h, also deep in the bed, a good agreement with the experimental data
was found. However, at higher flow rates, for z/h ≈ 0.5, the simulations results were far
off. The reason for this could not be identified, but the fact that the experimental data
showed an increase of the axial temperature gradient at higher bed depths for high flow
rates was suspicious and may indicate that the temperature sensors were damaged under
the harsh operating conditions. Similar problems have been noted by other authors [31]
and illustrate the challenges associated with experimental temperature measurements in
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fixed beds. A possible re-ordering of particles at the tip of the thermowell during operation
might also be a possible reason for the deviations observed.

Figure 4. Axial profiles of dimensionless temperature at different flow rates for a 6-hole tablet (left)
and a 10-hole cylinder (right). Comparison of CFD results (scattered cloud) against experimental
data (big symbols).

4. Results and Discussion

The heat transport in fixed-bed reactors is strongly coupled to fluid dynamics ef-
fects that are induced by the heterogeneous bed morphology. Therefore, in the first part,
the bed morphology and fluid dynamics of all generated packings were investigated.
Afterwards, the different configurations were compared with regard to their thermal per-
formance. The global heat transfer coefficient U = Q̇w/

(
AwΔlogT

)
, using ΔlogT =

(Tout − Tin)/ log((Tw − Tin)/(Tw − Tout)), was used to compare the different designs,
whereby U was evaluated for an axial threshold of the reactor that fulfilled the criterion
0.0 ≤ Θcore ≤ 0.8. In the last part, the simulation results were used to determine effective
thermal transport parameters that are commonly needed for the pseudo-homogenous
two-dimensional plug-flow model. The results were compared against particle-resolved
CFD results to understand the reliability of simplified models. A summary of the most
important results and simulation parameters is given in Table 2. A schematic drawing of
the setup is presented in Figure 5.

Figure 5. Schematic drawing of the numerical setup, including a snippet of the mesh. Exemplarily
shown for the loose packing of spheres.

Table 2. Summary of important results and simulation parameters.

Shape
General Properties λeff,r-αw-Model Parameters λeff,r(r)-Model Parameters

Re (-) ε (-) Δp/Δz (Pa/m) λ0
eff,r (W/(m K)) U (W/(m2 K)) αw (W/(m2 K)) λeff,r (W/(m K)) Kn (-) nfw (-) kfw (-) MSE (K2)

S
p

h
e
re

s lo
os

e

100 0.473 50.0 0.07943 30.86 108.44 0.4048 7.487 1.017 0.2808 1.08
500 0.473 651.2 0.07943 44.73 172.74 1.4251 10.210 1.242 0.3210 1.40

1000 0.473 2206.5 0.07943 59.08 236.83 2.3836 10.741 1.246 0.3431 2.41
2000 0.473 8429.9 0.07943 95.09 369.63 4.9837 11.448 1.310 0.3031 3.26

e

100 0.426 65.0 0.08759 20.55 255.61 0.2726 12.051 0.566 0.2711 12.76
500 0 426 837 9 0 08759 26 83 192 19 1 0301 18 974 0 955 0 3290 5 78
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4.1. Bed Morphology and Fluid Dynamics

Already, the first visual impression of the generated packings that was given in
Figure 1 showed the strong impact that the packing mode had on the particle arrangement.
This can best be seen for spherical and cylindrical particles. While for the loose packing
configuration, although the confining walls exerted an ordering effect on the particles, to
some extent, random arrangement of the particles close to the wall can be seen, the
compacted beds were characterized by a high degree of order. Especially the spherical
particles tended to build band-like structures at the wall, whereas cylindrical particles built
stacked structures and were mostly oriented parallel or perpendicular to the wall. From
a fluid dynamics and reaction engineering point of view, the most important effect was
the significant reduction in bed voidage that was caused by bed densification. By this, the
pressure drop, local flow phenomena, hydraulic residence time, and the active catalytic
surface area per reactor volume were significantly affected. The evaluated bed voidage,
listed in Table 2, shows that for spherical particles, the bed voidage was reduced by 10%.
An extreme reduction of 20% was found for cylindrical particles. For particles with inner
voids, like rings and four-hole cylinders, the effect was less pronounced, giving a drop of
10% and 6%, respectively. However, this reduced impact was only a result of the overall
higher bed voidage for these particles. For the configuration of spherical particles in the
reactor with macroscopic random wall structures, the densification-induced reduction of
bed voidage was 11%, which was similar to the reactor with plain walls.

The axial and radial void fraction profiles were good resources to understand the
packing morphology of the different designs. Strong and regular oscillations are indicators
of ordered particle arrangements and a loss of randomness in the system, whereas low
non-regular fluctuations in bed voidage point towards an increasing randomness of the
particle arrangement. For an ideally random packing arrangement, the void fraction profile
should end in a constant value. Distinct peaks in the void fraction profile are indicators
of additional voids that are a result of a non-appropriate filling strategy, which leads
to jamming of particles. The axial void fraction profiles of all investigated packings are
given in Figure 6. Since the bed rested on a bottom plate, the lowest layers of particles
experienced a certain ordering effect, which was induced by the adjacent wall. For spherical
particles, only a point contact was possible between the particles and the bottom plate,
leading to a value of ε = 1 at z/dp = 0. Particles of the cylindrical shape type may have a
point, line, or face contact with the wall. If face contacts are present, it is possible that ε < 1
at z/dp = 0. However, for most of the investigated packing, it can be seen that the ordering
effect of the bottom plate led to regular oscillations in the void fraction that flattened
out after a distance of 3–5 dp and ended up in random oscillations of lower magnitude,
indicating a stochastic axial distribution of the particles. The only exceptions were the
compacted packing of spherical particles and the loose packing of spheres in the reactor
with macroscopic wall structures. For the dense packing of spheres, regular oscillations
were observed between 0 ≤ z/dp ≤ 22. This indicated a pronounced layer formation in the
bottom part of the reactor. In the remaining part of the reactor as well, regular oscillations
were observed, albeit to a lesser extent. In the wall structured reactor, high fluctuations
were observed that suddenly appeared and flattened out. A probable reason for this was
jamming of particles during the filling process that led to additional voids. This hypothesis
was strengthened by the fact that this effect vanished for the densified packing.

120



Energies 2021, 14, 2913

Figure 6. Axial void fraction profiles for all investigated geometries.

Of fundamental interest for the understanding of the fluid dynamics are the radial
void fraction profiles and the radial profiles of the circumferentially averaged axial velocity,
given in Figure 7. Here, the axial velocity was normalized to the local interstitial velocity
u0/ε(r). With the exception of the structured wall reactor, for all particle shapes, directly
at the wall, a void fraction of ε = 1 was found due to the presence of point and/or line
contacts, only. For spherical particles, a first minimum in the void fraction was reached
after the distance of one particle radius away from the wall, indicating that the majority of
spheres were in direct contact with the wall, forming a closed particle layer. Furthermore,
local minima and maxima occurred at positions corresponding to multiples of the particle
radius, whereas the oscillations slightly decreased. The global minimum of the void fraction
was located in the center of the bed, indicating that an almost stacked arrangement of
spheres was present. This was the result of odd tube-to-particle diameter ratios [40,41].
A strong correlation could be found between the void fraction and the velocity profile.
Close to the wall, the velocity reached its maximum, known as the wall channeling effect.
The position of further minima and maxima corresponded directly to the position where
high/low void fractions were found. While the minima of axial velocity did not change
with varying Rep, the maxima increased slightly in the center of the bed if Rep was lowered.
This effect could be attributed to the gas expansion due to heating and to the decreasing
wall effect if Rep was lowered. The center of the bed was almost completely blocked for
the flow. The above findings were also valid for the densified packing of spheres; however,
the effects were even more pronounced, resulting in a complete blockage of flow paths at
r* = (R − r)/dp = [0.5, 1.5, 2.5], and strong channeling was observed at r* = [0.1, 1.0, 2.0],
whereas for Rep ≤ 500, the strongest channeling was not found at the wall, but at r* = 2.0,
which is very uncommon.

For cylindrical particles, the trend was similar as for spheres; however, the minima/
maxima in the void fraction and velocity were slightly shifted towards the bed center,
which indicated that some particles were diagonally aligned. For the densified packing, the
minima/maxima were found at multiples of the particle radius, which was a result of the
particles’ preferred parallel/orthogonal alignment. In contrast to the packings of spheres,
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where the wall channeling was almost independent of Rep, for cylindrical particles, the
wall channeling effect increased significantly if Rep was raised. This effect became very
dominant for the compacted packing. The void fraction profiles for Raschig rings and
four-hole cylinders looked pretty complex; nevertheless, especially for r* < 1, the inner
voids of the particles were clearly reflected by corresponding additional maxima in the
void fraction. However, no maxima in velocity could be found at void fraction maxima
that corresponded to inner voids. This indicated that the flow through the inner particle
voids was partially blocked, which might be because of an orthogonal particle alignment.
Overall, the void fraction and velocity oscillations were less pronounced for those particle
shapes, but heterogeneities increased if the beds were compacted. Similar to cylindrical
particles, the wall channeling effect increased with Rep and became more pronounced for
densified packings.

The use of macroscopic random wall structures for packings of spherical particles
changed the void fraction and velocity profiles significantly. Due to the presence of the
wall structure, the void fraction at the wall fell to a value of ε ≈ 0.56. As a result, the wall
channeling effect was hindered, and fluctuations in the void fraction and velocity were
qualitatively more comparable to the ones of Raschig rings than spheres. The densification
of the bed led to slightly more pronounced minima and maxima; however, this effect was
not as distinct as for spherical particles in a smooth walled reactor.
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(A) (B) (C)

(D) (E)

Figure 7. Radial void fraction profiles (dashed line) and radial profiles of the normalized averaged
axial velocity (solid lines) for loose (top) and dense (bottom) packings of (A) spheres, (B) cylinders,
(C) rings, (D) 4-hole cylinders, and (E) spheres with the wall structure.

4.2. Heat Transfer Characteristic

A fair comparison of the thermal performance of different reactor concepts always
depends on the process boundary conditions that are set. Figure 8 shows the global heat
transfer coefficient U as a function of different parameters. Re-fitting of an existing unit
that is integrated in a complex production process can lead to the necessity of keeping the
throughput constant, which is equivalent to keeping Rep invariant. In this case, especially
at low Rep, cylindrical particles showed the most beneficial heat transfer characteristic,
followed by the wall-structured reactor, Raschig rings, and four-hole cylinders. Spherical
particles performed worst over the complete range of investigated Rep. At high Rep,
cylindrical particles still performed best; however, rings, four-hole cylinders, and the
reactor with wall structures were close. For spheres, cylinders, and four-hole cylinders, U
decreased if the packings were compacted. This is of special interest, since in industrial
applications, most often, densified packings are used to ensure the same pressure drop in
the different tubes of the tube bundle reactor. Interestingly the effect was less pronounced
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for Raschig rings and the wall-structured reactor. At high Rep, even a slight increase in
thermal performance could be seen for those reactor types. In general, the performance
gain induced by macroscopic random wall structures was significant.

Another valid process boundary condition can be the necessity of keeping the hy-
draulic residence time invariant. In this case, Rep/ε needs to be kept constant. Under this
constraint, Raschig rings and four-hole cylinders performed best for moderate to high Rep,
followed by cylinders and the wall-structured reactor. For the lowest investigated Rep,
again, cylindrical particles seemed to perform slightly better than rings.

If a new plant is built and process-driven constraints are low, the most energy efficient
particle shape might be an appropriate choice. In this case, the specific pressure drop
Δp/Δz can be one parameter that should be kept constant when comparing different
designs. In this case, Raschig rings, the wall-structured reactor, and cylinders performed
best. The comparison of the designs from this energetic point of view showed that bed
densification led to a less energy-efficient thermal performance, whereas this effect was
less pronounced for Raschig rings and the reactor with macroscopic wall structures.

Figure 8. Global heat transfer coefficient as a function of Rep (left), Rep/ε (middle), and specific
pressure drop (right).

4.3. Effective Thermal Transport Properties

As discussed, particle-resolved CFD is a valuable tool to support process intensi-
fication on the meso-scale level, e.g., by finding optimized particle shapes [4,10–12] or
new reactor concepts, e.g., by applying macroscopic wall structures [20,21] or using in-
ternals [19]. However, for process intensification on a macroscopic scale, e.g., by running
plants under dynamic operation conditions, developing process integration strategies,
or doing plant optimization, different numerical tools are necessary. Process simulation
platforms often use pseudo-homogeneous two-dimensional plug flow models. Depending
on the class of model used, certain effective transport parameters are needed, which are
often not known. In this section, methods are presented for how those parameters can be
extracted from particle-resolved CFD results.

4.3.1. λeff,r-αw Model

Although its limitations are well known [31], the λeff,r-αw model is still widely spread,
due to its efficiency and simple implementation. Here, the radial heat transport was charac-
terized by the wall heat transfer coefficient αw and the effective radial thermal conductivity
λeff,r, which was assumed to be uniform everywhere in the reactor. By extracting the axial
core temperature profile and average inlet/outlet temperatures from the CFD simulations,
both parameters were determined by using Equations (17), (19), and (20). The results are
summarized in Table 2. The parameters were then used to calculate the temperature fields
by using the pseudo-homogeneous model described by Equation (1) in conjunction with
the boundary condition in Equation (2).

A one-to-one comparison of all investigated cases in terms of radial temperature
profiles at different axial positions is provided in Supplementary Material, Section S4. A
condensed visualization of the results is given in Figure 9. Here, the deviations of the
circumferentially averaged temperature fields, predicted by the pseudo-homogeneous
model, are given in relation to the particle-resolved CFD results. Deep red and deep blue
colors indicate that the deviation was above or below 10 K. This critical cut-off temperature
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was chosen, motivated by the rule of van’t Hoff, saying that the speed of a chemical reaction
doubles to triples itself when the temperature is raised by 10 K [65]. The characteristic
temperature drop at the wall that was a result of αw can only hardly be seen in Figure 9.
The reader is referred to the radial temperature profiles given in Section S4. It can be seen
that the temperatures close to the wall (r* ≤ 0.2–0.4) were systematically underpredicted
by the simplified model. This drawback is well known and deeply discussed by many
authors [31]. Furthermore, the model was not able to capture morphological and fluid
dynamic heterogeneities, which led to step-like temperature profiles, as can be seen best
for the radial temperature profiles of the dense spherical packing. Recently, this was also
found by Moghaddam et al. [33], who introduced heterogeneities by increasing the solid
thermal conductivity. Besides those systematic errors, the deviation in relation to the
CFD results was relatively low for the majority of cases. For all investigated designs, the
deviation was less than 5 K for the rear part of the reactor (z/dp ≥ 40). The threshold of
10 K was mostly exceeded in the entry zone (z/dp ≤ 20). Overall, there seemed to be a
trend that deviations increased if Rep was raised. The method seemed to work equally well
for loose and densified packings with a slight trend towards less deviations for dense beds.
Considering the numerical effort that the simplified model needed in comparison to the
particle-resolved CFD simulation, which was ≈10 s compared to ≈24 h, the accuracy was
still remarkable.

4.3.2. λeff,r(r)-Model

The obvious drawback of the λeff,r-αw model, that the additional near wall thermal
resistance is only captured with an artificial temperature drop directly at the reactor wall,
can be circumvented by using a radially varying effective radial thermal conductivity. In
this work, the correlation of Winterberg [61] (see Equation (23)) was used as the basis to
determine the effective radial thermal conductivity. The three necessary parameters of the
Winterberg correlation were determined by conducting a parameter optimization study.
The basis of this study was the transport equation described by Equation (21). A summary
of the optimized model parameters, including the mean squared error MSE, is given in
Table 2.

The comparison of the radial temperature profiles for different axial positions can be
found in Supplementary Material, Section S5. The spatially resolved deviations between
the simplified model and the CFD results are given in Figure 10. It is obvious that in
comparison to the results of the λeff,r-αw model, the accuracy was significantly improved.
The temperature close to the reactor wall was predicted with a high degree of accuracy
by the model. Only sporadically, the temperatures were overestimated by more than
10 K in the vicinity of the wall, whereby the location was mostly limited to the entry
zone (z/dp ≤ 20). A direct comparison of the λeff,r-αw model and the λeff,r(r) model in
relation to the CFD results is given in Figure 11 for the loose packing of Raschig rings at
Rep = 1000, showing the superior accuracy of the λeff,r(r) model, especially close to the
wall. Deep in the bed, deviations outside of the 10 K threshold were mostly found for
packings that were characterized by a higher degree of morphological heterogeneity, like
the packings of cylindrical particles, the dense bed of spheres, and the loose packing of
spheres in the reactor with a random wall structure. While the former configurations were
characterized by strong variations in the radial void fraction distribution, the latter showed
big fluctuations in the axial void fraction profile. Bigger deviations were mostly limited
to the entry zone, indicating that thermal entrance effects, which were not resolved by an
axially invariant λeff,r(r), might be the reason for this. In contrast to the λeff,r-αw model, the
deviations did not seem to increase if Rep was raised. Since the Winterberg correlation did
not explicitly consider local variations in the void fraction or axial velocity, it was, similar
to the λeff,r-αw model, not able to capture the step-like effects of the temperature profiles.
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(A) (B) (C)

(D) (E)

Figure 9. Deviation of the λeff,r-αw model results in comparison to particle-resolved CFD data,
for loose (top) and dense (bottom) packings of (A) spheres, (B) cylinders, (C) rings, (D) four-hole
cylinders, and (E) spheres with the wall structure.
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(A) (B) (C)

(D) (E)

Figure 10. Deviation of the λeff,r(r) model results (correlation of Winterberg) in comparison to
particle-resolved CFD data, for loose (top) and dense (bottom) packings of (A) spheres, (B) cylinders,
(C) rings, (D) four-hole cylinders, and (E) spheres with the wall structure.
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Figure 11. Comparison of the radial temperature profiles derived from a particle-resolved CFD
simulation (solid line) and the pseudo-homogeneous model (dashed line) at different radial positions
for a loose packing of Raschig rings at Rep = 1000 (left: λeff,r-αw model; right: λeff,r(r) model).

5. Conclusions

In this work, it was shown in which way the particle-resolved simulation of fixed-bed
reactors can play a central role in the process the intensification of this reactor type. After
a brief validation study, showing that also under harsh industrial conditions, particle-
resolved CFD was able to predict the temperature field accurately, the heat transfer charac-
teristics of different particle designs were investigated. The studied designs differed in the
used particle shape and the bed density. The results showed that heterogeneities in radial
void fraction distribution and axial velocity increased, if packings were compacted. As a
result, the overall heat transfer coefficient U decreased for most particle shapes. Although
the wall channeling effect was most pronounced for the fixed-beds of cylindrical particles,
it was found that this particle shape was among the most efficient, with respect to U.
Furthermore, a novel reactor tube design that used random macroscopic wall structures
was investigated. For packings of spherical particles, it was found that macroscopic ran-
dom wall structures can significantly decrease morphological heterogeneities, leading to a
significantly better heat transfer characteristic. Taking into account various process-related
boundary conditions, cylindrical particles, Raschig rings, and wall-structured reactors were
identified as the most promising concepts to intensify the radial heat transport.

Methods were presented to determine effective thermal transport parameters, which
are needed for simplified pseudo-homogeneous models, from the particle-resolved CFD
results. Depending on the degree of morphologically induced heterogeneities, an excellent
to fair agreement was found for the λeff,r-αw model in comparison to the CFD results,
whereas deviations became bigger if the morphology was more heterogeneous. The
known problem of underestimated temperatures close to the reactor tube, as one of the
biggest drawbacks of this model, was confirmed. To circumvent this problem, parameter
optimization studies, based on the Winterberg correlation, were performed to predict the
radially varying effective radial thermal conductivity, which was needed for the λeff,r(r)
model. A very good agreement regarding the radial temperature profiles was found
between the λeff,r(r) model and the particle-resolved CFD results. In comparison to the
λeff,r-αw model, the λeff,r(r) model showed its superior accuracy close to the reactor wall.
Nevertheless, it was found that both pseudo-homogeneous models became less accurate if
step-like temperature profiles, which were a either a result of morphological heterogeneities
or a high particle solid thermal conductivity, were present.

In terms of process intensification, this work showed that particle-resolved CFD can
either directly be used to study improvements on the meso-scale through:

• studying the impact of particle shape, internals, or reactor tube design on the performance;
• investigating the effect of operating conditions and physical properties;
• testing of novel reactor tube concepts, e.g., reactors with random macroscopic wall

structures or heat fins;

128



Energies 2021, 14, 2913

• identifying local phenomena as hot/cold spot formation or catalyst poisoning;

or as a reliable source for parameters, and correlations of those, that are needed
for process simulation. This allows a more reliable analysis of process intensification
by studying:

• dynamic operating conditions;
• process integration concepts;
• conducting process design optimization.
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Abbreviations

The following abbreviations are used in this manuscript:

CAD Computer-aided design
CFD Computational fluid dynamics
DEM Discrete element method
RANS Reynolds-averaged Navier–Stokes
Nomenclature—Roman
N tube-to-particle diameter ratio [-]
dp,v sphere-equivalent particle diameter [m]
h bed height [m]
T temperature [K]
A area magnitude [m2]
B parameter [-]
U global heat transfer coefficient [W/(m2 K)]
cp,f fluid specific heat [J/(kg K)]
r radial coordinate [m]
z axial coordinate [m]
y parameter [-]
a parameter [-]
Kw parameter [-]
kf,w parameter [-]
nf,s parameter [-]
Q̇ heat flow rate [W]
u0 superficial velocity [m/s]
uz interstitial velocity [m/s]
r* dimensionless wall distance [-]
Ji() Bessel function of the first kind and i-th order [-]
Nu*

w parameter, wall film Nusselt number [-]
Num parameter, mechanical Nusselt number [-]
Nu0

w parameter, stagnant wall Nusselt number [-]
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Nomenclature—Greek
ε bed voidage [-]
Θ dimensionless temperature [-]
ΔlogT logarithmic temperature difference [K]
λf fluid thermal conductivity [W/(m K)]
λs particles’ thermal conductivity [W/(m K)]
λeff, z effective axial thermal conductivity [W/(m K)]
λeff, r effective radial thermal conductivity [W/(m K)]
λ0

eff, r stagnant bed thermal conductivity [W/(m K)]
κ ratio of solid to fluid thermal conductivity [-]
αw wall heat transfer coefficient [W/(m2 K)]
ρf fluid density [kg/m3]
μ dynamic viscosity [Pa s]
Nomenclature—Indices
f fluid phase
s solid particles
w wall
0 inlet
core value at r = 0

Dimensionless Numbers

Rep =
u0ρfdp,v

μ particle Reynolds number

Pr =
μcp,f

λf
Prandtl number

Pef,r =
u0cp,fρfdp,v

λeff,r
radial effective P/’eclet number

Bi = αwD
2λeff,r

Biot number

Nuw =
αwdp,v

λf
wall Nusselt number
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Abstract: Efficient photon to charge (PTC) transfer is considered to be the cornerstone of technological
improvements in the photovoltaic (PV) industry, while it constitutes the most common process in
nature. This study aims to investigate the parameters that impact efficient PV-cell photon to charge
conversion in two ways: (a) providing a brief research analysis to extract the key features which affect
the electrical and optical performance of PV cells’ operation, and (b) investigating the dependance
of these characteristics on the photon to charge mechanisms. The former direction focuses on the
latest advances regarding the impacts of the microenvironment climate conditions on the PV module
and its operational performance, while the latter examines the fundamental determinants of the
cell’s efficient operation. The electrical and optical parameters of the bulk PV cells are influenced
by both the external microenvironment and the intrinsic photon to charge conversion principles.
Light and energy harvesting issues need to be overcome, while nature-inspired interpretation and
mimicking of photon to charge and excitation energy transfer are in an infant stage, furthering a
better understanding of artificial photosynthesis. A future research orientation is proposed which
focuses on scaling up development and making use of the before mentioned challenges.

Keywords: photovoltaic cell efficiency; thermal regulation; energy and light harvesting; irreversibility
losses; quantum dynamics; nature-inspired mimicking

1. Introduction

Nowadays, carbon footprint awareness and the necessity of environmental protection
have become significant issues in our daily activities. These considerations affect the
decisions we make on energy sources and use of alternatives, as well as technological
production and consumption patterns, leading to major economic and social consequences.
Many efforts are being conducted to model and design efficient carbon emission systems in
all industrial sectors, such as metallurgy, construction, shipping, manufacturing, transporta-
tion, to name some [1–6]. In most cases, efficient processes go together with an efficient
transition to a low carbon economy, however, we have to admit that there are always cases
with contradicting and competitive interactions which are worthy of investigation. In this
research work, our concern refers to PV systems in order to get a deeper insight into the
role of efficiency in operational mode.

Solar photovoltaic (PV) systems that directly convert sunlight into electricity are small
scale and highly modular devices. They offer efficient resilience, flexibility, and adapta-
tion to the grid energy supply. They have often been considered as the ideal distributed
electricity production since they are derived from solar energy, which is a ubiquitous,
inexhaustible, and renewable form of energy and is widely exploited in our society. In
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recent years, the value of integrated grid-connected PVs has been recognized around the
world and many programs have been carried out in many countries to enhance architec-
tural and technical quality in the built environment, storage potential, and the removal
of economic and non-technical barriers in order introduce PVs as an energy-significant
resource. Energy market reforms and the concept of decentralized energy systems drove
research into different hybrid systems with a combined effect on energy production and
consumption, therefore, analyzing both demand and supply-side management. The inten-
sive research orientation toward efficiency [7–9] produced the proposal that every house
could act as a net energy positive provider, taking into account combined utilizations
to increase the benefits of outputs [10]. Electricity production is the main driving force
for the installation of integrated PV systems, but, in recent years, installations have also
been recognized which establish combined electricity and thermal energy, such as coupled
photovoltaic–thermal collectors to enhance heating and cooling demand coverage, to act
as refrigerator alternatives [11], or to increase thermal energy storage [12], while there
are many reports of the application of standalone PV systems to solar power pumps in
irrigation, livestock watering, and solar-powered water purification [13,14]. The entry of
these renewable systems to the grid can also affect buildings’ energy demand mixture,
providing effective management of short-term buffering options in alignment with bat-
tery storage [15,16]. Many concerns regarding more efficient ways to implement energy
and environmental systems lead to exploring hybrid combinations in order to optimize
the path for a low carbon transition towards these systems. Renewable energy sources
penetration into the grid-connected power technologies bring new contradicting issues,
including the cost of the mismatch between demand and supply and intermittent and
unpredictable availability [17], although in many studies they are viewed as a net provider
due to the cumulative declining production costs [18–20]. In any case, increased renewable
penetration, rational exergy management models, and reduced interaction with the utility
grid are of paramount importance and delignate a robust pathway for CO2 mitigation from
the built environment [21], as well as effective management of grid parity [22]. Typically, a
PV system depends on cell performance which in turn depends on different mechanisms
regarding complex design, fabrication, and operation parameters.

Therefore, investigation of the efficient operation of PV cell electricity output is a
matter of continuous interest. This study investigates the PV efficient cell operation from
both sides, namely the incoming microenvironmental conditions and the exploitation
of the fundamental mechanisms of PTC transition, which affect the solar cell efficient
operation. The rest of the paper is organized as follows: in Section 2 the critical parameters
are derived under a brief literature review on the microenvironment determinants on
PV efficient operation and output. Section 3, following an analysis on PV fundamental
concepts, proceeds with a deeper insight on the different technologies of solar cells. In
particular, the mechanisms of the photon to energy conversion are explored in terms of
design, fabrication, and materials. In Section 4 the results are analyzed and a discussion is
developed. The main findings with a proposed future research orientation are concluded
in Section 5.

2. Materials and Methods

Many efforts have been made in the field of the cooling effect of photovoltaic cells [23],
increasing efficiency by reducing the cell temperature [24] or expanding thermal regulation
time during the charging and discharging process in sensible, latent, or thermochemi-
cal storage mechanisms [12,25–32]. A review on PV cooling technologies regarding the
three-heat transfer mechanism (convection, conduction, and radiation) can be found in
literature [33]. The optimization of operating temperature increases in the lifetime of the
system by decreasing the thermo-mechanical fatigue for typical failure mechanisms [34]
and has a significant influence on PV efficiency output. The correlation between the ex-
amined PV cell temperature and the environmental independent variables is found by a
regression analysis [34] and for fixed period measurements. The model was implemented
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at various periods within the year. Sensitivity analysis for different weather conditions
was conducted for longer and seasonal periods. It was found that the coefficients of the
above method have to be taken with care during other periods since they refer to a local
solution. Indeed, different declined angles of the independent variables fitted different
periods, however the regression model conserved its linearity over the whole year. It
is of great importance that the PV array temperature is controlled because it has been
found that the power output decreases about 0.5% for every degree of Celsius increase,
depending on the environmental conditions [34]. Reduced cell temperature is associated
with increased efficiency which in turn leads to reduced thermal stresses and degradation
of the modules. Therefore, it is essential to prevent the cell from overheating. The fill factor
(FF) is considered as a measurement of exergy degradation of the PV at a maximum power
point output (Pmax at mpp), as in Figure 1, and it is related to the voltage and current in
that point (Vmpp and Impp), as well as the open circuit current voltage and the short circuit
current values (Voc and Isc correspondingly). It is derived from the following equation [35].

FF =
Vmpp Impp

Voc Isc
=

Pmax

Voc Isc
(1)

Figure 1. Load characteristics in solar cells [Authors own study].

In addition, it measures the reduced quality of a diode due to recombination and
space-charges formation due to unbalanced transport.

Later advanced data analysis compared different algorithms to extract the parameters
which contribute to the PV array model output [36]. The numerical Levenberg–Marquardt
algorithm and metaheuristics such as Differential Evolution (DE), Genetic (GA), Particle
Swarm Optimization (PSO), Ant Bee Colony (ABC) algorithms are used to extract and fit
the parameters of two PV models, the five parameters model (5PM) and the Sandia Array
Performance model (SAPM). The error analysis is made by two metrics, the Route Mean
Square Error (RMSE) and the Normalized Mean Absolute Error (NMAE), where it is found
that, in general, the metaheuristics depicted fewer errors [36].

Another research report conducted a detailed correlation coefficient analysis regarding
PV output and environmental variables. It was noted that, when included in the model, the
module characteristics, ambient temperature, air speed, perpendicular irradiance on the
array, and relative humidity contributed to less error in the PV prediction of the maximum
output [36].

It is worth mentioning that, from the aforementioned analysis of the relationship
between the I–V characteristics and the cell temperature, the fundamental energy gap in
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the different band levels and the irradiation has already been established as a nonlinear
relationship [37], besides the impacts of defects and unstable materials behavior on cell
degradation—which, in turn, limit the design’s geometrical parameters [38,39]—or the
Staebler Wronski (SW) defects [40]. In Figure 2, the loss mechanisms in a c-silicon cell are
depicted [39].

Figure 2. Main photon to charge loss mechanisms.

3. Photovoltaic Cell Energy Conversion

3.1. Fundamental Aspects

Photovoltaic solar to energy conversion is based on the electron behavior of semicon-
ductors which originates from the existence of two electron energy bands: the valence and
conduction bands. The energy difference between the bottom of conduction and the top
of the valence band is the energy gap, Eg. It is well known that the incoming energy of
a photon (h stands for Plank’s constant and v for frequency), hv, when is greater than Eg,
is absorbed and may create bound pairs of electrons-holes, the excitons. This disruption
of a covalent bond transfers electrons from the valence to conduction band, leaves a hole
behind, changes the conductivity, and becomes the carrier of electricity. The doping of
certain impurities within the material dominates different sites of donors and acceptors
in the lattice, corresponding to positive and negative regions. Therefore, the diffusion of
electron and holes develops a contact potential, about 1 V under room temperature and
certain doping. The potential across the p-n junction is constant and the electric field is
limited to a narrow transition region. The ability of the electrons to drift into that field
immediately or with delay due to recombination depends on their distance from that field
and other interactions. Thus, the separation of the excitons makes the electrons serve as an
external current.

3.2. Photogenerated Current

The necessity of absorbing as many photons as possible obligates the use of materials
with a low band gap, while the connections between cells are of utmost importance for the
optimization of the solar energy yield. In PV systems, since the majority of photodiodes
were exposed to photons within differentiated energy streams, the efficiency is prevailed by
several mechanisms to exceed beyond certain values or approach the Shockley–Queissier
(S–Q) limit [41]. The portion of the unabsorbed photons, the thermalization effect, and
the time dependent recombination contribute to electricity conversion, with losses lead-
ing to the partial utilization of the spectrum and photon energy. These interactions are
usually contradicted and affect the tradeoff for the critical properties of the solar cell
design decisions.

Moreover, energy production is simultaneously happening with the fundamental
principle of time micro-reversibility, namely that the solar photons from the sun are con-
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verted into electricity within solar cells but also reemitted as thermal radiation. The emitted
radiation produced by the electro–hole excess energy in the cell is luminescent, which
means that the electrochemical potential of photon differs by zero, obeying the modified
Planck law, and the thermodynamic efficiency of a solar converter is limited by the Carnot
efficiency between the working source (sun temperature at about 6000 K) and the heat sink
at the cell temperature [42].

3.3. Recombination Limits

The significance of the effective lifetime of the charge carriers to generate current
and their dependance on the recombination processes has already been noted. There are
three reasons for this association: (a) the doping level, (b) the irradiance of the cell, and
(c) the nature and quality of the semiconductor. Accordingly, we recognize the following
recombination processes which are interrelated with the abovementioned reasons: the
surface density recombination, the Shockley-Read-Hall (SRH) recombination through
undesirable light traps, the radiative recombination, and the Auger recombination—which
has to do with the probability of a conduction band electron to transfer the excess energy
to a valence band hole or to another conduction band electron. The latter denotes a
three-particle process of the electron hole concentration under illumination and increases
with the cube of the carrier concentration, making a great contribution as a limited open
voltage (Voc) and efficiency factor, depending on the materials used. Typical mechanisms
of recombination in solar cells are related to luminescence, SRH defects, SRH on impurities,
Auger, and surface. In general, the total recombination rate, τtotal , is related to the other
ones, namely the radiation (τradiation), Auger (τAuger), and trapping (τtrap) recombination
by the following equation:

1
τtotal

=
1

τradiation
+

1
τAuger

+
1

τtrap
(2)

For example, in crystalline silicon solar cells the Auger recombination dominates and
the distribution is: Auger 82%, radiative 9%, SRH 7% and surface 2% [43,44].

3.3.1. Single Junction Cells

In inorganics semiconductors, unlike organics, the Boltzmann energy, kT, (k is the
Boltzmann’s constant and T the temperature) is much larger than the exciton binding
energy atroom temperature and therefore the free charges are easily created while the
material is excited. The increasing interest in the solar energy has led to the research and
advanced alternatives to enhance the PV output. The inorganic semiconductors have
been intensively investigated, and reached high efficiencies with the Tungsten Diselenide
(WSe2) absorbers, while there is further research to investigate the photonic crystals and
the trapping mechanisms in certain silicon thin films, potentially beyond the Lambertian
limits and conversion efficiency of 30%, close to the S–Q limit [45,46].

On the other hand, in the last decade the organic PVs have doubled in efficiency,
reaching about 12% [47,48]. The heterojunction architecture consists of a blend of electron
donating (p-type) and electron accepting (n-type) organic semiconductors which drive pho-
togenerated excitons, bound electro-hole pairs, separate free charges, and generate current.

Further developments are made with the dye sensitized cells, which exploit the
challenges of liquid electrolytes with little transport between monolayers. The efficiency
reached more than 13% and recently this concept also considered inorganic nanoparticles
to act as sensitizers to replace the dye [49,50].

An extraordinary incremental increase in efficiency (expected more than 20%) came
from the family of hybrid organic–inorganic materials of AMX3, namely perovskites
((CH3NH3)PbI3), where the A stands for the inorganic site, M is the metal site, and X is a
halogen [51,52].

Similar research is being made in the emerging field of nanotechnology, since the
manipulation of solar cells nanostructures has become of utmost importance in terms of
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energy gap tunability, transport decoupling, and interfacial interactions which prove very
different from the bulk material. The representatives of those structures, quantum dots,
still remain at low levels, about 10% [53,54].

3.3.2. Multi Cells Approaches

The utilization of different band gap materials is a relatively new concept and depicts
many challenges to be resolved due to the small efficiencies. Practically, the principles are
based on the doping of large Eg materials to formulate defect band in the gap [55,56] or the
creation of many separated states according to the quantum size effect [57,58]. The devel-
opment of multi cell devices suppresses the unabsorbed photons fraction and the thermal
effects but also increase the recombined carriers due to the photogeneration extraction.

3.3.3. Spectrum Oriented Optimization

Spectral manipulation PV systems include different strategies to maximize the overall
solar radiation utilization of the incident broadband spectrum. They employ technologies
shifting the solar spectrum to match more efficient wavelengths conversion, different band-
gap materials in series or parallel, and splitting the spectrum in certain long and short-wave
ranges to run efficiently with the combined thermal and photovoltaic processes [59].

The spectrum splitting systems are composed of two parts: the optical one to split
the spectrum and concentrate the light and the other one to harvest the energy. With the
creation of intermediate bands and recent technologies, potentially more than 50% efficiency
may be obtained [60–62].

In a similar approach, cascade splitting by superposing is the simplest way to separate
two photo diodes with different band-gaps and threshold. The problem to be overcome
here is the interconnection of the diodes due to the non-illuminated face of the device
which is metalized to act as a current collector, but also this makes it opaque and useless in
a cascade configuration. Advance solutions are to build the used diodes from materials
with the almost the same lattice constants but different band-gaps [63], tuning it by varying
the stoichiometry of quaternary compounds. Another way is to filter concentrated sunlight
through cells that absorb part of the energy (e.g., cobalt sulfate) while transmits the rest to
underlying silicon diodes. Interference filters consist of a number of layers of materials
with different refractive indices with band reflect and ripple regions.

Holographic concentrator operation is an attractive beam splitting technique and
prepared to act as an extremely dispersive cylindrical lens. The far infrared is directed
to a region to dissipate heat and to not affect the photodiode which has to operate at low
temperatures to avoid loss of efficiency.

Different refractive and diffractive-spectral-beam-splitters techniques use (Table 1)
holograms in common axis [64], non-uniform diffractive grafting or micro prism arrays as
spectral beam splitters in multiple optical axis, and integrated diffractive/refractive arrays
(Figure 3) in zig-zag axis [65].

Figure 3. Spectral-beam splitting scheme in side absorption concentrated modules. Reproduced
from [65], mdpi:2020.
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Table 1. Diffractive and spectral beam splitters (SBS) techniques. Reproduced from [65], mdpi:2020.

Category Characteristics of Technique
Efficiency (Module or Systems in

Some Cases)

Common axis

SBS is formed by a reflective hologram and a
quadratic surface N/A

A broadband receiver combined with an opening in
the center which includes another spectrally
selective receiver, all together mounted in a

above hologram

21.4%
(PV/T system)

Multiple optical axis

A nonuniform diffractive-grating as a SBS
34.7%

(Dual-cell (InGaP/GaAs) system)
In: Indium, Ga: Gallium, As: Arsenide

Micro-prism arrays as a SBS
46.05%

(Triple-cell (InGaP/GaAs/InGaAs) system)
P: Phosphorus

Zig-zag axis

Integrated diffractive / refractive optical element as
a SBS

A waveguide with engraved microstructures
beneath the SBS

≤55% (Module)

Combined condenser, SBS and out-coupling adapter
in lenses, diffractive grating and a

light-guide, respectively

34.8% (module)
29.5% (Dual-cell silicon/germanium

(Si/Ge) system)

Carrier multiplication may occur when ionization of an atom by impact creates another
exciton. This occurs with low efficiency, e.g., <1%, in bulk Si, while it can proceed with
nearly 100% efficiency if PbSe is in the form of nanocrystals of about 5 nm size. The
excess photon energy is partitioned between the created electron and hole according to
their respective masses [66,67]. The generation of multiple excitons before relaxation, and
the very fast photo current collection or slowing down the relaxation are researched in
bulk and quantum sized systems resulting in carrier multiplication (CM) and hot carrier
transportation [68–70].

Another option is the design of specific optical nonlinear systems to manipulate
as broad a spectrum as possible ranging from far infra-red into ultraviolet to reduce
the thermal losses. The aforementioned concepts are enabled by some nano materials
like graphene or carbon nanotubes (CNT) [71]. Broader light harvesting and increased
current density have been successful due to the use of new sensitized dyes containing
two carboxylic acids or two cyanoacrylic acids as linker groups to bind the metal oxide
photo anode, instead of the conventional single linker group of the dye sensitized solar cell
(DSSC) [72].

The thermophotovoltaic (TPV) systems use optical concentration devices to distin-
guish the heat generated from the photovoltaic conversion and generate more electricity.
Potentially, they may provide high levels of efficiency, reporting a focus on the PV pho-
tothermal conversion to electricity and the thermal regulation of cell temperature (Figure 4).
The basic parameters that are affected by the cell temperature are the open circuit voltage,
Voc, the short circuit current, Isc, the fill factor, FF, and the energy conversion efficiency
value (η) [73].

A promising expansion of the PV concept concerns graphene-based thermionic and
thermo radiative converters. The thermionic efficiency may improve the efficiency by
including various irreversibility losses, such as space-charge effects and non-radiative
recombination or suppression [68], mainly due to graphene’s excellent conductivity, mobil-
ity, and linear band gap structure [69–72]. Moreover, the thermo radiative cell is able to
produce electric current from the coldness of the outer space due to the exploitation of the
negative illumination effect [73–80].
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Figure 4. General structure of TPV system. Reproduced from [73], Oxford: 2020.

3.3.4. Design Optimization

The main performance parameters of the output are influenced by the physical and
technological parameters of the design and manufacturing process, which, in turn, charac-
terize the electrical, thermal, and optical properties on the operation. This optimization
facilitates more efficient structures, regarding an integrated view of the sustainable devel-
opment in PV fabrication. For example, in the most mature silicon-based PV industry, it is
well known that the SW effect limits the architecture of the cells within certain boundaries
(e.g., thickness in thin films) due to the hydrogen bonding configurations and the diffusion
behavior under elevated and specified range of temperatures regarding the materials [40].

There are also reports of interesting interpretations which evolved the two side junc-
tions, namely the npn structure, by adding a top pn junction in order to vertically absorb
the light generated excitons and laterally collect them [81]. Moreover, the wafer-based
silicon solar cells are challenged with the threshold between an expensive dense array of
radial-orientated nanorods which are doped in pn junctions and the compensated cheap
high-density defects and impurities of substrate absorbers, in order to optimize the de-
mand. The former enhances the efficiency while the latter reduces the diffusion length of
the carriers [81]. The main parameters that are analyzed refer to the dimensions (length,
width, thickness), the doping quantity and quality, and the photon flux. The modelling
displayed the causal effects of these parameters to the electrical characteristics (the open
circuit voltage, short current density, the filling factor and the conversion efficiency), the
optical performance, the quantum efficiency, and the spectral response.

3.3.5. Nature-Inspired Solar to Energy Conversion

In nature, the ideal photosynthesis efficiency differs, due to the debate on light energy
definitions and also the irreversibility losses, such as the partially active light wavelength,
probabilistic light trapping mechanisms, the recombination effects, the space-state, and
the quantum considerations of the transitions. [82,83]. Yet, it has been reported that
some molecular systems are optimized in photosynthetic processes and specific photon
to charge transformations take place up to 1 conversion ratio within certain conditions.
The intermediate functionality of the excitation energy transfer from the electronic state
of the antenna pigments to the reaction centers has been observed to be accelerated by
some microbial organisms playing the role of an active molecular pipeline, but also depicts
quantum oscillations to be considered during the energy transfer [84–86]. The latter opened
new pathways to the fabrication of artificial solar cells based on nature-inspired mimicking
photosynthesis [87]. The competitive mechanisms between incoherence hopping and
coherent tunneling are revealed as the dominant mechanism in the charge transfer.
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4. Results and Discussion

4.1. Impacts of Material Properties and Fabrication Processes

The main materials that impact on fabrication processes are linked to the intrinsic
defects at the front and back interface of PV window layers. Such defects in these bulk
materials can easily form photo-active alloys due to high defect density, thus restricting
the current intensity of the device and determining the absorption of photons [88]. Sub-
sequently, higher efficiency can be achieved according to the enhancement of the current
intensity, necessitating control of fabrication methods of window layers. Besides, the
increase in the carrier concentration results in challenging doping materials with differ-
ent band gaps and wavelength absorption. These materials are designed with preferred
band bending and reduced rear barrier heights of window layers, thus, avoiding the hole
transportation resistance that limits the performance of Schottky junction [89,90]. It is
noteworthy that, while the interaction of the window layer materials with the deposited
and diffused doping atoms reduces the rear contact, it may also increase the potential
barrier between them, restricting the photo generated charge carriers, e.g., Cadmium Tel-
luride (CdT) cell technology, when doped with Cu/Au (Copper/Gold), interacts with gold
(Au) atoms, while increasing the potential. Carbon nanotubes (CNT), nanocomposites
and nanocrystals with suitable valence band edges are also materials that can be used to
overcome the contradicting effects [91–93]. Thermal evaporation, magnetron sputtering
and chemical etching [94–98], electrostatic spray assisted vapor deposition [99], electrospin-
ning, and annealing indium tin oxide (ITO) processes [100,101] are preparation methods
that have influential roles in the electrical and optical parameters. Enhanced operational
characteristics of the examined devices, such as the short circuit current, Isc, the open
circuit voltage, Voc and the fill factor, FF, can relate surface/layer treatment with the
photoconversion efficiency, n, via the output power derived, P, following equation:

n = Voc × Isc × FF/P (3)

Besides, it can be noted that the minimization of charge recombination can increase
the Fill Factor of the PV cells, thus increasing the efficiency of organic PV. Other ways of
enhancing the charge transport can be implemented by the incorporation of cascaded atom
number (Z) chalcogens, namely the small molecular donors (SMD), in the solubilizing side
chains of the active layers which, in turn, can both promote the intermolecular interactions
of atoms and further improve the connectivity. From an elementary viewpoint, oxygen
(O), sulfur (S), and Selenium (Se) atoms are capable of affecting the donor–acceptor phase
aggregation. In particular, the O atoms promote tighter π–π tighter stacking and the atoms
of S and Se support a greater crystalline order in thin films [102]. Research efforts are also
linked to manufacturing improvements, targeting the following:

• The smaller size heteroatoms, higher electronegativity of the heteroatoms, and larger
moments of furan conjugated polymers or fullerene-based heterojunctions [103,104].

• Utilization of certain physical and chemicals treatments to manipulate the active layer
absorption [105].

• Thermal stability of the inverted cell structure, thus improving the exciton transporta-
tion and efficient separation [106].

4.2. Impact of Energy Harvesting on Energy Conversion Value

When considering the impact energy harvesting on energy conversion value it is of
utmost importance to note that the excess photon energy that becomes thermal losses
accounts for more than half of the losses, leading towards possible energy harvesting
exploitation. There are also reports of vivid interest in devices exploiting the unlimited
dissipated thermal energy regarding solar to energy processes, resulting in manufacturing
of small autonomous electronic devices with no need for power supply and maintenance,
as well as increased conversion efficiency. Such a conversion efficiency increase can be
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attributed to the broadening of recycling and exploitation of thermal energy waste in many
ways that commonly follow the principles of the thermoelectric conversion.

In a similar study [107] a power synthetic inductance circuit was created from the heat
generated by the bearing, while other researches [108] proceeded to optimize the figure
of merit of pyroelectric materials due to the improved properties of crystallinity, density,
and the reduced permittivity derived from energy harvesting. The analysis supported
advanced waste to energy applications with composite materials, due to the enhanced
phonon transferring properties of the conductive networks.

In another recent study [109] a day-and-night combined operation of electricity and
latent energy storage was investigated. Specifically, a Bismuth telluride (Bi2Te3) based
thermoelectric generator (TEG), firstly, harvests the concentrated solar energy directed
from Fresnel lens, while aluminum fins and mixed nanocomposite materials PCMs are
functionally charging and discharging energy. Moreover, the creation of active layers of
(QDs) and lithium chloride (LiCl) on top, being sandwiched between a substate and an
aluminum contact, can develop a multi-step photon absorption mechanism that enabled
the so-called mid gap states mechanism of the incorporated nanocrystals, allowing for
harvesting of human body radiation [110]. Another critical research consideration is the
exploitation of the second order phase transition above the Curie temperature from the
ferromagnetic to paramagnetic phase to increase the cooling rate [111].

4.3. Impacts of Light Harvesting on Photon to Charge Transfer

The enhancement of light to current conversion, correspondingly, induces a wider
range of power output, and may in the future yield over 35%. Naturally occurring dipole–
dipole interactions between well oriented molecular excited states, generating quantum
interference effects, may drive the future research. It is reported [112] that, in lasing, the
quantum coherence breaks the balance in a cavity light trap, suppressing the absorption
process, and, consequently, the emission dominates. The idea behind the reverse engi-
neered phenomenon in the photovoltaic conversion is an optical pump device which could
suppress the emission rate, hence, promoting the absorption rate, e.g., at ground level.
In quantum mechanics, this can be achieved by adding a two-level relative transition
amplitude which can coherently result in a destructive interference of the undesirable
process, namely the emission [112]. Recent research on thin films, copper indium gallium
diselenide (CIGS), towards the passivation of rear surface and light trapping in a nanocav-
ity array showed the superior behavior of aluminum oxide (Al2O3) substrate and Voc and
Jsc improvements about 10% [113].

Energy Transfer Interactions

The interactive behavior of photons with solids comprises ionic and electronic oscil-
lations and drives our focus on lattice vibrations. The dynamic response of the dielectric
function on electromagnetic radiation can be comprehended by elementary oscillators,
while yielding strong interaction of photons and transverse optical (TO) phonons with the
accompanying large Reststrahl absorption in the infrared (IR) range [114]. The dispersion
is described by a phonon-polariton, which is observed in inelastic scattering processes. In
addition, Brillouin scattering at acoustic phonons along with Raman scattering at optical
phonons can disseminate useful direct information about the spectrum and symmetry of
vibrations in a semiconductor [115].

Charge and excitation energy transfer complexes are influenced by interactive mecha-
nisms between the relative interactions of photon, phonon, electron, and excitons, to name
a few, as in Figure 5, but the exact mechanisms have not yet been understood. Charge
transfer is perturbatively understood by electron–electron interactions and the Dexter
consideration of the exponentially decaying wave functions which is dominant within the
field of some Angstroms.

142



Energies 2021, 14, 3022

Figure 5. Photogenerated carrier transition, hot carrier relaxation, and sub-bandgap loss depicted in
band gap GaAs (Gallium Arsenide). CB: The lowest conduction band., LH is the light hole valence,
SO is the split-off hole valence band. [Authors own study] [116,117].

The interaction with lattice phonons leads to the conversion of excess kinetic energy
into thermal energy. A hot electron may interact multiple times with longitudinal optical
(LO) phonons and holes primarily interact with the transverse optical (TO) phonons. The
latter relaxes faster than electrons due to the larger electronic density of states in the
valence bands [116]. Moreover, the transversal and longitudinal photons intervene in
excitation transfer and dipole–dipole interactions are mainly affected by the Coulombic
participation beyond the Dexter domain, in the far field on some nanometers [117]. It is
reported that efficiency strongly depends on the intrinsic coherence time of the coupled
systems, the short and the long domain, which characterize the decoherent and coherent
systems. However, it seems that the electro-electron interactions play a dominant role even
in the excitation transfer [117], while, in another view, in organic solar cells, the electron–
phonon interactions revealed substantial influence on open circuit voltage and limited the
efficiency performance [118]. Further analysis is needed to define the limitations between
the quantum coherence and the incoherence hopping competition, which seems to be a
main driver for the charge transfer efficiency, and the corresponding learning parameters
for nature-adaptive optimization of the photosynthetic efficiency, from 1% to 100%.

5. Conclusions

In the solar PV supply industry, the efficiency of the individual components of a PV
system still remains at the cutting edge of technological interest and knowledge diffusion
in niche markets. Among these technological challenges is PV-cell operating regulation,
since it results in the efficient dissipation of thermal energy surplus. Furthermore, the
concurring interaction between the PV system and its micro-environment leads to a capacity
factor increase for the whole system while the PV components are more efficient and
durable. Therefore, this study stressed the need for future research work towards module
degradation, materials deterioration, and proper machinery engagement in producing PV
systems at the desired cooling effect. The key findings are summarized here, and also
define the limitations of our study:

• Key technology determinants on photon to charge efficiency are examined.
• Design, fabrication, and material impacts are presented.
• Efficient thermal energy dissipation and light harvesting improve performance.
• Nature-inspired photosynthetic optimization is discussed.
• Quantum dynamics are emphasized.
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The technological progress in efficiency of energy and materials stock and flows
processes may play a key role, but also the analysis showed that there are multi-parameter
long-run factors with positive or negative casualties to investigate further.

In summary, the electrical and optical parameters of the bulk PV cells are influenced
both from the external microenvironment and the intrinsic fundamental principles of
the energy gap difference between the two-level bands. A hierarchical taxonomy of the
modelling and design critical parameters, fabrication and material impacts, recombination
effects, and spectrum optimization technologies are analyzed. Light and energy harvesting
issues need to be overcome, while nature-inspired mimicking and interpretation of photon
to charge and excitation energy transfer are in an infant stage, leading towards a better
understanding of artificial photosynthesis. Distinguishing between conventional diffusion
behavior and the dynamics of the quantum walks on coherence and incoherence hopping
excitations also opens a new route of research, due to competitive interactions with other
fields, such as lasing, quantum thermal machines, or quantum supercomputing, to name
a few.

Further research should include an integrated approach to quantifying the perfor-
mance of PV systems to include the aforementioned wide spectrum of key-technology
determinants, including photon to charge efficiency investigation, thermal regulation,
exergy efficiency, irreversibility of losses, quantum coherence speedup limitations, as well
as energy and light harvesting interpretation of natural photosynthetic processes.
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Abstract: The presented paper, which is the first of two parts, shows the results of numerical
investigations of a heat exchanger channel in the form of a cylindrical tube with a thin insert. The
insert, placed concentrically in the pipe, uses the phenomenon of thermal radiation absorption to
intensify the heat transfer between the pipe wall and the gas. Eight geometric configurations of the
insert size were numerically investigated using CFD software, varying its diameter from 20% to 90%
of the pipe diameter and obtaining the thermal-flow characteristics for each case. The tests were
conducted for a range of numbers Re = 5000–100,000 and a constant temperature difference between
the channel wall and the average gas temperature of ΔT = 100 ◦C. The results show that the highest
increase in the Nu number was observed for the inserts with diameters of 0.3 and 0.4 of the channel
diameter, while the highest flow resistance was noted for the inserts with diameters of 0.6–0.7 of the
channel diameter. The f /f s(Re) and Nu/Nus(Re) ratios are shown on graphs indicating how much
the flow resistance and heat transfer increased compared to the pipe without an insert. Two methods
of calculating the Nu number are also presented and analysed. In the first one, the average fluid
temperature of the entire pipe volume was used to calculate the Nu number, and in the second, only
the average fluid temperature of the annular portion formed by the insert was used. The second one
gives much larger Nu/Nus ratio values, reaching up to 8–9 for small Re numbers.

Keywords: heat transfer enhancement; radiation insert; numerical simulations; friction factor;
Nu number

1. Introduction

There are many ways to intensify the heat transfer in heat exchanger channels, e.g.,
by using ribs of different shapes or special tabs on the inner wall [1–3]. They aim to
increase the fluid’s turbulence in the laminar boundary layer and increase the heat transfer
surface. Another, also quite a popular method to improve heat transfer is to disturb the
flow in the whole pipe cross-section, which can be achieved by, e.g., introducing special
disturbing inserts, twisted tapes, or wire coils into the duct. A common feature of this
type of turbulisers, regardless of their shapes, is the strong influence of some geometrical
parameters on the heat-flow characteristics (e.g., the rib angle, its height or thickness) [4–8].
However, any such turbuliser, in addition to a local increase in heat transfer intensity,
simultaneously causes a significant increase in flow resistance, which involves an obvious
power increase to pump the working fluid.

This paper presents testing channels with an insert that does not turbulise the flow as
most such elements do, but instead uses an additional heat transport mechanism, thermal
radiation. Obviously, due to the necessary radiation transmittance of the working fluid, it
is only applicable to gases.

The insert presented in this article is made in the form of a thin, smooth pipe and
placed parallel and concentrically to the exchanger channel’s walls (Figure 1). Apart from
the standard, convective method of heat transport between the wall and the fluid, the heat
transfer intensification mechanism additionally uses the phenomenon of thermal radiation
between the pipe wall and the insert. During the fully developed fluid flow, the insert
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placed in the centre of the tube does not mix the fluid and has a different temperature than
the wall. Due to the temperature difference, heat is transferred by radiation between the
wall surface and the insert. Assuming that the working gas is completely transparent and
does not absorb radiation, the total radiant heat flux is transferred to the insert, increasing
its temperature and becoming an additional heat transfer surface while transferring heat to
the fluid on both sides by convection.

Figure 1. A fragment of a pipe with an insert and a schematic view of heat fluxes.

Unfortunately, no papers describe this type of insert in the available literature, mak-
ing it impossible to refer directly to the presented research. Therefore, the articles that
describe the most similar cases using turbulence inserts and with radiation heat transfer
were analysed.

There is quite a lot of research on solar collectors in the literature, where the phe-
nomena of radiation and convection occur together. In such a collector, solar radiation
penetrates through a transparent glass tube and, by heating the absorber, will transfer heat
to the fluid by convection. However, it is only in the absorber (inside the channel) that the
heat transfer is intensified by placing various inserts that turbulise the flow [9–11].

The intensification of the heat transfer in the channel, resulting from the turbulence of
the fluid through various methods, has been analysed by many researchers. The variable
value was often some geometrical feature of the insert, influencing the flow resistance
and heat transfer. For example, Eiamsa-ard and Promvonge [12] studied diamond-shaped
turbulence inserts with their ends touching each other. The variable parameters were the
length of a single element and the angle of inclination of the diamond face. The highest Nu
numbers were observed for the shortest elements and those with the highest inclination
angles. Kongkaitpaiboon et al. [13] experimented with an insert consisting of round rings
attached to a pipe wall. He analysed two geometric variables: the rings’ inner diameters
and the distance between them (three diameters and three longitudinal distances) in a small
range of Reynolds numbers (4000–20,000). The study showed that the best heat transfer
occurred with the ring’s smallest inner diameter and the smallest distances between the
rings. Durums [14], on the other hand, in their study, presents the influence of the conical
nozzle angle on the pressure drop and heat transfer intensity. The presented results show
that as the turbuliser nozzle angle increases, the Nusselt number and friction coefficient also
increase nonlinearly. In papers [15–17], Jasiński presented a comprehensive experimental
and numerical study of a ball insert, with varying ball diameters and longitudinal distances
between them, at a fairly large range of Re numbers 5000–300,000. It turned out that
the largest coefficient of thermal efficiency was obtained by the inserts with the smallest
diameter and largest longitudinal distance, and additionally, at large Re numbers. One
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example of twisted tape inserts research was presented in [18] by Bas and Ozceyhan. The
highest efficiencies were obtained for the smallest Re numbers 5000–10,000 with a small
gap between the pipe wall and the insert for all the insert geometries they studied.

This work’s originality is based on the use of an additional heat transport mechanism,
which is radiation from the pipe wall to the absorption insert. The presented results were
obtained for a relatively small temperature difference ΔT = 100 ◦C, as is standard for
radiation processes. Further work will focus on research for developing such inserts at
greater temperature differences to improve the thermal efficiency of various devices, such
as solar air ducts, heaters, and heat exchangers. The concept of this type of insert may be of
great importance, especially for high-temperature combustion and heat recovery processes,
where thermal radiation is the dominant method of heat transfer.

2. Geometry of Insert and Principle of Operation

The principle of operation of such an insert is based on the fact that the total heat flux
supplied to the outer wall of the channel is partially transferred by convection to the fluid,
and at the same time, a part of this flux is transferred to the insert by radiation, Figure 1.
Because the insert does not cause turbulence and mixing of the fluid, its temperature mainly
depends on the radius on which it is located. Since the temperature field in the cross-section
changes as a function of the radius during a fully developed flow in the channel, there
is some temperature difference between the pipe wall and the insert. If the flowing gas
is transparent and going through convection, there is also a mechanism of heat transport
through radiation

.
Qrad between these surfaces. The absorption of radiation by the insert

causes its slight heating, and thus the temperature difference between the wall and the
insert is decreased, which in turn reduces the radiative heat flux. Simultaneously, the insert
is washed on both sides by a working gas that flows both in the annular space and in the
insert’s centre space, which also causes convective heat transfer to the gas flowing on both
sides. The heat receipt from the insert causes a decrease in its temperature, i.e., an increase
in ΔT (between the pipe wall and the insert). The convective heat fluxes

.
Q1conv and

.
Q2conv

of the insert’s outer and inner surfaces are not equal due to different flow and thermal
conditions. As you can see, the mechanism of this process is quite complex and depends
on many parameters.

The thickness of such an insert should be as small as possible, and the insert itself
should be made of a material that conducts heat well. The thickness can then be neglected,
and the temperature can be assumed to be the same on both surfaces of the insert. In
order to obtain the highest possible radiative heat flux, the emissivity of both surfaces
involved in the radiative heat transfer, i.e., the pipe wall and the insert, should also be as
high as possible.

Due to the fact that a boundary condition of constant temperature is assumed on
the inner surface of the pipe, we are not really interested in “what happens” in the wall
itself. Therefore, the pipe wall was can also be assumed to be negligible in the numerical
calculations. Of course, a more realistic case would be with a pipe of a certain thickness,
e.g., 1 mm and made of copper, but then the heat conduction resistance through the wall
would be so small that the wall temperature would practically be the same anyways.

The use of this type of insert can be justified, especially in high-temperature exchang-
ers, where due to a significant temperature difference, the radiation fraction in heat transfer
is significant compared to convection, e.g., heat recovery from exhaust gases in gas boilers,
cars, etc.

Nevertheless, the research presented in this article has shown that the use of such
an insert, even with small differences in temperatures between the wall and the gas of
approx. 100 ◦C, gives a noticeable effect of intensifying heat transfer. As the gas flow
velocity increases, the convective heat flux also increases, and thus the proportion of the
radiation flux decreases. Therefore, the channel efficiency with inserts absorbing thermal
radiation is the greatest for small Reynolds numbers.
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3. Numerical Model

Numerical tests were conducted for various insert diameters di (Figure 2c) and a
constant temperature difference ΔT = 100 ◦C between the wall and the average gas tem-
perature in the pipe cross-section. On the outer wall of the channel, the heat transfer
boundary condition of the first kind was applied, i.e., a constant wall temperature equal
to 100 ◦C, while for gas, its mean volume temperature equal to 0 ◦C was a constant value.
The working gas was the air with physical properties that were dependent on temperature.

Figure 2. Repeatable insert segment: (a) 3D view of the pipe section with insert, (b) computational domain, (c) channel
cross-section diagram.

In order to simplify the notation and the possibility of referencing other geometrical
dimensions, the insert diameters di are presented in dimensionless form D = dp/di, with
reference to the pipe diameter dp = 200 mm. The values of di and D, along with their final
dimensions, are given in Table 1.

Table 1. Dimensions of the tested insert and the corresponding dimensionless diameters.

di

[mm]
40 60 80 100 120 140 160 180

D [—] 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Due to the axial nature of the flow and the lack of a rotational velocity component in
the flow, it is assumed that each tested insert can be considered as a two-dimensional case.
Therefore, a computational domain in the shape of a longitudinal cylindrical slice with an
aperture angle of 10◦ and length L = 152 mm was used in the simulations (Figure 2b), and
the axial symmetry as the boundary conditions on the sides of the domain was set.

The appropriate method of conducting numerical simulations allowed the obtaining
of a fully developed flow in this relatively short domain. In order to achieve this effect, the
translational periodicity (as boundary conditions) at the inlet and outlet of the domain was
set, and the fluid flow was forced with a pressure gradient. Thus, the computational do-
main has been reduced to a repeatable, periodic, and axisymmetric geometry representative
of the entire channel. By reducing the domain size and the number of computational mesh
nodes (up to 2D), it was possible to significantly shorten the computation time while main-
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taining the mesh’s high quality. This method of study has also been presented in [4,19–21],
while other, less important details related to this method of numerical modelling are also
presented in [15–17]. In order to ensure the same static pressure on both sides of the insert,
slight gaps of 2 mm length in its continuity (Figure 2a) were applied, constituting about
1.5% of the total length of the insert.

For each insert, nine simulations were performed with different Reynolds numbers,
resulting in 72 numerically tested cases, not counting the trial simulations. Based on the
obtained results, thermal-flow characteristics of the tested inserts were prepared. Numerical
simulations were performed with the ANSYS-CFX v18.2 calculation code.

4. Grid, Turbulence Model and Radiation Model

4.1. Governing Equations

Numerical calculations of the frictional resistance and the heat transfer were per-
formed using the ANSYS-CFX code. During the calculations the basic equations of conser-
vation of mass (1), momentum (2) and energy (3), which have the form [22], were solved:

∂ρ

∂t
+∇ · (ρU) = 0 (1)

∂(ρU)

∂t
+∇ · (ρU × U) = −∇p +∇ · μe(∇U + (∇U)

T − 2
3

δ∇ · U) + (ρ − ρre f )g (2)

∂(itotρ)

∂t
=

∂ρ

∂t
+∇ · (ρUitot) = ∇ · (k∇T) +∇ · (Uτw) + SE (3)

where the term ∇ · (Uτw) represents the work of viscous forces, SE is a term of an energy
source, and the total enthalpy itot is expressed as:i + 1

2 U2. For the turbulence model used,
the governing equations are presented in detail in [16].

4.2. Grid Independence

Before the actual simulations, validation calculations for several geometries at different
mesh densities were performed. Table 2 gives an example of the grid under test for one of
the insert diameters, D = 0.4 and Re = 18,650. It was observed that the deviation between
the grid elements of 25,440 and 49,820 is only 0.9% for the friction factor and 0.22% for the
Nu number. Thus, for further calculations, a structural and hexagonal mesh (Figure 3) with
25,440 elements was chosen, which is the quality at which its further densification gives
results differing by less than 1.5%.

Table 2. Grid independent test for Re = 18,650 and insert diameter D = 0.4.

No. of Elements f Dev. % Nu Dev. %

6140 0.0461 - 73.23 -
11,960 0.0508 9.38 78.05 6.18
18,230 0.0543 6.32 80.13 2.60
25,440 0.0551 1.45 80.62 0.61
49,820 0.0556 0.9 80.80 0.22
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Figure 3. Computational mesh with densification areas at the walls.

For further calculations, a structured and hexagonal mesh, shown in Figure 3, was
chosen with a quality at which further densification of the mesh gave results varying less
than approximately1.5% for the most important flow parameters.

Of particular importance for flow and heat transfer phenomena is the hydraulic
boundary layer. In the studied geometries, these layers form at the channel wall and on
both sides of the insert, i.e., where the fluid contacts the solid. In these areas, the mesh was
further compacted to obtain an appropriate y+ value for the turbulence model that was
used [15–17,22,23].

4.3. Turbulence Model

Due to the assumed turbulent fluid flow, the SST k-ω (Shear Stress Transport) turbu-
lence model was used in all of the numerical simulations. It is one of the most frequently
used models in CFD applications due to its much better mapping of the flow-thermal
phenomenon in calculations than the standard k-ε model [16,22]. The SST model’s main
advantage is taking the viscous boundary sublayer into account by applying the k-ω model
near the wall and using the standard k-ε model in the turbulent core region. A special
function (the so-called blending function) implemented in the SST model [22] is responsible
for selecting an appropriate model during the calculations.

One of the criteria for the numerical solution’s uniqueness was to achieve the ap-
propriate convergence for the residues: momentum, energy, and turbulence. In all of the
simulations, a convergence of 10 × 10−4 for the maximum residues and an order of magni-
tude lower (10 × 10−5) for mean residues (RMS—Root Mean Square) were obtained, both
for the solutions of hydraulic equations and the energy equations. The second criterion for
the solution’s uniqueness was stabilizing the flow-thermal parameters, such as velocity,
pressure, and temperature, which were monitored both as average values and in several
selected points in the computational domain. The computation process was terminated if
the above parameters did not change for several consecutive iterations.

4.4. Radiation Model

For the radiative heat transfer calculations, shown in Figure 2c, the geometry of the
tube with the insert can be treated as two infinitely long concentric cylinders with surfaces
A1 and A2, emissivities ε1 and ε2, and temperatures T1 and T2 (where index 1 is referred to
the smaller surface, i.e., the insert, and index 2 to the bigger surface, i.e., the pipe wall). For
the tested geometries, where the outer cylinder completely surrounds the inner cylinder, it
is assumed that the outer surface will intercept all radiation from the inner surface. Hence,
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considering the Stefan–Boltzman law for grey bodies, the net radiative heat flux transferred
between these surfaces is described by Equation (4).

.
Qrad =

σ · (T2
4 − T1

4)
1
ε1
+ A1

A2
·
(

1
ε2
− 1
) = ε12 · σ ·

(
T2

4 − T1
4
)

(4)

where:ε12 = 1
1

ε1
+

A1
A2

·
(

1
ε2
−1
)—interchange factor.

The above equation is the basic formula describing the radiative heat transfer for the
studied geometry, and its derivation can be found in many literature sources, e.g., [24,25].

Using (4), a validation test for the selected insert geometry was performed, comparing
the results obtained from the analytical calculations and numerical tests. The investigated
quantity was the radiation heat flux exchanged between these surfaces for different pipe
wall temperatures. The inner surface (Figure 4a) was kept at a constant temperature of 0 ◦C,
while the outer surface temperature was changed every 50 ◦C. Both surfaces’ emissivities,
both for this test and further numerical simulations, were the same and amounted to
ε1 = ε2 = 0.9, while there was a vacuum between the surfaces to eliminate the effect of
convection on heat transfer.

 
Figure 4. (a) View of the tested geometry, 1-insert, 2-pipe; (b) relative error of radiation fluxes.

Due to very similar results, which would not be visible in the ordinary comparative
chart, in Figure 4b, only the percentage difference of the heat fluxes in the form of the
relative error calculated from (5) is shown.

δ =

.
Qtheory −

.
Qnumerical

.
Qtheory

· 100% (5)

As shown in the diagram, the discrepancy in the value of the radiative heat flux
transferred between the surfaces is within the limits of ±1% for the six temperature
differences tested.

Several radiation models are available in the ANYS-CFX calculation program, such
as Rosseland, P1, Discrete Transfer, and Monte Carlo. In a situation where the thermal
energy of radiation is transferred between two surfaces, and the medium is transparent
to radiation with wavelengths, which is where most of the heat transfer takes place, the
Monte Carlo model is the only one that applies—and onlythis model was used in the
simulations [20].
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5. Hydraulic Characteristics—Friction Factor

5.1. Data Processing

The use of any insert in the flow channel always results in an increase in flow resistance.
The situation is similar in the tested insert case, where the resistance increase is caused by
the friction of the fluid against its two additional surfaces—outer and inner. As mentioned
before, this kind of insert does not cause swirling and turbulisation of the fluid, which
means that the flow resistances are much lower than in the case of inserts with a different
construction and operation. These resistances mainly depend on the average gas velocity
flow in the channel for a given insert diameter.

Figure 5 shows the velocity profiles in the symmetry plane (according to the diagram
in Figure 2b) for an insert with a dimensionless diameter D = 0.2 and several Re numbers.
Similarly, Figure 6 shows the velocity profiles for different dimensionless insert diameters
D, but with the same number, Re = 13,500. By analysing the velocity fields shown, it can be
concluded that the fluid velocities differ significantly in the inner and outer cross-section
of the insert. These differences are due to the flow resistance and, as mentioned earlier,
depend on the insert diameter and the Re number. As the flow resistance on both sides of
the insert is the same, the gas flows in two streams, “adjusting” the velocity to the flow
resistance. It can be assumed that in this way, there is a self-regulation of the amount of
flowing medium outside and inside the insert.

Figure 5. Velocity profiles in the symmetry plane for dimensionless insert diameter D = 0.2 and different Re numbers:
(a) Re = 5500, (b) Re = 13,500, (c) Re = 43,000 and (d) Re = 85,000.
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Figure 6. Velocity profiles in the symmetry plane for several dimensionless diameters D of the insert and the same number
Re = 13,500. (a) D = 0.2, (b) D = 0.5, (c) D = 0.7, (d) D = 0.9.

To calculate the friction factor obtained from the numerical results, the Darcy–Weisbach
Equation (6) was used:

f =
2 · dp

ρ · u2 · dp
dx

(6)

where the Re number is a function of the average velocity u in the pipe cross-section and
the pipe diameter dp:

Re =
u · dp

ν
(7)

The set value, forcing the fluid flow, was the pressure gradient dp/dx, while the
average velocity in the pipe u resulted from numerical calculations. The friction factor for a
smooth pipe was calculated using the Blassius formula (8):

fs = 0.3164 · Re−0.25 (8)

5.2. Results and Discussion—Friction Factor

A total of nine numerical simulations for each geometry and different Reynolds
numbers were performed. As mentioned earlier, the set amount forcing the flow was
the pressure gradient dp/dx, and the average velocity in the pipe u was the result of the
numerical calculations. In this way, the flow characteristics f (Re) for each insert geometry
were prepared, while the friction factor was calculated from Equation (6). Figure 7 shows
the characteristics of the friction factor as a function of Re for each tested insert diameter.
Logarithmic scales were used on both axes, and the smooth pipe characteristics for com-
parison, calculated from (8), are also shown. As expected, for all insert sizes, the friction
factor decreases as the Re number increases. The characteristics shown in the graph have a
similar trend as the smooth pipe, but obviously different values.
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Figure 7. Friction factor f (Re) for dimensionless insert diameters D.

Figure 8a presents the ratio of f /f s as a Re number function, showing how many times
the friction factor increased for a given insert diameter compared to the smooth pipe. As it
can be seen, for all geometries, the largest increase occurs for the smallest Re numbers.

Figure 8. (a) f /f s(Re) ratio for dimensionless insert diameters D; (b) f /f s(D) ratio for several Re numbers.
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However, for larger Re numbers, from about 20,000 onwards, the characteristics align
more or less horizontally or increase minimally, which means that these functions’ trends
are similar to those of the smooth pipe. On the other hand, in Figure 8b, which shows the
f /f s ratio as a function of the dimensionless insert diameter D, one can observe its effect on
the friction factor value, according to several selected Re numbers. You can clearly see the
maxima, exhibited by all of the characteristics in the D range from 0.5 to 0.7, which means
that pipes with inserts of these diameters have the highest flow resistance.

However, compared to the turbulising flow inserts of other designs, e.g., those de-
scribed in [26,27], the increase of the friction factor is several times smaller for the same Re
numbers, which also translates to much smaller pressure drops.

In the aforementioned works, flow turbulising inserts were studied to improve heat
transfer. Such inserts, in the form of twisted tape with cutouts that generate additional
vortices during flow, specifically disrupt the flow and thus increase convective heat transfer,
but at the same time, the flow resistance increases significantly.

The inserts studied in this paper do not disturb the flow because they have negligible
thickness, are not equipped with vortex generators, and are arranged parallel to the flow
direction. This design and the arrangement of the insert in the pipe result in much lower
flow resistance and pressure drops than other inserts, while heat transfer enhancement
takes place only through radiation.

6. Thermal Characteristics—Nusselt Number

6.1. Data Processing

In the simulation, the constant temperature of the pipes’ outer walls was assumed
to be 100 ◦C (as the thermal boundary conditions), and the average gas temperature was
assumed to be in the computational domain of 0 ◦C. This temperature difference was kept
for all calculation cases in order to perform the tests under the same conditions. Due to
the different flow conditions for each case, a different heat flux transferred to the fluid
was obtained.

As mentioned earlier, the presented computational model obtained a fully developed,
periodic flow at the inlet and outlet of the domain (forced by a pressure gradient). In order
to obtain a fully developed thermal layer, and at the same time to maintain the energy
balance in the system, the heat flux supplied by the wall to the gas domain had to be
compensated by the use of an additional, equal in value, negative volumetric energy source
that was different from the entire domain flow [16]. The working gas properties (air), such
as thermal conductivity, viscosity, and density were functions of the temperature.

In Figure 9, in accordance with the diagram in Figure 2b, temperature profiles and
several Re numbers, for example, the insert with dimensionless diameter D = 0.2, are
shown. Similarly, Figure 10 shows the temperature profiles for several dimensionless
diameters D of the inserts, but for the same number, Re = 13,500. As it can be seen, the
temperature profiles in the inner and outer cross-sections of the insert differ significantly,
highlighting the effects of radiation and the separation of the gas streams. The radiative
heat flux transferred to the insert causes its heating, which allows this heat to be transferred
to the fluid during convective heat transfer on both sides of the insert. To calculate the Nu
number from the numerical analysis, the following relationship was used:

Nu =

.
Qtot · dp

k · (Tw − Tb)·A2
(9)
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Figure 9. Temperature profiles in the symmetry plane for a dimensionless insert diameter D = 0.2 and several Re numbers:
(a) Re = 5500, (b) Re = 13,500, (c) Re = 43,000 and (d) Re = 85,000.

Figure 10. Schemes follow the same formatting. Temperature profiles in the symmetry plane for several dimensionless
insert diameters D and the same number Re = 13,500. (a) D = 0.2, (b) D = 0.5, (c) D = 0.7, (d) D = 0.9.
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While the Nu number for the smooth pipe without insert was calculated using the
Dittus–Boelter correlation (10):

Nus = 0.023·Re0.8·Pr0.4 (10)

As mentioned earlier, the insert divides the channel into two hydraulically inde-
pendent spaces, except for small gaps for equalising static pressures (Figure 2a). This
means that the fluids from the annular (outside the insert) and tubular (inside the insert)
cross-section do not mix, but instead exchange heat energy among themselves through the
insert’s thin wall. This situation significantly complicates the heat transfer calculation, i.e.,
the Nu number calculation, due to the problem’s two possible approaches.

The Nu number, calculated according to (9), characterises the heat transfer intensity on
the flow channel wall—in this case, a round pipe. Therefore, calculating the temperature
Tb can be related to either (a) the entire volume of the channel or (b) only the volume
of the annular portion that actually contacts the channel wall. Both approaches have
their justification.

Ad. (a) Tb calculated as the volume average temperature in the whole duct. This method of
calculation is the most commonly used by most researchers, both for empty ducts and those
equipped with inserts or other turbulators, e.g., [28–34]. The heat flux is transferred to the
fluid that is in contact with the duct wall, and its average temperature is the result of the
heat transfer conditions and the fluid velocity on both sides of the insert. One disadvantage
of this approach with the considered insert is the lack of fluid mixing from the annular and
tubular spaces. Thus, there are different velocity and temperature fields in these areas, and
the temperature gradient in the duct wall layer is quite different from what it would be
with a classical insert.

Ad. (b) Tb calculated as the volume average temperature from the annular part only. This
approach is justified because the heat flux is directly transferred to the fluid in contact with
the channel wall. Obviously, its average temperature is also affected by the amount of heat
supplied to the insert by radiation and returned by the fluid’s insert due to convection to
the annular and tubular parts.

6.2. Results and Discussion

According to the author, both ways of calculating the Nu number can be considered for
this type of insert, even though they give different results. As it will be shown later in the
paper, smaller values of Nu number are obtained using calculation method (a), i.e., taking
the temperature in the whole volume of the pipe into account. In comparison, larger values
are obtained using calculation method (b), i.e., only taking the annular part’s temperature
into account.

Figure 11 shows the characteristics of the Nu(Re) number calculated for methods
(a) and (b), which additionally include the characteristics for a smooth pipe, calculated
according to (7). It is clear that these charts differ quite significantly, both in terms of
the value and the position of the curves. A characteristic feature is the values of the Nu
numbers smaller than those of the smooth pipe, calculated using method (a), mainly for the
largest diameters D = 0.9, 0.8, 0.7 and 0.6 (shown in Figure 11a), and calculated by method
(b) in the range of large Re numbers and large insert diameters D = 0.9 and 0.8 (shown
in Figure 11b). With normal turbulising inserts, such a phenomenon is unlikely to occur
because any insert put into the pipe disrupts the flow by intensifying the convective heat
flux while increasing the flow resistance.
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Figure 11. Nusselt number Nu(Re) as a function of Re number, calculated on the basis of the average temperature: (a) from
the entire pipe; (b) from the annular section of pipe.

Figure 11 shows the characteristics of the Nu(Re) number calculated for methods
(a) and (b), which additionally include the characteristic for a smooth pipe, calculated
according to (7). It is clear that these charts differ quite significantly, both in terms of
the value and the position of the curves. A characteristic feature is the values of the Nu
numbers smaller than those of the smooth pipe, calculated using method (a), mainly for the
largest diameters D = 0.9, 0.8, 0.7 and 0.6 (shown in Figure 11a), and calculated by method
(b) in the range of large Re numbers and large insert diameters D = 0.9 and 0.8 (shown
in Figure 11b). With normal turbulising inserts, such a phenomenon is unlikely to occur
because any insert put into the pipe would disrupt the flow by intensifying the convective
heat flux while increasing the flow resistance.

In the case of the tested inserts, the appearance of Nu numbers smaller than the
reference level, which would be for a smooth pipe, can be somehow explained by the
creation of additional space between the pipe wall and the insert (annular cross-section).
The larger the diameter of the insert, the smaller this space becomes, while at the same
time, the average temperature of the gas in it increases, and its velocity decreases. This
space gap can be treated as a kind of insulation layer between the pipe wall and the main
flowing gas stream.

At small diameters, the insert is more or less evenly washed by the fluid on both sides.
At large diameters, however, the mass flux of the flowing gas in the annular cross-section is
much smaller than inside the insert, so the convective heat transfer decreases significantly,
and the heat resistance from the conduction of the gas increases.

Figure 12a,b show the ratio of the Nu number of the tested inserts to the Nu number
for a smooth pipe for the two above-mentioned calculation methods. Based on the average
temperature Tb in the entire pipe (case a), it can be seen that for several inserts with
diameters D = 0.9, 0.8, 0.7, 0.6, the values of the Nu/Nus characteristics are less than one. On
the other hand, when only taking the temperature Tb for the calculations from the annular
cross-section (case b), the curves are arranged in an “ideal” order, i.e., the intensification of
heat transfer increases proportionally with the increase of the insert diameter.
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Figure 12. The ratio of the Nu number obtained from simulation to the Nu number for a smooth pipe Nu/Nus(Re) as
a function of the Re number, calculated on the basis of the average temperature: (a) from the entire pipe; (b) from the
annular cross-section.

Figure 13 shows the Nu/Nus ratio as a function of the diameter D for several selected
Re numbers, i.e., it illustrates the effect of the insert geometry on the heat transfer intensifi-
cation. In Figure 13a, we can see a clear maximum that shows all of the characteristics at
D = 0.5, which means that this is the largest increase in Nu number for this insert diameter
in relation to the smooth pipe. These characteristics are very similar to the friction factors
shown in Figure 8b.

Figure 13. Nu/Nus(D) ratio for several Re numbers, calculated from the average temperature: (a) from the whole pipe;
(b) from the annular section.

When analysing Figure 13b, it was observed that along with increasing the insert
diameter, the value of ratio Nu/Nus also increases, which is similar to what can be observed
in Figure 12b.
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7. Summary and Conclusions

This work presents numerical investigations for different diameters of an insert that
absorbs radiative heat flux while simultaneously not turbulising the fluid. Based on these
results, the characteristics of f (Re) and Nu(Re) were prepared and presented in graphs
(Figures 7 and 11). The characteristics of f /f s(Re) and Nu/Nus(Re) are also shown (in
Figures 8 and 12), i.e., the ratio of the friction factor and Nu numbers obtained from
simulations, compared to a smooth pipe.

The velocity and temperature fields in the channel’s symmetry plane are also presented
for a few exemplary insert geometries (Figures 6 and 10) and a few Re numbers and constant
diameters D (Figures 5 and 9).

The analysis of the results allowed for the formulation of the following conclusions:

(1) The highest increase in friction resistance (the friction factor ratio f /f s) was observed
for inserts with diameters D = 0.5–0.7, while the lowest values were recorded for
inserts with the smallest diameter D = 0.2 and the largest diameter D = 0.9;

(2) The Nu number, which is the intensity of heat transfer, can be calculated in two ways
that give different results. As mentioned earlier, there are two methods to determine
the temperature Tb in formula (6). At the moment, the author suggests the “classical”
way, (a), i.e., calculating the temperature Tb as an average over the entire volume
channel. This method gives smaller, or one may say, “safer”, values of the Nu number
than method (b). The Nu values obtained using method b) are quite large, up to about
nine times larger than for a smooth pipe (for D = 0.9 and small Re numbers), but
at relatively small velocities and pressure drops. Comparing the obtained results
to the results of other insert geometries described in the available literature, it can
be concluded that these are very high Nu numbers. Therefore, these values should
be approached with caution, and the issue should still be thoroughly investigated
and analysed;

(3) The influence of radiation on heat transfer is shown in Figures 11 and 12. Compared
to a smooth pipe, the highest Nu numbers are noted for their small Re numbers.
As the Re number increases, the difference between the Nu number of the tested
inserts and that of a smooth pipe decreases quite quickly, and with large Re numbers,
the Nu numbers of the values are comparable to those of a smooth pipe. This is a
correct phenomenon because as the Re number and the gas flow velocity increase, the
convective heat flux also increases, and the fraction of radiative heat flux decreases in
the total heat flux, which is transferred from the wall to the fluid;

(4) For the largest diameters D = 0.9, 0.8, 0.7, 0.6 (Figure 11a), a decrease in Nu numbers
below the reference level, which is a smooth pipe, was observed. As previously
mentioned, the tested insert does not turbulise the flow and therefore does not
increase the convective heat flux. On the other hand, at larger insert diameters, the
mainstream of fluid flows inside the insert, and the outer (annular) space becomes
thinner, which causes a significant reduction in gas velocity in this region. As a result,
the annular part, instead of participating in the heat transport to the gas, due to its
low velocities, actually becomes an insulating layer inside the pipe. As it can be seen
from the research, this phenomenon causes a deterioration of the overall heat transfer,
even when compared to a smooth pipe.
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Nomenclature

A heat transfer area (m2)
di insert diameter (m)
dp pipe diameter (m)
D diameter ratio, (di/dp)
dp/dx pressure gradient (Pa/m)
f friction factor
k thermal conductivity (W/mK)
L domain length (m)
Nu Nusselt number
.

Qtot total heat flux (W/m2)
.

Qrad radiative heat flux (W/m2)
.

Qconv convective heat flux (W/m2)
Pr Prandtl number
Re Reynolds number
Tb bulk temperature (K)
Tw wall temperature (K)
u average velocity (m/s)
ν kinematic viscosity (m2/s)
ΔT temperature difference (K)
δ relative error (%)
ε emissivity
ε12 interchange factor
ρ density (kg/m3)

indexes:
s smooth tube
1 for smaller heat transfer area
2 for bigger heat transfer area
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Abstract: This article is the second part of the work under the same title, which is based on the results
of the research presented in the previous article: “Numerical study of heat transfer intensification in
a circular tube using a thin, radiation-absorbing insert. Part 1: Thermo-hydraulic characteristics”.
Part 1 presents an analysis of pressure drops and heat transfer intensification in a round tube with
an insert, using the phenomenon of radiation absorption. In this paper, an analysis of the tested
insert’s thermal performance (PEC) is presented, taking into account the criterion of equal pumping
power. The tests were carried out for the range of Re = 5000–100,000 numbers, for various insert
diameters (from 20% to 90% of the pipe diameter) and a constant temperature difference between the
wall and the gas ΔT = 100 ◦C. The highest Nu numbers were observed for inserts with dimensionless
diameters of 0.3 and 0.4, while the highest flow resistance was observed for inserts with diameters
of 0.6 and 0.7 of the channel diameter. The thermal efficiency was calculated in two ways, as was
the associated Nu number. These results significantly differed from each other: the maximum PEC
values for method (I) reached 2, and for method (II) to 8. The common feature for both calculation
methods was the fact that the maximum values of the Nu number and the thermal efficiency were
observed for small Re numbers; however, as the Re number increases, PEC and Nu number decrease
strongly.

Keywords: heat transfer enhancement; radiation insert; numerical simulations; performance evalua-
tion criteria; thermal efficiency

1. Introduction

The challenge for heat exchanger designers is to achieve high heat transfer intensi-
fication, which is always associated with increased flow resistance in the channels. This
phenomenon, increases the amount of energy consumed to pump the fluid, mainly due to
the turbulisation of the flow. One of the most commonly used parameters to evaluate ther-
mal channels is the thermal performance factor (TPF) or otherwise known as performance
evaluation criteria (PEC) [1–3]. It compares the duct under test to a smooth round pipe,
with the same thermal conditions and the same pumping power. If the PEC is greater than
unity, then such a channel is considered to be more thermally efficient than a smooth pipe
(the goal is to achieve the highest possible values), and if it is less than unity, the thermal
efficiency of such a channel after modification is worse than a smooth pipe.

Many authors apply this method of evaluation in examining heat channels with
turbulising inserts, porous material, or with internally ribbed walls [4–7]. These heat
transfer intensification mechanisms rely on the fluid flow disturbance in the channel’s
entire cross-section (inserts) or only at the wall (micro-ribs). It can be said that all methods
of convective heat transfer intensification are aimed at reducing the thickness of the laminar
boundary layer or even breaking it locally, which, as is known, is the main resistance in
convective heat transport.

Energies 2021, 14, 4533. https://doi.org/10.3390/14154533 https://www.mdpi.com/journal/energies167
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The article presents the results of testing channels with an insert that does not turbulise
the flow like most elements of this type but uses an additional heat transfer mechanism,
i.e., thermal radiation. Due to the necessary radiation transmittance of the working fluid,
this method can only be used for transparent gases.

The insert presented in this article is made in the form of a thin, smooth pipe and
placed parallel and concentrically to the flow channel walls (Figure 1). In addition to
the standard convective heat transport method between the pipe wall and the fluid, the
phenomenon of thermal radiation between the wall, and the insert is also used as a heat
transfer intensification mechanism. During the fully developed fluid flow, the insert placed
in the centre of the tube does not cause fluid mixing between the boundary layer and the
turbulent core. The temperature of the insert differs from that of the wall and depends on
its diameter and flow conditions. Due to the temperature difference, heat is transferred
by radiation between the wall and the insert surface. Assuming that the working gas
is completely transparent and does not absorb radiation, the total radiant heat flux is
transferred to the insert, which consequently becomes an additional heat transfer surface,
giving up heat energy to the fluid on both sides by convection.

Figure 1. A fragment of a pipe with an insert and a diagram of heat fluxes.

Alijani and Hamidi, in their works [8,9], presented research of inserts, in which the
mode of operation was most similar to that presented in this article. They experimentally
studied inserts in the form of a solid rod inserted into a pipe [8], while in the second case [9],
the insert had a honeycomb cross-section. Both inserts intensified the heat transfer using
the effect of thermal radiation. The authors investigated rods with constant dimensions and
at different temperatures of the pipe wall. The highest thermal efficiency values (up to 4–5)
were obtained for the honeycomb insert, for the highest wall temperatures about 400 ◦C,
and the lowest Reynolds numbers 5000–7000. In turn, Zhang et al. [10] investigated a fully
developed channel flow with a porous core in the centre. The numerical analysis confirmed
the effectiveness of the porous core in increasing the intensity of heat transfer. The proposed
system has been particularly effective for a gaseous medium with low emittance and low
fluid velocities. It was also observed that increasing the porous core diameter increases the
heat transfer intensity, but the flow resistance also increases.

As previously mentioned, this article is a continuation of the previous work under the
same title [11], and the presented results are based on the data from that paper. Numerical
simulations were performed using the ANSYS-CFX computer code. It was chosen as a
computational tool both because of its flexibility and reliability and also because of the
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extensive experience acquired over many years by our research groups, as applied to
various thermal and flow problems [12–14].

This work’s originality is based on the use of an additional heat transport mechanism,
which is radiation from the pipe wall to the absorption insert. The presented results
were obtained for a relatively small temperature difference ΔT = 100 ◦C, as for radiation
processes. The concept of this type of insert may be of great importance, especially for
high-temperature combustion and heat recovery processes, where thermal radiation is the
dominant method of heat transfer.

In general, the main purpose of this work is to investigate the relationship between the
geometric dimension of the insert, i.e., its diameter, in relation to the heat efficiency of the
pipe. The heat transfer enhancement with respect to the pipe without insert, considering
the criterion of the same pumping power shows the PEC coefficient.

2. Geometric Model of the Insert

According to the scheme in Figure 1, the total heat flux
.

Qtot delivered to the channel’s
outer wall is partly transferred by convection

.
Qconv to the fluid, and the rest of this flux

.
Qrad is transferred to the insert by radiation. Thus, the balance equation of such a system
has this form: .

Qtot =
.

Qconv +
.

Qrad =
.

Qconv + (
.

Q1conv +
.

Q2conv) (1)

During the fully developed channel flow, a temperature difference exists between
the wall surface and the insert, causing the radiant heat flux

.
Qrad to be transferred to the

insert. Due to the fact that the insert does not cause turbulising and mixing of the fluid, its
temperature is a function of its radius. The radiative heat flux is absorbed by the insert,
causing its temperature to rise slightly above the flowing gas’s boundary layer’s local
temperature. Simultaneously, the insert is washed by the working gas (which flows both
outside and inside the insert) and gives off the heat on both sides in a convective manner
(heat fluxes

.
Q1conv and

.
Q2conv, Figure 1). Such an insert can thus actually be treated as an

additional heat transfer surface inside the duct.
The thickness of such an insert should be as small as possible and should be made of a

material that conducts heat well. You can then ignore the wall thickness and assume that its
temperature is the same on both sides. In order to obtain the highest possible radiative heat
flux, the emissivity of both radiating surfaces: the pipe wall and the outer insert, should
also be as high as possible.

The practical application of such an insert may be particularly appropriate in high-
temperature heat exchangers. Due to a significant temperature difference, the radiation
fraction in heat transfer is significant compared to convection, e.g., heat recovery from
exhaust gases in gas boilers, cars, etc. Nevertheless, the use of such an insert even at a
small temperature difference of 100 ◦C, as presented in the paper, significantly increases
the heat transfer efficiency in the heat exchanger channel.

3. Boundary Conditions of Simulation and Numerical Model

Numerical simulations were performed for eight insert diameters di. In all cases,
the same temperature difference ΔT = 100 ◦C was maintained between the wall and the
average gas temperature in the pipe’s entire volume. The heat transfer boundary condition
of the 1st kind was applied on the channel’s outer wall, i.e., a constant wall temperature
equal to 100 ◦C. The list of used boundary conditions are introduced in Table 1.

For gas, on the other hand, the mean volume temperature was kept constant at 0 ◦C.
The working gas was the air with physical properties dependent on temperature and
complete transparency for radiation. In Table 2, the coefficients of polynomial equations
for thermal conductivity and dynamic viscosity of the air were shown.
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Table 1. Boundary conditions and the parameters values.

Boundary Condition Description Parameter Value/Type

Fluid Domain Air

Mean Temperature 273 K

Reference Pressure 1 atm

Turbulence Model SST k-ω

Subdomain
Subdomain was set in domain of air.
The pressure gradient determined

according to the flow direction.

Pressure gradient 0.025–8 Pa/m

Volumetric heat flux −Qvol =
Qtot ·A2

Vair
W

Wall
Boundary condition set on the wall of

pipe in the form of constant
Temperature

Temperature 373 K

Translational Periodicity Translational Periodicity set on the inlet
and outlet areas of Fluid Domain. - -

Rotational Symmetry Rotational Symmetry set on the both
sides of Fluid Domain. - -

Table 2. Coefficients of polynomial equation k(T), μ(T) = a0 + a1 × T + a2 × T2 + a3 × T3 for the air temperature range
173–373 K.

a0 a1 a2 a3

thermal conductivity k(T) −1.8650 × 10−3 1.1018 × 10−4 −5.6729 × 10−8 1.6728 × 10−11

dynamic viscosity μ(T) 2.0251 × 10−6 6.3507 × 10−8 −3.0959 × 10−11 7.8708 × 10−15

In order to simplify the notation and the possibility of reference to other geometrical
dimensions, the insert diameters di are presented in a dimensionless form D = dp/di
(Figure 2), in relation to the pipe’s diameter dp = 200 mm. The values of di and D, along
with their exact dimensions, are given in Table 3.

Figure 2. Repeatable insert segment: (a) 3D view of a pipe fragment with an insert; (b) computational
domain; (c) channel cross-section diagram.

Table 3. Dimensions of the tested insert and the corresponding dimensionless diameters.

di [mm] 40 60 80 100 120 140 160 180

D [-] 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
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Due to the axial nature of the flow and the lack of a rotational velocity component,
it was assumed that each tested insert could be considered as a two-dimensional case.
Therefore, in the simulations, as the computational domain, the geometry in the shape of a
longitudinal section of a cylinder with an aperture angle of 10◦ and length L = 152 mm was
used (Figure 2b). An axial symmetry— on the pipe section’s side faces as the domain’s side
boundary conditions—was set.

The appropriate method of carrying out numerical simulations allowed us to obtain a
fully developed flow in this relatively short domain. In order to achieve such an effect, a
translational periodicity (as boundary conditions) at the inlet and outlet of the domain was
set, and the fluid flow by a pressure gradient was forced. Thus, the computational domain
has been reduced to a repetitive, periodic, and axisymmetric geometry representative of the
entire channel. By reducing the domain size and the number of computational mesh nodes
(up to 2D), it was possible to significantly shorten the computation time while maintaining
the high mesh quality. Such a research method has also been presented in [15–17], while
other, less important details, generally related to such a method of numerical modelling,
are presented in [18–20]. In order to ensure the same static pressure on both sides of the
insert, small gaps in the continuity of the insert with a 2 mm length were made (Figure 2a),
representing about 1.5% of the total length of the insert. These gaps, due to their minimal
size, did not disturb the flow.

For the mentioned boundary condition applied to the pipe wall (temperature of 100◦),
the heat flux supplied to the gas changes for each insert geometry and flow rate. In order
to obtain a periodic thermal layer and preserve the energy balance in the domain, the heat
flux supplied to the domain was compensated by applying a negative volumetric energy
source

.
Qvol, i.e., subtracting from the entire flow domain the same amount of heat energy

that was supplied by the wall surface (Figure 3).

Q

Q
Figure 3. Scheme of the computational domain with supplied and withdrawn heat flux.

3.1. Governing Equations

Numerical calculations of the frictional resistance and the heat transfer were per-
formed using the ANSYS-CFX code. During calculations are solved the basic equations of
conservation of mass (2), momentum (3) and energy (4), which have the form [21]:

∂ρ

∂t
+∇ · (ρU) = 0 (2)
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∂(ρU)

∂t
+∇ · (ρU × U) = −∇p +∇ · μe(∇U + (∇U)

T − 2
3

δ∇ · U) + (ρ − ρre f )g (3)

∂(itotρ)

∂t
=

∂ρ

∂t
+∇ · (ρUitot) = ∇ · (k∇T) +∇ · (Uτw) + SE (4)

where the term ∇ · (Uτw) represents the work of viscous forces, SE is a term of an energy
sources and the total enthalpy itot is expressed as:i + 1

2 U 2. For the turbulence model used,
the governing equations are presented in detail in [17].

3.2. Turbulence Model

The turbulence model SST k-ω (Shear Stres Transport) in all numerical simulations
was used due to the assumed turbulent fluid flow. It is one of the most frequently used
models in CFD applications due to the much better mapping of flow-thermal phenomena
in calculations than the standard k-ε model [17,21]. The SST model’s main advantage is the
ability to take into account a viscous boundary sublayer by applying the k-ω model near
the wall and using the standard k-ε model in the turbulent core region. A special function
(so-called blending function) implemented in the SST model is responsible for selecting an
appropriate calculation model.

3.3. Radiation Model

Several radiation models are available in the ANYS-CFX calculation program, such
as Rosseland, P1, Discrete Transfer and Monte Carlo. In a situation where the thermal
radiation energy is transferred between two surfaces, and the medium is transparent to
radiation with wavelengths in which most of the heat transfer takes place, the Monte
Carlo model is the only one that applies—and this model was used in the simulations [21].
The remaining details of the radiation model validation are described in Part 1 of this
article [11].

3.4. Grid Independence

The actual simulations were preceded by performing verification calculations for
several geometries at different mesh densities. Table 4 gives an example of the grid under
test for one of the insert diameter D = 0.4 and Re = 18650. It was observed that the deviation
between the grid elements of 25,440 and 49,820 is only 0.9% for friction factor and 0.22%
for Nu number. Thus, for further calculations, a structural and hexagonal mesh (Figure 4)
with 25,440 elements was chosen and such quality, at which its further densification gives
results differing by less than 1.5%. Due to the fact that for such geometries, the velocity
field structure is not very complicated and similar to the flow in a smooth pipe; therefore,
the computational grid is also simple. Only in the near-wall laminar sublayer areas, i.e., at
the channel wall and on both sides of the insert, the mesh was additionally densified to
obtain the appropriate y+ value, which for the used SST k-ω turbulence model should not
exceed 2 [2,16,17,21,22].

Table 4. Grid independent test for Re = 18650 and insert diameter D = 0.4.

No. of Elements f dev. % Nu dev. %

6140 0.0461 - 73.23 -
11,960 0.0508 9.38 78.05 6.18
18,230 0.0543 6.32 80.13 2.60
25,440 0.0551 1.45 80.62 0.61
49,820 0.0556 0.9 80.80 0.22
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Figure 4. Computational mesh with densification areas at the walls.

Nevertheless, validation for numerical results was done, but for slightly different flow
channel shapes and presented in papers [16,19,23].

4. Data Processing

To calculate the Nu number from numerical simulations, the following dependency
was used:

Nu =

.
Qtot · dp

k · (Tw − Tb) · A2
(5)

while the Nu number for a smooth pipe without an insert was calculated from the Dittus-
Boelter correlation:

Nus = 0.023 · Re0.8 · Pr0.4 (6)

The Re number is a function of the average velocity u and the pipe diameter dp:

Re =
u · dp

ν
(7)

For the numerical calculations, the friction factor from the Darcy–Weisbach equation
was calculated:

f =
2 · dp

ρ · u2 · dp
dx

(8)

The quantity forcing the fluid flow was the pressure gradient dp/dx, while the average
velocity in the pipe u resulted from numerical calculations.

To calculate the friction factor for a smooth pipe, the Blassius formula was used:

fs = 0.3164 · Re−0.25 (9)

According to the same pumping power criterion, the PEC coefficient was calculated
from the relationship:

PEC =
Nu/Nus(

f / f s
) 1

3
(10)

Both the Nu number and the friction factor f were calculated on the basis of results
obtained from the numerical simulation, using Equations (2) and (5) respectively. In
Equation (2), the constant values were: wall temperature Tw, pipe diameter dp and the
related wall area A2, while the resulting values were: total heat flux on the wall Qtot and
bulk temperature Tb. Whereby, Tb was calculated as the volume average, and Qtot as the
area average. Similarly, when calculating the friction factor from Equation (5), the constant
values were pipe diameter dp and pressure gradient dp/dx, which was the parameter
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forcing the fluid flow. The resulting value from the calculations was the mean velocity u in
the channel cross-section.

5. Results and Discussion

This section may be divided by subheadings. It should provide a concise and precise
description

5.1. Heat Fluxes Balance

The insert’s operation, consisting of intensifying the pipe’s heat transfer, is possible due
to the wall’s temperature difference and the insert. As previously mentioned, the insert’s
temperature depends on its diameter and the gas flow velocity and is a key parameter on
which the radiation heat flux absorbed by the insert depends. Figure 5 shows the inserts’
temperature as a function of the Re number, together with the temperature difference ΔT
marked schematically.

Figure 5. The tested inserts temperatures as a function of the Re number.

The highest insert temperatures occur for small Re numbers and decrease with increas-
ing the Re numbers. As can be seen in Figure 5, in the tested Re number range, the insert
temperature can change even by about 40–50 ◦C. As it results from the Stefan–Boltzmann
law for grey bodies, the net radiative heat flux exchanged between the surfaces is a highly
nonlinear function and mainly depends on the difference of the fourth powers of the
surface temperatures (11).

Qrad =
σ · A1 ·

(
T1

4 − T2
4)

1
ε1
+ A1

A2
·
(

1
ε2
− 1
) = ε12 · σ · A1 ·

(
T1

4 − T2
4
)

(11)

The term of Equation (11), which takes into account the ratio of the heat transfer
surfaces (pipe and insert) and their emissivity, is called the interchange factor (12).

ε12 =
1

1
ε1
+ A1

A2
·
(

1
ε2
− 1
) (12)

The greater the temperature difference between the surfaces, the greater radiative heat
flux transferred between them. In the case of the tested inserts, the amount of this flux is
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also influenced by the heat transfer area ratio, which is different for each tested geometry
due to the insert’s changing diameter.

The total heat flux transferred to the fluid from the pipe wall consists of the radiation
and convection parts (13), according to the diagram shown in Figure 1.

.
Qtot =

.
Qconv +

.
Qrad (13)

In Figure 6, the fractions of the radiative (a) and convection flux (b) in relation to the
total heat flux on the pipe wall are shown. As can be seen from the graphs, the greatest
amount of heat energy is transferred by radiation to the inserts with the largest diameters,
while the highest convective heat fluxes are observed for the smallest inserts. For all studied
geometries, the tendency is that with the Re number increase, the fraction of the radiative
heat flux decreases and the convective flux increases.

(a) (b) 

 
Figure 6. Fractions of radiative (a) and convective (b) heat fluxes in the total heat flux at the pipe wall.

The insert fully absorbs the radiative heat flux radiated by the pipe wall. As a result
of absorbing certain thermal energy, the insert changes its temperature above the local gas
temperature and gives off the heat on both sides in a convective manner (14), Figure 1.

.
Qrad =

.
Q1conv +

.
Q2conv (14)

The heat flux
.

Q1conv is assumed by the flowing fluid outside the insert while
.

Q2conv
is transferred to the fluid flowing inside the insert. Figure 7 shows the fractions of these
heat fluxes in relation to the radiation flux absorbed by the insert. The presented graphs
show the negative fractions and fractions greater than 1. Negative fractions, Figure 7a
mean that above a certain Re number, the convective heat flux changes direction and the
insert are additionally heated by gas from the outside. For the internal convective flux
(associated with the external flux), the fractions greater than 1 were observed, Figure 7b.
This means that thermal energy is transferred by convection from the insert’s outer space
to its inner space. If such a phenomenon occurs, it can be said that the insert only works
one-sidedly, which significantly reduces the intensification of heat transfer. In Figure 7, it
can be seen that the two inserts with dimensionless diameters D = 0.8 and D = 0.9, almost
in the entire range of Re numbers, work this way. However, in the remaining inserts, such
a phenomenon occurs only for larger Re numbers.
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(a) (b) 

Figure 7. Fractions of convective heat fluxes on the insert surface in relation to the heat flux delivered to the insert by
radiation Qrad. (a) Q1conv—heat flux on the outer surface of the insert, (b) Q2conv—heat flux on the inner surface of the
insert.

Figure 8 shows the pipe cross-section temperature profiles for a selected insert with
a diameter of D = 0.4 and a few Re numbers. These examples show how the insert
temperature and the gas temperature in the pipe change as a function of the radius,
depending on the Re number. As can be seen, up to a Re number of about 40,000, on both
sides of the insert, the gas temperature is lower than that of the insert, which means that it
gives two-sided heat to the fluid by convection. For the highest number of Re = 86,500, the
gas temperature in the annular section is higher than the inserts, so in this case, the insert
is convectionally heated by the gas. This phenomenon causes the insert to return heat to
the gas only through its inner surface, significantly reducing its thermal efficiency.

5.2. PEC Coefficient

In Part 1 of this article [11], the method of calculating the friction factor, Nu number
and the analysis of the obtained results are presented. The thermal efficiency (PEC) deter-
mines how much the heat transfer’s intensity will increase after the insertion in relation to
the smooth pipe while maintaining the same pumping power criterion. This coefficient is
calculated using the Formula (10). PEC values above unity are favourable and indicate the
predominant effect of heat transfer intensification than flow resistance, while values below
unity indicate greater flow resistance in relation to the benefit obtained from intensifying
heat transfer of the tested geometry. Therefore, to calculate PEC, it is necessary to know
the ratio f /f s and Nu/Nus as a function of the Re number.

In Figure 9a the ratio f /f s as a function of the Re number is presented, showing how
many times the friction factor has increased for a given insert diameter in relation to the
pipe without the insert. As you can see, for all geometries, the greatest increase is for small
Re numbers, while from Re about 20,000, the characteristics are more or less horizontal,
which means that the trend is similar to that for a smooth pipe. In turn, in Figure 9b, which
shows the ratio f /f s as a function of the dimensionless insert diameter D, one can observe
this diameter’s influence on a few selected Re numbers’ friction factor. There is a clear
maximum for all characteristics, ranging from 0.5–0.7D, which means the highest flow
resistances for these insert diameters.
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Figure 8. Temperature fields and profiles in the pipe cross-section for an exemplary insert with a diameter of D = 0.4 and
several Re numbers.
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(a) (b) 

 

Figure 9. (a) the ratio f/f s(Re) for dimensionless diameters D; (b) the ratio f/f s(D) for several Re
numbers.

The Nu number, calculated according to (1), characterises the heat transfer intensity
on the channel flow wall, in this case, a round pipe. The insert divides the channel cross-
section into two parts in the performed tests: annular (outside the insert) and tubular
(inside the insert). This raises the question of calculating the temperature Tb, which can be
related to (a) the entire volume of the pipe, (b) only the volume of the annular part that
actually contacts with the channel wall. Both approaches have their justification.

ad. (a) Tb calculated as the average volumetric temperature of the whole channel. This
method of calculation is most often used by most researchers, both for empty channels and
those equipped with inserts or other turbulators, e.g., [22–32]. The heat flux is transferred
to the fluid in contact with the channel wall, and its average temperature is a result of the
heat transfer conditions and the medium’s velocity on both sides of the insert. A certain
disadvantage of this approach with the insert under consideration is the lack of fluids
mixing from the annular and tubular spaces, as is the case in reality. For this reason, there
are different velocity and temperature fields in these areas, and the temperature gradient
in the boundary layer of the channel is completely different from what it would be with a
classic insert.

ad. (b) Tb calculated as the volumetric average temperature from the annular part only. This
approach is justified because the heat flux is directly transferred to the fluid in contact with
the channel wall. Of course, its average temperature is also influenced by the amount of
heat supplied to the insert by radiation and returned by the insert to the fluid by convection
in the annular and tubular portions.

The author suggests that both ways of computing the Nu number can be considered,
despite the fact that they give different results. Part 1 of this article [11] presents and analy-
ses the Nu (Re) number characteristics calculated for the methods (a) and (b). A specific
feature is that Nu numbers are smaller than for a smooth tube—mainly for the largest insert
diameters and large Re numbers. With standard turbulising inserts, such a phenomenon
should not occur because any insert placed in the pipe disturbs the flow, intensifying the
convective heat flux simultaneously increasing the flow resistance.

In the case of the tested inserts, the appearance of Nu numbers lower than the reference
level, which is the smooth pipe, can be explained by the creation of additional space
between the pipe wall and the insert (annular section). The larger the insert diameter,
the smaller the annular cross-section becomes, and at the same time, the average gas
temperature in it increases, and its velocity decreases. This makes this space-gap a kind of
insulation layer between the pipe wall and the main stream of gas flowing through it. With
small diameters, the insert is washed on both sides by the fluid more or less evenly. On the
other hand, with large diameters, the flowing gas’s mass flow and its velocity are much
smaller in the annular section than inside the insert. Therefore, the convective heat transfer
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is significantly reduced there, and the resistance from heat conduction of the gas inside the
gap increases.

Figure 10a,b show the ratio of the Nu number of the tested inserts to the Nu number
for a smooth pipe for the two above-mentioned calculation methods. Taking into account
the average temperature Tb of the entire pipe volume (case a), it can be seen that for inserts
with diameters D = 0.9, 0.8, 0.7 and 0.6, the values of the Nu/Nus characteristics are lower
than unity. On the other hand, taking the average temperature Tb for the calculations only
from the annular cross-section (case b), the function lines are arranged in an “ideal” order,
i.e., as the insert’s diameter increases, the heat transfer intensity also increases.

(a) (b) 

  

Figure 10. The ratio of the Nu number obtained from the simulation to the Nu number for a smooth pipe Nu/Nus(Re),
calculated for the mean volumetric temperature: (a) from the entire pipe, (b) from the annular section.

The thermal efficiency of the studied geometries, based on the two methods of cal-
culating the Nu number, is shown in Figure 11. PEC coefficient calculated by method (a)
reaches values much lower than that calculated by method (b). As you can see, the max
PEC value calculated by method (a) is approx. 2 for the insert diameter D = 0.6, while the
value calculated by method (b) reaches a value over 8 for D = 0.9.

When comparing Figures 10 and 11, a fairly large similarity can be seen in the position
of the function lines. The PEC coefficients calculated in two ways quite well reflect the
behaviour of the trend of Nu numbers’ characteristics. This means that the decisive
parameter influencing such channels’ thermal efficiency is the Nu number and not the
friction factor f.

In the large Re number range, i.e., above 30,000, all channels calculated by method (a)
have a PEC below unity. For the largest diameters of the inserts D = 0.8–0.9, the PEC is
greater than one only for small numbers of Re in the range up to approx. 10,000. The
highest PEC values are observed for inserts with diameters D = 0.5 and D = 0.4 with the
smallest Re numbers. Therefore, it appears that the effective range of use for such inserts is
the Re numbers less than 15,000.

According to the insert dimension, the thermal performance curves calculated by
method (b) are arranged in a very regular way. The lowest PEC values are observed for the
smallest insert diameter D = 0.2. With the increase of the insert diameter, the PEC increases
regularly, and the highest values are reached for D = 0.9, with the maximum reaching
over 8. As for a heat-flow channel with a single-phase flow, these are very high values. For
this reason, one should approach these results and the associated method of calculating
the Nu number with great care. Therefore, as mentioned before, the author recommends
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instead (a) calculating the Nu number based on the average gas temperature in the pipe’s
entire volume.

(a) (b) 

Figure 11. PEC(Re) characteristics calculated by two methods: (a) for the average temperature of the entire pipe section; (b)
for the average temperature of the annular section.

Figure 12 shows the PEC characteristics for several Re numbers as a function of the
dimensionless insert diameter D. For method (a), we can see the maxima of the function for
diameters D = 0.4 and D = 0.5 at small Re numbers <10,000, while for Re numbers in the
range 10,000–20,000 maximum shifts towards diameters D = 0.3 and D = 0.4. This means
that for the smallest Re numbers, an insert with a diameter of D = 0.5 achieves the highest
PEC, and with slightly larger Re numbers, up to about 20,000, an insert D = 0.3. With
method (b), with increasing diameter D, the PEC characteristics trend is also upward, and
the highest values are observed for the largest insert D = 0.9 and the smallest Re numbers.

(a) (b) 

Figure 12. PEC(D) characteristics calculated by two methods: (a) for the average temperature of the entire pipe section; (b)
for the average temperature of the annular section.
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6. Summary and Conclusions

This work, which is Part 2 of the article, presents the results of numerical investigations
for various sizes of heat transfer intensifying inserts, using the phenomenon of thermal
radiation absorption. On the basis of the obtained results, heat flux balances were shown
and described, and their characteristics were plotted. The diagrams in Figure 6 show the
heat fluxes for the pipe wall, and Figure 7 illustrate the heat fluxes for the tested inserts.
Figure 5 also shows the temperature insert characteristics as a function of the Re number,
and Figure 8 shows the fields and temperature profiles in the pipe cross-section.

In order to calculate the thermal efficiency of the inserts, the relationships of the
friction factor and Nu number in relation to a smooth pipe—f /f s(Re) and Nu/Nus(Re) were
presented. Based on the Formula (7), the PEC coefficient was calculated, and in Figure 11,
its characteristics for the tested geometries are present—for the two described methods of
calculating the Nu number.

The analysis of the results allowed for the formulation of the following conclusions:

(1) The highest insert temperatures are observed for small Re numbers, and they decrease
with increasing Re numbers. As it is known from the Stefan–Boltzmann law for
grey bodies (11), the greater the temperature difference among the surfaces, the
greater the radiative heat flux transferred between them. In the case of the tested
inserts, the magnitude of this flux is also influenced by the ratio of the heat transfer
surfaces A1/A2, which is different in each geometry due to the changing insert
diameter. According to Figure 5, the largest temperature differences ΔT and the
greatest radiative heat fluxes are noted for the largest Re numbers.

(2) The fractions of these fluxes in relation to the total flux are shown in Figure 6. As
can be seen, the largest radiative heat fluxes are absorbed by the inserts with the
largest diameters, and the largest convective heat fluxes occur for the smallest insert’s
diameters. In general, for all studied inserts, as the Re number increases, the radiative
heat flux decreases and the convective flux increases.

(3) The fractions of convective heat fluxes on both sides of the insert, in relation to the
radiation flux absorbed by it, are shown in Figure 7. The presented graphs show
negative values and values greater than 1. Negative fractions in Figure 7a mean that
the convective heat flux has changed direction, and now the insert from the outer
side is additionally heated by the flowing gas. Related to it is a convective heat flux
directed to the inside of the insert, for which fractions greater than one were observed,
Figure 7b. This notation means that thermal energy is transferred by convection from
the insert’s outer space to its interior. It can therefore be said that for such cases,
the insert only acts one-sidedly, which generally significantly reduces the overall
intensification of heat transfer. In Figure 8 can be seen that at high Re numbers, the
gas’s temperature in the annular cross-section is higher than the inserts, which causes
its convection heating. With dimensionless diameters D = 0.8 and D = 0.9, two inserts
work like this throughout almost the entire range of Re numbers.

(4) The thermal efficiency (PEC), depending on the calculation method, differs signif-
icantly from each other. As shown in Figure 11, the max PEC value calculated by
method (a) is approx. 2 for the insert diameter D = 0.5, while the value calculated by
method (b) reaches a value over 8 for D = 0.9. It can be noticed that the characteristics
calculated by method (b) are arranged in a very orderly manner—their value increases
with the insert diameter. The lowest PEC values are observed for the smallest insert
diameter D = 0.2, and the highest values for D = 0.9, with the maximum reaching
over 8.

Figure 12 shows the PEC characteristics for several Re numbers as a function of the
dimensionless insert diameter D. Thus, for method (a), the maxima of the function are
observed for diameters D = 0.4 and D = 0.5, and small Re numbers up to 10,000, while for
Re numbers in the range 10,000–20,000 the maxima move towards the diameters D = 0.3
and D = 0.4. This means that an insert with a diameter of D = 0.5 has the highest PEC for
the smallest Re numbers, while for slightly larger Re numbers reaching approx. 20,000,
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an insert with a diameter D = 0.3 has the highest PEC values. On the other hand, for
manner (b), with increasing diameter D, the trend of the function on the graph is also
upward, and the highest PEC values, as previously mentioned, are noticed for the largest
insert D = 0.9.

Considering the criterion of thermal efficiency, the most optimal dimensions of the
inserts are diameters D = 0.4 and D = 0.5, and for the range of small numbers, Re < 15,000.

(5) In numerical tests, the same emissivity of the pipe’s inner surface and the insert equal
to ε = 0.9 was used because these values better correspond to actual conditions. As it
results from the Stefan–Boltzmann law and Equation (11), increasing the emissivity of
such surfaces will increase the radiative heat flux and the thermal efficiency of such a
tube.

The presented results were obtained for a relatively small temperature difference
ΔT = 100 ◦C, as for radiation processes. There is a need for further investigation of such
inserts for larger temperature differences in order to determine their thermal efficiency
and thermal-flow characteristics. Another interesting research issue is the consideration in
calculations of the radiation properties of the working gases, i.e., water vapour and carbon
dioxide, which are only partially permeable to radiation. This means that in addition to the
convective heat transfer, these gases also heat up in their entire volume, absorbing part of
the radiation.

It seems that the concept of such an insert may be of great importance, especially for
high-temperature heat-flow processes, where radiation is the dominant method of heat
transfer. Therefore, at large temperature differences, one can expect much higher thermal
efficiencies of such channels.
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Nomenclature
A heat transfer area (m2)
di insert diameter (m)
dp pipe diameter (m)
D diameter ratio, (di/dp)
dp/dx pressure gradient (Pa/m)
f friction factor
k thermal conductivity (W/mK)
L domain length (m)
Nu Nusselt number
.

Qtot total heat flux (W/m2)
.

Qrad radiative heat flux (W/m2)
.

Qconv convective heat flux (W/m2)
PEC Performance Evaluation Criteria
Pr Prandtl number
Re Reynolds number
Tb bulk temperature (K)
Tw wall temperature (K)
u average velocity (m/s)
U vector of velocity (m/s)
v kinematic viscosity (m2/s)
ΔT temperature difference (K)
ε emissivity
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ε12 interchange factor
ρ density (kg/m3)
μ dynamic viscosity (Pa·m)
τw wall shear stress (Pa)
indexes:
s smooth tube
1 for smaller heat transfer area
2 for bigger heat transfer area
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15. Kryłłowicz, W.; Magiera, R.; Łagodziński, J.; Sobczak, K.; Liskiewicz, G. Aerodynamical and structural design of the diagonal
blower and its numerical and experimental validation. J. Vib. Eng. Technol. 2014, 2, 459–468.

16. Jasiński, P.B. Numerical study of thermal-hydraulic characteristics in a circular tube with ball turbulators. Part 1: PIV experiment
and pressure drop. Int. J. Heat Mass Transf. 2014, 74, 48–59. [CrossRef]
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19. Jasiński, P. Numerical Study of Friction Factor and Heat Transfer Characteristics for Single-Phase Turbulent Flow in Tubes with
Helical Micro-Fins. Arch. Mech. Eng. 2012, 59, 469–485. [CrossRef]
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Abstract: In this article, the fractional-order differential equation of particle sedimentation was
obtained. It considers the Basset force’s fractional origin and contains the Riemann–Liouville frac-
tional integral rewritten as a Grunwald–Letnikov derivative. As a result, the general solution of the
proposed fractional-order differential equation was found analytically. The belonging of this solution
to the real range of values was strictly theoretically proven. The obtained solution was validated on
a particular analytical case study. In addition, it was proven numerically with the approach based on
the S-approximation method using the block-pulse operational matrix. The proposed mathematical
model can be applied for modeling the processes of fine particles sedimentation in liquids, aerosol
deposition in gas flows, and particle deposition in gas-dispersed systems.

Keywords: particle sedimentation; resistance force; fractional-order integro-differential equation;
laplace transform; Mittag–Leffler function; block-pulse operational matrix

1. Introduction

Based on the experimental and numerical simulation results, available experience
indicates the importance of considering the Basset force in studying the processes of
deposition and sedimentation of small particles moving close to rigid boundaries [1]. In
this regard, differential formulation of the Basset force for its numerical calculation is an
urgent problem in the field of computational mechanics [2]. Recently, the solution of this
problem has been associated with the fractional calculus application [3].

The fractional-order differential equations allows us to generalize existing approaches
in the fields of mechanical and chemical engineering, particularly for modeling hydrome-
chanical processes, such as the sedimentation of particles in a viscous fluid, deposition of
aerosols in separation channels, pneumatic classification of fine particles, nutrient release
from mineral fertilizers and migration of mineral components in soil, and gas-cleaning.

However, despite the existing numerical approaches for solving fractional-order
differential equations, their analytical solutions’ approaches remain an incompletely
studied problem. Therefore, this article aims to develop analytical techniques for solv-
ing the fractional-order differential equation of particle sedimentation considering the
fractional origin of the Basset force.

To achieve this goal, the following objectives were set: substantiation of fractional
origin for the Basset force, obtaining the fractional-order equation of the sedimentation
of particles, solving the obtained equation analytically, validating the obtained general
solution analytically, and approximating the numerically obtained case studies by obtained
analytical dependencies.
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The problems of particle deposition and sedimentation in a heterogeneous dispersed
system have not been thoroughly investigated. The first works devoted to solving small
particle motion equations in a viscous fluid and a nonuniform flow were presented by
Leal [4], Maxey, and Riley [5], respectively. Mainly, weak inertia and non-Newtonian effects
on the dynamics of rigid particles in an unbounded fluid were considered. However, the
proposed analytical approaches were not considered the fractional origin of the Basset
force. In addition, Loussaief et al. [6] investigated a spherical particle’s motion in a viscous
fluid and applied the Thomas algorithm to determine the characteristics of motion for
a spherical particle along a slip wall. However, the proposed methodology does not allow
one to obtain the general solution of the particle sedimentation equation analytically.

Coimbra and Kobayashi [7] studied the small particle motion in a viscous medium in
the rotating cylinder considering the Saffman fractional-order lift force. However, this force
acts on particles in vortex flows. Moreover, the authors only presented a comparison with
the results obtained by considering the drag force as a dominant one. Oppenheimer et al. [8]
studied the coupled thermal and hydromechanical particle motion problem in a viscous
fluid at low Reynolds numbers. As a result, a general analytical expression to determine
the force and its torque on a particle was derived based on the Lorentz reciprocal theo-
rem. However, this presented analytical solution does not consider the fractional-order
Basset force.

Moreno-Casas and Bombardelli [9] presented a general numerical approach for the
calculation of the Basset force. A method for approximating the Basset force was proposed
by van Hinsberg et al. [10]. However, such an approach does not allow one to estimate the
sedimentation velocity analytically and, therefore, the sedimentation time accurately.

A number of recent research works have aimed at applying fractional calculus in the
field of engineering. Particularly, Chung [11] described a general approach for solving
fractional Newton’s mechanics problems based on fractional-order differential equations.
As a result, an approach to solve fractional-order differential equations of Newton dynamics
approximately has been proposed based on infinite power series. However, such an
approach cannot be applied to obtain the analytical solution of the fractional-order particle
sedimentation equation rigorously.

Agila [12] proposed applying fractional Euler–Lagrange equations for solving the
problem of free damped oscillations. He et al. [13] analyzed the dynamic response of
viscosimeters based on fractional-order differential equations. As a result, the memory-free
Yuan–Agrawal’s approach for numerical integrating fractional-order differential equa-
tions was developed and proven for the particular case studies. The presented approach
discovered perspectives in measuring the viscosity of fluids.

Tomovski and Sandev [14] proposed an analytical treatment of the wave equation
considering fractional friction and obtained the solution based on the Mittag–Leffler-type
functions. Rossikhin and Shitikova [15] studied the dynamic behavior of nonlinear oscil-
latory systems described by fractional-order time derivatives. The proposed approach
allowed them to obtain approximations of particular oscillatory modes for the fixed equi-
librium position case study.

Therefore, the following research gaps in particle deposition and sedimentation in
a heterogeneous dispersed system should be stated due to the critical review mentioned
above. First, the fractional-order particles sedimentation equation considering the Basset
force’s fractional origin should be substantiated and solved analytically. Second, the general
solution of the proposed equation should be found numerically. Finally, the obtained solu-
tion should be validated analytically for the available case study and proven numerically.
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2. Materials and Methods

2.1. The Particle Motion Equation Considering the Basset Force

According to the equation of motion for a small rigid sphere in a nonuniform flow [16],
the particle motion equation moving with a time-varying velocity in projection to the
positive tangential direction has the following form:

mp
dvp(t)

dt
= Fg − FA − Fd − Ff − FB, (1)

where mp—mass of a particle (kg), vp—particle velocity (m/s), t—time (s), Fg = mpg—
gravity force (N), g—acceleration gravity (m/s), FA = mfg–Archimedes’ force, (N), mf—
added mass of a flow (kg), Fd = 6πμavp(t)—drag force (N), μ—dynamic viscosity (Pa·s),

a—radius of a particle (m), Ff = 1
2 m f

dvp(t)
dt —force of the flow added mass (N), and FB—

Basset force, determined as follows [17]:

FB = 6πμa2
∫ t

0

dvp(τ)
dτ√

πν(t − τ)
dτ, (2)

where ν—kinematic viscosity (m2/s) and τ—time parameter (s).
The expressions mentioned above allow us to rewrite Equation (1) as follows:

(
mp +

1
2

m f

)
dvp(t)

dt
+ 6

√
πρμa2

∫ t

0

dvp(τ)
dτ√
t − τ

dτ + 6πμavp(t) =
(

mp − m f

)
g, (3)

where ρ—fluid density (kg/m3).
The introduction of the parameters

α =
3π

√
ρμa2

mp +
1
2 m f

; n =
6πμa

mp +
1
2 m f

; vp∞ =

(
mp − m f

)
g

6πμa
(4)

allows us to rewrite integro-differential Equation (3) in the following form:

dvp(t)
dt

+
2α√

π

∫ t

0

dvp(τ)
dτ√
t − τ

dτ + nvp(t) = nvp∞, (5)

where n—relaxation factor (s–1), α—coefficient of the Basset force (s–1/2), and vp∞ = lim
t→∞

v(t)—

stationary velocity (m/s).

2.2. The Fractional-Order Differential Equation of Particles Sedimentation

For further analytically solving Equation (5), the Riemann–Liouville integral and
derivative [18] and Grünwald–Letnikov fractional derivative are considered [19]:

Iβ
t0,tvp(t) = 1

Γ(β)

∫ t
t0

vp(τ)(t − τ)β−1dτ;

Dβ
t0,tvp(t) = 1

Γ([β]−β)
d[β]

dt[β]
∫ t

t0
vp(τ)(t − τ)β−[β]+1dτ;

Dβ
t0,tvp(t) = lim

N→∞

(
t−t0

N

)β N
∑

i=0

Γ(α+i)
i!Γ(α) vp

[
t − i

N (t − t0)
]
= I−β

t0,t vp(t),

(6)

where β—fractional-order, t0—initial time (s), and Γ(β)—gamma function [20]:

Γ(β) =
∫ ∞

0
e−xxβ−1dx, Re(β) > 0 (7)
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Considering the connection between fractional derivatives [21]:

Dγ
t0,t

[
dr

dtr vp(t)
]
=

dr

dtr

[
Dγ

t0,tvp(t)
]
− (t − t0)

−γ−r+i

Γ(−γ − r + i + 1)

[
di

dti vp(t)
]

t=t0

, (8)

in the case of γ = 1
2 , r = 1 for initial time t0 = 0, and considering Γ

(
1
2

)
=

√
π, the following

equation can be written:

I
1
2
0,t

[
dvp(t)

dt

]
= D

1
2
0,t
[
vp(t)

]− vp(0)√
πt

. (9)

Comparing Equations (2) and (9) with the Riemann–Liouville integro-differential (6)
for the value of β = 1

2 and initial time t0 = 0, as well as for the case of zero initial condition
(vp(0) = 0), allows us to determine the Basset force in terms of fractional calculus:

FB = 6πa2√μρI
1
2
0,t

[
dvp(t)

dt

]
= 6πa2√μρD

1
2
0,t
[
vp(t)

]
. (10)

Therefore, Equation (5) takes the following form:

dvp(t)
dt

+ 2α
d

1
2 vp(t)

dt
1
2

+ nvp(t) = nvp∞. (11)

Notably, this formula is the fractional-order differential equation of particle sedimenta-
tion that considers the Basset force. This equation can be applied for more precise modeling
of the processes of fine particles sedimentation in liquids, aerosol deposition in a gas flow,
and particle deposition in gas-dispersed systems.

3. Results

3.1. The General Solution of the Fractional-Order Differential Equation of Particles Sedimentation

For solving Equation (11) analytically, the Laplace transform [22] is used for zero
initial condition (vp(0) = 0). In this case, the following equational operation can be obtained:

(
s + 2α

√
s + n

)
Vp(s) =

nvp∞

s
, (12)

where s—complex frequency parameter (s–1) and Vp(s)—Laplace transform of the particle
velocity (m):

Vp(s) =
∫ ∞

0
vp(t)e−stdt, (13)

which can be determined from the algebraic Equation (12):

Vp(s) =
nvp∞

s
(
s + 2α

√
s + n

) = nvp∞

(
a1√

s
+

a2

s
+

a3√
s − θ1

+
a4√

s − θ2

)
, (14)

where θ1,2 = −α ±√
α2 − n—a couple of roots of the square equation θ2 + 2αθ + n = 0.

Notably, θ =
√

s. The unknown parameters a1, a2, a3, and a4 are obtained from the
following matrix equation:⎡

⎢⎢⎣
1 0 1 1

−(θ1 + θ2) 1 −θ2 −θ1
θ1θ2

0
−(θ1 + θ2)

θ1θ2

0
0

0
0

⎤
⎥⎥⎦
⎧⎪⎪⎨
⎪⎪⎩

a1
a2
a3
a4

⎫⎪⎪⎬
⎪⎪⎭ =

⎧⎪⎪⎨
⎪⎪⎩

0
0
0
1

⎫⎪⎪⎬
⎪⎪⎭. (15)
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Based on the inverse matrix method, the following dependencies can be obtained after
identical transformation:

a1 = −2α

n2 ; a2 =
1
n

; a3,4 = ± 1

2
(

α ∓√
α2 − n

) . (16)

Introduction of the parameters θ = –θ1 and θ/ = –θ2, after considering the equality
L−1

(
1√

s

)
= 1√

πt
allows us to apply inverse Laplace transform [23] to Equation (14):

vp(t) = nvp∞

[
a1√
πt

+ a2H(t) + a3L−1
(

1√
s + θ

)
+ a4L−1

(
1√

s + θ′

)]
, (17)

where H(t)—Heaviside step function.
Notably, the absence of singularity for this solution is proven below. For further

consideration, Mittag–Leffler function [24] is used:

Eγ,β(z) =
∞

∑
i=0

zi

Γ(γi + β)
. (18)

It has the following peculiarity in terms of its Laplace transform [25]:

L
[
tβ−1Eγ,β(θtγ)

]
=

sγ−β

sγ − θ
. (19)

Consequently, the following inverse Laplace transform for the case of γ = 1
2 and β = 1

can be written as follows:

L
[

E 1
2 ,1

(
θ
√

t
)]

=
1√

s
(√

s − θ
) =

1
θ

(
1√

s − θ
− 1√

s

)
. (20)

Therefore, the following inverse Laplace transform can be obtained:

L−1
(

1√
s − θ

)
=

1√
πt

+ θE 1
2 ,1

(
θ
√

t
)

. (21)

In addition, the decomposition

1
s − θ2 =

1
2θ

(
1√

s − θ
− 1√

s + θ

)
(22)

with equality L−1
(

1
s−θ2

)
= eθ2t with Equation (21) allows us to obtain the following inverse

Laplace transform:

L−1
(

1√
s + θ

)
=

1√
πt

+ θE 1
2 ,1

(
θ
√

t
)
− 2θeθ2t. (23)

Therefore, Equation (16) can be rewritten as follows:

vp(t) = nvp∞

[
a1 + a3 + a4√

πt
+ a2H(t) + a3θE 1

2 ,1

(
θ
√

t
)
+ a4θ′E 1

2 ,1

(
θ′
√

t
)
− 2
(

a3θeθ2t + a4θ′eθ′2t
)]

, (24)

Notably, a1 + a3 + a4 ≡ 0 due to Equation (16), and H(t) = 1 for t > 0. Therefore,
Equation (24) can be rewritten in the following form:

vp(t) = vp∞

{
1 − n

[
2
(

a3θeθ2t + a4θ′eθ′2t
)
− a3θE 1

2 ,1

(
θ
√

t
)
− a4θ′E 1

2 ,1

(
θ′
√

t
)]}

. (25)

Remarkably, in practical applications, the inequality α2 < n, the obtained solution,
seems complex because of the complexity of parameters θ1,2. Consequently, the belonging

189



Energies 2021, 14, 4561

of this solution to the real range of values must be proven strictly theoretically. For
this purpose, the complex parameters θ1,2 = −α ± j

√
n − α2 are considered (j–imaginary

unit: j2 = –1). The substitution of these parameters to Equation (25), as well as the use of
Newton’s binomial theorem [26] and properties of hyperbolic functions [27], allows us to
obtain the following expressions:

a3θeθ2t + a4θ′eθ′2t = 1
n

∞
∑

i=0

t
i
2

Γ( i
2+1)

i
∑

r=0

(
i
r

)
αi−r(n − α2) r

2
(

cos πi
2 − α√

n−α2 sin πi
2

)
;

a3θE 1
2 ,1

(
θ
√

t
)
+ a4θ′E 1

2 ,1

(
θ′
√

t
)
= 1

n e−(n−2α2)t
(

cos 2α
√

n − α2t − α√
n−α2 sin 2α

√
n − α2t

)
.

(26)

Therefore, the Velocity (25) belongs to the real range of values.
Finally, the general Equation (25) of the fractional-order differential Equation (11) of

particles sedimentation that considers the Basset force takes the following form:

vp(t) = vp∞

[
1 − 2e−(n−2α2)t

(
cos 2α

√
n − α2t − α√

n−α2 sin 2α
√

n − α2t
)
+

+
∞
∑

i=0

t
i
2

Γ( i
2+1)

i
∑

r=0

(
i
r

)
αi−r(n − α2) r

2
(

cos πi
2 − α√

n−α2 sin πi
2

)]
.

(27)

3.2. The Particular Case Study

For validating the obtained general Equation (27) of the fractional-order differential
Equation (11), the particular case study for α = 0 is considered. In this case, the solution
takes the following form:

vp0(t) = vp∞

[
1 − 2e−nt + E′

1
2 ,1

(√
nt
)]

, (28)

where the following modified Mittag–Leffler function is introduced:

E〈c〉
γ,β(z) =

∞

∑
i=0

zi

Γ(γi + β)
cos

πi
2

, (29)

which differs from the traditional one (18) by the multiplier cos πi
2 .

Remarkably, the modified Mittag–Leffler function has the following peculiarity:

E〈c〉
1
2 ,1

(z) ≡ e−z2
. (30)

In this case, a particular Equation (28) takes the form

vp0(t) = vp∞
(
1 − e−nt), (31)

which corresponds to the traditional one [28].
Thus, the general Equation (27) discovers new areas in studying the process of particle

sedimentation in a fluid flow.

3.3. Analysis of Leading Orders of the General Solution

To analyze the leading orders of the general Equation (27), the dimensionless velocity

vp(τ) =
vp(τ)
vp∞

, the dimensionless time τ = nt, and the dimensionless coefficient of the
Basset force ε = α√

n are introduced. Accordingly, Equation (27) takes the following
dimensionless form:

vp(τ) = 1 − 2e−τe2ε2τ
(

cos 2ε
√

1 − ε2τ − ε√
1−ε2 sin 2ε

√
1 − ε2τ

)
+

+
∞
∑

i=0

τ
i
2

Γ( i
2+1)

i
∑

r=0

(
i
r

)
εi−r(1 − ε2) r

2
(

cos πi
2 − ε√

1−ε2 sin πi
2

)
.

(32)
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For the first approximation, in case of relatively small values of ε << 1, after expansion
into a Maclaurin series leaving the first-order terms ε only, Equation (27) considering
identity Equation (30) and dependence Equation (31) can be rewritten approximately
as follows:

vp(τ) = 1 − e−τ − εE〈s〉
1
2 ,1

(√
τ
)
= vp0(τ)− δvp(τ), (33)

where the first-order variation has been introduced:

δvp(τ) = εE〈s〉
1
2 ,1

(√
τ
)
. (34)

It contains the modified Mittag–Leffler function

E〈s〉
γ,β(z) =

∞

∑
i=0

zi

Γ(γi + β)
sin

πi
2

(35)

for values γ = 1
2 , β = 1 and argument z =

√
τ.

Due to the abovementioned results, the leading terms of the Equation (27) are the first
terms in the double sum for the case of i = r = 0, where εi–r = ε0 = 1:

1. Multiplier before cos
(

2α
√

n − α2t
)

= cos
(

2ε
√

1 − ε2τ
)

, when the use of identity
Equation (30) allows obtaining the leading component Equation (31). This component
is responsible for the sedimentation velocity without considering the Basset force.

2. Multiplier before sin
(

2α
√

n − α2t
)
= sin

(
2ε
√

1 − ε2τ
)

. It allows us to obtain the
velocity variation (34) proportional to the dimensionless parameter ε. This component
allows us to reduce the general Equation (27) to the most simplified variation form (33)
with respect to dimensionless parameters ε and τ.

Notably, due to Equation (33), an increase in the Basset force (the dimensionless
parameter ε) leads to decreased sedimentation velocity.

For practical purposes, Simplification (33) can be applied for values of the dimen-
sionless coefficient ε ≤ 0.23 because the maximum relative deviation of the sedimentation
velocity from the accurate analytical Solution (27) is less than 10%. Therefore, if the di-
mensionless coefficient ε is more than this critical value, Equation (27) or (32) should be
given preference.

Figure 1 presents the dimensionless solution Equation (32) of the particle sedimenta-
tion Equation (11) for different dimensionless parameters ε in a wide range (from 0 to 1).

Figure 1. Comparative analysis of the dimensionless solutions for the fractional-order integro-
differential equations of particle sedimentation.
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Notably, all the solutions asymptotically approach the horizontal lines of the maximum
sedimentation velocities.

3.4. Comparison with the Numerical Simulation Results

The next step for proving the obtained general solution Equation (27) is its comparison
with the numerical simulation results.

The direct integration of the fractional-order differential Equation (11) can be realized
with approach based on the S-approximation method [29] using the block-pulse operational
matrix (S(t)) [30], the elements of which are as follows:

Si(t) =
1
2
{sign(t − iΔt)− sign[t − (i + 1)Δt]}, (36)

where i—plot index and Δt = tmax/N—timestep (tmax—the maximum time range; N—
number of plots for numerical integration).

In this case, the initial fractional-order differential Equation (11) is transformed to the
following fractional-order integral equation:

vp(t) + 2αI
1
2
0,t
[
vp(t)

]
+ nI1

0,t
[
vp(t)

]
= nvp∞t, (37)

which satisfies the zero initial condition, as vp(0) = 0.
The numerical solution of this integral equation is based on the following operational

analog [31]: (
[E] + 2α

[
P〈0.5〉

]
+ n

[
P〈1〉

])
{Y} = {F}, (38)

where {Y}—operational column-vector of the solution, [E]—the identity matrix with di-
mensions of N × N, and [P<0.5>], [P<1>]—elements of the operational matrix [P<β>] (β = 0.5,
and β = 1, respectively), the elements of which are determined as follows:

P〈β〉
i,j = p(β, i − j), (39)

where p(β, r)—the following function (|r| = 0, 1, . . . , N–1):

P〈β〉
i,j =

Δtβ

Γ(β + 2)
·
⎧⎨
⎩

1, i = j;
(r + 1)β+1 − 2rβ+1 + (r − 1)β+1, i > j

0, i < j.
, (40)

Elements Fi (i = 1, 2, . . . , N) of the operational column-vector of external impact {F}
are determined as follows:

Fi =
1
h

∫ (i+1)Δt

iΔt
nvp∞tdt =

(
i +

1
2

)
Δt·nvp∞. (41)

Using the inverse matrix method [32], the operational column-vector of the solution

{Y} =
(
[E] + 2α

[
P〈0.5〉

]
+ n

[
P〈1〉

])−1{F} (42)

allows us to obtain the following numerical solution of the initial Equation (33):

vp(t) =
N−1

∑
i=0

YiSi(t). (43)

Figure 1 also presents the numerically obtained results of solving the particle sedi-
mentation Equation (37). Approximation lines for all the data completely coincide with
the analytically obtained function Equation (32). This fact additionally proves the an-
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alytical approach’s adequacy for solving the fractional-order differential equation of
particle sedimentation.

Remarkably, the Basset force significantly increases the dimensionless sedimenta-
tion time determined from the condition vp = (1 − δ)vp∞, where δ—deviation of the
sedimentation velocity from the stationary one vp∞, usually chosen as equal to δ = 0.05.

Particularly, if the Basset force is not considered (ε = 0), then the dimensionless
sedimentation time is equal to 3.0 (Figure 1). However, even considering the parameter
ε = 0.05, this dimensionless time parameter increases by 43% and becomes equal to 4.3.

The fact mentioned above explains the use of significant correction factors in tradi-
tional calculations of apparatuses for the sedimentation and deposition of the particles.
However, using the fractional-order differential equation of particle sedimentation avoids
unjustified correction factors in modeling processes and designing related chemical tech-
nology equipment.

4. Discussion

The fractional-order differential Equation (11) and its analytical solution Equation (27)
eliminate the gap in studying the particle sedimentations and deposition processes.

Notably, Wan [33] obtained the fractional-order differential equation’s analytical
solution for the free-falling process. However, the considered hydraulic drag as a linear
combination of the velocity vp and its square v2

p was extended to a more general case of
velocity analog based on the fractional derivative of particle displacement with the order
in a range from 1 to 2. However, this approach does not consider the Basset force at all.
Moreover, consideration of this force makes it possible to use the fractional derivative of
particle displacement with the order of 3/2 only.

Visitskii et al. [34] investigated spherical particles’ sedimentation in a viscous fluid
considering the Basset force. However, the solution was obtained numerically for particular
case studies. In addition, numerical simulation results can be obtained using the operational
matrix based on the Legendre polynomials proposed by Saadatmandi and Dehghan [35].
However, the resulting curves presented in Figure 1 remain unchanged in terms of their
approximation by the obtained analytical solution Equation (27).

Sobral et al. [36] applied the “Maple” software for obtaining the particular solution
of the sedimentation equation. However, this solution is quite complicated for the anal-
ysis due flaws, including complex variables that need to reduce hyperbolic functions by
trigonometric ones with imaginary coefficients. Moreover, in the case of zero Basset force,
the corresponding solution should be reduced to the solution of the relaxation equation.

All these disadvantages were eliminated using the Mittag–Leffler function and its
particular properties. In addition, the validity of the proposed solution for the imaginary
arguments was justified. Finally, the singularity of the fractional-order differ-integral
sedimentation equation was proven analytically.

Notably, the proposed approach can be applied not only for particle sedimentation
and deposition problems but also for solving nutrient release problems from mineral
fertilizers and the pneumatic classification of fine particles. Particularly, Equation (11)
and its general solution Equation (27) allow us to clarify the concentration distribution for
nutrients during their washing out from the fertilized soil [37]. The migration process of
mineral components in the soil [38] can also be studied more precisely using the proposed
fractional-calculus approach. The proposed methodology also extends the understanding
of the distribution of fine particles’ concentration and the height of the rhomb-shaped
pneumatic classificators [39].

The fractional-order sedimentation equation can be further expanded to solve the prob-
lem of dispersed particle’s deposition in separation channels [40] and for further precise
modeling of the gas emission process [41] and designing gas-cleaning equipment [42].
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5. Conclusions

In this article, the fractional origin for the Basset force was substantiated. As a result of
modifying the particle motion equation moving with a time-varying velocity, the fractional-
order equation of particles’ sedimentation was obtained. This equation differs from the
traditional one by the semi-derivative of the particle velocity.

As a result of the integration of the proposed equation, its general solution was found
analytically. This solution varies from the traditional one by the component based on the
modified Mittag–Leffler function. Notably, for the particular case of zero Basset force, this
equation reduces to the traditional one. Moreover, the belonging of this solution to the real
range of values was theoretically proven.

In addition, the particle sedimentation’s fractional-order differential equation was
solved numerically using the analogous fractional-order integral equation. The numerical
simulation was realized based on the S-approximation method using the block-pulse
operational matrix. For normalizing the obtained solutions, the dimensionless particle
velocity was introduced.

As a result, approximations of the numerically obtained case studies were presented
graphically for a single variable dimensionless system parameter ranging from 0 to 1. The
obtained analytical dependencies approximated the corresponding block-pulse curves. The
adequacy of the proposed analytical approach for solving the fractional-order differential
equation of particle sedimentation was proven analytically and numerically.

Notably, the Basset force significantly increases the sedimentation time. For example,
if the Basset force is not considered, then the dimensional sedimentation time is equal to
3.0. However, when considering the Basset force with the dimensionless parameter equal
to 0.05, this time increases by 43%.

Finally, the proposed mathematical model can be applied for modeling the processes
of particle sedimentation in liquids, aerosol deposition in gas flows, and particle depo-
sition in gas-dispersed systems as essential processes in the fields of mechanical and
chemical engineering.
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Abstract: The present study investigates the thermo-hydraulic characteristics of a microchannel sink
with novel trefoil Shaped ribs. The motivation for this form of rib shape is taken from the design of
lung alveoli that exchange oxygen and carbon dioxide. This study has been conducted numerically
by using a code from the commercially available Fluent software. The trefoil shaped ribs were
mounted on the centerline of different walls of the microchannel in three different configurations.
These consisted of base wall trefoil ribs (MC-BWTR), sidewall trefoil ribs (MC-SWTR), all wall trefoil
ribs (MC-AWTR) and smooth channel (MC-SC) having no ribs on its wall. The streamline distance
between the ribs was kept constant at 0.4 mm, and the results were compared by using pressure
drop (Δp), Nusselt number (Nu), thermal resistance (Rth) and thermal enhancement factor (η). The
results indicated that the addition of trefoil ribs to any wall improved heat transfer characteristics at
the expense of an increase in the friction factor. The trends of the pressure drop and heat transfer
coefficient were the same, which indicated higher values for MC-AWTR followed by MC-SWTR
and a lower value for MC-BWTR. In order to compare the thermal and hydraulic performance
of all the configurations simultaneously, the overall performance was quantified in terms of the
thermal enhancement factor, which was higher than one in each case, except for MC-AWTR, in
100 < Re < 200 regimes. The thermal enhancement factor in the ribbed channel was the highest for
MC-SWTR followed by MC-BWTR, and it was the lowest for MC-AWTR. Moreover, the thermal
enhancement factor increases with the Reynolds number (Re) for each case. This confirms that the
increment in the Nusselt number with velocity is more significant than the pressure drop. The highest
thermal enhancement factor of 1.6 was attained for MC-SWTR at Re = 1000, and the lowest value of
0.87 was achieved for MC-AWTR at Re = 100.

Keywords: microchannel heat sink; trefoil ribs; thermal enhancement; thermal resistance

1. Introduction

The increasing demand for digitalization has shifted the trend of the modern world
towards the miniaturization of electronic equipment where hundreds of thousands of
transistors are installed on a single silicon chip. Due to the reduction in the sizes of these
equipment, the power density increased rapidly and can be as high as up to 1 W/mm2.
However, great care is needed to maintain such equipment for its safety and improved
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life cycle. Therefore, modern techniques including cooling using liquid such as a micro-
jet, heat pipe, spray impingement and microchannel cooling are introduced to fulfill the
requirement of higher heat dissipation [1]. Over time, the cooling techniques have been
improved from cooling by force convection and air to more advanced techniques.

The microchannel cooling system was first coined in 1981 by Tuckerman and Pease [2].
Microchannel cooling is a passive technique for dissipating heat from electronic devices
without occupying a larger space than other dissipating setups. A microchannel heat sink
(MCHS) with smooth geometry is used to dissipate heat from different devices. The usage
and capacity of microelectronic equipment increased drastically; as a result, an increased
amount of heat is produced inside this equipment. To dissipate this large amount of
heat, a smooth MCHS will be unable for that much dissipation. Therefore, the thermal
performance of smooth MCHS needs improvement. The thermal performance of MCHS
can be improved by performing some modifications to the smooth one and then some
thermal performance parameters such as thermal enhancement factor (η), friction factor
(f) and Nusselt number (Nu) will be compared with a smooth channel after modification
(adding some extended surfaces or cavities) to the channel. In most cases, the better thermal
performance of MCHS is associated with irreversibility in the flow field, which is computed
in terms of friction factor (f), entropy generation (Sgen) and thermal resistance (Rth). The
main objective of many researchers is to increase the heat dissipation rate (Nusselt number
(Nu)) with minimal pressure loss [3–6].

Many researchers worked on the effect of extended surfaces (fins or ribs) on the
performance improvement of MCHS. For example, Rehman et al. [7] added dimple shaped
ribs to the smooth channel for enhancement in the overall performance of the smooth
channel. In their study, different cases were used, which included base wall ribs, sidewall
ribs and all walls’ ribs. Moreover, aligned, staggered and mixed configurations of each case
were investigated numerically. Their results concluded that the case in which all walls were
ribbed had better overall performance for each configuration. The worst performance was
noted for the case in which ribs were added to the sidewall. Similarly, numerical studies
and comparisons of heat transfer, friction factor and thermal enhancement factor of six
different micro-channels were carried out by Zhu et al. [8], and they intended to report the
best one. The study compared smooth rectangular micro-channel, side grooved rectangular
micro-channel, side grooved with diamond shape ribs, side grooved with rectangular shape
ribs, side grooved with elliptic shape ribs and side grooved with forwarding triangular
shape ribs micro-channel. The results concluded that the combination of grooves and
ribs has better performance than simple ribbed micro-channel. The side grooved with
rectangular shape ribs micro-channel has the best overall performance at Re = 500, relative
rib width = 0.25 mm and minimum rib-groove distance = 0.1 mm.

Xiao et al. [9] worked on the thermal improvement of micro-channel by producing
turbulence in a flow field with the help of V-shape ribs. A significant enhancement
in the overall performance of micro-channel has been noted from this numerical study.
Similarly, Hassani et al. [10] conducted a numerical and experimental study to investigate
the enhancement in the overall performance of MCHS by adding pins and chamber shape
cavity to it. In their study, four different cases were used, which included smooth micro-
channel, smooth micro-channel with pins, smooth micro-channel with chamber shape
cavity and smooth micro-channel with pins and chamber shape cavity. Their results
concluded that the addition of pins improved heat transfer by 44.8% and chamber shape
cavity by 3.7%, while the simultaneous addition of pins and cavity improved heat transfer
by 37.5%. The highest enhancement factor was noted for the pin located at the middle
of the cavity. Furthermore, Ahmad et al. [11] used cylindrical shape ribs and cavities to
numerically investigate the performance enhancement in MCHS with different cases. In
this study, a base wall with cylindrical shape ribs, a sidewall with cylindrical shape ribs and
all walls with cylindrical shape ribs were compared. Moreover, the effects of rib spacing
for all wall ribs cases and comparisons of all wall ribs, all wall cavities and the combination
of both were also taken into account in this study. It was concluded that the case of all wall
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ribs performed best among all cases, based on entropy generation, thermal enhancement
factor, thermal resistance and transport efficiency.

Yang et al. [12] proposed three different pin fin cross sections attached to micro-channel
heat sinks to improve heat dissipation capacity. These cross-sections include rhombus,
hydrofoil and sinusoidal shapes. Their experimental and numerical results concluded
that the performance of the sinusoidal cross section performed best among the three cases
compared. Similarly, Naqiuddin et al. [13] studied the effects of structure parameters on
rectangular micro-channel and found that for any structure, the performance in terms of
heat transfer increases at the cost of higher pressure drop. The average temperature of the
channel was reduced by 33 K with an increase of 1000 kPa pressure drop. The optimum
performance was noted for the coolant’s flow rate of less than 200 mL/min. Similarly,
Wang et al. [14] carried a numerical study of rectangular micro-channel with sidewall
truncated ribs. Three different ribs parameters, including truncation gap height, width
and ribs arrangement, were used to study the improvement in the hydro-thermal behavior
of MCHS in flow regimes of 100 < Re < 1000. Their study confirmed that the results of
truncated ribs are far better than their counterpart traditional ribs; the parallel arrangement
results in a higher overall heat transfer coefficient.

Chuan et al. [15] used porous ribs instead of solid ribs with a straight channel to assess
the performance of the micro-channel. They examined that, with porous ribs, the increment
in pressure drop is lower than compared to solid ribs of exact dimensions. Moreover,
the same porous rib increased the thermal resistance at the same time. Similarly, Wang
et al. [16] proposed a multi-objective genetic optimization technique for the optimal design
of MCHS. In their study, double-layered MCHS with semi-porous ribs was considered.
It was concluded that the decrement in thermal resistance is linked with an increment
in pumping power. For an optimum design, pumping power is reduced by 16.40% and
thermal resistance by 14.06% compared to the reference design. Furthermore, Ahmad
et al. [17] proposed four different novel shapes of ribs attached to the sidewall of rectangular
microchannel heat sinks, including trapezoidal, rectangular, elliptical and hydrofoil shapes
for the improvement of the hydro-thermal performance of MCHS. The results revealed
that each case improved overall heat transfer performance. Moreover, elliptical ribs have
better thermal performance; however, the hydrofoil file has better performance in terms of
friction factor and pressure loss.

Keeping in view the above literature, it is very obvious that the addition of each type
of ribs enhances heat transfer with an increase in pumping power. Considerable research
has been performed on traditional shapes of ribs; however, no significant work was found
on unique shape ribs. In this study, bio-inspired rib shape (trefoil) is used where ribs
are added in three different wall configurations consisting of ribs added to the base wall
(BWTR), Sidewall (SWTR) and (AWTR). The addition of trefoil shape ribs is expected to
significantly improve the overall performance of MCHS. The novelty of this work is due to
the unique bio-inspired shape of ribs, and the motivation is basically taken from the lungs
of humans; the lung’s internal structure consists of trefoils such as shape alveoli which are
involved in the exchange of oxygen and carbon dioxide.

The present study aims to investigate the performance of MCHS numerically with
novel trefoil ribs using ANSYS Fluent. This study aims to analyze the performance of
MCHS by employing a novel shaped rib at different walls. The proposed models of novel
ribs include trefoil shape ribs. The use of trefoil rib is the special novelty of this study,
and it has not been investigated in the past literature. In most of the previous papers, the
ribs were mounted on the sidewalls of MCHS in the transverse configuration. However,
in this study, the ribs were mounted in the centerline configuration and mounted on
different walls, i.e., base wall, sidewall and all walls. This study assesses the performance
of MCHS with trefoil shape ribs by using numerical simulation in a laminar flow regime
with Reynolds number (Re) in the range of 10–1000. Moreover, the performance of the
base wall with trefoil ribs (BWTR), sidewall with trefoil ribs (SWTR) and all walls with
trefoil ribs (AWTR) was compared with each other and with smooth micro-channel based
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on thermal resistance, pressure drop, friction factor ratio, heat transfer coefficient, Nusselt
number ratio and thermal enhancement factor.

2. Materials and Methods

In the present study, the micro-channel is made of copper, and water is used as a
coolant. Numerical simulations of the microchannel (3D) using CFD techniques (RANS
Simulations) are analyzed. During numerical simulations, the smooth micro-channel and
micro-channel with trefoil shape ribs attached to the centerline of base, side and to all walls
with a streamline distance of 0.4 mm were modelled. The model was meshed and imported
to CFD Fluent in order to calculate Δp, h, f / fo, Nu/Nu0 , Rth and η with the addition
of trefoil shape ribs. The details of the material used and methodology adopted for the
present study are given in the following section respectfully.

2.1. Geometrical Shape of MCHS

In the present study, a rectangular microchannel is used because of its superior thermal
performance among circular, hexagonal, rectangular and triangular cross-sections [18]. Ribs
in the trefoil shape are attached to the base wall, sidewall and all walls with a stream-wise
distance (pitch) of 0.4 mm; the computational domain of each case and geometric details of
the trefoil rib are shown in Figure 1. Moreover, the thermophysical properties of both the
fluid (water) and solid (copper) domains are kept constant and are given in Table 1.

 

Figure 1. Computational domain of (a,b) MC-BWTR, (c,d) MC-SWTR, (e,f) MC-AWTR and
(g) geometric details of trefoil rib.

Table 1. Thermophysical properties of materials.

ρ (kg/m3) Cp (/kg/K) k (W/m/K) μ (kg/m/s)

Copper 8978 381 387.6
Water 998.2 4812 0.6 0.001003
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2.2. Governing Equations

The fluid is a Newtonian fluid with constant thermophysical properties, and the flow
is laminar, steady-state and incompressible. Moreover, the effects of radiation and body
forces are negligible and can be neglected. With all these assumptions, the governing
equations for solid as well as a fluid domain can be presented as follows:

Continuity equation for fluid:

∂u
∂x

+
∂v
∂y

+
∂w
∂z

= 0 (1)

where u, v and w are the velocity component of fluid in the x, y and z directions, respect-
fully. The movement equations in x-direction, y-direction and z-direction are written as
stated below:
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where ρ f represents the density, and μ f is the dynamic viscosity of the working fluid.
The energy equation for fluid and solid domains can be written as follows:

u
∂Tf

∂x
+ v

∂Tf

∂y
+ w

∂Tf

∂z
=

k f

ρ f CP f

(
∂2Tf

∂x2 +
∂2Tf

∂y2 +
∂2Tf

∂z2

)
(5)

ks

(
∂2Ts

∂x2 +
∂2Ts

∂y2 +
∂2Ts

∂z2

)
= 0 (6)

where Tf is the fluid temperature, k f is the thermal conductivity and CP f is the specific
heat of the working fluid. Ts is the temperature, and ks is the thermal conductivity of the
solid domain.

The following boundary conditions were used to solve the above equations.
At the inlet of the channel where x = 0 mm, the velocity-inlet boundary conditions

with a fluid inlet temperature of 293.15 K are assumed to be as follows.

u = uin (7)

Tf = Tin (8)

The different values for uin are calculated by using an Re number in the range of
100 to 1000.

At the outlet of the channel, where x = 10 mm, we have the following.

p = pout = 1 atm (9)

At the bottom surface, the uniform heat flux is given by the following.

q = 100
w

cm2 (10)

At inner wall of the channel, no slip boundary conditions are applied as follows.

u = v = w = 0 (11)
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− ks
∂Ts

∂n
= −k f

∂Tf

∂n
(12)

At all the remaining walls, the adiabatic conditions are used as follows.

∂Ts

∂y
=

∂Ts

∂z
= 0 (13)

2.3. Numerical Method and Mesh Independence

ANSYS Fluent is utilized for the numerical solution in the present study. The second-
order difference schemes for discretization of diffusion terms and second-order upwind
schemes for convection term are used in the present case. The convergence criteria of 10−6

are used for all variables. Different mesh sizes for the MC-BWT case for Re = 500 are solved,
and the relative error in Δp and Nu is calculated to check the reliability of the solution and
summarized in Table 2:

e% =
P2−P1

P1
∗ 100 (14)

where P1 is the value of any parameter with the smallest mesh size, and P2 is the value
with other mesh sizes.

Table 2. Mesh independence test.

Mesh No No of Elements Pressure Drop (Pa) Error (%) Nu Error (%)

1 568,956 4342.478 0.58 11.68255 0.83
2 691,194 4350.475 0.34 11.65281 0.58
3 811,646 4360.415 0.17 11.63914 0.46
4 963,976 4366.139 0.038 11.65263 0.058
5 1,231,560 4367.813 11.58557

As shown in Table 2, for Mesh No. 3, the relative error in pressure was less than 0.2%,
and the relative error in Nu was less than 0.5%; thus, this mesh, with 811,646 number of
elements, was used for analysis in the present study.

2.4. Data Reduction

In MCHS, the η is used for performance measurement of different micro-channels; it
is a function of both ratios of Nu and f and is given by the following equation [19].

η =
(Nu/Nu0)

(Nu/Nu0)
1
3

(15)

In this equation, f is the Darcy friction factor [20], and Nu is the Nusselt number given
by the following:

f =
2DhΔp

Lchρ f um2
(16)

Nu =
havgDh

k f
(17)

where Dh is the hydraulic diameter, Δp is the pressure drop, Lch is the length of the
channel and havg is the average heat transfer coefficient and can be calculated by following
relationships:

Dh =
2HchWch

Hch + Wch
(18)

havg =
qw Abase

2(Wch + Hch)LchΔT
(19)
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where Hch is the height, Wch is the width of the channel, qw is the heat flux and Abase is the
area of the base wall. ΔT is the temperature difference between channel wall temperature
(Tw) and fluid mean temperature (Tf ), and they are given by the following.

ΔT = Tw − Tf (20)

Tw =

∫
Tw−x,ydydx∫

dydx
(21)

Tb =

∫
Tb−x,ydydx∫

dydx
(22)

Tf =

∫
Tf−i,xρ f−i,x

∣∣∣∣→v .
→

dA
∣∣∣∣dx

∫
ρ f−i,x

∣∣∣∣→v .
→

dA
∣∣∣∣dx

(23)

The overall thermal resistance is given as follows.

Rtot = Rcond + Rconv + Rcap (24)

Rtot =
Tb − Tch

qw Ab
+

Tch − Tf

qw Ab
+

Tf − Tin

qw Ab
=

Tb − Tin
qw Ab

(25)

3. Results

The accuracy of numerical schemes used for the present study is first validated with
available experimental work in literature. The validated numerical modal is then used for
calculating the Δp, h, f / fo, Nu/Nu0, Rth and η for MC-BWTR, MC-SWTR and MC-AWTR.
The calculated values for ribbed channels are compared with the reference case (MC-SC),
which are discussed in detail in the following sections.

3.1. Model Validation

As shown in Figure 2, the Nu and f values were calculated and compared to the
experimental work of Wang et al. [21] with the uniform inlet velocity, Tin = 293 K, which
is calculated from Re and a heat flux of 100 W/cm2 with the same conditions as used in
the experimental study [21]. The obtained results were close to the experimental results
available in the literature with less than 5% deviation; hence, the present model can be
used for calculating the thermal-hydraulic perimeters of MCHS.

 
(a) 

Figure 2. Cont.
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(b) 

Figure 2. Validation of (a) Nusselt number and (b) friction factor with Wang et al. [21].

3.2. Characteristics of Temperature and Pressure Distribution

The temperature distribution for MCHS with trefoil shaped ribs was added to the
base wall (BWTR), sidewall (SWTR) and all wall (AWTR) cases together with the smooth
channel, which is shown in Figure 3. This was performed in order to study the temperature
distribution (cooling) with the addition of trefoil shape ribs. MC-AWTR case showed better
cooling in terms of temperature drop followed by MC-SWTR and MC-BWTR, respectively.

Figure 3. Temperature distribution of MCHS with trefoil shaped ribs attached to different walls.

The increase in thermal performance was at the cost of an increase in power required to
pump the same amount of fluid because the ribs blocked the flow and increased the pressure
requirement. The pressure distribution was the determining factor for pumping power;
the pressure distributions of all ribbed cases along with smooth channel are presented in
Figure 4. The pressure drop in the smooth channel was due to the friction of the wall, while
for the ribbed channel, it was the combined effect of wall roughness and resistance offered
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to the flow by ribs. The pressure drop of MC-SC is minimum, and the pressure drop for
MC-AWTR is highest because of the presence of a higher number of ribs.

 
Figure 4. Pressure distribution of MCHS with trefoil shape ribs attached to different walls.

The temperature distribution (cooling diagram) recommended the MC-AWTR case,
while the pressure distribution recommended MC-BWTR. Other performance parameters
can be analyzed for final conclusions.

3.3. Performance Comparison

Performance measurement of all cases was carried out for Re = 100–1000 with a step of
100, and the results are presented in contrasting graphs to indicate the improvements made
by the trefoil shaped ribs. In addition to the performance improvements in the different
cases and the reference case, MC-SCs were compared by plotting Δp, h, f / fo, Nu/Nu0,
Rth and η.

The Δp of the MCHS with trefoil shaped ribs and a straight channel are displayed
in Figure 5. The lowest Δp was attained in the MC-SC case, which was only produced
by the wall’s roughness. The Δp in the ribbed channel cases, MC-BWTR, MC-SWTR and
MC-AWTR, was a combination of Δp by the wall’s roughness and Δp produced by the
blockage offered by ribs. The Δp for the MC-BWTR case was minimal compared with the
other ribbed cases, and this was due to the ribs being attached to only one wall. However,
in the MC-SWTR and MC-AWTR cases, the ribs were attached to either two or four walls,
respectively. In the MC-SWTR case, the ribs were attached to two walls; therefore, the
number of ribs, in this case, was higher than for MC-BWTR. As such, the Δp was more
than the MC-SC and MC-BWTR cases. A maximum Δp was noted for the MC-AWTR case
because each wall contained ribs and blocked the flow, thereby causing the Δp to rise. At
Re < 250, the Δp for MC-SC, MC-BWTR and MC-SWTR was almost the same, whereas
the MC-AWTR case displayed higher Δp. Moreover, in the range of 100 < Re < 600, the
MC-BWTR Δp was almost equal to MC-SC compared to Δp in the other cases, which
was significantly higher. The pressure drop increases with an increase in Re for all cases;
however, this increase is minimal in the low Re range, while the increase is maximal in the
higher Re range, i.e., Re > 500. Moreover, the pressure drop behaviour against Re of MC-
AWTR is stiffer when compared to other ribbed cases such as MC-SWTR and MC-BWTR,
which is flattened and indicates that the increase in Δp for MC-AWTR case is higher than
MC-SWTR and MC-BWTR.
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Figure 5. Comparison of pressure drop for various wall configurations MCHS.

Figure 6 shows the comparison of h for the various MCHSs together with the MC-SC.
It is clear that the h value in all ribbed cases was significantly higher than for the MC-SC.
The addition of trefoil shaped ribs caused better mixing and produced higher h values as
a result. The heat transfer coefficient for the MC-AWTR case was highest, and it was the
lowest for MC-BWTR. This could be because the number of ribs in MC-AWTR is greater
than that of MC-BWTR, which provides more heat transfer area and better mixing of fluid.
Moreover, the MC-SWTR case had better performance in terms of heat transfer than the
MC-SC and MC-BWTR cases. The increase in h at Re < 200 from MC-SC to the ribbed
channel was smaller; however, at Re > 200, the increase was significantly higher because
the turbulence was higher at Re, which caused high heat transfer. Furthermore, h increases
with an increase in Re. The highest increase is noted for each case compared to the straight
channel (MC-SC) at Re = 1000, which is 3, 2.4 and 1.7 times for MC-AWTR, MC-SWTR and
MC-BWTR, respectively.

The friction caused by the addition of ribs to the base wall, sidewalls and all walls
resulted in an increase in friction factor. The reltive increase in friction factor with trefoil
shaped ribs was calculated in terms of friction factor ratio ( f / fo) and plotted against Re, as
shown in Figure 7. It is clear that the f / fo for MC-BWTR and MC-SWTR was considerably
smaller than the ratio for MC-AWTR. The f / fo at Re = 1000 for MC-AWTR and MC-SWTR
is 1.9 and 5.39 times higher when compared to MC-BWTR, respectively, because the friction
factor is the measure of the resistance to flow, which is at the maximum in the case of
the low flow area of MC-AWTR. The f / fo ratio rose with the increase in Re, while an
increase in the SC-BWTR case was almost negligible, as indicated by the flatness of the
curve. This was because very few turbulence enhancers were present at the base wall.
The increase in the f / fo for MC-SWTR with an increase in the Re was insignificant up to
Re < 700 regimes; however, the increase was significant above Re > 700 regimes for the
MC-AWTR case. The f / fo rose with the increase in Re number throughout due to the
presence of ribs at all walls.
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Figure 6. Comparison of heat transfer coefficient for different wall configurations of MCHS.

Figure 7. Comparison of friction factor ratio for different wall configurations MCHS.

Figure 8 shows the comparison of the Nu for various MCHSs along with the MC-SC.
The Nu is a dimensionless number used to indicate the capability of heat transfer by a
channel. The higher the Nu number, the more effective heat transfer will be. Figure 8
indicates that the minimum value of Nu was observed for MC-SC, while the maximum
value was noted for MC-AWTR. Conversely, MC-BWTR had a smaller Nu than MC-SWTR
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and MC-AWTR. The average percentage increase in Nu is 142%, 90% and 51% for MC-
AWTR, MC-SWTR and MC-BWTR, respectively, when compared to MC-SC. The Nu was
directly proportional to the effective heat transfer area, which was maximum for MC-
AWTR and minimum for MC-SC. The effective heat transfer area for MC-SWTR was higher
than MC-BWTR, and this explained why MC-SWTR performed better in terms of Nu
than MC-BWTR. Moreover, Nu inclined linearly with Re for all cases except MC-SWTR
after Re > 600. This was because the ribs were attached to both sides in MC-SWTR, which
produced turbulence compared to other cases at higher velocity.

 

Figure 8. Comparison of Nusselt number for different wall configurations MCHS.

In order to compare the effectiveness of the heat transfer among ribbed channels,
the Nu/Nu0 of the ribbed channel and the MC-SC was plotted against the Re, and the
results are presented in Figure 9. It is evident that MC-AWTR performed exceptionally
well in comparison to the MC-SC in terms of Nu; the performance of MC-AWTR was three
times superior to MC-SC at Re = 1000. MC-BWTR had a slight increase in Nu compared
to MC-SC: the maximum value of Nu/Nu0 is 1.5 at Re = 1000, half of the MC-AWTR at
the same Re. MC-SWTR performance in terms of Nu ratio was better than MC-BWTR and
slightly lower than MC-AWTR; therefore, this case’s performance was 2.5 times higher
than the MC-SC at Re = 1000. The value of Nu/Nu0 increased smoothly with Reynolds
number except for MC-SWTR in Re > 600. The increase in the value of Nu/Nu0 was higher
with Re and MC-BWTR in Re < 200, where the curve was nearly flat, representing a minor
increase in Nu/Nu0 with Re.

MCHS performed better thermally with the addition of ribs to any wall; however,
the addition of ribs declined the hydrodynamic performance by increasing pressure drop,
which was not required. As a result, there should be a trade-off between thermal improve-
ment and pressure drop, which could be calculated in terms of overall η. The η for trefoil
shaped ribs of different wall configuration MCHS was plotted against the Re number and
is presented in Figure 10. It was clear that MC-SWTR had a higher value of η among
all cases for any Re, although its heat transfer was less than MC-AWTR; however, its Δp
was quite low, making the η high. The η for MC-AWTR was lowest among all cases; the
increase in Nusselt number for this configuration is associated with a higher Δp, making
the value of η the lowest. The value of η for MC-BWTR was higher than MC-AWTR and
lower than MC-SWTR. Figure 10 shows that the value of η for all cases was higher than
one except for MC-AWTR in Re < 200 in which the increase in Nu did not compensate
for the increase in Δp. Moreover, the value of η increased in increment in Re for each

208



Energies 2021, 14, 6764

case, which confirms that the increment in Nu was more significant than the increment
in Δp. The highest η value of 1.6 was attained for MC-SWTR at Re = 1000, whereas the
lowest value of 0.87 was achieved for MC-AWTR at Re = 100. The thermal enhancement for
MC-BWTR and MC-AWTR was almost the same in 700 < Re < 900. The increase in η with
Re for MC-BWTR was nearly uniform throughout. By contrast, MC-SWTR and MC-AWTR
were non-uniform. For MC-AWTR, the η increase was more significant at Re < 700 and less
effective at Re > 700 because the increase in Δp was very high than compared to Nu. For
MC-SWTR in Re > 700 regimes, the increase in η was more rapid with Re, indicating that
the increment in Nu at high Re was more significant than the increment in Δp for sidewall
trefoil ribs.

Figure 9. Comparison of Nusselt number ratio for different wall configurations MCHS.

Figure 10. Comparison of thermal enhancement factor for different wall configurations MCHS.

Figure 11 shows the total Rth for various ribbed channel configurations against Re in a
range of 100–1000. Total Rth demonstrates the capability of the micro-channel to transfer
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heat with given pumping power. The higher the value Rth is, the lower the heat transfer
will be with respect to pumping power. MC-SC had a higher value than any other ribbed
case confirming the evidence based on the η: The performance of each ribbed case was
better than the MC-SC. MC-AWTR had minimum Rth compared to MC-BWTR, which had
maximum values among ribbed channels; however, MC-SWTR had the highest η, and its
Rth was more elevated than MC-AWTR due to the low number of ribs that caused lower
heat transfer for the same power in MC-SWTR.

Figure 11. Comparison of total thermal resistance for different wall configurations MCHS.

4. Conclusions

In this study, the bio-inspired rib shape (trefoil) is used where ribs are added in three
different wall configurations consisting of ribs added to the base wall (BWTR), Sidewall
(SWTR) and (AWTR). The addition of trefoil shaped ribs significantly improved the overall
performance of MCHS. The novelty of this work is due to the unique bio-inspired shape
of the rib, which is basically taken from lungs of human, and the lung’s internal structure
consists of trefoils-like shaped alveoli that are actually involved in the exchange of oxygen
and carbon dioxide.

The present study utilizes the Fluent code to investigate the heat transfer and flow
field of MCHS with trefoil shaped ribs. The trefoil shaped ribs in this study were mounted
to the center of the base wall, sidewall and all walls with a streamline distance of 0.4 mm.
The performance improvement has been calculated in terms of Δp, h, f, Nu, Rth and η for
Reynolds number in the range of Re = 100 to Re = 1000. Based on the results discussed in
the present study, the following significant points are concluded as follows:

• The addition of trefoil ribs to any wall improved heat transfer characteristic (h and
Nu) of MC-SC; the improvement was greater in MC-AWTR followed by MC-SWTR
and minimum for MC-BWTR.

• The addition of ribs to any wall has increased the friction factor and, hence, the
pumping power. This increase is minimum for MC-BWTR and maximum for MC-
AWTR, whereas MC-SWTR is moderate. The addition of ribs improves heat transfer at
the expense of an increase in the friction factor (pumping power), which is quantified
in terms of η. This factor was higher than one in each case, except for MC-AWTR in
100 < Re < 200. The η for the ribbed channel was highest for MC-SWTR followed by
MC-BWTR and lowest for MC-AWTR.

• Although the heat transfer capability of MC-AWTR is superior to others, its overall
performance is inferior, thereby confirming that the heat transfer coefficient is not the
only criteria for modification of MC-SC. On the other hand, the overall heat transfer
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enhancement of MC-SWTR was higher than any other case throughout the study, and
its value was significantly high in Re > 700.

• Moreover, η increases with Re for each case, which confirms that the increment in Nu
with Re is more significant than the increment in Δp. The highest η value of 1.6 is
attained for MC-SWTR at Re = 1000. By contrast, the lowest value of 0.87 was achieved
for MC-AWTR at Re = 100.
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Nomenclature

MCHS Microchannel heat sink
MC-AWTR All wall trefoil ribbed microchannel
MC-AWSR Side wall trefoil ribbed microchannel
MC-AWBR Base wall trefoil ribbed microchannel
Re Reynolds number
Nu Nusselt number
f Friction factor
L Length of the MCHS (mm)
Hch Height of the channel (mm)
Wch Width of the channel (mm)
Dh Hydraulic diameter (mm)
ΔT Temperature difference (K)
Δp Pressure drop (Pa)
qw Wall flux (W/cm2)
Cp Specific heat capacity at constant pressure (J/kg K)
μ Dynamic viscosity (kg/ms)
k Thermal conductivity (W/mK)
ρ Density (kg/m3)
η Thermal enhancement factor
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Abstract: This work evaluates the influence of combining twisted fins in a triple-tube heat exchanger
utilised for latent heat thermal energy storage (LHTES) in three-dimensional numerical simulation
and comparing the outcome with the cases of the straight fins and no fins. The phase change material
(PCM) is in the annulus between the inner and the outer tube, these tubes include a cold fluid that
flows in the counter current path, to solidify the PCM and release the heat storage energy. The
performance of the unit was assessed based on the liquid fraction and temperature profiles as well
as solidification and the energy storage rate. This study aims to find suitable and efficient fins
number and the optimum values of the Re and the inlet temperature of the heat transfer fluid. The
outcomes stated the benefits of using twisted fins related to those cases of straight fins and the no-fins.
The impact of multi-twisted fins was also considered to detect their influences on the solidification
process. The outcomes reveal that the operation of four twisted fins decreased the solidification time
by 12.7% and 22.9% compared with four straight fins and the no-fins cases, respectively. Four twisted
fins improved the discharging rate by 12.4% and 22.8% compared with the cases of four straight
fins and no-fins, respectively. Besides, by reducing the fins’ number from six to four and two, the
solidification time reduces by 11.9% and 25.6%, respectively. The current work shows the impacts of
innovative designs of fins in the LHTES to produce novel inventions for commercialisation, besides
saving the power grid.

Keywords: triple-tube heat exchanger; twisted fin array; phase change material; thermal energy
storage; solidification

1. Introduction

The electrical and power generation equipment’s application generally faces a con-
siderable heat flux [1–3]. The operation of these machines may be thermally affected if
the applicable thermal control measure is absent, causing a failure in the operation pro-
cess [4–6]. Latent heat thermal energy storage (LHTES) could consider as a passive heat
control measure for related thermal applications [7,8]. The phase change material (PCM)
based in the LHTES can hold the temperature at a constant value by releasing or absorbing
heat during the phase change process [9–11]. The simple structure, high and constant
performance, and no extra power spending, make the LHTES appropriate for space ap-
plication [12,13]. Still, a major concern for the LHTES system is PCM’s minimal thermal
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efficiency, which decreases the phase change rate [14–17]. Researchers developed several
techniques to improve the heat transfer rate of such systems, including the expansion of
the heat transfer surface area [18–20], adding micro or nano-sized particles [21–24], using
cascade layer PCM [25], encapsulation techniques [26,27], changing the location of the heat
transfer fluid (HTF) channel [28–30], fins combinations [31–33], conductive foams [34–36],
and using magnetic fields [37,38].

A lot of studies related to enhancing the thermal performance in the solidification
process have been achieved [39]. Tao [40] was the first researcher to investigate the so-
lidification process in cylindrical geometry. He developed a numerical model to predict
interface moving issues during the phase change process. Gortych et al. [41] experimentally
and numerically analysed the discharge process of the PCM located in a horizontal annular
channel. They assumed a constant wall temperature, which is not a real condition, and
they detected a moderate range of the natural convection coefficient. Abdollahzadeh and
Esmaeilpour [42] investigated the thermal energy storage (TES) with a wavy wall, and
nanofluid used as HTF. They found that the configuration of the system and the nanofluid
have great influences on the thermal performance of the system. Shahsavar et al. [43]
examined the effect of the wavy channel combined with the metal foam on the latent
heat system (LHS). They found that the system configuration and the porous medium
have a considerable effect on the thermal performance of the solidification process due to
increasing the heat transfer surface area and enhancing the average thermal conductivity of
the system. Choi and Kim [44] evaluated the circular fins for the discharging improvement
in the LHS. Their work stated that the fins enhance the heat transfer coefficient by 3 times
over the case without fins. Wang et al. [45] numerically studied the solidification process in
a 2-D zigzag shape heat exchanger. Unlike the inlet velocity, they found that the average
velocity of the HTF has a noticeable influence on the thermal performance. Sardari et al. [46]
studied the modification of the LHS using a zigzag configuration. They confirm that the
unit with the zigzag angle of 60◦ accelerated the storage time by 1/3 times over the time of
the case with a 30◦ zigzag angle.

Applying double and triple pipe as the heat exchanger has been widely used in the
TES to steady the effects of various parameters such as fins, temperature, and velocity of
HTF [47,48]. Shokouhmand and Kamkari [49] numerical evaluated the charging process
of the PCM in the double pipe heat exchanger. They stated that the phase change process
is strongly affected by the fins placed in the inner tube. Bazai et al. [50] numerically
studied an elliptical tube implanted in an annulus channel, they investigated the effects
of various aspect ratios and the angular position of the inner ellipse diameters during the
charging process. They found that the maximum charging rate accelerated by 61% and the
system performance improved by 26%. Shahsavar et al. [51] numerically studied the phase
change processes in a wavy double-pipe LHTES unit. They found that the essential time
to charge and discharge the PCM decreases by 29% and 58%, respectively, utilising wavy
tubes compared with the straights. In a separate study, Shahsavar et al. [52] assessed the
efficiency of the phase change process in a wavy double-channel TES system. Increasing the
inlet temperature, average velocity, and wave amplitude increases the performance of the
system. Xu et al. [53,54] examined a horizontal double-pipe TES combined with a porous
medium and optimised the position of the porous injected in the system. They found that
the system with a partially filled foam at the base part has the same effect as the system
with totally filled by the foam with 80% enhancement of the melting rate. Researchers also
applied triple pipe in the TES heat exchanger. Ghalambaz et al. [55] studied the impact
of the fins array in a triple-tube LHTES during the melting process. They found that the
charging rate for the case of utilising four straight fins was 8.3% lower than that compared
with the fins-less case. In two separate works, Mahdi et al. [56,57] studied the performance
of the charging rate of the PCM in a triplex tube system. Li et al. [58] studied the effect of
the metal foam and nanoparticles on the PCM in a triplex tube LHS. The main outcome of
their work was that increasing the loading of nanoparticles or decreasing the porosity of
the porous medium accelerates the phase change rate of the PCM.
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Fins are considered the best technique to solve the issue of the low thermal conductiv-
ity of the PCM and improve the general heat transfer performance in the LHS. Longitudinal,
annular, pin, triangular, radial, array, and tree-like fins are the shapes studied by the re-
searcher [59]. Mat et al. [60] utilised a longitudinal fin in the LHS, and they detected a 58%
reduction in the phase change time at the constant HTF velocity and 86% under a con-
stant inlet temperature of the HTF. Darzi et al. [61] numerically analysed the solidification
process for the PCM in the TES combined with radial fins. They stated that utilising fins
increase the solidification process due to increasing the surface area of the heat transfer,
and this effect diminishes during the melting process due to annihilation of the natural
convection. Pizzolato et al. [62] detected an increase in the melting and solidification
rates by 37% and 15%, respectively, when high conductive fins were implanted in a small
size TES. Yıldız et al. [63] studied the effect of the fins dimensions and structure (using
tree-shaped fins) on the phase change rate, and they found that the rectangular shape has a
stronger influence on the system. Yu et al. [64] studied the performance of the LHS using
tree-shaped fins, they found that using such fins decreases the melting time by 27% and
increases the heat storage rate by 45% than the conventional fins. Rathod and Banerjee [65]
stated that the fins improve the TES with both charging and discharging processes. The
main enhancements were found as 11%, 12%, and 15% with utilising internal, internal with
external, and external triangle fins over the case with longitudinal fins. The rectangular
fins supply an improvement rate of 15% over the triangle fins when the evaluation of the
fins’ configuration is achieved by Abdulateef et al. [66]. Shahsavar et al. [67] examined the
influence of the fins locations in the vertical pipe LHS for the charging and discharging
systems. The time of the melting and solidification reduces by 41% and 10% by using a
uniform fins array compared with the non-uniform array.

Twisted fins have been recently used to improve the heat transfer characteristics
in heat exchangers [68]. Providing a higher heat transfer area in the length unit of the
heat exchanger is the main advantage of twisted-fins implementation in heat exchangers.
Moreover, they generate a swirling flow in the liquid phase, leading to an enhancement
in flow mixing and thermal boundary layer disturbance which in turn increases the heat
transfer [69]. There are limited studies in the literature on the use of twisted-fins array
in latent heat storage systems. Ghalambaz et al. [9,55] studied the twisted-fin array as
an advanced form for increasing the phase change rate of the PCM in the shell-and-tube
unit during the melting process. They stated that in a double-tube heat exchanger after
optimising the geometrical parameters of the fin [9], the use of five twisted fins array
improves the melting rate by 42% and the storage rate by 63% compared with the case
with straight longitudinal fins using similar geometrical parameters. In a triple-tube heat
exchanger, they showed that the use of four twisted fins reduced the melting time and
melting rate by 18% and 25%, respectively, compared with the cases of using the same
number of straight fins and no-fins considering a similar PCM mass.

In this study, three-dimensional numerical modelling of the PCM solidification process
is simulated in a triplex tube LHS combined with twisted fins. The use of twisted fins
along the inner perimeter of the annulus hosting the PCM in the triple-tube heat exchanger
during the solidification is considered a new contribution to the existing literature. Fins
are inserted into the PCM in the centre of the tube and located in a staggered alignment.
According to the above comprehensive review, there is no published study regarding
twisted-fins application in the triple-tube heat exchanger for intensifying the PCM solidifi-
cation. It should be noted that the authors studied a similar geometry in their previous
study [55] during the melting mode of the PCM and in this study, the solidification process
is investigated as the process of heat transfer is different during the solidification compared
with the melting due to natural convection especially for vertical geometries. Different
simulations were run via ANSYS FLUENT 17.0 (Canonsburg, PA, USA) to evaluate the
effectiveness of the innovative design of the fins compared to the base cases of straight fins
and no-fins during the solidification. The main purpose was to find suitable and efficient
fins number and the best values of the mass flow rate and the inlet temperature of the HTF.
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Liquid and temperature contour plots and solidification rates are analysed scientifically to
evaluate the discharge process. The results of this work provide guidelines for the novel
structure of latent heat storage units.

2. Problem Description

A triple-tube LHS system with twisted fins (Figure 1a) was investigated during the
solidification process compared with no-fin and straight fin cases, shown in Figure 1. The
system was positioned vertically, and the PCM region was located in the middle tube. Hot
water with the uniform inlet temperature of 10, 15, and 20 ◦C and Reynolds numbers of
500, 1000, and 1500 passed through the inner and outer tubes using RT35 as the PCM. Note
that the Reynolds number is changed by the variation of inlet velocity of the HTF. The
velocity of the HTF for the Reynolds number of 1000 is 0.055 m/s. The adiabatic outer tube
was chosen to neglect heat loss from the system to the environment. A pressure outlet was
applied for the outlet, and uniform inlet temperature and velocity were employed for the
inlet. For the wall surfaces, the no-slip boundary condition was applied. Note that because
of the advantages of counter-current flow directions for the working fluid to have a higher
melting rate, this method was employed in this study [58]. The inner, middle, and outer
diameters of the system were 20, 42, and 64 mm, respectively. The thickness of the inner
and middle tubes was considered 2 mm, considering copper for the material of the fins and
inner tube. To compare the effect of twisted fins addition with straight fins and no-fin cases,
four copper fins were added to the system which the fins were externally and internally
attached to the inner and the middle tubes, respectively, as shown in Figure 1. Then, a
different number of 2, 4, and 6 fins with twisted configurations were also investigated.
The fin pitch for the case of twisted fins was 3 cm. The initial temperature of the PCM
is considered 50 ◦C. It is worth noting that this work was achieved with analysis of the
numerical results only, and no experiment works were included.

Figure 1. The schematic of the proposed double-tube heat exchanger with twisted fins using: (a) no
fins, (b) straight fins, and (c) twisted fins.

The properties of RT35 as the employed PCM are presented in Table 1.
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Table 1. Thermo-physical properties of RT35 [70].

Property RT35

Specific heat (kJ/kg K) 2
Viscosity (Pa s) 0.023

Heat of fusion (kJ/kg) 170
Liquidus temperature (◦C) 35

Density (kg/m3) 815
Thermal conductivity (W/m K) 0.2

Solidus temperature (◦C) 29
Thermal expansion coefficient (1/K) 0.0006

3. Mathematical Modeling

To calculate the phase change process numerically, the enthalpy–porosity approach
was employed where, in each cell, the porosity and the liquid fraction were considered
equal [71]. The Newtonian free convection flow of melted PCM was generated because of
the buoyancy forces, which were transient and placed in the laminar flow regime because
of the range of fluid velocity in the domain. The Boussinesq approximation was also
employed in the momentum equation because of the small temperature gradient. Thus,
the governing equations were derived based on these assumptions and are as follows
neglecting Viscous dissipation [72]:

∂ρ

∂t
+∇.ρ

→
V = 0 (1)

ρ
∂
→
V
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+ ρ

(→
V.∇

)→
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(
∇2

→
V
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− Am

(1 − λ)2
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)→
g (2)
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ρCp
→
VT
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= −

[
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(
ρ
→
VλL f

)]
+∇(k∇T) (3)

where
→
V, T, λ, and P are the velocity vector, temperature, liquid volume fraction, and

pressure, respectively; while t is time. Tre f and ρre f are the reference temperature and
density. The third term on the right-hand side of Equation (2) represents the momentum
sink for the phase change in the mushy zone [56]. The symbols L f , ρ, Cp, k, μ, Am, and β
are the latent heat of fusion, density, specific heat capacity, thermal conductivity, dynamic
viscosity, mushy, and volume expansion coefficient, respectively.

It is worth mentioning that the volume expansion of the PCM changing from the
solid-state to the liquid-state was neglected, and the mushy zone constant was considered
10−5 based on the validation process and literature [71]. To simulate the flow of the water
in the inner tube, the governing equations were the same as the above equations, ignoring
the additional source of body forces and phase change. The liquid fraction, λ, is introduced
as per Equation (4) [73]:

λ =
ΔH
L f

=

⎧⎪⎨
⎪⎩

0 i f T ≤ TS
(T−TS)
(TL−TS)

i f TS < T < TL

1 i f T ≥ TL

⎫⎪⎬
⎪⎭, (4)

where the subscripts S and L denote the solidus and liquidus states of PCM, and ΔH is the
enthalpy variation during the phase change. The solidification or discharging rate

.
Q is

introduced as per Equation (5) [53]:

.
Q =

Q
tm

=
m
(∫

S CpdT + L f +
∫

L CpdT
)

tm
, (5)
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where tm is the melting time and m is the mass of PCM. The total enthalpy (H) is achieved
as per Equation (6):

H = ΔH + h, (6)

where,

h =
∫ T

Tre f

CpdT + hre f . (7)

A detailed description of the mathematical model can be found in the author’s previ-
ous work [71].

4. Numerical Process

ANSYS computational fluid dynamic software (FLUENT) was employed to solve
the problem using the SIMPLE algorithm for the pressure–velocity coupling scheme. The
QUICK scheme was used to discretise the terms of the derivatives in the momentum
and energy equations, while the PRESTO scheme was used for the continuity equation.
For different equations governed, 10−6 was used as the convergence criteria. The grid
independence analysis was performed before the main simulations considering different
mesh and time-step sizes to determine the results independent from the grid number and
the time step size. The grid independence test was performed using different cell numbers
of 2,302,000, 2,357,000, and 2,451,000 for the case with six twisted fins shown in Figure 1c.
The melting time was considered as the criteria to find the mesh independent from the
number of cells. The melting time for the system with different cell numbers of 2,302,000,
2,357,000, and 2,451,000 are 2004, 2083, and 2098 s, respectively. The results showed that for
the case of twisted f0.33inned triple-tube with six fins, 2,357,000 cells were enough to have
independent results from the number of grids tested. The difference between the melting
times for the cases with 2,357,000 and 2,451,000 cells is less than 0.3%. Different time step
sizes of 0.1, 0.2, and 0.4 s are studied to find the results independent from the size of the
time step. The results showed similar melting times for different sizes of time step, and
therefore, the size of the time step was also selected equal to 0.2 s. The configuration of the
final mesh is shown in Figure 2.

 
Figure 2. The configuration of the mesh after grid independence analysis.

The numerical model is verified using the experimental and numerical results of Mat
et al. [60], where the effect of fins attached to both outer and inner surfaces of the tubes in
the PCM zone (RT58) in a double-tube LHSHE unit was studied. In this study, constant wall
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temperature was implemented for the walls of the heat exchanger. As seen from Figure 3,
the presented results are in line with the experimental data as well as numerical results
for the temperature and numerical data for the melt fraction of Mat et al. [60]. It should
be noted that the study of Mat et el. has been used in various studies in the literature to
validate different codes.

 
Figure 3. Verification of the numerical model.

5. Results and Discussion

Several simulation tests have been conducted in order to assess the potential of twisted
fins on intensifying the solidification rate of paraffin (RT35) in the vertical TES triple-tube
system. Three cases with no fins, straight fins, and twisted fins, are dealt with in this
study. There are two, four, and six fins involved in the case of twisted fins. The total mass
of PCM is fixed at 0.335 kg, which is equal to the mass of the PCM in the case without
any fins, in all of these cases to enable making meaningful performance comparisons. It
should be noted that including a denser material of the enhancer (fins) does help faster
rates of solidification but also impact the mass/volume of PCM being occupied in the TES
unit. Therefore, the storage capacity of the system is negatively affected. To reveal the
impact of twisted fins on the system’s thermal response, the present results were studied
in terms of the liquid-fraction contours, isothermal contour distribution, and temporal
fluid-fraction profiles. In any of these cases, it was supposed that the scenario to achieve
the total solidification started when the PCM at an initial temperature (Tint = 305 K) was
above the PCM liquidus temperature (Ts = 302 K) while the HTF (water) circulating at a
lower temperature (THTF = 323 K). This supports the formation of a solidifying layer next
to the thermally-active walls so that the PCM molecules near the cooling walls initiate the
solidifying phase earlier than the other PCM parts. Over time the layers grow progressively
to intrude the entire PCM domain when additional amounts of heat are removed by the
heat-transfer fluid (HTF) flowing outside. The presence of twisted or straight fins serves as
an extra promoter for better heat communication between the HTF and PCM so that faster
heat removal rates from the PCM are achieved, as seen in the next sections. It would be
worthy to mention that achieving a faster time response for heat removal in actual TES
application is a critical part to consider when designing a TES system. It indicates the TES
system’s ability to achieve a continuous and stable operation of the energy recovery [74]. If
the system fails to timely respond to the energy discharging duties on the PCM side, this
causes delays in attaining the cyclic solidification within the time limit, and consequently,
a failure of the system’s design becomes more probable.
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5.1. Evolution of the Temperature Field

Isotherm evolution for the three cases of no fins, straight fins, and twisted fins con-
sidered in this study over the three-time spans of solidification 600, 1200, and 1800 s are
shown in Figure 4. During the initial span (t ≤ 600 s), the isotherms of low temperatures
around 290 K (the blue zones) seem to be the dominant group over the entire cavity in all
examined cases. This is attributed to the fact that a major part of PCM is still liquid during
this duration, and so, not much influence of solidification can be seen. Therefore, the
isotherms seem similar between and close to the fin ligaments. During the subsequent span
(600 < t ≤ 1200 s), the isotherms of high temperatures above 305 K (the red zones) slightly
start to shrink throughout the entire domain, particularly in the cases with fins. By this time,
the cooling effect of the heat-transfer fluid (HTF) on the PCM becomes more effective so that
the solidifying layer increases in size to occupy the whole domain. Moreover, the existence
of fins further supports the heat communication between the PCM and the HTF, as the
existence of fins allows for better heat removal from the PCM domain. Comparing the cases
with fins to the base case of no fins suggests a larger shrink in the layer of isotherms with
high temperatures (the red zone), particularly when moving downward. This implies that
there is little influencing role of convection compared to the role of conduction in the case
of fins, particularly in the upper portion of the domain. During the final span (t ≥ 1800 s),
the isotherms seem to be more uniform and consistent in shape than in previous durations,
particularly in the lower portion of the domain. This would be due to the dominating
role of heat conduction in this region, which helps earlier completion of the solidification
process. Indeed, the existence of twisted fins further supports the role of heat conduction
due to its curving structure, which limits the role of natural convection, and the relatively
larger heat transfer area, which assists the overall heat transfer process.

 

 
No fins 4 fins- straight 4 fins- twisted 

600 s 

   
Figure 4. Cont.
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1200 s 

   

1800 s 

Figure 4. Evolution of temperature field for the cases of no fins, straight fins, and twisted fins at
different time spans of solidification progress.

Figure 5 compares the temperature field of the cases with two, four, and six twisted
fins over three different time spans of the solidification evolution. Not a big difference in
the distribution of isotherms can be noticed as the number of fins increases during the early
duration (t ≤ 600 s) as a major part of PCM is not yet solidified. However, as time proceeds
to t ≥ 1200 s, the size of solidifying layer increases due to the enhanced heat removal from
the PCM with the existence of a higher number of fins. The effect of increasing the number
of fins seems to be more noticeable in the lower portion of the domain. The movement of
liquid PCM in the vertical TES units is typically governed by the dominance of gravity
effect over the buoyancy effect, which after all results in a larger temperature gradient
throughout the domain. This is why the PCM at the bottom within the case of six fins is
early terminated solidification and appeared completely blue clearer than that in other
cases, as shown in Figure 5 (t = 1800 s).
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2 fins 4 fins 6 fins 

600 s 

   

1200 s 

1800 s 

   

Figure 5. Evolution of temperature field for the three different cases of twisted fins at different time
spans of solidification progress.
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The effects of adding straight and twisted fins on the average temperature of the PCM
over different time spans are shown in Figure 6. Adding fins typically provides better heat
removal from the PCM as fins work as direct passageways for heat communication between
the PCM and the cooling walls. However, the data from Figure 6 indicate that applying
twisted fins serves better for lowering the PCM temperature so that higher solidifying
rates can be obtained. Figure 7 compares the effects of using different numbers of twisted
fins on the time histories of PCM temperature during solidification mode. It can be seen
that increasing the number of fins does not introduce a significant difference at the early
stage (i.e., for t ≤ 500 s) of solidification. However, as time progresses, the difference in
the behavior curves of the average temperature becomes more noticeable as the number of
fins is changed. The average temperature declines to its minimum value within a shorter
time when the number of fins is doubled from two to four and six fins. Therefore, faster
heat discharge rates from the PCM can be produced by increasing the number of installed
twisted fins.

 
Figure 6. Time history of average temperature for the cases of no fins, straight fins, and twisted fins.

 
Figure 7. Time history of average temperature for the three different cases of twisted fins.
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5.2. Evaluation of Velocity Distribution

In addition to the significant effect of fins on the melting rate through the conduction
heat transfer, twisted fins can be effective on the natural convection effect in the storage
system. Figure 8 displays the z-velocity in the middle cross-section of the system for
different studied cases. As shown, higher velocities can be seen in the systems with twisted
fins showing the higher effect of natural convection in the domain. It should be noted that
the direction of the twisted fins is along with the gravity direction which can be helpful in
boosting the buoyancy effect in the domain. In other words, the twisted fins do not prevent
the circulation of melted PCM in the domain due to the twisted shape of the fins.

 

 
Without fins 4 fins 4 fins twisted

1200 s 
   

2 fins 6 fins 

Figure 8. Evolution of z-velocity field for different studied cases at the time of 1200 s.

5.3. Evolution of the Liquid-Fraction Field

The liquid-fraction contours, including the solidifying fronts (shown in light green),
are illustrated in Figure 9 for the cases of no fins, straight fins, and twisted fins at five
different vertical positions within time spans of 600, 1200, and 1800 s of solidification.
During the early time span (t ≤ 600 s) and where no fins are present, the solidifying fronts
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(shown by light green) take almost the shape of uniform circles that are identical along the
vertical direction. However, the addition of fins, particularly twisted fins, results in the
formation of relatively bigger solidifying layers (blue areas) adjacent to and surrounding
the fins, as seen in Figure 9. The fronts typically do not move away from one another
because only thin solid layers can be formed during this time range. Moving to the
next time span (600 < t ≤ 1200 s), the shapes of solidifying fronts get further deformed,
particularly in cases when fins are present, due to the higher rates of heat removal at
the cooling walls. The size of the solidifying layers (blue zones) appears to be gradually
increased towards the bottom as can be seen in Figure 9 (t = 1200 s). This is due to the
stronger role of convection in the upper portion of the domain compared to that in the
lower portion. The solidifying layer better increases in size in the case of twisted fins as
the major space turns blue. In the case of twisted fins, a more important role is noticed for
natural convection with more deformation in the shape of the solidifying front. The reason
is that the flow-resistant forces generated due to the flow-promoting structure of twisted
fins are superior compared to that in straight fins. During the last time span (t ≥ 1800 s),
the liquid-fraction field shows fully solidified zones in the lower portion of the domain due
to the minimal convection role in this part, while solidification is slightly delayed in the
upper portion due to the stronger local convection. On the effects of fins, the results show
that the size of the solid layer increases as the fins (twisted or straight) are added. However,
the effect of twisted fins is more noticeable as the size of the solidifying layer is larger, as
can be seen by comparing the liquid-fraction field between the three cases considered in
Figure 9 (t = 1800 s). Thus, applying twisted fins while keeping the total mass of PCM
constant leads to faster evolution of solidifying frons than that when applying straight fins.

 

 
No fins 4 fins- straight 4 fins- twisted 

600 s 

   

Figure 9. Cont.
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1200 s 

   

1800 s 

   
Figure 9. Evolution of liquid-fraction field for the cases of no fins, straight fins, and twisted fins at
different time spans of solidification progress.

Figure 10 compares the liquid-fraction field of the cases with two, four, and six twisted
fins over three different time spans of the solidification evolution. A noticeable deformation
in the shape of solidifying fronts can be observed as the number of fins increases due to the
enhanced heat removal from the PCM with increasing the number of fins. The size of the
solidifying layers (blue zones) appears to be gradually increased towards the bottom as
can be seen in Figure 10 (t = 1800 s). The solidification is observed to be earlier completed
in the lower parts of the vertical TES unit, indicating a strong conduction involvement in
this area. A little delay occurs in all cases of twisted fins in the upper parts of the domain.
The existence of fins impacts the buoyant flow of liquid PCMs in these parts so that only
minor involvement of the convection is expected in the heat transfer process. Increasing
the number of twisted fins from two to six greatly aids the solidification process at the
upper parts of the domain. The twisted fins technically improve heat transport so that the
solidifying front appears to travel quicker in two ways. First, their enormous surface area
aids for superior heat transfer by conduction between the various portions of the PCM.
Second, the twisted structure of fins allows for higher flow-resistant forces so that only a
minor role can be played by natural convection.
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 2 fins 4 fins 6 fins 

600 s 

   

1200 s 

   

1800 s 

   
Figure 10. Evolution of liquid-fraction field for the three different cases of twisted fins at different
time spans of solidification progress.
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The temporal evolution of the liquid fraction throughout the PCM solidification mode
has been also tracked to better evaluate the potential of solidification enhancement when
twisted fins are applied. Figure 11 compares the liquid-fraction evolution history for the
three cases of no fins, straight fins, and twisted fins. The TES system in the three cases is
designed to carry out the same PCM mass (m = 0.335 kg). Data from the figure indicate that
the case with twisted fins provides the best potential for solidification enhancement among
the cases considered. Table 2 shows that the case with four twisted fins can reduce the
solidifying time from 2739 s in the base case of no fins to only 2229 s so that a time saving of
about 20% is achieved. In addition, twisted fins can cut solidifying time from 2512 s in the
case of straight fins to 2229 s, saving roughly 8% of the entire solidifying time. Regarding
the discharge rate, data from Table 2 imply that applying twisted fins can remove heat
from PCM at the rate of 34.25 W while applying straight fins would remove 30.45 W of
heat compared to only 27.87 W in the base case of no fins. This results in an increase in the
heat discharge rate of around 29% and 10%, respectively, when compared to the reference
case of applying no fins.

Figure 11. Temporal evolution of the PCM liquid fraction with straight and twisted fins.

Table 2. The improvement in solidifying time and discharging rate due to the inclusion of straight
and twisted fins.

Fins Solidifying Time (s) Discharging Rate (W)

No fins 2739 27.87
Straight fins 2512 30.45

Four twisted fins 2229 34.25

The time histories for liquid-fraction evolution in the cases of two, four, and six twisted
fins are compared in Figure 12. As seen in the figure, applying six twisted fins leads to the
greatest possible reduction in solidifying time. Based on the data obtained for the number
of fins considered, the solidifying rate generally increases as the number of twisted fins
increases. The time data from Table 3 reveals that the TES system design with four and
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six twisted fins do require 2229 and 1922 s, respectively, to reach the status of complete
solidification of PCM. This implies that an 11 to 20 % reduction in solidifying time is
possible when doubling the number of twisted fins in use from two to four or six fins,
respectively. Data from Table 3 also reveal that applying twisted fins can improve the heat
discharge rate from 30.45 W to 34.25 W and 38.20 W when the number of twisted fins in
use increases from two to four or six fins, respectively. This results in an increase in the
heat discharge rate of around 13% to 26%, respectively.

Figure 12. Temporal evolution of the PCM liquid fraction with different numbers of twisted fins.

Table 3. The improvement in solidifying time and discharging rate due to the inclusion of different
twisted fins.

Fins Solidifying Time (s) Discharging Rate (W)

2 fins 2502 30.45
4 fins 2229 34.25
6 fins 1992 38.20

To have a non-dimensional analysis, the dimension less time is defined as follows:

τ =
tα
D

(8)

where D is the hydraulic diameter of the PCM container equals 0.02 m. It should be noted
that the mass of the PCM is considered constant in all the studied cases. Table 4 presents
the dimensionless solidification time for different studied cases. The use of six fins results
in the lower non-dimensional solidification time which is almost 27.3% less than that for
the case without fins.

Table 4. Dimensionless solidification time for different studied cases.

No-Fins Straight Fins 2 Fins 4 Fins 6 Fins

Dimensionless time 0.016804 0.015411 0.01535 0.013675 0.012221
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5.4. Impact of HTF Reynolds Number on Solidification of a PCM with Twisted Fins

Different flow rates of the HTF that are corresponding to Reynolds number values of
500, 1000, and 1500 are examined in terms of liquid-fraction profile and average temperature
profile in Figure 13a,b, respectively. The data from Figure 13a indicate that a shorter
solidifying time is needed when a higher Reynolds number of the HTF are used. This is
due to the fact that higher Reynolds numbers inspire a greater convective heat transfer
coefficient at the thermally-active walls so that greater heat removal rates from the PCM
are achieved during solidification. The corresponding data in Figure 13b show that almost
lower values of the average PCM temperature can be recorded when higher Reynolds
numbers of the HTF are used. This also implies that a better cooling effect can be done on
the PCM side when HTF with a higher Reynolds number is used. The PCM with twisted
fins takes around 2100 s to complete the solidification at Re = 500, but only 1980 and 1850 s
at Re = 1000 and 1500, respectively. Therefore, when the HTF Reynolds number is increased
from 500 to 1000 and 1500, the total solidification time can be saved by around 5% and 12%,
respectively.

  
(a) (b) 

Figure 13. Evolution of the PCM liquid-fraction and average temperature profiles at three different
Reynolds numbers of the HTF. (a) Liquid-fraction profile, (b) Average PCM temperature profile.

5.5. Impact of HTF Temperature on Solidification of a PCM with Twisted Fins

Figure 14 shows the impact of varying the HTF temperature on the time-wise evolu-
tion of the PCM liquid fraction and average temperature, respectively for THTF = 10, 15,
and 20 ◦C. As can be seen in this figure the values of liquid fraction and average PCM
temperature decreases as the HTF temperature increases. In other words, lowering the
HTF temperature promotes a greater cooling impact on the PCM side. This is basically
due to the fact that utilising a cooler HTF allows for a quicker solidification rate of PCM.
This trend appears to be increasingly pronounced as the process approaches the point of
solidification completion. As explained earlier, the contribution of conduction in the heat
removal process from the PCM becomes more effective and controlling within the final
period (t ≥ 1800 s) of solidification. Data from the figure shows that a PCM with twisted
fins takes around 2700 s to complete the solidification at THTF = 20, but only 2100 and 1650 s
at THTF = 15 and 10 ◦C, respectively. Therefore, when the HTF temperature is decreased
from 20 to 15 and 10 ◦C, the total solidification time can be saved by around 28% and 40%,
respectively.
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(a) (b) 

Figure 14. Evolution of PCM liquid-fraction and average temperature profiles at three different
temperatures of HTF. (a) Liquid-fraction profile, (b) Average PCM temperature profile.

6. Conclusions

A combination of twisted fins with a triple-tube thermal energy storage system was
explored and assessed in the three-dimensional modeling during the solidification process.
This work involved the influence of planting the twisted fins compared with the cases
of straight fins and no-fins. The effects of the inserted fins’ number, inlet temperature,
and the flow rate (represented with the Re) of the heat transfer fluid were evaluated.
The PCM was located between the inner and the outer tubes, which include the heat
transfer fluid flows in an opposite direction as the best technique for releasing heat from
the PCM. The performance of the unit was evaluated by analysing the reduction of the
liquid fraction and the thermal profile, as well as the solidification time and discharge rate.
The outcomes specify the benefits of combining the twisted fins with the TES. The results
reveal that the utilizing of four twisted fins reduced the solidification time by 12.7% and
22.9% compared with four straight fins and the no-fins cases (assuming the same mass of
the PCM), respectively. Likewise, applying four twisted fins enhanced the discharging rate
compared with four straight fins and the no-fins. Increasing the number of fins from two to
four and six, the solidification time reduces by 11.9% and 25.6%, respectively. Adding fins
enhances the thermal removal from the PCM as fins work as direct passageways for heat
communication between the PCM and the cooling walls. The solidification rate increases
with increasing the Reynolds number (Re); When the Re of the HTF is increased from 500
to 1000 and 1500, the solidification time is reduced by 5% and 12%, respectively. Further,
the solidification rate increase with decreasing the heat transfer fluid temperature; when
the HTF temperature is reduced from 20 to 15 and 10 ◦C, the discharge time decreased
by 28% and 40%, respectively. This work offers an innovative design for adding fins to
improve the thermal efficiency of the LHTES units.
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Nomenclature

Nomenclature

Am The mushy zone constant
C Inertial coefficient
Cp PCM specific heat (J/kgK)
D Hydrolic diameter (m)
g Gravitational acceleration (m/s2)
K thermal conductivity (W/mK)
L Latent heat of fusion (J/kg)
m PCM mass (kg)
P Pressure (Pa)
.

Q Solidification rate (J)
tm solidification time (s)
T Temperature (K)
Tm Melting point temperature (K)
ui Velocity component (m/s)
→
V Velocity vector (m/s)

Greek symbols

β Thermal expansion coefficient (1/K)
λ Liquid fraction
α Thermal diffusivity (m2/s)
μ Dynamic viscosity (kg/ms)
ρ Density (kg/m3)
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Abstract: An effective way to enhance the heat transfer in mini and micro electronic devices is to
use different shapes of micro-channels containing vortex generators (VGs). This attracts researchers
due to the reduced volume of the electronic micro-chips and increase in the heat generated from
the devices. Another way to enhance the heat transfer is using nanofluids, which are considered to
have great potential for heat transfer enhancement and are highly suited to application in practical
heat transfer processes. Recently, several important studies have been carried out to understand and
explain the causes of the enhancement or control of heat transfer using nanofluids. The main aim
upon which the present work is based is to give a comprehensive review on the research progress on
the heat transfer and fluid flow characteristics of nanofluids for both single- and two- phase models
in different types of micro-channels. Both experimental and numerical studies have been reviewed
for traditional and nanofluids in different types and shapes of micro-channels with vortex generators.
It was found that the optimization of heat transfer enhancement should consider the pumping power
reduction when evaluating the improvement of heat transfer.

Keywords: heat transfer; nanofluids advantages and disadvantages; thermal hydraulic performance;
vortex generators; micro-channel

1. Introduction

Since 1931, researchers have explored ways to manage the heat flux generated from
electrical devices and offer better heat transfer rates using different approaches to enhance
the heat transfer in mini and micro cooling systems [1].

Nowadays, the impact of heat transfer and fluid flow have become more interesting
and challenging simultaneously due to rapid developments in electronic and electrical
devices and systems which become increasingly small in size, light in weight but high in
heat transfer dissipation demands. Therefore, enhancing the heat transfer in such systems
has been a strong motivation for this current research [2].

A possible and most effective approaches to enhance the heat transfer is the design
of a heat sink; the most popular heat sink used in air-cooled systems is a plate-fin heat
sink (PFHS) because of its simplicity to manufacture. Many investigations of PFHSs have
studied and optimized the fins’ height, thickness, and separation, yielding predictions of
heat transfer and entropy [3–6]. Other designs such as pinned heat sinks (PHSs) have also
been considered in both inline and staggered arrangements to enhance the heat transfer
rate [7]. They can take several shapes such as rectangular, square, circular, elliptical, NACA
and drop form [1,8–11]. The key components in the cooling of computer systems, and many
other applications such as air conditioning are heat exchangers and heat sinks [12–15].
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Based on the working fluid, heat exchangers are generally classified as gas, liquid, or a
combination. Some examples of heat exchangers are shown in Figure 1. Many studies
have shown that the liquid heat exchangers and heat sinks systems had great potential
for enhancing the heat transfer compared to gas systems based on some of their thermal
properties, which is higher in the liquid than in the gas [16,17].

Figure 1. Heat exchanger classification (a) plain rectangular fins: (b) offset strip fins, (c) louvered fins
(d) wavy fins.

Continuing developments in electronic and electrical devices and the increased heat
density associated with miniaturization mean that the thermal management of high heat
fluxes remains an active area of research [18].

However, another approach to improve the heat performance of the cooling systems
is to improve the thermo-physical properties of the coolants—for example, by developing
nanofluids [14,19–21], which have used widely in industry and studied extensively for
their impact on the environment [22–24]. Alternatively, the geometry of the heat sinks
can be adapted to improve heat transfer—for example, by modifying the pins in PHSs
or the channels in PFHSs. One very successful approach for air applications is the use of
micro-channels. Note that the micro-channels first appeared in 1981 [25].

Many ways by which the heat transfer might be enhanced, such as suggestions of new
designs of the geometry and/or advanced fluids, can be used [26]. Various geometries have
been designed to achieve a high performance of heat transfer using an extended surface
area [27,28].

Many experimental and numerical studies have investigated the heat transfer and fluid
flow performance of various modified geometries such as micro-channels with grooves
and ribs [29–32]. The effect of vortex generators (VGs) on heat transfer and fluid flow
characteristics were investigated experimentally in 1969 [33].

In addition to the surface area enhancement, vortex generators can be considered
as a geometry improvement, which creates secondary flows that can enhance the heat
transfer [34,35].

In the revolution of advanced manufacturing processes, VGs can take up various
forms such as protrusions, wings, inclined blocks, winglets, fins, and ribs [2,36], and have
been used to enhance heat transfer in different geometries such as circular and non-circular
ducts under turbulent flow [34,37,38]. They have also been used in laminar flow, with flat
plate-fins in rectangular channels [37–39], tube heat exchangers [40], heat sinks [41,42], and
rectangular narrow channels [43,44], as shown in Figure 1.

One of the promising systems by which high-performance heat rejection can be
achieved is micro- and mini-scale systems, such as micro-channel heat exchangers and
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heat sinks [12,15,45–47]. They are different from traditional channels and can be clas-
sified according to their associated hydraulic diameters, Dh, [48–50]. The classification
of the channel according to Mehendale et al. [49] is that the conventional channels with
Dh > 6 mm, compact Passages 1 mm< Dh ≤ 6 mm, meso-channels 100 mm< Dh ≤ 1 mm,
and micro-channels 1 μm < Dh ≤ 100 μm. while Kandlikar and Grande [50] had another
classification of the channel, the that the conventional channels with Dh > 3 mm, mini
channel 1 mm< Dh ≤ 3 mm, micro-channels 10 μm < Dh ≤ 200 μm, transitional channels
0.1 mm< Dh ≤ 10 mm, and the Molecular nanochannels with the Dh ≤ 0.1 μm.

On the other hand, using advanced fluids instead of traditional fluids (e.g., air and
water) has become common and effective. It can be a combination of two fluids like mixing
water and glycerin [51], or it can be a suspension of particles in a liquid, which is well
known as a nanofluid [52]. Recently, the use of nanofluids has been applied to manage the
heat transfer in batteries [53–56].

In this article, a comprehensive review has been conducted to focus on heat transfer
performance with different modifications of both the fluid and geometry. Furthermore,
the influence of evaluating heat transfer enhancement together with the pressure penalty
resulted from the modifications of the geometry and the fluid. This review paper is
divided into three main sections that consider straight micro-channels, vortex generators,
and nanofluids.

2. Uniform Micro-Channels

This section provides an idea of the investigations that have been carried out on a
uniform channel. It is divided into two sections: single-phase flow and two-phase flow.

2.1. Single Phase Flow

A numerical investigation of various shapes of rectangular micro-channels with the
range of width 44–56 μm, height 287–320 μm, and length 10 mm was conducted by
Shkarah et al. [57]. The materials used were aluminum, silicon, and graphene. Differ-
ent values of volumetric flow rate and heat flux with fully developed laminar flow of
water were utilized. The results showed that the thermal resistance was reduced by us-
ing graphene in the micro-channel. However, the findings have not yet been confirmed
experimentally and the numerical method considered the thermo-physical properties of
the materials as non-temperature-dependent, which may affect the results when compared
to the experimental setup.

Laminar flow of deionized water in a copper rectangular micro-channel with a hy-
draulic diameter ranging from 200 to 364 μm and with a length of 120 mm was numerically
studied by Lee et al. [58]. The finite volume method was implemented to determine the
Nusselt number at various aspect ratios. The study presented the distribution of local and
average Nusselt numbers as a function of non-dimensional axial distance. The researchers
proposed correlations which helped to enhance the heat transfer. The proposed correlations
considered the entrance length effect on heat transfer rate and were in very good agreement
with previous experimental studies. It was found that the new correlation was applicable
for thermally developed flow for local and average Nusselt number under laminar flow.

Mansoor et al. [59] performed three-dimensional simulations of a rectangular micro-
channel using single-phase laminar flow (Re ranged from 500 to 2000) of deionized water
as a working fluid. A heat flux of 130 W/cm2 was considered to investigate the thermal
characteristics in a copper micro-channel. The study used FLUENT commercial software,
(New York, NY, USA) and the results were compared with previous numerical and experi-
mental works, showing good agreement. It was found that the heat transfer coefficient was
decreased as the heat flux increased. In addition, a high Reynolds number and heat flux
led to a transition from single- to two-phase flow, while there was no transition when the
heat flux was less than 100 W/cm2.

An experimental study of a copper rectangular micro-channel with a hydraulic diame-
ter in the range of 318–903 μm and length of 24.5 mm was conducted by Lee et al. [60], using

239



Energies 2022, 15, 1245

deionized water as a working fluid. The study used laminar and turbulent flows, with the
Reynolds number ranging from 300 to 3500 to investigate the heat transfer and fluid flow
regimes using single-phase flow. The results showed that heat transfer was increased as the
channel size decreased. However, decreasing the dimensions of the rectangular channel
requires more pumping power resulting from an increase in the associated pressure drop.

Deng et al. [61] compared a traditional rectangular cross-section copper micro-channel
with an omega shape micro-channel heat sinks of the same hydraulic diameter with ethanol
and deionized water as two-phase boiling flow, as shown in Figure 2. The results showed
that water is better than ethanol in both micro-channel types. Moreover, using the omega
micro-channel decreased the pressure drop compared to the conventional rectangular micro-
channel.

Figure 2. Micro-channel omega shape in mm [61] © Elsevier, 2015.

Micro-channels can be used not only with liquid but also with gas as a working
fluid; Balaj et al. [62] studied the influence of shear stress in micro- and nano-channels
using constant wall heat flux. The simulation model used the direct-simulation Monte
Carlo method. It was found that there is a sensible effect of the magnitude of viscous
dissipation on heat and flow performance; therefore, it should be considered in heat
transfer predictions. The study also showed that the heat transfer is significantly enhanced
when the heating condition is applied, while the heat transfer is decreased while utilizing
the cooling condition.

Xia et al. [63] numerically studied the heat transfer and fluid flow characteristics of a
liquid-cooled heat sink with three different inlet and outlet locations named c, I, and z, and
different header shapes that feed the micro-channels, as shown in Figure 3. The traditional
shape of a rectangular micro-channel was compared with a triangular shape. The results
showed that the best geometry is rectangular and the best location of the inflow regime was
I, then c, then z. Additionally, the results showed that better heat transfer characteristics
were achieved with the rectangular header shape. However, the results showed that using
the position shown in Figure 3c was the best design when using a volume flow rate of
150 mL/min. This can be attributed to the velocity uniformity compared to the trapezoidal
and triangular shapes.

Heat transfer can be enhanced by applying a magnetic field on water-based Fe3O4,
as indicated by the study by Ghasemian et al. [64]. They investigated the heat transfer
characteristics of a rectangular channel with a width of 0.2 cm and length of 2 cm subjected
to constant and variable magnetic fields under laminar flow. The finite volume method
was used to solve the governing equations and two-phase mixture flow was implemented
in the study. The results showed that three parameters enhanced the heat transfer, namely
frequency and locations (a, b) of magnetic fields, as shown in Figure 4. Noticeable en-
hancement of heat transfer appeared at fully developed flow, especially when applying the
magnetic field. Moreover, it was found that using an alternating magnetic field was better
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than a constant one by approximately 1.6 times. Using an alternating magnetic field acts as
a vortex generator to frequently disturb the fluid.

Figure 3. Different inlet and outlet positions and header shapes of micro-channel heat sinks [63] ©
Elsevier, 2015. (a) C-type; (b) Z-type; (c) I-type; (d) rectangular; (e) trapezoidal; (f) triangular.

Figure 4. Magnetic field distribution to enhance the heat transfer [64] © Elsevier, 2015.

A review of numerical and experimental investigations focusing on the heat transfer
and air-side flow using a fin and tube heat exchanger was presented by Pongsoi et al. [65].
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The study summarizes a significant effect such as tube arrangement, operating conditions,
and fin configurations. More than 35 articles related to heat exchangers were considered,
representing the experimental studies from the very early period. The study used geometry
design by comparing circular and spiral fins. It concluded that 57% of the heat exchangers
used a spiral fin; thus, the recommendation of the investigation was to use a spiral fin
instead of a circular fin in heat exchangers. Moreover, Pan et al. [66] presented the effect of
different inlet distribution manifold for different widths of rectangular micro-channels. The
investigation considered different dimensions of the inlet design of a Z-shape to examine
the effect of inlet distribution and the width of the channel on optimal design of a micro-
channel. The results showed that the width of the channel had a significant influence on
the optimization results.

Another review of micro- and mini-channel geometries is that of Dixit and Ghosh [48].
The study illustrated previous work in a single-phase flow with heat exchangers and heat
sinks in various types of flow such as laminar, turbulent, developing flows, and fully devel-
oped flow. It also presented the heat transfer performance such as convective heat transfer
under the condition of constant wall temperature and constant heat flux. The application
and fabrication of micro- and nano-scales were also adopted in this investigation. It was
concluded that it is still difficult to produce channels of micro-size due to manufacturing
limitations; however, micro-channels can be produced as parts, but it is still not easy to
combine the parts to produce micro-channels. Many issues can be found when producing
micro-channels from parts such as the accuracy of having equal distance between channels.
Moreover, the reliability of the glue for a specific application, the conductivity of the glue
used to combine the parts, and avoiding having a layer of the glue might influence the heat
transfer performance.

A numerical and experimental investigation of heat transfer and fluid flow perfor-
mances in a bronze rectangular micro-channel with dimensions of 1 and 0.3 mm was
presented by Gamrat et al. [67]. Water as a working fluid with a Reynolds number in
the range of 200–3000 was considered to investigate the mixed convective heat transfer
performance. The results of the numerical study showed that there was no sensible in-
fluence on the Nusselt number when the channel dimension changed from 1 to 0.1 mm.
Due to the limitation of the experimental measurement, the impact of this change has not
been measured.

Laminar flow in different rectangular copper micro-channels with a width and height
231 μm and 713 μm, respectively, was studied experimentally and numerically by Qu
and Mudawar [68]. Deionized water at a Reynolds number in the range of 139–1672 was
considered as the working fluid. Two heat flux values (100 and 200 W/cm2) were applied
on the bottom wall to investigate the fluid flow and heat transfer performance. It was
found that the outlet temperature of the fluid decreased at a high Reynolds number while
the pressure drop increased. It was also found that there was not much difference in
temperature at the top wall of the micro-channels; therefore, it can be considered as an
adiabatic wall.

However, most recent numerical studies considered the top wall (the wall which is
opposite the wall where heat flux was applied to) as an adiabatic wall. This is because the
low heat transfer at the top wall might transfer from the walls by conduction and the fluid
by convection, especially when using a plastic top wall.

2.2. Two-Phase Flow

A considerable number of studies have been carried out on the design of micro-
channels using two-phase models, as can be seen in the following paragraphs.

An experimental investigation of the heat transfer performance was conducted by
Hsu et al. [69] using different orientations of copper rectangular micro-channels with a
hydraulic diameter of 440 μm, heat flux of 25 kW/m2, and mass flux of 100 and 200 kg/m2s.
Two-phase boiling flow and HFE-7100 as a working fluid was considered. The setup
investigated the effect of the inclination from the horizontal to the vertical position on
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boiling heat transfer. It was found that the heat transfer coefficient rose with the vapor
quality and peaked when it reached 0.6 for the upward position.

Suwankamnerd and Wongwises [70] studied two-phase air–water flows in a copper
rectangular micro-channel having 267 μm hydraulic diameter with low Reynolds number.
The setup used a separate flow model as well as a homogeneous flow model to estimate the
pressure drop using the Friedrel correlation, which is used to measure the pressure drop in
two-phase flow. The investigation showed enhancement in the Nusselt number of 120%
compared to single-phase flow.

In addition, Mirmanto [71] studied the heat transfer coefficient in various dimensions
of a single copper rectangular micro-channel with a horizontal position. Boiling deionized
water at 98 ◦C at the inlet as a working fluid, 125 kPa as inlet pressure, 800 kg/m2 of mass
flux, and various values of heat flux were used in this study. The results showed that there
was good agreement between the experimental measurements and the numerical simula-
tion, especially in the pressure gradient. It was effective at the low pressure generated. At
fixed heat and mass flux, it was found that the heat transfer coefficient went down with
the quality in the smallest hydraulic diameter, while it was increased significantly with the
other diameters.

Konishi et al. [72] studied the effect of boiling flow on flow and heat transfer maps.
The geometry was a copper rectangular channel consisting of two heating walls fixed
opposite each other with liquid and mass inlet velocities ranging from 0.1 to 1.9 m/s and
224.2 to 3347.5 kg/m2 s, respectively; and a temperature of inlet sub-cooling in the range of
2.8–8.1 ◦C. Heat transfer and fluid flow measurements were adopted to examine the flow
performance. It was found that the temperature distribution improved as the gravity rose,
while it decreased in micro-gravity.

Gan et al. [73] experimentally investigated the pressure drop characteristics of two-
phase flow in a triangular silicon micro-channel with dimensions of 300, 212, and 155.4 μm
in width, depth, and hydraulic diameter, respectively. Acetone was considered as a working
fluid under various ranges of inlet temperature and pressure, mass velocity, superheat,
outlet quality, and heat flux. The pressure drop and boiling flow were performed. The
outcome of the study was a new correlation which considered the functionality of mass flux
and, therefore, the error of predicting the acetone data with 12.56% of mean absolute error.

Fang et al. [74] proposed a correlation of flow boiling to investigate the heat transfer
regime using a copper rectangular tube. The study adopted H2O, R718 as a working
fluid, two-phase laminar and turbulent flows. More than 1050 data points of water boiling
flow for mini- and micro-channels were collected. The results showed that the proposed
correlation was applicable to many refrigerant fluids, especially for R410 and NH3.

Shojaeian and Koşar [75] reviewed previous experimental studies on micro- and nano-
geometries using boiling flow. These geometries were in various shapes such as rectangular,
triangular, and cylindrical cross-section. Heat transfer and fluid flow characteristics were
presented and compared with different parameters such as single-phase and two-phase
flows. It was found that the nano- and micro-structures enhanced the heat transfer rate of
systems. Furthermore, the manufacturing ability increased to produce such complex shapes
of nano-/micro-channels. Consequently, manufacturing nano-/micro-configurations had
some finishing issues related to the surface. This can be tackled by coating the surface.

Asadi et al. [76] reviewed the validity of experimental correlations on pressure-drop
and heat-transfer characteristics in single- and two-phase flows with different geometries
of micro-channel. The investigation used 219 papers of experimental and numerical studies
(from 1982 to 2013). It was found that, before 2003, the researchers focused on experimental
and analytical investigations, while after 2003, the focus turned to numerical studies. It
also indicated that approximately 76% of researchers considered the laminar flow using
single-phase flow. This is because the behavior of the laminar flow can be predicted and
agreed with the experimental data. However, an important factor has not been considered
in this study, which is the energy consumption of using turbulent flow. For example,
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using turbulent flow will cost more pumping power to derive the flow, resulting in more
energy consumption.

In summary, straight micro-channels represented the starting stage in converting
from using conventional channels to micro-sized channels in various applications of micro-
electrical and micro-electronical chips. As reviewed in the previous sections, micro-channels
have rapidly received high attention by many researchers in different investigations, both
numerical and experimental, as presented in Figure 5.

Figure 5. Growth in number of publications of micro-channels [77] © Elsevier, 2017.

The limitation in manufacturing micro-channels was a reason for a reduction in
experimental studies. Another reason is the high price incurred to manufacture micro-
channels. It is to be expected that in the near future, the manufacturing developments
will easily allow production of micro-sized channels. Therefore, there is a real need to
develop straight micro-channels into channels with complex shapes such as zigzag, wavy,
and curved micro-channels to enhance the heat transfer. In addition, increasing the surface
area and developing the secondary flow in the micro-channels also contributes to enhance
the heat transfer rate. This can be achieved by adding some objects to increase the surface
area and disturb the flow to develop the secondary flow.

2.3. Curved and Tapered Rectangular Micro-Channels

Research on curved micro-channels has also received recent attention by many re-
searchers because of the high thermal and flow performance produced by these geometries,
as elaborated in the following paragraphs.

Numerical simulation of laminar flow using water as a cooling fluid was performed
by Guo et al. [78]. They investigated the influence on heat transfer performance of a curved
micro-channel with a square cross-section, as presented in Figure 6. This micro-channel
had a width and curve radius of 0.2 mm and 30 mm, respectively, and a Reynolds number
in the range of 100–865. It was found that at high convection heat transfer, the synergy
principle method can be applied. Note that this method applied to increase the accuracy
of the solution because it considers the heat transfer at the outer wall. This method is
applicable for such a curved channel because it presents the heat transfer accurately for the
outer walls with consideration of the fluid flow.
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Figure 6. Curved duct with square cross-sectional area [78] © Elsevier, 2011.

Chu et al. [79] performed both experimental and numerical investigations of curved
rectangular micro-channels with different diameters to study the influence of different
diameters of the curve on flow characteristics. The Reynolds number was in the range of
80–876 and deionized water as a working fluid was considered. The results showed good
agreement between the simulation and experiments. It was found that the curvature of the
channel geometry increased the velocity at the outer wall, thus leading to enhancement of
the heat transfer performance but increasing the friction factor.

A numerical study of a tapered aluminum micro-channel by Dehghan et al. [80]
investigated the influence of different tapering geometries on pressure drop reduction
using laminar flow and a constant heat flux of 100 W/cm2. The width of the channel was
fixed at the inlet to be 200 μm, while the outlet width was in the range of 75 to 200 μm with
the channel length being 12,000 μm. It was found that the Poiseuille number and Nusselt
number rose with tapering. The optimum heat transfer characteristics were found at an
outlet-to-inlet width ratio of 0.5. However, with no consideration of the pressure drop in
this study, it might be worth considering the pressure drop effect using the channel inlet,
which can be taken in a range from 75 to 200 μm.

3. Non-Uniform Channels and Vortex Generators

The effect of vortex generators (VGs) on the heat transfer and fluid flow characteris-
tics were investigated experimentally in 1969 [33]. Two types of vortex generators were
classified based on the direction of the axis of rotation of the vortices generated.

Several parameters such as the geometry, shape, and position of the VGs might play
a crucial role in enhancing the heat transfer, and the VG shape can be classified into
rectangular, delta wings, and winglets, as presented earlier in [81]. However, the wing
and winglet VGs are only suitable for air-based heat sinks. Various investigations have
also indicated potential benefits of using VGs with laminar flow at different Reynolds
numbers [35,43,82].

3.1. Non-Uniform Channels

Many experimental and numerical investigations have considered geometrical mod-
ifications of uniform channels to enhance the heat transfer performance. Liu et al. [83]
conducted an investigation of the influence of geometry on heat and flow maps using tur-
bulent air flow in a modified square channel with cylindrical slots of various diameters, as
shown in Figure 7a. The finite volume method was used to solve the governing equations,
utilizing FLUENT 12.1. The results emphasized that using cylindrical grooves and square
ribs in the channel (see Figure 7b) enhanced the heat transfer characteristics compared to
the uniform channel due to the extended surface area and the generation of vortices by
disturbing the flow. However, the pressure drop of the square-ribbed channel was higher
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than the cylindrical grooves channel and the uniform channel. This study agreed with the
results of cylindrical grooves in mini channels performed by Tang et al. [84].

Figure 7. Rectangular micro-channel [83] © Elsevier, 2015; (a) geometry description; (b) various
cylindrical grooves (cases A0–A3) and square ribs (case B).

Zhai et al. [85] simulated the flow in micro-channels with six types of cavities and
ribs in the single micro-channel walls. These were “triangular-cavities with circular-rib
(a) (Tri.C-C.R for short), (b) triangular-cavities with triangular-rib (Tri.C–Tri.R for short),
(c) triangular-cavities with trapezoidal-ribs (Tri.C–Tra.R for short), (d) trapezoidal-cavities
with circular-rib (Tra.C-C.R for short), (e) trapezoidal-cavities with circular-rib (Tra.C-C.R
for short), (f) trapezoidal-cavities with trapezoid-rib (Tra.C-Tra.R for short)”, as seen in
Figure 8. De-ionized water was used as a coolant with a Reynolds number ranging from 300
to 600, and a constant heat flux of 106 W/m2 was applied at the bottom wall of the micro-
channel. The finite volume method and FLUENT software was adopted to investigate the
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flow and heat transfer characteristics. The results showed that using triangular cavities
and ribs (see Figure 8f) offered better heat transfer compared to a uniform rectangular
micro-channel due to better interaction between the solid and the fluid.

Figure 8. Square channel with different ribs and cavities, (a) (Tri.C-C.R), (b) (Tri.C–Tri.R), (c) (Tri.C–
Tra.R), (e) (Tra.C-C.R), (f) (Tra.C-Tri.R), (g) (Tra.C- Tra.R) [86] © Elsevier, 2015.

Knupp et al. [86] proposed a hybrid simulation method to solve the heat transfer and
fluid flow characteristics via a single domain strategy and generalized integral transform
technique (GITT). This was applied to laminar flow in non-uniform channels, as shown
in Figure 9. The results showed that the GITT method was suitable to be applied for Mul-
tiphysics applications found to be in good agreement with the finite element calculation
form in the commercial software COMSOL Multiphysics, (New York, NY, USA). It is clear
that this study agreed well with the literature that using COMSOL Multiphysics provides
sufficient agreement with the experimental studies due to the temperature-dependent equa-
tions implemented in the software, and it is used widely for solving problems, especially
those with Multiphysics applications.

Figure 9. Irregular channel [86] © Elsevier, 2015.

Henze and Wolfersdorf [87] experimentally investigated the impact of tetrahedral
VGs on the Nusselt number and the flow velocity. The results showed that using the VGs
enhanced the heat transfer rate compared to the uniform channel. In addition, it was found
that the highest VGs offered the highest heat transfer enhancement. It was also indicated,
as expected, that the heat transfer was enhanced with an increasing Reynolds number.
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However, the pressure penalty has not been considered, which determines the pumping
power required compared to the uniform channel.

Dai et al. [88] experimentally investigated the influence of zigzag and sine wave micro-
channel structures on the laminar water flow and heat transfer maps. They used a Reynolds
number in the range of 50 to 900 with heat flux of 19.1 W. A uniform duct was simulated
to understand the behavior of hydraulic heat transfer. The results showed that the zigzag
geometry enhanced the heat transfer, while the pressure drop increased.

Karathanassis et al. [89] investigated the heat and flow characteristics in an array of
fin plate heat sinks. The geometry was designed to be three sections; for each section,
the hydraulic diameter was decreased by increasing the number of plates. The FVM was
applied to solve the governing equation of the numerical part, while a closed rig with a
flow rate ranging from 20 to 40 mL/s was used in the experimental part. It was found
that the heat transfer enhanced in the third section due to the buoyancy. Additionally,
the temperature was uniform when the Reynolds number decreased. Nevertheless, the
pressure drop increased due to an increase in the number of plates.

An analytical investigation has been conducted to study the effect of extended surface
area in heat sinks with four types of fins: (a) longitudinal rectangular fin array (LRFA),
(b) longitudinal trapezoidal fin array (LTFA), (c) annular rectangular fin array (ARFA), and
(d) annular trapezoidal fin array (ATFA), as shown in Figure 10 [90]. The results showed
that the triangular fin offered the best heat transfer rate compared to the other three models.
It was found that the optimum individual fin was different from the optimum value of heat
sink as a component. This is because the individual fin was shorter than the fin in the fins
array of the heat sink.

Figure 10. Various types of fins (a) LRFA, (b) LTFA, (c) ARFA, and (d) ATFA [90] © Elsevier, 2009.

Ebrahimi et al. [36] studied the impact of using linear VGs to generate vortices in the
micro-channel on fluid flow and heat transfer regimes. Different orientations of the VGs
and deionized water under laminar flow were considered to simulate three-dimensional
geometry utilizing a finite volume method. The results showed that the Nusselt number
rose from 2 to 25% when the Reynolds number ranged from 100 to 1100. However, the
friction factor increased by up to 30% when using longitudinal VGs. This friction factor
penalty could be acceptable if the space was limited and a certain heat transfer rate had to
be achieved.

Hong et al. [91] sought to improve the uniformity of the temperature distribution in
micro-channel heat sinks by considering a heat sink in which the micro-channels formed
a rectangular fractal-shaped network. Their numerical analysis of the 3D conjugate heat
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transfer revealed hotspots in regions where the channel density was sparse; however,
these could be overcome by local modifications of the channel size. The modified network
was found to have lower thermal resistance, lower pressure drop, and much improved
uniformity in temperature compared to parallel-channel heat sinks.

A recent study carried out by M. Al-Asadi and M. Wilson [1] examined different
geometries of perforated pin-finned heat sink. The study examined a perforated pin-finned
heat sink using air and water. The results showed that the perforated pin-finned heat sink
offered better heat transfer performance and lower pressure penalty compared to a solid
pin-finned heat sink when using air as a working fluid, whilst no enhancement was gained
when using water due to the high viscosity of the water. The study also compared different
shapes of vortex generators such as rectangular, triangular, and circular VGs in a uniform
channel. The results conducted that the circular VG was the best in enhancing heat transfer
among the examined shapes.

From the previous two sections, it can be seen that there is a gap in the knowledge of
different shapes of VGs, especially in cylindrical vortex generators. Thus, the next section
focuses on cylindrical vortex generators.

3.2. Cylindrical Vortex Generators

The above examples show that there are many ideas for geometrical modifications of
micro-channels, some of which are rather complex. A somewhat simpler yet still effective
class of geometrical modifications are ribs or cylinders added to the channel walls, base, or
interior. These act as transverse vortex generators and have been shown to enhance the
heat transfer [34,92–96].

A two-dimensional numerical study by Cheraghi et al. [45] considered a smooth
channel with fixed heat flux through the wall sides and an adiabatic cylinder at various
locations inside the channel. The Reynolds number was 100 and Prandtl number ranged
from 0.1 to 1. The authors found that the maximum enhancement occurred when the
cylinder was fixed halfway from the base to the top of the channel. The results also showed
that the low Prandtl number had a positive effect on heat transfer enhancement.

Turbulent flow in a channel with cylindrical vortex generators was investigated nu-
merically by Wang and Zhao [97]. It was found that utilizing a cylindrical vortex generator
enhanced the heat transfer by 1.18 times compared to the corresponding uniform chan-
nel. However, this study did not take into account the thermal conductivity of the rib,
which might distribute the heat to the fluid due to the high thermal conductivity of metals
compared to fluids, resulting in further enhancement of the heat transfer in micro-channels.

Chai et al. [98] numerically investigated the effects of ribs on the side walls of a silicon
micro-channel heated from below and cooled by laminar water flow. The ribs were arranged
in an offset manner on both side walls, and had various cross-sectional shapes, namely
rectangular, backward triangular, forward triangular, isosceles triangular, and semi-circular,
each with a protrusion of 25 μm into the channel. For a Reynolds number in the range of
190–838, Nusselt numbers up to 1.95 times that of a smooth channel were achieved, with the
apparent friction factor increasing up to 4.57 times. Performance evaluation criteria values
of 1.02 to 1.48 were found, with forward triangular ribs performing best for Re < 350, and
semi-circular ribs for Re > 400. In a further three-part work, the same authors also studied
aligned versus offset fan-shaped ribs on the opposite side walls [99–101]. Various other
side-wall rib shapes and configurations have also been considered by others, e.g., [102,103].

Al-Asadi et al. [104] studied the influence of cylindrical VGs with radii up to 400 μm on
3D conjugate heat transfer. In particular, VGs with quarter- and half-circular cross-sections
attached at the base of the micro-channel were considered, aligned perpendicular to the
flow direction, with an input heat flux in the range of 100–300 W/cm2 and a Reynolds
number ranging from 100 to 2300. While the quarter-circle VGs offered no improvement in
heat transfer, the half-circle cylindrical VGs provided a reduction in the thermal resistance
of the system. In addition to VGs completely spanning the width of the micro-channel,
shorter VGs were also considered. It was found that having a gap between each channel
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wall and the ends of the VGs offered further heat transfer benefits, particularly when the
pressure drop penalty was taken into account, though the underlying mechanisms by
which the gaps enhanced the performance were not explored.

Furthermore, Al-Asadi et al. [8] continued to investigate the influence of the gap in
detail in their recent study. It was found that the gap of 75 μm at each end offered the
highest heat transfer performance but a lower PEC index compared to the VG with a central
gap of 450 μm.

A vortex generator in a uniform heat sink enhances the heat transfer but offers a
high pressure drop. The heat transfer enhancement increases with the radius of the VGs.
However, Al-Asadi et al. [105] confirmed that the largest VGs do not offer a high PEC.

4. Nanofluids Overview

As remarked in the introduction, an alternative to modifying the geometry to enhance
the heat transfer is to modify the working fluid. The last decade has seen a dramatic
increase in the nanofluids, as can be seen in Figure 11. Compared to previous years, it
is expected that there will be more publications this year as the data are only from up to
April 2018.

Figure 11. Growth of publications in nanofluids [77] © Elsevier, 2017.

Using nanofluids increases the pumping cost to drive the flow of cooling systems.
Thus, researchers have extensively studied the effects of nanofluids on conjugate heat trans-
fer in various ways, such as the effect of fluid temperature, nanoparticle shape, clustering
of nanoparticles, and the effect of pH (potential of hydrogen). However, the most related
factors to this study are explained below.

4.1. Nanofluids Preparation

A nanofluid is a solid–liquid combination fluid obtained by dispersing nano-sized
particles up to 100 nm in a base fluid to improve thermal conductivity of the base liq-
uid [106–109]. Nanofluids can be prepared using several approaches such as a single-step
method and two-step method.

The single-step method is a direct evaporation method by which nanoparticles are
dispersed directly into a working fluid. In 1996, this method was used to prepare Al2O3
and CuO nanoparticles by Eastman et al. in Argonne National Laboratory in the USA [110].
The same procedure was employed by Lee et al. [111], Choi and Eastman [112], and
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Choi et al. [113]. After this, Zhu et al. [114] produced Cu-ethylene glycol nanofluid from
copper sulphate anhydride (CuSO4·5H2O) and sodium hypophosphite (NaH2PO2·H2O)
reaction under microwave irradiation. This one-step method produced nanofluid with
good stability.

In a two-step procedure, the first step introduces an inert gas to produce a dry powder
of nanoparticles. These nanoparticles are then dispersed in the conventional fluid. Li
and Xuan [108] used the inert gas method, which can produce clean nanoparticles and,
as a result, produce a stable nanofluid. However, this method is difficult and expensive
for nanoparticle requirements. Consequently, many other techniques may produce dry
nanoparticles, such as chemical techniques [115], the aerosol spray method [116], metal
vapor [117], arc discharge for nano-carbon tubes [118,119], laser ablation [120], a catalytic
process [121], or another successful method called the VEROS (vacuum evaporation on
running oil substrate) method [122]. In this technique, direct evaporation in a vacuum
onto the surface of running oil was used to produce nanoparticles in small size (10 nm).
However, the VEROS technique is not suitable for substances of more than one component,
such as metal oxides, and the separation of nanoparticles from the fluid is difficult to
produce the dry nanoparticles. The VEROS method was modified by Eastman et al. [123];
they replaced the oil by ethylene glycol to produce Cu-ethylene glycol nanofluid.

4.2. Thermo-Physical Properties of Nanofluids

Nanofluids have high thermo-physical properties [124]. As a result of having high
thermal conductivity, nanofluids can offer high heat transfer performance compared to the
base fluid without nanoparticles. Various considerations of nanofluid properties have been
made to evaluate and prepare nanofluids, such as the effect of base fluid, dispersion and
distribution [125], particle shape [126,127], volume concentration [128–131], particle-shell
structure [132,133], and thermal contact resistance [134,135]. Furthermore, different factors
affect the heat performance of nanofluids such as thermal conductivity, density, viscosity,
and heat capacity.

Nanofluids can be used with different shapes of different channels to enhance the
heat transfer; for example, a V shape wavy plate channel was studied numerically using
various types of nanoparticles and base fluids [136]. The study used a large range of
Reynolds number from 8000 to 20,000. The FVM was used to solve the governing equation
with the k–ε standard turbulent model to investigate the heat transfer performance. It
was found that the best nanofluid was silicon oxide particles in glycerin base fluid to
enhance the Nusselt number. However, the pressure drop increased using nanofluids. Such
studies should consider an optimization of the heat transfer enhancement and pressure
drop increase; a simple optimization factor such as the hydraulic thermal performance also
gives an indication about overall enhancement [104].

4.2.1. Experimental Data of Thermal Conductivity

Investigators focused on providing comprehensive data of thermal conductivity and
the factors which play a major role to enhancing the thermal conductivity of nanoflu-
ids. They found that the base fluid, nanoparticle size, material, and concentration are
the most effective parameters. Therefore, Table 1 illustrates a brief survey of thermal
conductivity studies.

Table 1. Heat transfer enhancement using different fluids.

Base Fluid Particles Size [nm] ϕ% Enhancement

Water [12] Al2O3 30 0.3–2 h > 57%, Nu = 62%

Water [110] 33 5 29%

Water [111] 24.4, 38.4 4 10%

EG 5 17%
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Table 1. Cont.

Base Fluid Particles Size [nm] ϕ% Enhancement

Water [137] 28 3 12%

EG 8 40%

EO 7 50%

Water [138] 38.4 4 24.3%

Water, EG, PO [139] 12.2–302 5 30%

Water [140] 36 10 29%

Water [141] 27–56 1.6 10%

Water [142] 48 1 4%

Water [143] 20 14.5 20%

Water [144] 110–210 1 0%

Water [145] 36, 47 6 28%

Water [146] 8–282 4 18%

EG 12–282 3 16%

Water [147] 36, 47 18 30%

Water CuO 36 5 60%

Oil 5 44%

Water [111] 18.6, 28.6 3.5 12%

EG 4 20%

Water [137] 23 4.5 12.3%

EG 6 12.5%

Water [138] 28.6 4 36%

Water [139] 29 6 58%

Water [143] 33 5 18%

Water [142] 33 1 5%

EG 1 9%

Water [147] 29 3.3 8%

Water [148] L = 50–100 0.4 9.6%

Water [149] TiO2 10,15 -40 rod 5 30, 33%

Water [150] 165 0.72 6.5%

Water [143] 40 2.5 6%

Water [151] 95 2 22%

Water [142] 1 14.4%

Water [152] 3 9.6%

Water [153] Fe3O4 9.8 5 38%

EG [142] WO3 38 0.3 14%

Water [143] ZrO3 20 10 15%

Water [144] 110–250 0.1 0%

Water [144] SiO2 20–40 0.1 0%

Water [154] 12 1 3%

EG [155] Cu <10 0.3 40%

Water [156] 100 7.5 75%
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Table 1. Cont.

Base Fluid Particles Size [nm] ϕ% Enhancement

Oil 7.5 44%

Water [157] 50–100 0.1 23.8%

EG [158] Fe 10 0.55 18%

EG [159] 10 0.2 18%

EG [142] 10 0.55 18%

Water [160] AG, Au 10–20 0.001 4%

Toluene 0.001 9%

Toluene [161] Au 2 0.04 1.5%

Ethanol 4 0.03 1.4%

Toluene Fullerene
C60-C70 0.5–0.6 0.8 0%

Mineral oil [161] 10 0.8 6%

Increase in the thermal conductivity of the working fluid improves the efficiency of the
associated heat transfer process. However, investigations into the convective heat transfer
of nanofluids indicated that the enhancement of heat transfer coefficient exceeds the thermal
conductivity enhancement of nanofluids [162–165]. Moreover, other parameters such as
the density, heat capacity, and viscosity have a lower effect than thermal conductivity.

4.2.2. Theoretical Development of Nanofluid Equations

Investigators have started from the Maxwell equation [166] to predict the thermal
conductivity of nanofluids. Improving the Maxwell equation offered a better understand-
ing of the behavior of thermal conductivity since 1935, when Bruggeman [167] reported
that a high concentration of nanoparticles cannot be neglected. Moreover, in 1987, Hassel-
man [135] modified the theory of Maxwell considering the size of the composite dispersed
phase in addition to the volume concentration. However, these studies under-predicted the
experimental measurements.

Many investigations have tried to improve the Maxwell equation to produce a modi-
fied thermal conductivity equation that offers good agreement with the experimental data.
Modern techniques were utilized to enhance the prediction of nanoscale equations such as
the nanoparticle–matrix interfacial layer [168,169], nanoparticle Brownian motion [170,171],
and nanoparticle cluster/aggregate [172].

Nie et al. [173] used the exact expression for the heat flux vector of the base fluid plus
a nanoparticle system to estimate the contribution of nanoparticle Brownian motion to
thermal conductivity. It was found that its contribution is too small to account for the
abnormally high reported values. The mean free path and the transition speed of phonons
in nanofluids were estimated through density functional theory. It was found that a layer
structure can form around the nanoparticles and the structure does not further induce
fluid–fluid phase transition in the bulk fluid.

In contrast to Nie et al. [152], Ghasimi and Aminossadati [174] showed that consid-
ering Brownian motion would enhance the thermal conductivity. They used CuO-water
nanofluid in a right triangular enclosure. The results also reported that heat transfer was
enhanced with the increase in nanoparticles.

Xuan and Roetzel et al. [175] suspended ultrafine particles to change the properties and
heat transfer performance of the nanofluid, which exhibited a great potential in enhancing
the heat transfer. Based on the assumption that the nanofluid behaves more like a fluid than
a conventional solid–fluid mixture, they proposed two different approaches for deriving
the heat transfer correlation of the nanofluid. The effects of transport properties of the
nanofluid and thermal dispersion were also included.
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4.2.3. The Effect of Base Fluid

The base fluid can be water, oils, or ethylene glycol. Researchers have investigated the
effect of base fluid on heat transfer enhancement for two decades [176–178].

Xie et al. [179] studied the enhancement ratio of thermal conductivity between the base
fluids and nanofluids. They considered three types of base fluid (water, glycerol, ethylene
glycol and pump oil) with α-Al2O3 nanoparticles. The results showed that the water-based
nanofluid had the lowest thermal conductivity compared to other nanofluids, while the
thermal conductivity of the water itself was higher compared to the other base fluids.

However, using nanofluids with water-based nanofluid was most common in many
heat-transfer and fluid-flow applications.

4.2.4. The Effect of Nanoparticles Concentration

The influence of the concentration is an effective factor to enhance the thermo-physical
properties of nanofluids. It is the portion of volume of nanoparticles to the base fluid. Many
researchers declared that having solid particles in the base fluid would enhance the thermal
conductivity of nanofluids, increasing the viscosity and density of nanofluids [177,180–185].
Furthermore, nanofluids showed non-Newtonian behavior when using nanoparticles
of more than 5% [165,186]. However, due to the high thermal conductivity of metallic
nanoparticles, they offer the highest thermal conductivity of nanofluids compared to
the oxides and non-metallic nanoparticles. Yulong et al. [187,188] studied the effect of
volume concentration on thermal conductivity enhancement. They found that the thermal
conductivity enhanced with the nanoparticles, as shown in Figure 12.

Figure 12. The influence of nanoparticle concentrations on thermal conductivity.

Another study by Kumar et al. [189] investigated the impact of thermal conductivity
and base fluid on conjugate heat transfer. They utilized CuO and TiO2 up to 1% of volume
concentration and different base fluids of water and ethylene glycol under a temperature
ranging from 30 to 50 ◦C. The study found that the thermal conductivity enhanced as the
nanoparticle concentration increased for both cases; an example is shown in Figure 13.
The very famous study on thermal conductivity carried out by INPBE [190] reported
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that the enhancement relationship between the thermal conductivity and nanoparticles
concentration was approximately linear.

Figure 13. The influence of nanoparticle concentrations on thermal conductivity [189] © Elsevier, 2016.

4.2.5. The Influence of Nanoparticle Materials

As one might expect, the nanoparticle material has an effect on resulting nanofluid
properties. Nanoparticles can be metallic (Fe, Cu, Ag, Au, Al), carbon or metallic oxide
(Fe3O4, CuO, Al2O3, TiO2, SiC, SiO2, ZnO) [191–195]. Metallic oxide nanoparticles are
commonly used with water as a base fluid. This is because the oxides are considered
more stable than the pure metals in fluids. Moreover, the oxygen in the dioxides makes
nanoparticles disperse easily and stable in the base fluid. However, Al2O3 and SiO2/water
nanofluids offer the highest heat transfer enhancement among the common nanofluids.
Some researches have indicated that SiO2/water nanofluids offer higher heat transfer
enhancement compared to Al2O3/water [184,196–198], while others have reported the
opposite findings [199–201].

4.2.6. Thermal Conductivity

The thermal performance of a working fluid can be enhanced by increasing its thermal
conductivity. This is because solid nanoparticles have higher thermal conductivity than
the base fluid; for instance, at room temperature, the thermal conductivity of copper is
700 times higher than that of the water. Therefore, adding solid nanoparticles to the
base fluid improves the thermal conductivity of the working fluid. A ratio between
the nanofluids and the base fluid can be applied knf/kbf to calculate and evaluate the
enhancement of the thermal conductivity of nanofluids. The enhancement of thermal
conductivity achieved 40% in some cases, despite the concentration of the nanoparticles
not exceeding 10% [110,113,137,138,140,155,202].

In the last two decades, some researchers have indicated that there was no agreement
between the theoretical equations and experimental data in terms of thermal conductiv-
ity, while Keblinski et al. [203] reported that most results of numerical and experimental
investigations showed good agreement. However, the study by Keblinski et al. [203] was
supported by a benchmark study of thermal conductivity carried out by the International
Nanofluid Properties Benchmarking Exercise (INPBE) [190]. The INPBE sent samples to
30 organizations worldwide to measure the thermal conductivity. The results showed
that the thermal conductivity showed ±10% or lower average differences between the
experimental data and theoretical equation of thermal conductivity. Nanofluids have
high thermo-physical properties compared to the base fluid in terms of thermal conductiv-
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ity [204–208] and heat transfer coefficient [209–211]. Therefore, theoretical and experimental
surveys are presented in the next sections.

4.3. Nanofluid Equations
4.3.1. Thermal Conductivity

Modern equations of effective thermal conductivity [212] are presented based on the
basic correlation [213], which was developed [214] to be two equations: static and Brownian
thermal conductivity (see Equation (1)). The static thermal conductivity is proposed by [174]
(see Equation (2)) as below:

keff = kstatic + kbrownian (1)

kstattic = kf

[
(ks + 2kf)− 2ϕ(kf − ks)

(ks + 2kf) +ϕ(kf − ks)

]
(2)

where ks and kf are the thermal conductivities of the particles and the fluid, respectively.
The Brownian motion thermal conductivity equation [214] is:

kbrownian = 5 × 104βϕρfCpf

√
KT
ρsds

f(T,ϕ) (3)

where:

f(T,ϕ) =
(

2.8217 × 10−2ϕ+ 3.917 × 10−3
)( T

T0

)
+
(
−3.0669 × 10−2ϕ− 3.91123 × 10−3

)
where K is the Boltzmann constant, T is the fluid temperature, and T0 is the reference
temperature.

4.3.2. Viscosity Equation

The viscosity of the nanofluid is approximately the same as the viscosity of a base
fluid if containing dilute suspension of fine spherical particles, as shown below [174]:

μeff
μf

= 1
1−34.87(dp/df)

−0.3
ϕ1.03

df =
[

6M
Nπρfo

]1/3 (4)

where μeff and μf are the viscosity of nanofluid and base fluid, respectively, dp is the
nanoparticle diameter, df is the base fluid equivalent diameter, and ϕ is the nanoparticles
volume fraction. M is the molecular weight of the base fluid and N is the Avogadro number,
and ρfo is the mass density of the base fluid calculated at temperature T = 293 K.

4.3.3. The Density Equation

The effective density consists of three main parameters, which are the nanofluid
concentration (ϕ), nanoparticle density ρs, and base fluid density ρf [12]:

ρeff = (1 −ϕ)ρf +ϕρs (5)

4.3.4. The Effective Heat Capacity Equation

With Cps being the heat capacity of the solid particles, and Cpf being that of the base
fluid, the effective heat capacity of the nanofluid is given by [183]:

(Cp)eff =
(1 −ϕ)(ρCp)f +ϕ(ρCp)s

(1 −ϕ)ρf +ϕρs
(6)
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4.3.5. The Effective Thermal Expansion Equation

The thermal expansion for solid parts βs and for base βf fluid with ϕ can produce the
effective thermal expansion as follows [215,216]:

βeff =
(1 −ϕ)(ρβ)f +ϕ(ρβ)s

(1 −ϕ)ρf +ϕρs
(7)

4.4. Drawbacks of Nanofluids

Recent investigations have indicated that there is no benefit to using nanofluids. More-
over, Myers et al. [217] revealed that there is a lack of consistency between the mathematical
and experimental studies. The authors also indicated that comparing nanofluids on the ba-
sis of non-dimensional parameters such as the Reynolds number is misleading in drawing a
correct conclusion on the real heat transfer enhancement. Furthermore, Haddad et al. [218]
reviewed natural convection using nanofluids. They indicated that in numerical studies the
heat transfer was significantly enhanced using nanofluids; nevertheless, the experimental
investigations showed the opposite results. However, this study reviewed the natural
convection investigations only, which can support the opposite results of the experimental
studies because there is perhaps not enough flow to circulate the nanoparticles in the
system, which leads to augmentation of the nanoparticles in one place of the system. This
could cause hot spot zones, decreasing the heat transfer performance of the system. The
reason behind the discrepancy between the numerical and experimental studies of the same
working condition might be the augmentation, as the numerical studies do not take this
issue into account.

Another point of using a fixed Reynolds number and a fixed pumping power with
nanofluids was highlighted by Haghighi et al. [219]. The results showed that there is
no enhancement in heat transfer when using a fixed pumping power with nanofluids.
However, using a fixed Reynolds number showed good enhancement of heat transfer. The
same findings were concluded by Alkasmoul [220,221].

Though nanofluids enhance the heat transfer rate, they attract more cost in pumping
to drive the fluid [210,222–227].

There are other applications that indicate that water-based nanofluids cannot offer
any benefit for cooling systems because of the high temperature conditions; for instance,
semiconductor materials such as silicon carbide (SiC) and gallium nitride (GaN) operate
under special temperature conditions above 200 ◦C [228]. In this case, nanofluids do not
offer any option to enhance the heat transfer performance due to the limitation of the
temperature condition. Therefore, a replacement fluid should be used to overcome this
issue. The solution might be by suggesting another advanced liquid which has different
chemical properties to the nanofluid. This advanced fluid could be an ionic liquid which
works with high heat flux [229].

5. Evaluation of Heat Transfer Improvement

In electronics, the main aim of enhancing a cooling system is to reject the generated
heat and keep the electronics working in the range of a limited temperature of 85 ◦C [104].
Recently, optimizing the energy to reduce the power consumption of the cooling system
has attracted many researchers; the power consumption could be the pumping power of
the cooling system or the power reduction after enhancing the cooling system.

To help to evaluate the benefit reuse cost of a proposed modification of a cooling
system, a performance evaluation criterion (PEC) index can be formulated which accounts
for both change in heat transfer performance and fluid flow effects [230,231]. The heat
transfer term could be the Nusselt number or thermal resistance, while the fluid flow term
might be the friction factor or pressure drop. This formula can be used to evaluate the
performance of the overall enhancement of the system.
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Furthermore, the formula could be used to evaluate the performance of modification
of the geometry by comparing basic and developed designs such as a smooth and modified
micro-channel, as shown in the equation below [29,30]:

PEC =
Nu/Nus

(f/fs)
1/3 (8)

where Nu, Nus are the Nusselt numbers for modified and straight channels, and f, fs are
the friction factor for modified and straight channels.

An example of the importance of the PEC is the study by Al-Asadi et al. [8], which
indicated that the heat transfer was enhanced (the thermal resistance is reduced) using
cylindrical VGs with a central gap of 100 μm but higher pressure drop than the cylindrical
VGs with an end gap. However, the results were reversed (cylindrical VGs with an end
gap offer better heat transfer than the cylindrical VGs with a central gap of 100 μm) when
taking the pressure drop into account using PEC.

This evaluation method was used by many researchers to examine the performance of
the proposed designs. Furthermore, it could be considered as a starting point for optimizing
the whole system.

6. Validation of Numerical Methods Versus Experimental Investigations

Developments in numerical solution methods for heat transfer in the system have
made them more accurate and more closely aligned with the experimental data, for example,
considering the temperature dependence of the thermo-physical properties [104]. Many
investigations have been carried out to improve the numerical methods, such as the study
by Bushehri et al. [232], who proposed a new method to deal with fluids and solids
with an equation utilizing the (FVM) CFD software openFOAM, (New York, NY, USA)
with new boundary conditions for the temperature jump and flow slip. The equation
was tested against previous works and showed good agreement. It was applied to a
micro-channel heat sink consisting of two parallel plates to investigate the heat transfer
performance. The results indicated that the heat transfer was accurately calculated using
the proposed equation.

Moreover, many studies have paid attention to numerical simulation because it is
important to predict the experimental measurements such as heat flux, temperature, and
fluid velocity. Using simulation offered a low cost compared to the experimental setup [67].
Many investigations have also developed the numerical methods, making them more
accurate and efficient, for instance, improving a hybrid finite element method to solve
solid–liquid equations of the microchannel [233], as well as modifying a technique such as
the generalized integral transform technique (GITT) to solve the coupling equation, which
showed very good agreement with the COMSOL Multiphysics® [234].

An example of good agreement between the numerical and experimental studies can
be seen in Figure 14.

However, Al-Asadi et al. [1,8] showed that using governing temperature-dependent
equations for thermal properties gives better results than temperature-independent equa-
tions. The temperature dependence of the fluid properties is given by the following
expressions built into COMSOL based on experimental data:

ρ(TL) = 838.466135 + 1.40050603TL − 0.0030112376T2
L + 3.71822313 × 10−7T3

L (9)

μ(TL) = 1.3799566804 − 0.021224019151TL + 1.3604562827 × 10−4T2
L − 4.6454090319 × 10−7T3

L
+8.9042735735 × 10−10T4

L − 9.0790692686 × 10−13T5
L + 3.8457331488 × 10−16T6

L
(10)

Cp(TL) = 12010.1471 − 80.4072879TL + 0.309866854T2
L − 5.38186884 × 10−4T3

L + 3.62536437 × 10−7T4
L (11)

k(TL) = −0.869083936 + 0.00894880345TL − 1.58366345 × 10−5T2
L + 7.97543259 × 10−9T3

L (12)
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Figure 14. Validations between numerical findings of Qu and Mudawar [235] © Elsevier, 2002 and
experiments of Kawano et al. [236] © Elsevier, 1998; (a) friction coefficient, (b) inlet thermal resistance,
and (c) outlet thermal resistance.

It was found that applying the above equations used by Al-Asadi et al. [1,8] produces
better results compared to the experiments of Kawano et al. [236] as presented in Figure 15.
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Figure 15. Validation of the present model against experimental data of Kawano et al. [236] ©
Elsevier, 1998 and alternative numerical results of Qu and Mudawar [235] © Elsevier, 2002 and
Al-Asadi et al. [1,8].

7. Conclusions and Recommendations for Future Work

A comprehensive literature review has been provided in this paper to understand the
gaps in knowledge in the available literatures on micro-channel heat sink and nanofluids
investigations. Numerous experimental configurations and theoretical studies have been
devoted to investigating the variety of geometry designs such as straight, curved, regular,
irregular, extended surface, and vortex generators (VGs) to enhance the heat transfer
and fluid flow. Attempts at improvement included the use of different micro-channel
geometries, coolant types, and structural materials. Any improvements in the overall
performance of the systems were analyzed using different analysis methods. As a result,
several conclusions can be drawn, summarized as follows:

• All studies in the literature indicated that using extended surface areas such as ribs
or grooves in uniform channels offered better heat-transfer enhancements compared
to the uniform channels themselves. However, there will be a pressure drop penalty
caused by ribs and grooves disturbing the fluid flow. Thus, the modified channels are
a recent area focused especially on using VGs as their influence on heat transfer and
fluid flow characteristics. Two types of vortex generators (VG) have been classified
based on the direction of the axis of rotation of the vortices generated, which were
transvers and longitudinal VGs.

• Although there are many examples of geometrical modifications that offer some form
of benefit in terms of heat transfer, most of these are rather complex. So far, simpler
cylindrical vortex generators have only been explored partially in two recent studies.
However, they have focused on flow disturbance, treating the VGs as adiabatic objects;
therefore, conjugate heat transfer effects have not been precisely considered.

• Based on the available literature, there are few numerical studies of mini- or micro-
channels using cylindrical vortex generators [1,8,45,97,104,227], while no experimental
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investigation has been found; this is because of the limitations of manufacturing
micro-sized channels. However, the literature has shown good agreement between
the numerical and experimental studies for mini-channels. Thus, the motivation for
this review paper was to highlight the modified design of different shapes of VGs.

• Another aspect by which the heat transfer in micro-channels can be enhanced is by
using a nanofluid. However, the price is paid for the pumping power. The literature
showed that there is an argument when comparing SiO2 and Al2O3 nanoparticles in
water at the same concentration: some researchers revealed that the Al2O3 water offers
better heat transfer enhancement, whereas others indicated the opposite. However,
there are still areas of disagreement in terms of the benefit of using them. Although
the thermal conductivity can be enhanced, the drawback of nanofluids is the increases
in pressure drop required to drive the flow. Thus, deeper investigation has been
carried out and highlighted in this paper to study the performance of these two types
of nanofluids.

• Other ideas have focused on modifications within the parallel channels themselves—
for example, by adding grooves or ribs [29–32]. They act as vortex generators (VGs)
to enhance the heat transfer and fluid flow characteristics by disturbing the flow
and creating vortices that can be classified as transverse vortices, where the axis of
rotation is perpendicular to the flow direction, or longitudinal vortices, with axes
lying along the direction of flow. Longitudinal vortices are generally more effective
than transverse ones in enhancing the heat transfer performance [16,33,237]. VGs
can take various forms, such as protrusions, wings, inclined blocks, winglets, fins,
and ribs [2,36,103,238], and have also been used to enhance heat transfer in different
geometries such as circular and non-circular ducts under turbulent flow [19,34,239].
They have also been used in laminar flow [41], with flat plate-fins in rectangular
channels [37–39], tube heat exchangers [40], heat sinks [41,42], and narrow rectan-
gular channels [43,44]. Other recent investigations have also indicated the potential
benefits of using VGs of various shapes with laminar flow at different Reynolds
numbers [35,43,82].

• Indeed, developments in manufacturing capabilities and processes have opened wide
possibilities for modifying the heat sink types to enhance the performance of cooling
systems. Therefore, the air as a working fluid becomes limited to use in high heat flux
devices. Now, an interesting question is: can perforated PHS be used with water to
meet the requirement of electronics devises? Al-Asadi et al. [1] have answered this
question. The perforated PHS cannot be used with water to enhance the heat transfer
due to the difference of the thermo-physical properties between the air and water.
Therefore, Al-Asadi et al. [1] have offered a new design of a uniform micro-channel
with vortex generators (VGs) with different shapes and developed their investigation
by using quarter and half-circle VGs [104]. They then developed the VG configurations
to reduce the thermal resistance and pressure penalty by having a gap in the half-circle
VGs [8]. Thus, the motivation of this sequence is to develop a design to enhance the
heat transfer and reduce the power consumption of a micro cooling system.

Finally, the growing interest in the micro-channel heat sinks with VGs, which is
evident by the number of available studies, leads to the conclusion that research in this
fascinating area is still progressing and in need to further exploration. Moreover, there is
a gap in knowledge on using micro-channels with liquid coolants (applications demand
the capability to handle high heat-flux; therefore, developing liquid cooling systems is
increasingly important).

Therefore, more studies are needed to investigate the common air-based heat sink
with water as a working fluid [1]. Before presenting the investigation, it is important to
illustrate the methodology of using temperature-independent Equations (9)–(12) [8].

Practically, especially for large heat flux conditions, an ionic liquid could be sug-
gested [229] to enhance the heat transfer rate.
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