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López-Guajardo and Ricardo A. Ramirez-Mendoza

Campus City Project: Challenge Living Lab for Smart Cities
Reprinted from: Appl. Sci. 2021, 11, 11085, doi:10.3390/app112311085 . . . . . . . . . . . . . . . . 167

vi



Ana L. Gaxiola-Beltrán, Jorge Narezo-Balzaretti, Mauricio A. Ramı́rez-Moreno, Blas
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Modern cities are facing the challenge of combining competitiveness on a global city
scale and sustainable urban development to become smart cities. A smart city is a high-
tech intensive and advanced city that connects people, information, and city elements
using new technologies in order to create a sustainable, greener city; competitive and
innovative commerce; and an increased quality of life. This Special Issue collects the recent
advancements on smart cities and covers different topics and aspects.

Technological innovations have revolutionized the lifestyle of society and have led
to the development of advanced and intelligent cities. The term smart city has recently
become synonymous for a city that is characterized by an intelligent and extensive use of
Information and Communications Technologies (ICTs) in order to allow the efficient use of
information. In this context, new solutions and tools are offered to tourists to optimize and
customize itinerary planning. In particular, graph theory and optimization algorithms are
used to find the optimal touristic itinerary paths and, a multi-algorithms strategy is used to
maximize the number of attractions (PoIs) to be visited on these paths [1].

A review of the sensors deployed in a smart city is conducted in [2], both from
a technological and functional point of view. Sensors play an important role, as they
gather relevant information from the city, citizens, and the corresponding communication
networks and transfer the information in real-time. Although the use of these sensors is
diverse, their application can be categorized in six different groups: energy, health, mobility,
security, water, and waste management. Based on these groups, this review presents an
analysis of different sensors that are typically used in efforts toward creating smart cities.
Insights about different applications and communication systems are provided as well
as the main opportunities and challenges faced when making a transition to a smart city.
Ultimately, this process is not only about smart urban infrastructure, but more importantly,
it is about how these new sensing capabilities and digitalization developments improve
the quality of life of the citizens who live in these cities.

In addition, the global decarbonization and electrification of the world’s energy de-
mands has led to the quick adoption of Electric Vehicle (EV) technology. There is an
emerging need to provide a wide network of fast Vehicle-to-Grid (V2G) charging stations
to satisfy the energy demand and to guarantee the sufficient autonomy of such vehicles.
Accordingly, V2G charging stations must be prepared to work properly with every manu-
facturer and operator and to provide reliable designs and validation processes. To support
such processes, the development of power electric vehicle emulators with V2G capability is
essential [3]. In [3], the design and development details of an electric vehicle emulator for
testing V2G chargers with power factor grid correction functionality are provided, and the
ability to emulate a real V2G EV to handle fast charge/discharge with an EV charger is vali-
dated experimentally. Another solution to support the attractiveness of EVs by enhancing
the autonomy of batteries and by limiting the range anxiety is provided by the analysis
in [4]. The integration of an auxiliary power unit (APU) can extend the range of a vehicle,
making them more attractive to consumers. Recently, many extended-range electric vehicle
systems and configurations have been proposed to recover energy. However, an extensive
analysis of the most relevant technologies that recover energy, the current topologies and
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configurations of such devices, and the state-of-the-art of control methods used to manage
energy is necessary to identify the best solution. The analysis presented mainly focuses
on finding maximum fuel economy, reducing emissions, minimizing the system’s costs,
and providing optimal driving performance. The evaluation of range extenders for electric
vehicles aims to guide researchers and car manufactures to generate new topologies and
configurations for EVs with optimized range, improved functionality, and low emissions.

The problem of forecasting the electricity demand is not only linked to EVs. Today,
buildings are still the main contributors of energy consumption within a smart city. In
particular, the long-term electricity demand forecast is essential for the energy provider
to analyze the future demand and for the accurate management of the demand response.
Forecasting the consumer electricity demand with efficient and accurate strategies will
help the energy provider to optimally plan generation points, such as solar and wind, and
to produce energy accordingly to reduce the rate of depletion. An efficient and accurate
forecasting model is provided by [5] to study the daily consumption of the consumers from
their historical data and to forecast the necessary energy demand from the consumer’s side.
The proposed recurrent neural network gradient boosting regression tree (RNN-GBRT)
forecasting technique allows the demand for electricity to be reduced by studying the daily
usage patterns of consumers. The efficiency of the proposed forecasting model is compared
with various conventional models.

The prediction methods are also adopted in vehicle sharing systems. In this framework,
the work in [6] deals with the long-term prediction of bike rental/drop-off demands at
given bike station locations in the expansion areas. The real-world bike stations are mainly
built-in batches for expansion areas. To address the problem, they propose LDA (Long-Term
Demand Advisor), a framework that can be used to estimate the long-term characteristics
of newly established stations. In LDA, several engineering strategies are proposed to
extract discriminative and representative features for long-term demands. Moreover, for
the original and newly established stations, several feature extraction methods and an
algorithm are proposed to model the correlations between urban dynamics and long-term
demands. Real-world data from New York City’s bike-sharing system are evaluated to
show that the LDA framework outperforms baseline approaches.

Furthermore, ref. [7] proposes an analysis of European cycle logistics projects, studying
how the corresponding supporting policies have an impact on their economic performance
in terms of profit and profitability. First, they identify project success factors by geographic
area and project-specific characteristics; then, they statistically test possible dependence
relationships with supporting policies and economic results. Moreover, they provide
a value-based identification of those characteristics and policies that more commonly
lead to better economic results. The work can serve as a basis for the prioritization and
contextualization of those project functionalities and public policies to be implemented
in a European context. It was determined that cycle logistics projects in Europe achieve
high profit and profitability levels and that the current policies are generally working well
and the support of them as well as their profit and profitability vary across the bike model
utilized: mixing cargo bikes and tricycles generates the highest profit and profitability,
whilst a trailer–tricycle–cargo bike mix paves the way for high volumes and market shares.

Some real-use smart city case studies are presented in [8,9]. For instance, in [8], the
Campus City project is presented. In the Campus City initiative, the Challenge Living Lab
platform is used to promote research, innovation, and entrepreneurship, with the intention
of creating urban infrastructure and creative talent (human resources) that solves different
community, industrial, and government Pain Points within a Smart City ecosystem. The
main contribution is the presentation of a working model and the open innovation ecosys-
tem used in Tecnologico de Monterrey that could be used as both a learning mechanism as
well as a base model for scaling it up into a Smart Campus and Smart City. A discussion
on the findings of the model and challenge implementation is provided, showing that the
Campus City initiative and the Challenge Living Lab allow the identification of highly
relevant and meaningful challenges while providing a pedagogic framework in which
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students are highly motivated, engaged, and prepared to tackle different problems that
involve government, community, industry, and academia.

Scaling up the analysis, another practical example is given by the City of Monterrey,
Mexico, which is presented at two planning scales [9]: at the metropolitan and local levels.
Both scales of analysis measure accessibility to main destinations using walking and cycling
as the main transport modes. The results demonstrate that the levels of accessibility at the
metropolitan level are divergent, depending on the desired destination as well as on the
planning processes (both formal and informal) from different areas of the city. At the local
level, the Distrito Tec Area is diagnosed in terms of accessibility to assess to what extent
it can be considered a part of a 15 min city. The results show that Distrito Tec lacks the
desired parameters of accessibility to all destinations to be a 15 min city. Nevertheless, there
is a considerable increase in accessibility levels when cycling is used as the main mode of
transportation. The current research project serves as an initial approach to understand
the accessibility challenges of the city at different planning levels by generating useful
and disaggregated data. Finally, it concludes by providing general recommendations that
should be considered during planning processes that are aimed at improving accessibility
and sustainability.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Experts confirm that 85% of the world’s population is expected to live in cities by 2050.
Therefore, cities should be prepared to satisfy the needs of their citizens and provide the best services.
The idea of a city of the future is commonly represented by the smart city, which is a more efficient
system that optimizes its resources and services, through the use of monitoring and communication
technology. Thus, one of the steps towards sustainability for cities around the world is to make a
transition into smart cities. Here, sensors play an important role in the system, as they gather relevant
information from the city, citizens, and the corresponding communication networks that transfer
the information in real-time. Although the use of these sensors is diverse, their application can be
categorized in six different groups: energy, health, mobility, security, water, and waste management.
Based on these groups, this review presents an analysis of different sensors that are typically used in
efforts toward creating smart cities. Insights about different applications and communication systems
are provided, as well as the main opportunities and challenges faced when making a transition to a
smart city. Ultimately, this process is not only about smart urban infrastructure, but more importantly
about how these new sensing capabilities and digitization developments improve quality of life.
Smarter communities are those that socialize, adapt, and invest through transparent and inclusive
community engagement in these technologies based on local and regional societal needs and values.
Cyber security disruptions and privacy remain chief vulnerabilities.

Keywords: smart networks; digitization; smart transit; cyber security; smart city; smarter communi-
ties; smart sensors; smart meters; internet of things (IoT); facial recognition; cyber privacy

1. Introduction

“Smart Cities” or “intelligent cities” are the cities of the future that offer innovative
solutions to improve the quality of life of urban communities in a sustainable and equitable
manner. The idea of a “Smart City” represents more efficient cities that better manage
their resources, services and technologies and, above all, put them at service of the citizens.
People-centric planning will allow a better management and efficiency of the city through
the deployment of smart infrastructure. By 2050, 85% of the world’s population is expected
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to live in cities [1–3]. This means that in the following decades, urban centers will face a
growing number of problems such as: (1) energy supply, (2) CO2 emissions, (3) mobility
systems planning, (4) raw materials and goods provision, and (5) the provision of health
and security services to all the residents in these rapidly growing population centers [4].

To better respond to the increasing volatility driven by climate change, pandemics like
COVID-19, and connected political and economic fluctuations, cities must be redesigned to
increase their adaptive capacity and resilience [5]. Schemes and models of more liveable
cities need to be created, where digital technologies are the key elements for the sustainable
development and organic growth of cities [6]. Vulnerabilities of the shared economy in
smart cities, such as transport services and their enabling technologies are being tested by
the global pandemic and cyber security risks. However, new apps and internet businesses
flourished, such as food delivery and online shopping [7–9].

Skepticism towards pervasive digitization, sensing, monitoring, and visualization
capacities deployment, and other smart communication technologies used by both the
private sector and government, arise, among other factors, from the concerns of citizens
regarding the processing of their data, and, therefore, their privacy [10]. The use of new
technologies such as artificial intelligence, where personal data play a critical role, are
facing increasing challenges [11]. Support for the establishment of codes of conduct are
being promoted by the industry itself, and use cases will be key so that its development
does not suffer [1]. In the years to come, problems such as intentional disinformation,
the evolution of so-called digital rights, or the consolidation of digital identity, must be
addressed. The solutions oriented to solve these problems require a long-term perspective,
which will steadily become more and more evident as Smart City implementations have
become a norm across the globe [12].

With the incoming necessity of communities to become smarter, many applications
have started to arise on different countries; and a literature revision that discusses such
applications will be useful as a reference for future smart city implementations. In this
review, the literature covering several applications of sensors for smart cities is summarized
and discussed, in order to fulfill three main objectives: (1) To provide a revision of the most
important Smart Cities implementations across the world; (2) To describe the main applica-
tions of sensors for smart cities across six main topics (health, security, mobility, water and
waste management, and energy efficiency); and (3) To identify common challenges and
opportunities of smart city deployments in the proposed six topics.

2. Literature Review

A systematic search of relevant scientific literature was conducted in this study
through databases such as Scopus, Google Scholar, and IEEE Xplore. The literature search
on sensors for smart cities was divided into six main sectors: health, security, water, waste,
energy, and mobility. The criteria for selecting and revising relevant papers from each
section, followed the PRISMA methodology [13], as well as these principles:

1. Recent (2010–2020) literature was reviewed to ensure a revision of the current state of
the art of the technologies applied to smart cities environment; prioritizing papers
published during the 2015–2020 period. Figure 1a shows the distribution of the years
of publications of the revised papers for this review;

2. Among the selected literature for each section, the most cited papers, including journal
articles and conference proceedings were revised extensively. Figure 1b presents the
distribution of the number of references with an increasing number of citations of the
revised literature. Papers from Q1 and Q2 journals were given priority over Q3 and
Q4 journals; as well as journals with impact factors higher than 1.0. Figure 1 shows (c)
the quartiles, and (d) journal impact factor of the revised papers in this this review.
Additionally, Figure 2a shows the type of references (journal, conference proceedings,
books, webpages, and theses) selected and its percentage;

3. In the six main sectors, preference was given to articles where the main topic was
the use of sensors exclusively for the subject evaluated. A wide range of studies
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from the exploration of theoretical aspects up to practical applications were included.
Figure 2b shows the percentage of revised papers under categories “Health”, “Secu-
rity”, “Mobility”, “Water”, “Waste”, “Energy”, and “Smart Cities”;

4. For each of the six sectors, different keywords were used to find relevant literature
across each field. A list of keywords used for each section is presented as follows:

(a) Health: Key terms were searched in the publication title, abstract, and key-
words, and include: “smart city”, “smart cities”, “sensors”, “wearable sensors”,
“body sensors”, “smart health”, “smart healthcare”, “healthcare sensors”,
“healthcare applications”, and “internet of things”;

(b) Water: The selection of the articles for the survey was carried out using the
keywords “water” AND “sensors” AND “smart cities”;

(c) Waste: The selection of the articles for the survey was carried out using the
keywords “waste” AND “sensors” AND “smart cities”;

(d) Mobility: Among the main keywords and combination of keywords used
for this search were “mobility” AND “sensors” AND “smart cities”. Other
keywords such as “traffic”, “vehicle”, “pedestrian” AND “sensors” AND
“smart cities” were also included;

(e) Energy: The following keywords were included in the search: “energy con-
sumption”, “thermal comfort”, “energy-consuming systems”, “greenhouse gas
emissions”, “HVAC system”, “lighting systems”, “buildings energy consump-
tion”, “urban space energy consumption”, ”Key Performance Indicators”,
“Light Power Density (LPD)”, “alternative energy source”, “smart buildings”,
“smart lighting”, “smart citizens”, “ecological buildings”, “virtual sensors”,
“BIM modeling”, “energy consumption sensors”;

(f) Security: Keywords from this topic include: “Cybersecurity”, “Sustainable
Development”, “Environment Security”, “Society Security”, “Human Security”
AND “sensors” AND “smart cities”.

Following the aforementioned principles, a total of 193 references were reviewed in
detail; of which 129 come from journals, 46 from conference proceedings, 9 from books, 8
from web pages, and 1 from a Ph.D. thesis.
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Figure 1. Histograms showing the distributions of different features of the papers selected for this
review: (a) Year, (b) Number of citations, (c) Journal Quartile and (d) Journal Impact Factor.
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Figure 2. Pie charts representing the distribution of the (a) Type of reference and (b) Topic of the selected references for
this review.

3. Results

3.1. Smart City

The goals of smart cities initiatives are to develop economically, socially, and envi-
ronmentally sustainable cities [5,6,12]. Generally, the ideal model of a smart city is based
on the incorporation of the following subsystems and technologies: distributed energy
generation (micro-generation) [14], smart grids (interconnected and bidirectional smart
networks) [15], smart metering (intelligent measurement of energy consumption data) [16],
smart buildings (eco-efficient buildings with integrated energy production systems) [17],
smart sensors (intelligent sensors to collect data and keep the city connected) [18], eMobility
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(implementation of electric vehicles) [19], information and communication technologies
(ICT) [20] and smart citizens (key piece of a smart city) [21].

Cities constitute a complex socio-technical system [22,23]. In order to design the
best solutions for cities, their inhabitants, social entities and governments need to be
considered [2,3].

More pleasant spaces and places are required to live, boost competitiveness and
productivity. To achieve this, the development of communication technology, such as 5G,
is imperative. There also exists a growing need for initiatives of Industry 4.0 to permeate
cities, since small or medium-sized enterprises (SMEs) represent the largest business fabric
in developing countries [5]. In this sense, it is necessary to increase operators’ access to
reliable 5G infrastructure, allowing optimal deployment and economic rationality of the
networks. In addition, governments are expected to provide access to resources and tools
that facilitate the deployment speed and offer the necessary infrastructure for the latest
generation networks [24].

3.2. Smart Cities in the World

In this section, some smart cities deployments across the world are presented. In
Europe: Tampere, Helsinki, Amsterdam, Vienna, Copenhagen, Stockholm, Milton Keynes,
London, Malaga, Barcelona, Santander, Paris, and Geneva [4,25–27]. In Asia: Singapore,
Hong Kong, Shanghai, Beijing, Songdo, Seoul, and also smart cities in Taiwan, Indonesia,
Thailand, and India [4,25,27–29]. In North America: Toronto, Vancouver, New York,
Washington, and Seattle [4,25,27]. In South America: Medellin and Rio de Janeiro [27,30,31].
In Oceania: Melbourne, Perth, Sydney, Brisbane, and Adelaide [27,32].

The most common smart city project implementations across these cities include:
development of collaborative business districts in Barcelona [21,25] and Hong Kong [4,27];
citizen security by traffic monitoring in Rio de Janeiro [4,31], and natural disaster mon-
itoring in Singapore and Indonesia [29,33]; public service, smart government, and com-
munication transformation in cities of China (Wuhan, Shanghai, Beijing, Dalian, Tianjin,
Hangzhou, Wuxi, Shenzhen, Chengdu, and Guangzhou) [28]; adaptation of cultural spaces
in Medellin [30]; citizen engagement and data enhancement in New York and Wash-
ington [27]; deployment of experimental testbeds and living labs in Santander [26] and
London [27]; integration of local and foreign universities in Tampere [27] and Songdo [25];
deployment of smart green projects and policies in Seoul [27] and Toronto [4]; fiber optic
and smart grids in Geneva [27]; energy efficiency and innovation enhancement in Vi-
enna [27]; improved water consumption in Copenhagen, Hong Kong, and Barcelona [4];
deployment of electric charging stations in Malaga and Paris and Amsterdam [4]; Big data
integration and analysis in India and Thailand [29]; wired communities, pedestrian mobil-
ity, and mass transit solutions in Sydney, Brisbane, Adelaide, Melbourne, and Perth [32];
carbon emission reduction in Seattle [25]; smart waste collection systems in Helsinki [25],
Songdo [25], Barcelona [25]; smart parking in Milton Keynes [25]. Table 1 shows the main
Smart City implementations reported in the literature for health, security, mobility, water,
waste management, and energy efficiency, for the countries reviewed in this section. A
more extensive search on smart city deployments around the world was performed us-
ing the results from the literature review, as well as information gathered from related
websites [34–36]. The results of this search are presented in Figure 3.
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Table 1. Smart cities implementations around the world.

City Health Security Mobility Water Waste Energy

Tampere
[27]

Smart
transportation

Helsinki
[25]

Car charging
facilities

Automated waste
collection Smart grids

Amsterdam
[4]

ICT in health,
Health Lab

Clean energy
generation

Vienna [27] Smart parking, car
sharing Energy efficiency

Copenhagen
[4] Bike lane network Water quality

monitoring
Optimized waste

disposal Energy efficiency

Stockholm
[4]

Water management
policies

Waste management
system

Milton
Keynes

[25]

Smart parking,
MotionMap app

Sensors in recycling
centers

Smart metering
app

London
[27]

App for public
transport

Smart Waste
collection

Malaga [4] Electric vehicles,
charging stations

Smart grids,
clean energies,
smart lighting

Barcelona
[4] Remote healthcare

Incident
detectors at

home

Traffic and public
transport

management
Smart Containers Centralized

heating/cooling

Santander
[26]

Smart Parking, GPS
monitoring

Smart park
irrigation

Smart public
lighting

Paris [4] eHealth, smart
medical records

Bike sharing,
charging stations

Geneva
[27]

Smart
transportation

Fiber-optic, smart
grid networks

Singapore
[33]

Siren alerts for
natural

disasters
Traffic maps, public

transport apps

Apps for water
consumption

tracking

Apps for energy
consumption

tracking

Hong
Kong [4,27]

Smart card IDs
for citizens

Open, real-time
traffic data

Smart waste
management

Shanghai
[28,37]

Pedestrian
movement analysis

(Big data)

Beijing
[28,38]

V2E solutions,
smart cards for
transportation

Songdo
[25,27]

Remote medical
equipment and

checkups

Self-charging
electric vehicle

technology

Underground
waste suction

system
Smart buildings

Seoul [27] Bus service based
on data analytics

Taiwan
[39]

Smart defense
system for law
enforcement

Indonesia
[33]

Flood
monitoring and

report app

Thailand
[33]

Tsunami and
flood

monitoring
Water management

app

India [4] Smart transport
systems

Clean energy,
green buildings

Toronto
[28]

Smart urban zone
growth
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Table 1. Cont.

City Health Security Mobility Water Waste Energy

New York
[27]

Sensors
deployment after

9/11 attacks

Energy
efficiency using

LEDs

Washington
DC [27]

Bike sharing, smart
stations

Sensor-based
LED

streetlights

Seattle [25]

Flood monitoring,
law-enforcement

cameras, gunshots
GPS tracking

Smart trafic lights
Real-time

precipitation
monitoring

Reduction of
CO2 emissions

Medellin
[30]

Outdoor electric
stairs and air

wagons

Rio de
Janeiro [31]

GPS/video
monitoring

installation in
police cars

Traffic monitoring
using cameras

Melbourne
[27]

Smart parking,
open urban

planning, metro
Wi-Fi

Energy
efficiency, smart grid,

smart lighting

Perth [40] Cyber-security and
digital forensics

Sydney
[32]

ICTs in daily urban
transport

Brisbane
[32] Pedestrian spines

Adelaide
[32] Wired communities

|                  |                  |               |

Figure 3. Map of smart cities across the world. The shade of color represents different number of
smart cities per country. Cities are represented with colored points in the map, identified in six main
regions: Africa, Asia, Europe, North America, Oceania, and South America. The bars on the right
side show the countries with highest number of smart cities.

3.3. Sensors

The general architecture of an intelligent management system consists of readings
(sensors), gateways (communication), and workstations (instructions, analytics, software,
and user interface) [41–43].

3.3.1. Sensors for Health Monitoring

Healthcare has become a prolific area for research in recent years, given that new
sensor technology allows real-time monitoring of the patients’ state. Smart healthcare
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provides healthcare services through smart gadgets (e.g., smartphones, smartwatches,
wireless smart glucometer, etc.) and networks (e.g., body area and wireless local area
network), offering different stakeholders (e.g., doctors, nurses, patient caretakers, family
members, and patients) timely access to patient information and the ability to deploy the
right procedures and solutions, which reduces medical errors and costs [44].

Biosensors are fundamental when monitoring health, and different applications can
be identified in medical diagnoses [45], and antigen detection [46], among others. Inor-
ganic flexible electronics have witnessed relevant results, including E-skin [47], epidermal
electronics (see Figure 4) [48], and eye cameras [49]. Some common materials used to
create these sensors are carbon-based or conductive organic polymers, which present poor
linearity [50,51]. However, more reliable, and flexible sensors have been created at lower
cost, better linearity, and shorter response time, such as piezoresistive sensors integrating
nano-porous polymer substrates [52].

New sensor developments are creating relevant opportunities in the health industry.
Current procedures for sensing proteins are commonly based on noisy wet-sensing meth-
ods. A more robust procedure is carried out by means of graphene sensors that avoid the
drifting of electrical signals, resulting in more stable and reliable signals. These sensors
also reduce detection times [53]. Nonetheless, when having these robust sensors connected
to the human body, one critical challenge is their communication through the wireless
sensor network, since the IEEE 802.15.4 standard can hardly be adapted to multi-user inter-
faces [54]. Still, some solutions have been proposed, such as replacing the ultra-wideband
(UWB) with a gateway, so sensor nodes stop and switch to ‘sleep mode’ until new infor-
mation transmission is needed again. This allows lowering the energy consumption and
collisions and increase the speed and number of users [55].

Figure 4. (a) Epidermal electronic system (EES) made of a skin replica created from the forearm,
before and; (b) after application of a spray-on-bandage; (c) Colourized microscopy image of the EES
with conductive gold films of 100 μm and; (e) its magnified view. (d) Microscopy image of EES with
gold films of 10 μm and; (f) its magnified view [48].

3.3.2. Sensors for Mobility Applications

Three main systems of urban mobility: vehicles, pedestrians, and traffic, are considered
in this section. Due to the increasing number of vehicles every year in urban settlements,
traffic jams, pollution, and road accidents tend to increase as well [56]. These problems
suggest that there is an emergent need for intelligent mobility solutions. One such solution
is intelligent traffic control, oriented to avoid traffic jams and optimize traffic flow [18].
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Due to repetitive starts and stops, fuel consumption and carbon emissions increase
during traffic jams [18]. Therefore, providing solutions for traffic jams represents a direct
positive impact in terms of urban mobility and air quality in cities. Moreover, heavy-duty
vehicles (HDVs) and freight traffic release into the atmosphere large quantities of carbon
emissions [57]. The automotive industry has put significant effort into developing more
energy efficient powertrains (for example, hybrid electric vehicles). However, most HDVs
are still fueled by diesel and providing optimal solutions to reduce the carbon emissions
produced by these types of vehicles becomes a fundamental task [58].

Due to the COVID-19 pandemic, urban mobility underwent significant changes, such
as a noticeable decrease in collective and individual transport, and with that a reduction
in air pollution and carbon emissions [59]. This phenomenon has made governments
and citizens consider future changes in post-lockdown mobility, to maintain cleaner en-
vironments in their cities. Applications in smart mobility include vehicle–vehicle (V2V),
vehicle–infrastructure (V21), vehicle–pedestrian (V2P) [60], and vehicle–everything (V2X)
connections (see Figure 5) [61].

Vehicles include several sensors needed for their proper operation, measuring several
operational parameters of the vehicle, such as speed, energy consumption, atmospheric
pressure, and ambient temperature [62,63]. Such parameters are used to optimize speed
profiles to minimize vehicle energy consumption considering traffic condition and ge-
ographical information. To achieve this aim, a cloud architecture is implemented that
retrieves information from vehicle sensors and external services. In [64], an eco-route
planner is proposed to determine and communicate to the drivers of heavy-duty vehicles
(HDVs) the eco-route that guarantees the minimum fuel consumption by respecting the
travel time established by the freight companies. Additionally, in this case, a cloud comput-
ing system is proposed that determines the optimal eco-route and speed and gear profiles
by integrating predictive traffic data, road topology, and weather conditions. Vehicle
weight and speed regulation are also important to ensure road and passengers safety, help-
ing in the avoidance of serious accidents [65]. Efforts in increasing pedestrian’s safety are
valuable contributions in improving urban mobility [66]. Regarding traffic, conventional
traffic light systems are defined in a non-flexible structure, such that light transitions have
defined delays and onsets [67]. Dynamic changes in traffic volume, congestions, accidents,
and pedestrian confluence, should have been considered to provide an optimized traffic
control [67].

Pedestrian´s movement and behavior in urban settings have been monitored mainly
using cell phones, by monitoring call detail records (CDRs) [68], social media check-
ins [37,69], MAC address reading [70], and smart cards detection in public transport [71].
Vehicle detection have been achieved by cement-based piezoelectric, induction loop sen-
sors, measuring vehicle’s weight-in-motion (WIM), and performing vehicle type classifica-
tion [65], and ferromagnetic sensors buried in the asphalt for smart-parking solutions [72].
Vision-based sensors, such as infrared (IR) [67] and light detection and ranging (LiDAR) [73]
have been used to detect the position of vehicles, pedestrians and buildings within a given
proximity. Pedestrian–vehicle (P2V) oriented sensors also exist, such as the “smart car
seat”, a contact-free heart rate monitoring sensor oriented to ensure driver’s well-being
and safety [74]. Mobile phone apps have allowed P2V and V2P applications for collision
prediction [66,75].
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Figure 5. Two types of V2V connections: (a) from vehicles to vehicles with an intermediate transfer
connection and; (b) directly from vehicles to other vehicles [61].

Recently, virtual sensors have been used to enhance innovative solutions especially
in the electro-mobility sector. VSs have been introduced for operating in the sensor-cloud
platform as an abstraction of the physical devices. In particular, a VS can logically reproduce
one or more physical sensors, facilitating and increasing their functionalities, performing
complex tasks that cannot be accomplished by physical sensors [76]. Differently from a
real sensor, the VS is equipped with an intelligent component based on data processing
algorithm to derive the required information elaborating the available input data from
heterogeneous sources. Indeed, VS is typically used in services in which it is necessary to
derive data and information that are not available or directly measurable from physical
sensing instrumentation [77,78]. Although the use of such sensors has been explored in
different domains or verticals of the smart city, the mobility sector is the one where they
find large application. In the electric mobility domain, for instance, they are used to predict
the personal mobility needs of the driver to estimate the duration and cost of the battery
charging, to predict the energy demand of medium or long-range trips, etc. All these
predictions are performed through ad-hoc algorithms able to process available input data
from the electric vehicles, the users, and the charging stations [76–78].

3.3.3. Sensors for Security

The human and environmental security approaches are a very crucial ingredient to
achieve sustainable development in smart cities. Security is referred to as a state of being
free from danger or threat and for maintaining the stability of a system. Safety is a dynamic
equilibrium, which consists in maintaining the parameters important for the existence of
the system within the permissible limits of the norm. According to the United Nation’s
Human Security Handbook and Agenda 2030 Sustainable Development Goals (SDGs) [79]
the types of insecurities endangering the sustainable development of humans and, hence,
future cities are: food, cybernetic, health, environmental, personal, community, economic,
and political, as the main core of a smart city.

Food security: The importance and technological challenges of the integration of urban
food systems in smart city planning are discussed in [80]. High quality and sustainable
production include smart hydroponics and gardening systems that gather information
by sensors that measure pH, humidity, water and soil temperature, light intensity, and
moisture [81]. Several methods are proposed to monitor the quality and safety of the food
during production and distribution, including gas sensor array [82] for the analysis of
chemical reaction occurred in spoiled food. Hybrid nanocomposites and biosensors have
also been reported in food security context [83].

Cyber security: The main security challenges, including privacy preservation, securing
a network, trustworthy data sharing practices, properly utilizing AI, and mitigating failures,
as well as the new ways of digital investigation, are discussed in [11,40]. Design plane
solutions are usually software-based and use diverse types of encryption techniques,
including advanced encryption standard (AES) and elliptic curve cryptography (ECC)
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for crypto or level security and encryption, authentication, key management, and pattern
analysis for the system-level security [84,85] (see Figure 6).

Figure 6. Smart city architecture defined in five planes: application (connects city and citizens),
sensing (sensors measurements), communication (cloud services), data (processing and analysis) and
security and privacy planes (assurance of security and privacy) [85].

Health security: In-body inserted devices are designed to communicate with health-
centers and hospitals [55]. The privacy, security, and integrity of these sensors and the
information on the health record concerning legal and moral issues are of great interest
which is widely discussed in works such as [86,87].

Environmental security: In recent decades, the use of satellite remote sensing and
in-orbit weather observation, disaster prediction systems have risen drastically. These
tools are an integral sensing part of the future smart cities [88,89]. There is a wide range
of sensors, including earthquake early detection systems which use vibration detection
and monitoring soil moisture and density of the earth [90], radiation level detectors [91],
tsunami inundation forecast methods assimilating ocean bottom pressure data [92]. These
sensors are connected in a wireless network, offering a global prognosis of environmental
threats. Continuous emission monitoring systems (CEMS) have helped develop market-
based environmental policies to address air pollution [93]. CEMS are allowing better
tracking of powerplant emissions in real time to inform decarbonization strategies for
the grid [94]. Efforts to deploy cost-effective sensing capabilities so far have produced
fragmented data, but new optimization and AI tools are being proposed to resolve this
issue [95]. New smart sensing and visualization (e.g., satellite, LiDAR, etc.) capabilities
are focusing on greenhouse gas emissions (GHG), for instance around the carbon capture
potential of agriculture, forestry, and other land uses (e.g., natural climate solutions). Ad-
vanced monitoring, reporting, and verification (MRV) features will continue to play a major
role in enhancing the transparency, environmental integrity, and credibility of subnational,
national, and regional emissions trading systems (ETS) for the future integration of a global
carbon market [96,97]. Regarding infrastructure and buildings, continuous monitoring
to detect corrosion and minor damages to prevent a possible failure takes advantage of
the integration of surveillance cameras, humidity, atmospheric, and stress sensors, among
others [98]. A simple combination of vibration and tilt sensing devices provides one of the
low-cost and high-efficiency techniques proposed for a wide range of structures [99].

Personal and community security: To detect anomalies, violence, and unauthorized
actions, biometrics and surveillance cameras are widely used. Smart lighting systems are
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a useful and cost-effective tool that uses common sensors like light and motion detectors
and can improve the security tasks [100]. Surveillance cameras, face-recognition systems,
and global positioning systems (GPS), in combination with data handling systems, are
increasingly common tools in the hand of law-enforcement agencies as smart public security
strategy reported in [39]. Ref. [101] reviews the possible combination of different devices
categorized in sensors, actuators, and network systems. The challenges presented by the
growing use of such technologies and concerns for individual privacy is the topic of an
emerging research area [102].

3.3.4. Sensors for Water Quality Monitoring

Water is an invaluable commodity and is necessary for any living being. Smart
water management focuses mainly on making water distribution systems more efficient
by applying sensors and telemetry for metering and communication [103,104]. It applies
in three broad areas: fresh water, wastewater, and agriculture. Moreover, more holistic
perspectives around shared resource systems, such as the water–energy–food nexus are
also benefiting from new sensing capacities and smart management systems enabled
by digital technologies to provide more sustainable, resource efficient use solutions [97].
The principal usefulness of smart water systems lies in controlling valves and pumps
remotely [104] measuring quality [103], pressure, flow, and consumption [105].

Consumption monitoring includes metering and model applications to describe con-
sumption patterns. Water loss management encompasses leakage detection and local-
ization [105]. For water quality the focus is on measuring, analyzing, and maintaining
a set of pre-established parameters. It is an integral real-time management involving
stakeholders [106–108]. In the agriculture, the use of IoT devices is a common way to make
irrigation more efficient and effortless [109–111]. Noise sensors and accelerometers are
popular methods to detect leaks in water distribution infrastructure [105,106].

The use of electromagnetic and ultrasonic flow meters and sensors for measuring
pressure are IoT technologies for water consumption rate analysis [103,108].

Sensors used to analyze the quality of the water are mainly applied for physical–
chemical parameters such pH, temperature, electrical conductivity and dissolved oxy-
gen [108,109], also oxidation-reduction potential and turbidity [112–114], and presence of
toxic substances [115]. In some cases, novel probes, such as for residual chlorine [103] or
nitrate and nitrite, were implemented (see Figure 7) [112]. Humidity sensors are applied
to measure soil moisture and assist in managing the schedule programs of irrigation in
agricultural lands [110,116,117].

3.3.5. Sensors for Waste Monitoring

Smart waste management consists of resolving the inherent problems of collection and
transportation, storage, segregation, and recycling of the waste produced. Use of smartbins,
solutions for the Vehicle Routing Problem (VRP) and waste management practices have
been reported [41,118]. The use of smartbins refers to the implementation of different kind
of sensors in the bins used to collect waste, which provide quantitative and qualitative
information about the bin content [119–121].

For the VRP, the proposals are algorithms for optimization of the routes, considering
social, environmental, economic factors, peak hours, infrastructure, type and capacity of
the collection vehicles and others, in an effort to save resources like money, time, fuel, and
labor [121–123].
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Figure 7. Outer and inner view of an integrated IoT sensor for water quality monitoring applications.
The sensor consists of a nitrite and nitrate analyzer based on a novel ion chromatography method,
used for detection of toxic substances [112].

With this, researchers aim for an integrated, real-time management that involves the
communities and all the stakeholders [124,125]. The principal use of sensors in smartbins
is monitoring the volume, weight, and content of the bins. For monitoring the filling level
of the container, the main approaches that have been used are ultra-sound (US) [43,119],
and in some cases IR sensors [121,126]. A load cell is also used to detect the weight of
the bin [124,127]. In the literature, various sensors are used to detect harmful gases [126],
movements near the container [120], and metal sensors to separate metallic waste [128],
and to measure humidity [126,128], as well as temperature [43,123]. The My Waste Bin IoT
container presented in [43] is shown in Figure 8.

Figure 8. Front and back view of the My Waste Bin, an IoT smart waste container, enabling real-time
GPS tracking and weight monitoring [43].
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3.3.6. Sensors for Energy Efficiency

Energy is an essential resource for the operation of the many activities occurring in
cities [14]; therefore, the efficient use of this resource is paramount to reduce costs and
promote environmental and economic sustainability [129].

The main sinks of energy consumption in urban communities are those associated
with industrial and transport activities, buildings operations, and public lighting. In this
section, we focus on the sensors used to monitor the usage of energy ground transport
in buildings and public lighting. Since sensors for industrial activities were covered in
previous sections.

Ground transportation represents the main sink of energy consumption (∼45%) and the
major source of air pollutants in urban centers [130]. Car manufacturers report the specific
fuel consumption (SFC measured as L/km) of their vehicles using laboratory test protocols.
However, they do not report these data for heavy-duty vehicles. Furthermore, the real
vehicles’ energy consumption is affected by human (driving), external (traffic, road, and
weather conditions), and technological factors. For gasoline and diesel-fueled vehicles, the
common strategies to measure real-world fuel consumption on a representative sample
of vehicles are: (i) measuring the fuel’s weight before and after a specific distance being
driven (gravimetric method), and (ii) measuring instantaneous fuel consumption through
the on-board diagnostic system (OBD method). This second alternative uses optical sensors
to measure the engine RPM, pressure sensors to measure the inlet air flow. The engine
computer unit (ECU) uses these measured data to determine the engine fuel injection
time. In addition, a global position system (GPS) determines the vehicle’s speed. Using
all this information, the ECU reports via OBD the vehicle’s instant fuel consumption.
Currently, there are commercially available readers that read the OBD data and send
the collected information to the cloud. Using these technologies, telematics companies
monitor thousands of vehicles in operation [131–133]. Similar systems are available for
electric vehicles. We recommend this OBD-based alternative to measure the real energy
consumption in ground vehicles.

Buildings represent 40% of total energy consumption [134] and 30% of greenhouse
gas (GHG) emissions [129,134]. The main physical and non-physical factors involved
in indoor environment quality are shown in Figure 9 [134]. These factors are measured
using wireless sensors [135,136], virtual sensors [137], and artificial neural networks [16].
Energy consumption in buildings is associated mainly with (i) thermal comfort (operation
of heating, ventilation, and air conditioning-HVAC systems); (ii) indoor lighting; (iii)
various electrical loads (operation of electric equipment); (iv) thermal loads (use of fuels
for heating and cooking), and (v) indoor air quality (pollutant concentration, odor, and
noise) [138,139]. Table 2 shows the variables used to grade these five aspects and the sensors
frequently used to measure these variables. However, additional variables influence energy
consumption, such as the occupation level [140], and the building’s structural design [141],
and outdoor conditions (temperature, humidity, pressure, and solar radiation). Therefore,
additional sensors are used to measure them. Some research works have focused on
designing intelligent building management systems (BMS) that use, in real-time, data
from the sensors listed above and take actions oriented toward the reduction in energy
consumption, such as turn lights off, closing doors and windows, etc. [142].

Public lighting systems represent almost 20% of world electricity consumption, and it
is responsible for 6% of GHG [143]. Therefore, it is essential to centralize street lighting
control and smart management to reduce energy consumption, maintain maximum visual
comfort and occupant requirements [139]. The variable most used in lighting systems is
the lighting power density (LPD) [138]. Neural networks, wireless sensors, algorithms, and
statistical methods are used to estimate the energy consumption and the corresponding
costs [129,135,136]. Environmental factors, pedestrians’ flow, weather conditions, and
brightness levels influence light intensity [129,144]. The urban space adopts the most
advanced Information and ICTs to support value-added services to manage public affairs,
connecting the city and its citizens while respecting their privacy [20,145].
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Figure 9. Physical and non-physical factors in IEQ studies [134].

Most of the time, the monitoring of the variables influencing energy consumption
in buildings and public lighting is carried out wirelessly [18,129]. Various intelligent
sensors [135], such as artificial vision, are used to measure temperature, relative humid-
ity [17], electric current, gas flow, air quality [139], lighting, luminosity [129], solar radi-
ation [139], and acoustic emission [146]. Measurement devices include light-dependent
resistor (LDR) [139], IR radiation [140,147], semiconductors, magnets, and optic fiber. Intel-
ligent sensors based on IoT are key to real-time monitoring of the many variables involved
in energy management; these sensors can be adapted to microcontrollers and virtual sen-
sors [129,137]. The main problem with wireless sensors is their battery life; therefore,
alternative energy sources (thermal, solar, wind, mechanical, etc.) is vital, although these
energies are usually available in minimal quantities [18].

Table 2. Sources of energy consumption in cities.

Sources of Energy Consumption Variable Sensor Application

Air
Conditioning Heat/Cooling Temperature/Humidity Thermohydrometer Temperature and relative humidity

CO2/CO CO2/CO Concentrations
Indoor Air

Quality
Air

pollution/Concentration
NO2/NO

NDIR (Non-Dispersive
Infrared) NO2/NO Concentrations

Air renovations VQT airflow HVAC system/equipment, building
automation, vents

Presence Passive Infrared (PIR)
Count/Occupation/Movement of

people and
vehicles/Temperature/Security

Lighting Indoor/Outdoor Light Light Depending Resistor (LDR) Color/Resistance/Security alarms,
Lighting On/Off

Brightness Phototransistor

Illumination Photodiode

Home networks, Wi-Fi LED
luminaires/Indoor lighting
apps/Proximity Light level
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3.4. Communication Technologies

Some of the most common communication technologies involve 3G, 4G LTE, and
5G Wi-Fi network connections [109,114]. In general, communication infrastructures can
be classified as local area networks (LAN), wide area networks (WAN), and global area
networks (GAN) [116]. LAN sensors can communicate with gateways through different
protocols, such as: long range (LoRa) [107], Bluetooth [126], and low power radio [41].
Furthermore, new technologies have arisen in recent years, such as ZigBee [110] and
narrowband internet of things (NB-IoT) [72]. On the other hand, gateways in WAN
connections send the information to the cloud through SigFox, long range wide area
network (LoRaWAN) [112], while GAN encompasses more complex technologies and
all the cellular networks GSM-GPRS [121,148]. Other protocols include IP and API, TCP,
Dash7 and MQTT [17], along with standards such as IEEE802.15.4, IEEE802.11.x, and
IEEE1451 [135].

However, as the number of network nodes increase, interference problems can take
place, particularly in very dynamic environments, such as health and mobility [149]. For
instance, inter-body network problems depend on the number of sensors per network, as
well as the body networks in a location, traffic, physical mobility of each body, and the
location of nodes on the body [150]. In order to attenuate this problem, active and passive
schemes have been proposed, which allow a high throughput and packet delivery ratio, as
along with both a low average end-to-end delay and low average energy consumption for
a single and multi-WBSNs [151,152]. Similarly, sharing data through connected vehicles
can occur through incorporated or third-party systems [62], but accuracy and availability
widely depend on the interface used [153]. As the number of users increases, the safety,
access, and efficiency can be affected. Here, the vehicle itself is considered an integrated
sensor platform [154], since it can work as a data sender, receiver, and router within the
V2V or V2I communications used in ITS [19].

3.5. Applications

In the health section, sensors can be used in different multidisciplinary areas, for
example: smart toilets, applications that monitor and direct physical exercise with the
final objective of rehabilitation or prevention of injuries, and applications in health insti-
tutions [155,156]. For cycling sports, sensors are used most frequently in long-distance
running and swimming [157]. There are different methods used to monitor the condition of
patients, for example: monitoring the electrical activity of the heart using an array of elec-
trodes placed in a sterile way on the body [158], monitoring of vital signs via wireless [159]
for the tracking of the patient’s location by issuing alerts if necessary, implementation of
user-friendly interfaces to share information, based on wireless ECG sensors and pulse
oximeters [159], implementation of a network-based multi-channel frequency EM for reha-
bilitation patients with exercises [160], design of a system with three sensors to monitor the
ECG, body weight, and pulse of the patient [161], portable home health monitoring system
using ECG, fall detection, and GPS to monitor people outside [162], e-health monitoring
system based on the fusion of multisensory data to predict activities and promote the
decision-making process about the health of the person [163]; all of these home health
systems allow to monitor patient’s activity in their homes.

In the mobility section, the most common ITS applications in reducing road traffic
are related to accident detection [164,165] and prevention [40], identifying road traffic
events [166] and studying the driving behavior and applying real-time feedback [167,168].
Interesting applications in urban mobility have been proposed as well, such as smart
traffic lights [67], smart parking [72], collision prediction and avoidance [66], vehicle
WIM detection [65], and mobility visualization through heatmap representations [169].
Heatmaps can also be obtained from analyzing mobility data from vehicles and pedestrians
and reflect the behavior of different phenomena, such as average speed in the city [170],
traffic jams location, frequency, and duration [171], and combined spatio-temporal traffic
clustering and analysis [169].
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For the water section, by analyzing parameters like soil humidity and nutrients, the
design of efficient irrigation programs, including remote control or automatic irrigation
systems, can be done, reducing water and energy consumption [42,127,172]. For example,
a system that allows real-time monitoring of surface water quality in different aquatic
environments [43], systems for monitoring the quality of the river that crosses a city [173],
and the implementation of a system that could be used in pipelines networks to monitor
the quality of water [122]. Distribution systems need to be regulated to ensure the required
quantity and quality. The use of sensors to collect data in real-time can detect and locate
leaks, which can affect the correct supply of water to a city or deteriorate the infrastructure
around the leak [14]. The water distribution systems need to be monitored to ensure that
correct water quality is distributed and for detecting pollutants [174].

In the waste section, the IoT system permits an onboard surveillance system, which
raises the process of problem reporting and evidence good waste collection practices in
real-time [135]. The use of mobile apps and software permit that truck drivers receive
alerts from the smart bins that need attention, and also to get the optimal route to collect
the garbage, reducing the effort and cost of waste collection [136–138]. With the collection
of information about the filling level of the containers, it is possible to determine the best
types and sizes of containers, areas that require greater or special collection capacity, and
the timing of the collection [134–136,138]. The sensors can improve the automation in
identifying and separating waste, allowing an increase in the processing speed for reuse
and recycling to convert a smart city to a city with zero-waste [20,137]. All data collected
from the bins and the analytics, in conjunction with the use of a GPS to know the coordinate
position of bins, dumps, and fleet, can be used to manage in novel ways the collection and
segregation of waste [17,129,136,138,141].

Finally, countries are looking to implement innovative technologies focused on mini-
mizing energy consumption and improving their citizens’ environment and welfare. For
this reason, there are various applications in the areas of buildings, public lighting, and
urban space such as counting, movement, and location of people and vehicles, security
actions for citizens, fire detection in building enclosures [140], smart homes [135,147,175]
and home networks [135,136], Light Emitted Diode-wireless (LED) indoor and outdoor
lighting fixtures [18], geothermal technology [137], hygrothermal comfort [17], cybernetic
cities, ubiquitous connectivity [176], HPCense (seismic activity), smart thermostat [18],
indoor lighting apps [129], microgrids [139], structural health monitoring of buildings [18],
ecological buildings [134], among others.

3.6. Study Cases

This section describes experimental results of study cases implemented by the research
groups of the co-authors of this review, developed in Tecnologico de Monterrey, under
the Campus City initiative. Figure 10 shows a visual representation of the study cases
discussed in this section.

Health. In this study, by using EEG electrodes and Bluetooth, brain signals from
students were recorded to assess learning outcomes under different modalities [177]. The
aim of the work was to propose EEG sensing as a support in education by inferring the state
of the brain. The results showed that machine learning models based on the EEG recordings
were able to predict with 85% accuracy, the cognitive performance of the students, and it
could also be used to identify unwanted conditions, such as mental fatigue, anxiety, and
stress under different contexts in the healthcare sector.

Security. PiBOT is a multifunctional robot developed to monitor spaces and imple-
ment regulations in the context of the COVID-19 pandemic [178]. Such robot integrates
video and thermal cameras, LiDAR, ultrasonic, and IR sensors to allow object and people
detection, facemask recognition, temperature maps, and distance between persons estima-
tion. It also integrates automated navigation algorithms, teleoperation control modes and
cloud connection (IoT) protocols for data transmission. The robot is also able to generate
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and send real-time data to a web server about people count, facemask misuse, and safe
distance violations.

Figure 10. Study cases of smart cities implementations in Tecnologico de Monterrey, (a) Health: EEG monitoring for
educational services; (b) Security: Space monitoring in the context of COVID-19 pandemic; (c) Mobility: Urban accessibility
analysis in Monterrey City; (d) Water: Detection of SARS-CoV-2 RNA in freshwater environments from Monterrey City;
(e) Waste: GPS monitoring and app for recycling vehicles; (f) Energy: Impact of A/C usage on light-duty vehicle’s
fuel consumption.
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Mobility. The following study presents the results from the analysis of accessibility to
different services (health and education) in the urban environment of the city of Monterrey,
Mexico [179]. The software tools used in this study enabled to obtain quantitative repre-
sentations of the accessibility of the city when using different transport modes (walking
and cycling). The results from this work showed low accessibility to medical services, but
acceptable accessibility to educational services in the city. The study found that the use
of bicycles and other micro mobility vehicles can enhance the accessibility to services in
the city.

Water. A recent study from one of the co-authors studies the presence of SARS-CoV-2
RNA in different freshwater environments (groundwater and surface water from rivers
and dams) in urban settings [180] from the city of Monterrey, Mexico. The detection and
quantification of the viral loads in such environments were determined by RT-qPCR in
samples acquired from October 2020 to January 2021. The results of the study demonstrated
the feasibility of the presence of SARS-CoV-2 in freshwater environments. It also found that
viral loads variations in groundwater and surface water over time at the submetropolitan
level reflected the reported trends in COVID-19 cases in the city of Monterrey.

Waste. A recent collaboration between Tecnologico de Monterrey and industrial part-
ners from Smart City Colombia [181] and SmarTech [182] has started for the development
of smart solutions for cities. This collaboration proposes the use of a smart recycling
implementations using an urban mechanism for intelligent disposal (MUDI). The MUDI is
a GPS monitored vehicle that establishes optimal routes for collection of recycled material,
while informing both the recycler and the citizen through an app about the final disposal
of said materials.

Energy. Using engine sensors, information about the fuel consumption associated to
the operation of the A/C in light-duty vehicles was monitored via OBD for a five-month
period [131]. Results showed that specific fuel consumption due to A/C usage is higher at
lower speeds of the vehicle and it is lower at higher driving speeds; and shows the potential
of proposing solutions towards vehicle energy efficiency by analyzing information coming
from engine sensors through the OBD port.

4. Challenges and Opportunities

Advances in the use and implementation of sensors and their application for the
development of smart cities will allow residents to access a better quality of life. Even
though the use of wireless sensor networks provides valuable data that are used for a better
management of resources, there are still areas of opportunity for improvement. Although
different areas within the smart city face specific challenges, a common opportunity is the
development of new sensors and new approaches to the problem of detection, prevention,
or anticipation of the dangers which future smart cities can face.

A major challenge in health applications is privacy and the secure transmission of
data, a concern for which different studies have been conducted. One example is a de-
centralized mobile-health system that leverages patients’ verifiable attributes in order to
run an authentication process and preserve the attribute and identity [183]. Another study
designs two schemes that focus on the privacy of medical records. These schemes ensure
that highly similar plaintexts can be transformed into distinctly different ciphertexts and
resist ciphertext-only attacks. Nevertheless, important performance metrics, such as com-
putation overhead, network connectivity, delay and power consumption, are ignored [184].
Low-cost wireless sensor networks also help to achieve a direct communication between a
user’s mobile terminals and wearable medical devices while enforcing privacy-preserving
strategies [149]. In addition, a study presented a big health application system based on
big data and the health internet of things (IoT). This study also proposed the cloud to
end fusion big health application system architecture [185]. One last study modifies the
design of sensor networks in a way that each one can manipulate four symbols (quaternary)
instead of two (binary), resulting in more efficient systems [186].
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With respect to mobility, ITS are used in smart cities, having a positive impact on
saving resources, such as time and workforce, while reducing the use of fuels and emissions
into the atmosphere. ITS image-based mobility applications are simple and inexpensive,
but face decreased efficiency during lightning and weather changes [18]. Another chal-
lenge is faced by flexible traffic control, as well as collision avoidance systems as high
speed detections and data exchange are needed for successful V2V, V2P, V2I, and V2X
protocols [18,38,66]. This information exchange process is susceptible to security threats,
such as malicious attacks or data leaks [61]. To address these challenges, more reliable
sensors and faster data transfer protocols need to be implemented.

In smart security, there is a big effort on detection, prevention, or anticipation of the
dangers that citizens and infrastructure of the smart cities can face. Sensors for security
present a tendency to improve the sensibility, resolution, and precision of the current
sensors. Almost all services in a smart city use digital data and are completely dependent
on the security and integrity of that data. Due to this reason, sensors must be hardened with
effective security solutions such as cryptography and advanced self-protection techniques.

Regarding smart water monitoring, sensors are used to measure water quantity
and quality data continuously and consistently. The obtained data can be processed and
visualized in real-time to the end-users, or forecasts can be developed for the water agencies.
These technologies allow minimization of the risks associated to poor water quality and
deficiencies in water supply. Future sensors need to be improved in cost and energy
consumption to withstand long periods of measurements without intervention, in addition
to an enhanced robustness, to resist adverse environmental conditions.

Solid waste management is crucial in any town or city, but take a new role in the smart
city scheme, and it is focused on a more clean, tidy, and healthy environment for living,
using sensors and IoT technologies to improve waste management [42,43]. Currently there
are only sensors that can identify wet, dry, or metal garbage; however, it would be optimal
to develop sensors that allow identifying waste in greater detail. For this reason, new
sensors oriented to waste segregation need to be developed and implemented. Segregation
is a key component in the waste management system, as it allows much of what is discarded
to be recycled or reused, resulting in a reduction in the amount of garbage that reaches
landfills [128,172].

Innovations in energy consumption monitoring in buildings, public lighting systems,
and urban spaces using ICTs are an excellent option due to their adaptability. The liter-
ature proposes the implementation of virtual sensors by building information modeling
(BIM), integrated with IoT devices including qualification tools to develop ecological
buildings [134,187]. Intelligent lighting systems with sensors adaptable to weather con-
ditions, hours of use and presence of people or vehicles [20] where the street lamps
serve as Wi-Fi connection points, allowing interconnected networks over the entire urban
area monitoring the quality of the environment, noise levels, and surveillance, among
others. Battery or energy consumption, high volume of data storage and security, life
span and replacement, size, cost, installation, and maintenance are the main deficiencies
when designing a WSN. Studies have proposed the implementations of energy efficiency
surveillance using multimodal sensors [188] and low power hardware systems [189]. The
implementation of low-cost sensors and using energy harvesting are the most attractive
technologies for buildings’ sensors in the future. Artificial intelligence, big data, and
machine learning [190,191] become essential due to the vast amount of data gathered and
analyzed in the presented applications.

5. Conclusions

Following the reported trends of population growth and mobility to urban environ-
ments, it is clear that in the years to come, cities will face a constantly increasing need to
satisfy the demands of their citizens [1]. Diverse strategies have been implemented in cities
from all continents to move towards smartness as a means to enhance management of their
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resources, offer more efficient and trustable services, improve the liveability of the city, and
promote government, academia, and citizens’ engagement.

Geographically speaking, continents such as Europe and Asia have the highest amount
of reported smart city implementations, followed by America, Oceania, and Africa. High-
income countries such as United States and China presented a high number of smart
city deployments at different cites. Although other continents and cities present fewer
smart cities, it is only a matter of time for more to arise, as they follow the steps of their
predecessors [28]. Several applications of sensors for smart cities were identified and
described within this work. To summarize, most of the applications involved the sensing
and sharing of data to offer on-demand services (medical records and check-ups, urban
transportation, water, and energy consumption), while others are oriented to improve the
liveability of the city (citizens’ security, green spaces management, water quality, waste
collection, public lighting). Among the main challenges of smart city implementations,
each sector has its own; however, common factors such as the improvement of sensors,
massive data analytics implementations (big data), and citizens’ distrust in data sharing
can be identified.

Although in future smart cities, the security of the society and community is to be
ensured by digitalization and inter-institutional cooperation, human security, generally
speaking, is guaranteed by the individual’s behavior. It should not be forgotten that safety
cannot be forced; it can only be educated, and there is a need to form an internal motive
for safe and ethical behavior by creating and fostering a culture of safety in such a new
digital environment. Finally, it is also important to consider that in order to implement the
proposed smart city solutions, collaboration, and partnership with government agencies is
imperative [3]. Deep understanding of each context of implementation and key intercon-
nections between sectors (e.g., transport–energy, energy–water–food, resource efficiency
and recovery, etc.), along with meaningful community engagement and involvement in the
planning and use of new technologies in the urban infrastructure is essential to enhance
political feasibility, transparency, equity, and financial sustainability.

As societies around the world begin to better understand how technological progress
can improve quality of life and foster clean economic development, smarter communities
will be driving the future of cities towards a more liveable, inclusive, net-zero carbon and
sustainable future by mid-century [192].
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Abstract: For smart cities using clean energy, optimal energy management has made the development
of electric vehicles more popular. However, the fear of range anxiety—that a vehicle has insufficient
range to reach its destination—is slowing down the adoption of EVs. The integration of an auxiliary
power unit (APU) can extend the range of a vehicle, making them more attractive to consumers.
The increased interest in optimizing electric vehicles is generating research around range extenders.
These days, many systems and configurations of extended-range electric vehicles (EREVs) have
been proposed to recover energy. However, it is necessary to summarize all those efforts made by
researchers and industry to find the optimal solution regarding range extenders. This paper analyzes
the most relevant technologies that recover energy, the current topologies and configurations of
EREVs, and the state-of-the-art in control methods used to manage energy. The analysis presented
mainly focuses on finding maximum fuel economy, reducing emissions, minimizing the system’s
costs, and providing optimal driving performance. Our summary and evaluation of range extenders
for electric vehicles seeks to guide researchers and automakers to generate new topologies and
configurations for EVs with optimized range, improved functionality, and low emissions.

Keywords: extended range electric vehicle; technologies; optimization methods; EREV key compo-
nents; level optimization

1. Introduction

Extended-range electric vehicles (EREVs), commonly known as series hybrid electric
vehicles (Series-HEV), have better autonomy than electric vehicles (EV) without range
extenders (REs). EREVs can go from one city to another or make long journeys in general.
In recent years, EREVs have attracted considerable attention because of the necessity to
improve autonomy using new and different technologies to generate extra energy for
EVs. Today, fossil fuels meet the needs of the transportation sector to a significant extent,
but bring on various adverse effects, such as air pollution, noise, and global warming.
Compared to internal combustion engine vehicles (ICEVs), EREVs reduce emissions and
are considered a favorable alternative [1,2]. EREVs, compared with EV, not only have
the advantage of “zero fuel consumption and zero emissions”; they also effectively solve
the problem of having an inadequate driving range due to power storage limitations in
batteries [3]. This paper presents a systematic review on the subject of EREVs. First,
an explanation of all the technologies used to extend the ranges of electric vehicles is
presented and compared, considering the characteristics of each technology. The next
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stage reviews all the possible topologies for an EREV, analyzing the components and
their interactions. The different control methods and their applications are also analyzed.
The last part the analysis of how an EREV can be optimized. All the information is
organized and presented in graphs and tables. As a contribution of our own, we propose a
method for selecting the components of an EREV and designing its architecture based on
the final application and use.

2. Extended Range Electric Vehicle Technology

A range extender (RE) is a small electricity generator (APU) which operates when
needed as a solution to increase autonomy in EVs. The main components of the RE are the
generator and internal or external combustion engine; the internal or external combustion
engine is coupled to the generator in a series configuration. The primary function of the RE
for an EV is to extend the vehicle’s mileage. Operation of the range extender is initiated if
the SOC (state of charge) of the EVs battery drops below a specified level. In this situation,
the engine provides electricity by recharging the battery or directly driving the EV during
travel and continues the vehicle’s operation [4]. The difference in a plug-in hybrid electric
vehicle (PHEV) is that the electric motor always propels the wheels. The engine acts as a
generator to recharge the vehicle’s battery when it depletes or as it propels the vehicle [5].
A series configuration is used as the main system, which is considered an APU. The system
is connected to several subsystems, such as the generator, battery, electronic management
system, and electric motor. The electric motor converts electrical energy from the battery
to mechanical power. It propels the wheels while the APU generates electric energy to
recharge the battery. Finally, the electronic management system controls all the systems
for optimal functioning. The EREV has two operation modes: pure electric vehicle and
extended-range mode. If the distance is short, the vehicle operates in pure electric vehicle
mode without the RE. If the distance is long, the vehicle operates in extended-range electric
vehicle mode.

The RE is off as long as there is sufficient energy in the battery for purely electric
driving, and activated whenever the SOC drops below a certain level. The RE works
until the desired SOC is achieved. The battery power manager gives this function. Figure 1
shows an EREV and energy flow configuration: (a) charge sustaining period and (b) depletion
period. There are many technical and social challenges ahead for EVs coming up against
the conventional ICEVs. Range anxiety is the most challenging problem facing EV drivers
due to their shorter driving ranges compared to ICEVs. Range anxiety stems from the
limited energy density in the current batteries (0.565 MJ/kg for Li-ion battery), which is
very low as compared to fossil fuel (43.48 MJ/kg) [6].

Figure 1. Configuration of an EREV and energy flow: (a) charge sustaining period; (b) depleting period.

2.1. Technological Classification of EREV

The electric propulsion system is the heart of an EREV. It consists of the motor drive,
a transmission (optional) device, and wheels. There are three kinds of electric motors:
direct or alternating current and in-wheel motors (also called wheel motors). The primary
requirements of the EREV motor are summarized as follows:

1. High instant power and high power density.
2. High torque at low speeds for starting and climbing, and high power at high speeds

for cruising.
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3. An extensive speed range including constant-torque and constant-power regions.
In this case, the APU, when it is on, needs to operate in the same regions.

4. Fast torque response.
5. High efficiency over a large speed and torque ranges.
6. High reliability and robustness for various vehicle operating conditions.
7. Reasonable cost.

2.1.1. Internal Combustion Engine Extended Range (ICE-ER)

The range extender comprises a fuel tank, an internal combustion engine, and a
permanent magnet synchronous generator [3,6–34], as shown in Figure 2. The structure is
mechanically decoupled between the RE and the wheels of the EV. This configuration leads
to a strong point whereby the output characteristics of the RE are not related to the vehicle’s
traction performance, and the output power only needs to meet the driving requirements.
Therefore, one of the main objectives is to keep the RE operating in the high-efficiency
region. The engine and the generator should be matched to achieve this common operating
region [8]. As another solution, several studies have focused on energy harvesting using
other types of fuels, such as natural gas [35] or diesel [36,37], to reduce pollution levels.

Figure 2. A diagram of the configuration of ICE-ER.

2.1.2. Regenerative Shock Absorber Extended Range (RSA-ER)

The shock absorber is a crucial component of the vehicle suspension and is combined
with the suspension spring to filter vibrations when driving on rough roads. Typically,
energy from vibrational sources is dissipated through hydraulic friction and heat via shock
absorbers [38]. Currently, there are three categories for RSAs. The first type directly uses
an electromagnetic method to generate electric power. The schemes of operation can be
linear or rotary [39]. A linear electromagnetic RSA converts the kinetic energy of vertical
oscillations into electricity by electromagnetic induction.

The second is the hydraulic RSA. This RSA can harvest energy by employing oscilla-
tory motion to drive the power generator. Some studies reformed the existing hydraulic
shock absorber and utilized the oil in the shock absorber to flow into a parallel oil circuit.
They usually used the flowing fluid to drive a hydraulic motor connected in parallel to a
DC/AC generator [40].

The third category is the mechanical RSA, which was developed quickly because of
its greater efficiency and average power [38]. The general architecture of said RSA using
supercapacitors, which are applied to extend the battery endurance, has four main parts:
(1) the suspension vibration input module, (2) the transmission module, (3) the generator
module, and (4) the power storage module, as shown in Figure 3.

Figure 3. A diagram of the configuration of an RSA-ER.
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2.1.3. Regenerative Braking Extended Range RB-ER

The EV’s motor can work as a generator under deceleration procedures, charging the
battery and exerting regenerative braking torque on the axle simultaneously, as shown in
Figure 4. A regenerative braking system (RBS) can capture the kinetic energy of an electric
vehicle during the deceleration process, thereby improving the EV’s energy efficiency.
For an EV, friction and regenerative brakes generate brake torque, either separately or
together [41]. In addition, the use of an adequate control strategy helps to reduce the
loss rate; for example, the revised regenerative braking control strategy (RRBCS) can
reduce inefficiency at the expense of slight braking energy recovery loss. Thus it positively
affects prolonging the battery’s life while ensuring braking safety and maximal recovery
energy [42].

Figure 4. The configuration of an RB-ER. Energy flow: left generator mode and right traction mode.

An EV with automatic mechanical transmission (AMT) has higher transmission effi-
ciency because it uses a composite braking process. The braking force of the motor varies
according to the transmission gears at the same speed. Therefore, when the vehicle is brak-
ing, the transmission gear can be shifted reasonably according to the vehicle’s condition.
This mechanism improves the EV economy, since it allows the motor to work efficiently
while recovering the braking energy to the maximum extent. An appropriate strategy can
effectively improve the energy recovery rate and ensure braking safety and stability [43].

2.1.4. Fuel Cell Extended Range (FC-ER)

Fuel cells (FC) are electrochemical energy conversion devices that convert chemical
energy directly into electrical energy and heat [44]. The electrochemical transformation
is a chemical reaction of oxidant and reductant to produce electricity and water in stack
output [45].

An anode, a cathode, and an electrolyte are the main components of an FC; water and
electrical energy are the products. In the process, the anode supplies hydrogen, and the
cathode terminal supplies oxygen [46]. During the reaction, hydrogen decomposes into
positive protons and negative ions on the anode side. The resulting positive particles
reach the cathode tip through the electrolyte, allowing only the positively charged particles
to pass. The electrons, the negative ions at the end of the anode, tend to reunite with
the positively charged particles and pass to the cathode side through an external circuit.
This electron flow in the external circuit generates electricity. The electrons passing to the
cathode side combine with positively charged particles and oxygen to produce pure water
and heat, as shown in Figure 5 [1,47–53].

Figure 5. A diagram of the configuration of FC-ER.
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2.1.5. Micro Gas Turbine Extended Range (MGT-ER)

Microturbines (MGT) are small gas turbines with output power levels of 30 to 500 kW [54].
A MGT mainly consists of a single-stage radial compressor, a radial turbine section, and a
recuperator. They usually use foil bearings (air bearings). The typical cycle of an MGT
consists of four processes:

1. A radial compressor compresses the inlet air.
2. Air is pre-heated in the recuperator using heat from the turbine exhaust.
3. Heated air from the recuperator is mixed with fuel in the combustion chamber

and burned.
4. Hot gas expands in turbine stages, and the gas’s energy is converted into mechanical

energy to drive the air-compressor and the drive equipment (usually generator).

Automakers claim that the gas turbine is the most efficient solution that is on its way.
In particular, MGT can be an alternative to the ICE as a RE for EVs. The MGT produces less
raw exhaust gaseous emissions, such as hydrocarbons and carbon monoxide, and has more
static applications compared to the ICE. In addition, any MGT is lighter than the equivalent
ICE, and it provides a potential reduction in the level of carbon dioxide produced [55–57].
Figure 6 shows the configuration of an MGT-ER connected to a generator and in series with
a battery.

Figure 6. A diagram of the configuration of MGT-ER.

2.1.6. Thermoacoustic Engine Extended Range (TAE-ER)

Most vehicles waste nearly a third of their fuel’s energy through the exhaust. Therefore,
an efficient waste heat recovery process would undoubtedly improve fuel efficiency and
reduce greenhouse gas emissions. Multiple waste heat recovery proposals exist. One of
these is the thermoacoustic converter (TAC). The engine exhaust (hot side) and the coolant
(cold side) produce a temperature differential that the TAC uses to produce electricity.
Essentially, the TAC converts exhaust waste heat into electricity in two steps:

1. The exhaust heat is converted to acoustic energy (mechanical);
2. The acoustic energy is converted to electrical energy [58].

Three main stages illustrate how a TAE functions. The first is fuel burning in the
combustion compartment, containing the combustion chamber blower and the combus-
tion chamber. The second is the hot exhaust gases heading into the hot heat exchanger,
transferring heat to the working fluids through a heat pipe. The third is the stack, which
is the TAE’s thermal module area and is surrounded by a hot and cold reservoir on each
side, exchanging heat. The cold reservoir exchanges heat through the cold HEX with the
ambient air [59,60]. Figure 7 shows a diagram with the main components in a TAE-ER.

Figure 7. A diagram of the configuration of TAE-ER.
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2.1.7. Flywheel Energy Storage Extended Range (FES-ER)

A flywheel energy storage (FES) system has fast charge/discharge, is infinitely clean,
and is highly efficient. The system consists of three energy storage components: a flywheel,
a battery, and an ultra-capacitor. A flywheel is a rotating disk used as a mechanical
energy storage device [61]. Two classes of materials are commonly used to fabricate the
flyWheel, steel and composite materials. The difference is their rotational stress limitations.
A composite-based flywheel can support higher speeds and rotational stress thresholds
than a steel-based one. Therefore, composite materials can be used at high speeds (up
to 100.00 rpm), whereas lower speeds (up to 10.000 rpm) apply to steel-based flywheels,
which are heavier than the composite ones. The main limitation for the use of the composite
material is its cost [62]. As a kind of short-term energy storage system, the FES system
cannot be the primary power source of the vehicle. Therefore, a FES system with high
power density is often used as an APU for a vehicle. The FES works while the vehicle
brakes; it absorbs the RB energy. When the vehicle needs to accelerate, the FES system and
the battery provide energy to the vehicle [31], as shown in Figure 8.

Figure 8. A diagram of the configuration of FES-ER.

2.1.8. Solar Energy Storage Extended Range (SES-ER)

Solar photovoltaic cells (PVCs) generate electricity by absorbing sunlight and con-
verting it to electric current. Vehicle companies favor solar energy storage (SES) systems
for their cleanliness, safety, and economic performance. Studying efficient and stable SES
systems has become critical for many automobile enterprises [63]. A car using a PVC
improves autonomy by about 10% when used in a city [64]. Ezzat et al. [65] proposed a
novel comprehensive energy storage system for EREV. The energy storage system pro-
posed consists of PVCs, an FC, and batteries. The results showed that the addition of
solar cells to the energy storage system of EREV could improve energy efficiency, perfectly
complementing a range extender. Figure 9 shows the configuration of an FES-ER.

Figure 9. A diagram of the configuration of SES-ER.

2.1.9. Rotatory Engine Extended Range (RE-ER)

Rotary engines (REs) are small in size, and their high power output makes multiple
electrification technology solutions possible via a shared packaging layout. The rotary-
powered range extender takes advantage of their compatibility with gaseous fuels: it works
by burning liquefied petroleum gas to provide a source of electricity. A rotary engine has
only two moving parts: the rotor and the shaft are inherently balanced with no oscillating
components and produce minimal vibrations [66]. Each crankshaft revolution produces
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one rotor revolution, a complete engine cycle in each of the four chambers, and four power
strokes [67]. Figure 10 shows the configuration of RE-ER.

Figure 10. A diagram of the configuration of RE-ER.

Hydrogen combustion in a RE was carried out by Zambolov et al. [68], which comple-
ments the research about REs.

2.1.10. Wind Turbine Extended Range (WT-ER)

When a vehicle moves, it experiences wind resistance in two different forms—frictional
drag and form drag. Frictional drag arises due to the viscosity of air, and form drag arises
due to air pressure variation in the front and rear sides of the vehicle [69]. Suppose
this wind energy is used to extract some power, not to create any component of force
or thrust opposite the direction of the vehicle’s propulsion. In that case, the energy can
produce electricity to charge up the EV battery itself. [66,70,71] presented a conceptual
design of harnessing wind’s power to generate extra energy. Those designs can provide
energy which could be stored or directly used to power electronic devices and vehicle
instrumentation in a car or truck in movement. The use of wind energy in an EV can have
different configurations, depending highly on the vehicle. One must not increase the drag
coefficient to an extent that risks recovering the energy inefficiently. Figure 11 shows the
configuration of WT-ER.

Figure 11. A diagram of the configuration of wind energy extended range.

3. A Comparison of the Technology Used in EREVs

When we design an extended range electric vehicle, we start by comparing the differ-
ent technologies, analyzing their possible configurations, and analyzing the relationships
among all their components.

The selection of the type of range extender at the time of vehicle design will depend on
certain system characteristics. Thus, range extender systems are compared here. The criteria
by which the systems are evaluated are as follows.

• System power;
• Amount of extra range;
• Global system efficiency;
• Emissions.

Vehicle concepts can have diverse sets of specifications. For example, the battery size
and user profile determine the amount of time a range extender is used. This defines the
importance of the efficiency. Furthermore, depending on the type of vehicle, the packing
weight can be a more or less important criterion for choice of technology.

A brief overview of the collected information is presented in Table 1. It is clearly
possible to identify that there are major differences between some of the concepts.
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Table 1. A comparison of the extended range systems.

Extended Range
System

System Power Extra Range Efficiency Emissions

ICE-ER

30 kW [12]
35 kW [14]
5.5 kW [35]
111 kW [72]

232.79% [7]
430 km [12]

51–139 km [35]
380 km [73]
330 km [74]

676 [72]

20–40% [75,76]
31% [12] Low

Fuel cell-ER

20 kW [77]
85–83 kW [78]

1200 W [47]
25 kW [79]
128 kW [80]

500 km [77]
650 km [80]
665 km [81]
594 km [81]
1500 km [82]

70% [77]
63.6–72.4% [83]

43% [47]
55.21% [79]

No

Rotary
engine-ER

3.8 kW [84]
20 kW [85]

80 km [85]
321 km [86]

73% [87]
78% [84]
77% [85]

Low

RB-ER
14.8 kW [88]

55.75–82.66 kJ [89]
298.75 kJ [90]

32.1–47.7% of the
total recoverable

energy [89]
1.18% SOC improve [90]

79–94% [88]
30–60% [26]

47% [89]
No

MGT-ER
32 kW [91]
100 kW [92]
63.3 kW [93]

370 km [94]

47.2% [95]
28% [91]
30% [92]
35% [94]
38% [93]

Low

PVC-ER 68.2–300 W [96] 19.6 km [96] 91.2% [96]
20.2–23% [96] No

WT-ER 2.64 kW [97]
0.1–1.1 kW [70]

add up to 10% [98]
7.27 km [97]

75% [97]
75–90% [70] Low

FES-ER
40 kW to 1.6 MW [99]

60–101 kW [100]
1–20 kW [101]

50% milage over [100]
1.17% milage over [102]

60% [100]
90–95% [103]
70–90% [104]

No

TAE-ER

710 W [105]
1029 W [106]
58 W [107]

1.5 kW [108]

80% fuel consumtion
savings [59]

33.8–38.7% [60]
30% [105]
5.4% [106]
18% [78]
16% [108]

Low

RSA-ER

8–40 W [100]
0.74–0.78 kW [109]
19.2–67.5 W [110]

4.3 W [38]

Can power an 8 W lidar
for 323 days or a 2 W

camera for 1292 days [100]

70–80% [100]
71–84% [111]
33–63% [110]

87% [38]
16% [38]

No
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The increasing demand for extended driving range in electric vehicles is the most
prominent factor driving the EREV market. As a result, the global EREV market is projected
to reach more than 500,000 units and more than $1500 million by 2026, at a compound
annual growth rate (CAGR) of between 9.0% and 11.89% [112]. The Asia–Pacific market is
estimated to reach more than $750 million by 2026, with a CAGR of 8.1%. North American
market is estimated to reach more than $340 million by 2026, at a significant CAGR of
10.6% [113,114].

Major industry participants are further investing a substantial amount into research
and development processes to create advanced range extender products using various
technologies. The top 10 automotive component manufacturers include the following:
Magna offers a hydrogen fuel-cell platform as a range extender for battery electric vehicles.
MAHLE offers an electric range extender engine for EVs to original equipment manufac-
turers (OEMs). The company’s range extender engine offers an electric range extension
of 65 km. Rheinmetall offers heater/cooler modules for extending the driving ranges of
electric buses. Plug Power is developing a fuel cell range extender electric vehicle that
can extend the driving range by approximately 136 km. AVL offers the entire range of
powertrain systems for extended-range electric vehicles. The five other leading players
are Ballard Power Systems, FEV, Delta Motorsport, Ceres Power, Nissan, General Motors,
and BMW [112].

Many OEMs have integrated some of the RE technologies into mass production
vehicles. Companies such as Chevrolet with its Volt model [72], BMW with its I3 and I3Rex
models [73,74], and Honda with its Clarity model [115], have incorporated ICEs as range
extenders. Brands such as Toyota with its Mirai model [80], and Hyundai with its Nexo
model [81], have incorporated fuel cells as range extenders in light vehicles; NIKOLA
MOTORS has included fuel cells in trucks, giving them autonomy for around 1500 km [82].
Mazda incorporated a rotary engine in its model Mazda 2 [86] and plans to incorporate
the same technology in SUVs in the future. The heavy duty truck OEM MACK is using an
MGT to extend the ranges of their vehicles. In its Karma model, Fisker placed photovoltaic
cells over the entire roof of the vehicle to recover energy. It is worth mentioning that
regenerative braking is used in almost all mass-produced light EVs and even in trucks such
as the MACk LR model with a power output of 780 kW [116].

The market share of hybrid vehicles with alternative energy represents 0.7% of the total
sales of all cars marketed until the middle of 2021. As of the end of 2020, sales were 0.6% in
North America. Referring to EVs with ICEs to extend their ranges, Honda’s Clarity and
Chevrolet’s Volt have market shares of 4% and 0.1% respectively. Furthermore, concerning
EVs with fuel cells to extend the range, there is Toyota’s Mirai model and Hyundai’s Nexo
model with 3.1% and 0.3% [117,118].

3.1. EREV Configuration

The system for power transmission in an EREV includes an APU, an electric motor,
and a battery. Other components complement the system, such as the DC-DC converter
and an electronic controller, but these components do not define the vehicle’s configuration.
The electric motor is the main component that defines the configuration of an electric
vehicle or extended-range electric vehicle. The configuration of the vehicle is determined
by the position of the electric motor and by the technology. The electric motor can be in
a longitudinal or lateral position, and it can be at the front or the rear of the vehicle. The
electric motor transforms electrical energy into mechanical energy and transmits it to the
wheels, but it can also have a gearbox and a mechanical differential. If the car has an
electric motor for each wheel, or if the motors are inside the wheels, the differential system
must be electronic.

An EV and its APU contribute three factors of major importance:

1. The traction force, which can be forward, backward, or four-wheel drive.
2. The position of the engine.
3. If it has a gearbox and the type of differential, mechanical or electronic.
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The type of configuration is studied and analyzed in order to optimize the topology
better. The batteries are left aside and only are under consideration for the type of traction,
the direction that the EV will have, the gearbox, and the final transmission ratio. The APU
can be positioned regardless of the vehicle’s configuration. The electric motor is the only
one that provides power to the wheels.

EREV Topological Configurations

The EREV configuration combines the ICEV and EV configurations. It attempts to
integrate the best parts of each one, and it is relatively flexible. This flexibility is due to
several factors unique to the EV. An EREV works like an EV. First, the energy flow is mainly
via flexible electrical wires rather than rigid and mechanical links, achieving distributed
subsystems. Second, different EREV propulsion arrangements produce significant differ-
ences in system configuration. Third, different energy sources (such as auxiliary power
units) have different characteristics and refueling systems. In general, the EREV consists
of three major subsystems. Electric propulsion, which comprises an electronic controller,
a power converter, an electric motor, mechanical transmission, a final drive, and driving
wheels. An energy source, which involves the energy source, energy management unit,
and charger. An auxiliary power unit, which consists of the generator, and depending on
the technology, an ICE, a fuel cell, regenerative braking, regenerative shock absorbers, a
flywheel, a thermoacoustic engine, photovoltaic cells, a gas turbine, a rotary engine, and a
wind turbine/refueling unit. The energy management unit cooperates with the electronic
controller to control regenerative energy and its energy recovery. It also works with the
energy charger and monitors the usability of the energy source.

At present, there are many possible EREV configurations due to the variations in
electric propulsion and energy sources. Thirteen alternatives focus on electric propulsion
variations; some are in typical vehicles, and others are in high-performance vehicles.

(1) All-wheel drive (AWD; Figure 12a) is the first alternative, a direct extension of
the existing ICEV adopting a longitudinal front engine. It consists of an electric motor,
a gearbox, differential, an APU, battery, and a BMS connected to the electric motor; this
configuration has two differentials to transmit the power to both axles.

Figure 12b shows a typical configuration for pick-ups and high-performance sedan
vehicles. The electric motor changes its orientation from longitudinal to cross-wise, main-
taining a gearbox, two differentials, an APU, a battery, and a BMS. Figure 12c shows one
electric motor in each axle; this configuration keeps a gearbox coupled with the motor.
The gearbox can be single-gear or two-gear to multiply and divide torque and revolutions.
Figure 12d shows an electric motor for each wheel. The mechanical differential is replaced
by an electronic differential that controls the speed differentiation of one wheel concerning
the other. This type of configuration uses small, high-efficiency electric motors. Figure 12e
shows a configuration with in-wheel motors. Again, one variant can have no gearbox.
In this configuration, the electric motor has high efficiency and high velocity. The electric
motor is connected directly to the wheel, and the other components are like those in the
previous configurations. Figure 12f similarly uses in-wheel motors but simultaneously
incorporates an electric differential, maintaining an APU, a battery, and a BMS; each wheel
efficiently transmits power and reduces weight compared to other configurations.

(2) Front-wheel drive (FWD; Figure 12g). In this configuration, the electric motor
changes from longitudinal to cross while maintaining the same components as the all-
wheel-drive configuration. The difference is that the mechanical power transmission is
only to the front wheels, and it can have an electric motor for each wheel with or without a
gearbox. Figure 12h shows a configuration in which an electronic differential replaces the
mechanical one. Figure 12i shows a similar configuration using electric motor in-wheel
technology while keeping the battery, the BMS, and the APU.
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Figure 12. All possible EREV configurations.

(3) Rear-wheel drive (RWD) maintains a longitudinal electric motor in Figure 12j,
but the rear wheels receive the mechanical power. In Figure 12k, the significant from
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with the previous one is the position of the electric motor; it changes from longitudinal
to cross; the rest of the components are the same. A configuration that improves the
performance is having an electric motor in each wheel, with or without a gearbox, as shown
in Figure 12l. Figure 12m shows the last configuration, which uses the electric motor in-
wheel with electric differential. The selection of the configuration will depend on the
size and application of the EREV. The primary criteria for selection are compactness,
performance, weight, and cost.

Using driving cycles lets us know the emissions released and the energy consumption.
However, due to the complexity and diversity of the vehicles, it is not easy to simulate a
whole vehicle fleet using a physical approach [119], so we can use some software to estimate
the emissions and energy consumption. Software such as MATLAB-Simulink, AVL Cruise,
ADAMS, ANSYS, ADVISOR, ANSOFT, and MAPLESim can simulate driver/vehicle systems.

3.2. Key Components of an EREV

First, vehicle weight directly affects performance, especially the range and gradeability.
Lightweight materials such as aluminum and composite materials for the body and chassis
help with weight reduction. Second, achieving a low drag coefficient with the body
design effectively reduces aerodynamic resistance, significantly extending the range of
the EREV on highways or when cruising. The aerodynamic resistance can be reduced by
tapering front and rear ends, and adopting a flat, covered, low-floor design. One can also
optimize the airflow around the front and rear windows while using this flow to cool the
batteries to minimize battery losses efficiently. Third, low rolling resistance tires effectively
reduce running resistance at low and medium driving speeds and play an essential role in
extending the range of EREVs in city driving. The design of an EREV requires considering
the interactions of all the components that it may have. Figure 13 shows all the main
components and the interactions that they may have with each other.

Figure 13. Key components and interactions.
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4. Control and Management

The control issue of power electronic interface converters plays a vital role in the
efficient and safe operation of EREVs. There are many studies on the control of power
flow and energy management. Table 2 shows studies about energy management methods.
The control and management strategies are focused on (1) minimization of fuel consump-
tion and loss of energy, (2) simplifying the structure, (3) increasing the maximum efficiency,
and (4) ensuring robustness and satisfactory driving performance. Energy management:
Adopting an intelligent energy management system (EMS) helps maximize onboard stored
energy. Using sensor inputs, such as air temperature and currents and voltages for the
motors and batteries, among other data, the EMS can perform the following functions:

1. Optimize the system’s energy flow;
2. Predict the remaining energy and hence the residual driving cycle;
3. Turn on the APU to charge and improve the autonomy with a suitable control method;
4. Suggest more efficient driving behavior;
5. Direct energy regenerated from braking to receptive energy sources such as the batteries;
6. Modulate temperature control as a response to external climate;
7. Propose battery charging;
8. Analyze the operation history of the energy source, especially the battery;
9. Diagnose any incorrect behavior or defective components of the energy source, or

malfunctions of any component.

Table 2. A summary of control methods and strategies for EREVs.

Control
Methods/Strategy

Author
Controlled

System
Technology Purpose Application

Constant power control
strategy [3] BMS ER-ICE

The lowest permissible
level of SOC after the

drive charge the vehicle

Charging Management
Arterial Roads

A power follower control
strategy [3] BMS ER-ICE

The lowest permissible
level of SOC after the

drive charge the vehicle

Charging Management
Express Way

Proportional resonant
control strategy [8] Generator ER-ICE

To maintain the
efficient region
of the generator

Generate more energy

Partial power following
control strategy [8] ICE ER-ICE

To maintain the
efficient region to
operate the ICE

Reduce fuel consumption

A control strategy based
on Pontryagins

Minimum Principle
(PMP)

[9] ICE ER-ICE Monitors the current
SOC of the battery

Minimizes the energy
consumed during driving

Predictive control-based
energy management [90] Fuel Cells ER-FC Forecasted speed Minimize hydrogen

consumption

Regenerative Braking
control strategy (RRBCS) [28] Regenerative

braking ER-RB

The better capacity of
the regenerative braking

energy consider slip
ratio of the tire

Coordinate regenerative
braking torque and

mechanical friction to
maximize energy recovery
and to ensure the braking

efficiency
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Table 2. Cont.

Control
Methods/Strategy

Author
Controlled

System
Technology Purpose Application

A normal control
strategy based on a

state of charge (SOC)
[12] ICE ER-ICE

Monitors the battery
state of charge (SOC) Reduce CO2 emissions

Automatic Mechanical
Transmission (AMT)
Shift control strategy

[43] Regenerative
braking ER-RB

Identify the braking
intention and

transmission shifts
correctly

Improve the braking energy
recovery rate, and ensure

the braking safety a stability

Start-stop control
strategy [33] ICE-

Generator ER-ICE
Reduce the start-stop

times and running time Fuel economy

Adaptive power
management strategy PMS [18] ICE ER-ICE

Asses the battery SOC
and vehicle speed

Improve energy savings, the
fuel, and electrical

consumption

Method of quantitative
estimation [120] Generator ER-ICE

Optimize the design
parameters aiming at

the maximum efficiency
in the continuos rated

Find maximum torque per
ampere

Charge-deplete-charge-
sustain (CDCS) strategy [15] ICE-

Generator ER-ICE
Asses the battery SOC

and vehicle speed

Energy efficiency, reduce
energy consumption and
reduce costs of operation

Thermal management
system to battery
cooling strategy

[22] Battery ER-ICE

Quantify the heat
generation sources and
accurately predicting

cell temperatures

Improve longevity, safety,
and overall performance

A data driving behavior
predictive control

strategy
[23] Driving

behavior ER-ICE
Predict the EV power
requests and optimize

their control inputs

Improving the driving range
and battery life while

maintaining thermal comfort
for the passengers

Mixed-integer
convex program [37] Powertrain ER-ICE

Formulate an economic
optimization

All the quantities to minimize
are expressed as a monetary

variable

The convex optimal
control problem [36] Powertrain ER-ICE

Optimization over the
entire driving cycle is

computed offline

Achieve the best possible
energy consumption.

The optimal operation
curve control strategy [29] ICE ER-ICE

Research and control
the vehicle required

torque

Control the power allocation
of APU and batteries to

reduce fuel consumption and
obtain good fuel economy

Multi-objective
hierarchical prediction
energy management

strategy

[52] Fuel cells ER-FC

Propose a Global state of
charge rapid planning
method based only on
the expected driving

distance

Achieve optimal fuel cell life
economy and energy

consumption economy

A novel energy-aware
velocity planning [32] ICE ER-ICE

Propose energy-aware
velocity planning

Improve electric vehicle fuel
efficiency

Pseudospectral optimal
control [34] APU ER-ICE

Maintain engine speed
constant is better for the
dynamic characteristics

of APU

Different limits of the APU
power changing rate

significantly influence the
fuel consumption

Model predictive
control [121,122] Powertrain ER-ICE

Propose a computationally
tractable model prediction

control (MPC)

Prediction horizon so that
energy consumption is

minimized
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5. System Optimization

As mentioned before, EREVs have complex architectures that contain multidisciplinary
technologies. Since the EREV performance can be affected by many multidisciplinary,
interrelated factors, computer simulations are the most critical technology with which
to optimize performance and reduction costs. Additionally, EREV simulations can help
manufactures to minimize prototyping costs and rapidly evaluate their concepts. Since an
EREV’s system consists of various subsystems clustered together by mechanical, electrical,
control, and thermal links, the simulation should be a parameterized mixed-signal one.
Hence, optimization is at the system level, at which there are many tradeoffs among various
subsystem criteria. The preferred system criteria generally involve numerous iterative
processes. In summary, the system-level simulation and optimization of EREVs should
consider the following key issues.

1. As the interactions among various subsystems significantly affect the performances of
EREVs, the significance of those interactions should be analyzed and taken into account.

2. The model’s accuracy is usually correlated with the model’s complexity, but the latter
may run counter to usability, tradeoffs among the accuracy, complexity, usability,
and simulation time should be considered.

3. The system voltage generally causes contradictory issues for EREV design. For exam-
ple, the battery weight (higher voltage requires more battery modules in series, and
hence more weight for the battery case). Similarly, motor drive voltage and current
ratings, auxiliary power unit range, energy generated, acceleration performance,
driving range, and safety should be optimized at the system level.

4. The adoption of multiple energy sources helps to increase the driving range. For the
EREV case, the APU should be optimized based on the vehicle’s performance and
cost requirements.

5.1. Controller Optimization for Plant

In an EREV, a plant could be an ICE, an electric motor, or a battery. Different strategies
can optimize the plant and its controller: sequential, iterative, bi-level, and simultaneous
strategies [123]. Sequential optimization often leads to non-optimal system designs due
to plant/controller optimization coupling. Iterative plant/controller optimization strate-
gies attempt to improve the initial design by first improving the plant design without
compromising control performance and optimizing the controller design without compro-
mising plant performance. In a bi-level plant/controller optimization strategy, two nested
optimization loops are used. The outer loop optimizes the scalar-substituted objective
function by changing only the plant’s design. The role of the inner loop is to generate the
optimal controller for each plant selected by the outer loop. The simultaneous strategy can
be mathematically and computationally challenging for several reasons. The simultaneous
plant/controller optimization problem is a hybrid static/variational problem. Even when the
plant and controller optimization subproblems are convex, the collaborative problem is not
guaranteed to be convex. Figure 14 shows the strategies for plant/controller optimization.

Figure 14. Strategies for plant/controller optimization.
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5.2. Multidisciplinary Optimization

It is necessary to capture the effects of each energy domain on the dynamics of the
other domains to optimize a system. For example, when analyzing extended-range electric
vehicles, the generator and internal combustion engine coupling should be optimized to
provide the energy needed to charge the batteries and increase the vehicle’s autonomy.

EREV power trains reduce design space for the remainder of the physical system and
increase the complexity of the control. The coupling (dependency) among the parameters
of the physical system (e.g., topology) and the control parameters transforms the problem
into a multi-level problem, as depicted in Figure 14. If solved sequentially, it is by definition
sub-optimal [124]. Therefore, the physical system and the control should be designed in an
integrated manner to obtain an optimal system. Due to the oversized dimensions of the
design space, computer simulations of dynamical systems have become more important
as a preliminary step to building prototypes, e.g., for different architectures and compo-
nent sizes. Computer simulations significantly speed up the control synthesis of a given
design and topology. However, even with computer systems, finding the optimal vehicle
design that provides the best control performance is typically intractable. It is not feasible
(cost or time-wise), given design space, to build all possible vehicles and evaluate which
configuration and parameters provide the best control performance.

5.3. Optimal Control

There is tight integration between the physical design and an element’s control from
a dynamics perspective. A sequential design process is often used to design the physical
system, which is followed by control-system design [125]. In EREVs, we need to know
the functions of all components and their interactions to generate the best possible control
systems. The simulations are important because they predict system behavior given the
specifications provided. However, a simulation can also be used for the inverse task:
identifying system specifications that produce the desired behavior.

5.4. Size Optimization

It is essential to optimize the sizing of propulsion system components without re-
ducing performance to reduce the manufacturing costs and emissions associated with
transport platforms. In a conventional vehicle, the size of the ICE is directly associated
with the maximum power required for the vehicle. Similarly, in the case of pure electric
vehicles, the range depends on the size of the battery. In general, it is the energy rather
than the power that conditions the sizing of the batteries. There is not total freedom of
design in either platform, because a single energy source powers the vehicle in both cases.

Extended-range electric vehicles have at least one degree of design freedom, that
is, the sizes of their energy sources, because more than one energy source is integrated.
The sizing of an EREV platform consists specifically of defining the size requirements in
terms of power and/or energy. Then, the sizes of the energy sources and the vehicle’s
power requirements implicitly define the sizes of the power converters that make up the
propulsion system. The choice of component size significantly affects vehicle’s performance
in terms of power availability, energy efficiency, manufacturing costs, and component life.
Figure 15 shows the strategies for plant/controller optimization.
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Figure 15. Optimization levels of an EREV.

6. The Process of Designing an EREV

Here we present a guide for designing an extended-range electric vehicle in gen-
eral terms.

Once the kinds of technology have been analyzed and compared, after knowing the
possible configurations and the interactions of the components, a conceptual design of an
extended range electric vehicle can be generated. However, first, we must define the type
of vehicle we are going to design. There are three types that cover the vast majority of
vehicles, and they are compacts, pick ups, and trucks.

As a second step, depending on the type of vehicle we want to design, we select the
type of traction that this may have, which varies depending on the type of vehicle; the
three main types are FWD, RWD, and AWD.

As a third step, we define the technology of the electric motor that the EV will have and
its position for its configuration. In-wheel motors are commonly used in compact vehicles.

As a fourth step, we have the selection of the range extender system. We can make
our selection under certain criteria, and we are helped by Figure 16, where we compare
these technologies. For practice, we define two selection criteria: the amount of power
and the emissions. Large vehicles need high levels of autonomy; small vehicles can have
medium or low levels of autonomy. Our selection criteria are the extra range needed, a
high, medium, or low amount; and the space and weight that can be sacrificed.

As a fifth step, the controller selection (independent or general controllers) will depend
on the control strategy to use; we can consult Table 1.

We can also optimize the controller selection (see Section 5) using the strategies shown,
and our components’ sizes.

Then, we will finally have our extended range electric vehicle, which should have
ideal performance, optimal control, and optimized components. All steps are shown in
Figure 16.
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Figure 16. The process of designing an EREV.

52



Appl. Sci. 2021, 11, 7095

7. Discussion

This paper reviewed the current technologies, control methods, optimization methods,
and design methods for EREV vehicles, including the architecture, key components and
their interactions with each other, the sizing of components, and methods to find the opti-
mal system-level design. Although at first glance, there seem many different configurations,
the most commonly used have an electric motor in the central position. However, the use
of an in-wheel motor is typical if the vehicle has high performance. The central aspect
to consider with the technologies used to recover energy and increase autonomy is the
cost of implementing them. Some technologies are more economical and easier to control.
Additionally, the fuel or resource cost for the range extender to work is a limiting factor
for integration and profitability; it helps the electric vehicle concerning autonomy. All the
technologies presented in this work aid electric vehicles. Depending on the budget that
each researcher or research center has, it can implement and carry out tests to verify and op-
timize the implementation of the selected technologies. Currently, the combustion engine
is the most common technology used to increase autonomy. That is why most researchers
seek to reduce ICEs’ fuel consumption to increase energy efficiency and recover energy. By
analyzing the literature, we can conclude that the use of optimization methods will depend
on the scope of the research, but usually involves finding the most efficient configuration
of all components, thereby solving different optimization layers for design. These could be
further used in more extended coordination methods to include the selection of topologies
and technologies. For instance, these extended coordination methods might include: (i) si-
multaneous topology and sizing design, alternating with controller design; (ii) controller
design nested for simultaneous topology and sizing, (iii) topology alternating with sizing
or control; or (iv) simultaneous topology, sizing, and control design. We have presented a
guide for determining critical components and the interactions between them in order to
design a new topology and optimize all levels depending on the technologies used.

To substantially reduce the computational burden, the introduction of approximations
of the original problem should shorten the driving cycle used for design, or one should use
parallel computing. Driving cycles used as input for the control (energy management strat-
egy) or any simulation should be short, realistic, and representative of realistic driving types.
In some cases, it is necessary to create a personalized driving cycle to analyze the behavior
of the extended-range electric vehicle concerning energy consumption, range, and emis-
sions. A problem that remains open is how to address multiple topologies with a large
variety in terms of component types and quantities in a more intuitive way. In addition,
optimization problems and automatic construction of topologies spur on the development
of control algorithms that automatically handle various topologies. Optimization objectives
can be defined to include, in addition to fuel, also cost, emissions, and performance aspects
to solve the design problem at the system level, to find a competitive EREV configuration
for the market. User-friendly methodologies are needed to help developers so that the
industry at large achieves the best designs early in HEV development.
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Abbreviations

The following abbreviations are used in this manuscript:

EV Electric vehicle
EREV Extended range electric vehicle
APU Auxiliary power unit
Series HEV Series hybrid electric vehicles
RE Range extender
ICEV Internal combustion engine vehicle
SOC State of charge
PHEV Plug-in hybrid electric vehicle
FWD Forward wheel drive
RWD Rear-wheel drive
AWD All wheel drive
ICE Internal combustion engine
ICE-ER Internal combustion engine extended range
RSA-ER Regenerative shock absorber extended range
RB-ER Regenerative braking extended range
RBS Regenerative braking system
RRBCS Revised regenerative braking control strategy
AMT Automatic mechanical transmission
FC Fuel cell
FC-ER Fuel cell extended range
MGT Micro gas turbine
MGT-ER Micro gas turbine extended range
TAE Thermoacoustic engine
TAE-ER Thermoacoustic engine extended range
TAC Thermoacoustic converter
FES Flywheel energy storage
FES-ER Flywheel energy storage extended range
PVC Photovoltaic cell
SES Solar energy storage
RE Rotary engine
RE-ER Rotary engine extended range
WT Wind turbine
WT-ER Wind turbine extended range
GHG Greenhouse gases
EMS Energy management system
BMS Battery management system
OEM Original equipment manufacturer
CAGR Compound annual growth rate
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Abstract: Technological innovations have revolutionized the lifestyle of the society and led to
the development of advanced and intelligent cities. Smart city has recently become synonymous
of a city characterized by an intelligent and extensive use of Information and Communications
Technologies (ICTs) in order to allow efficient use of information. In this context, this paper proposes
a new approach to optimize the planning of itineraries for one-day tourist. More in detail, an
optimization approach based on Graph theory and multi-algorithms is provided to determine the
optimal tourist itinerary. The aim is to minimize the travel times taking into account the tourist
preferences. An Integer Linear Programming (ILP) problem is introduced to find the optimal outward
and return paths of the touristic itinerary and a multi-algorithms strategy is used to maximize the
number of attractions (PoIs) to be visited in the paths. Finally, a case study focusing on cruise
tourist in the city of Bari, demonstrates the efficiency of the approach and the user interaction in the
determination of the itinerary.

Keywords: itinerary planning; smart tourism; graph theory; heuristic approach

1. Introduction

The planning of touristic itineraries is a typical decision making process for tourists
visiting a city in a limited time period. The selection of the most valuable Points of Interests
(PoIs) is not simple.

In the last years mobile applications are offering a variety of services from vacation
planning to mobile tourist guides and tourism recommender systems [1,2]. The design
of flexible, efficient, and user-friendly applications for mobile devices has a great interest
from both a commercial and a research point of view. The authors in [3] propose a
mobile application based on a hybrid multiobjective genetic algorithm to smartly generate
feasible itineraries. The algorithm incorporates an advanced heuristic to build a route,
with a start and an arrival time passing from a set of locations each characterized by
a score measuring its attractiveness, an opening and a closing time, and visit duration.
Vansteenwegen et al. [4,5] present an advanced mobile tourist guide, capable of suggesting
a near-optimal and feasible selection of attractions and a route passing among them. The
related optimization problem is solved by using a combination of guided local search
metaheuristics. Booth et al. [6] develop a data model for trip planning in multimodal
transportation systems and Navabpour [7] plans a trip with multimodal transportation
based on Service Oriented Architecture (SOA). In addition, Andre et al. [8] design a journey
planning system based on safety, weather and specific travel time for individual user.
Gonzalez et al. [9] propose a fastest-path computation system on a road network using
a traffic mining approach. However, while the above papers mainly focus on the mobile
application architecture, the following two subsections analyze existing contributions
focusing on methodology and parameters.
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1.1. Related Works: Methodology-Based Classification

This section groups and analyses research works that provide rigorous description of
heuristic and metaheuristic approaches to solve the Tourist Trip Design Problem (TTDP).
These approaches result the only viable methods to efficiently optimize the travel itinerary,
by analyzing the problem from different perspectives, with different problem variables and
constraints. The objective in TTDP modeling is to identify a set of near-optimal itineraries
to maximize tourist satisfaction. The baseline combinatorial optimization problem for
TTDP is the orienteering problem (OP). The OP can be used to model the TTDP where
the PoIs are associated with a profit and the goal is to find a single tour that maximizes
the profit collected within a given time budget. In the OP, given a starting node s, a
terminal node t and a positive time limit (budget), the goal is to find a path from s to
t such that the total profit of the visited nodes is maximized. In the related literature,
Garcia et al. [10] propose an intelligent routing system that defines an optimization problem
including multiple paths to move from one location to another. Such a system, by exploiting
an iterated local search metaheuristic method, suggests a personalized tour combining
information about the local attractions, weather forecasting and public transportation.
Gavalas analyzes the models, algorithmic approaches and methodologies about tourist
trip design problems [11]. Recent approaches are reported aiming at taking into account a
multitude of realistic PoIs attributes and user constraints. In this context, Gunawan et al.
focus on the most recent works about the Orienteering Problem (OP) and its variants [12].
The authors focus on a comprehensive and thorough survey of recent variants of the
OP, including the proposed solution approaches. The work reports the new variants of
the OP, such as the Stochastic OP, the Generalized OP, the Arc OP, the Multi-agent OP,
the Clustered OP and others. The authors summarize several interesting applications
which are related to the mobile crowdsourcing problem, the Tourist Trip Design Problem,
the theme park navigation problem and others. The authors in [13] provide a detailed
explanation about operation on tour routes only qualitatively. An optimizer is proposed
in [14], where a multiobjective evolutionary algorithm is used to identify the near-optimal
solutions to the planning of multiple-day routes in a reasonable computational time. In
the contribution [15], the authors present a heuristic procedure for the generalization
of a optimization problem to plan personalized recommendations for daily sightseeing
itineraries for mobile tourist guides.

Extensions of the OP have been applied to model more complex versions of TTDP:
the OP with time windows (OPTW) considers visits to locations within a predefined time
window; this allows modeling opening days/hours of PoIs. The time-dependent OP
(TDOP) considers time dependency in the estimation of time required to move from one
location to another; therefore, it is suitable for modeling multimodal transports among PoIs.
In particular, Cotfas considers a more complex variant of the tourist trip design problem
i.e., the time-dependent in the estimation of the time required to move from one location to
another for planning daily tours according to tourist’s preferences [16].

The team orienteering problem (TOP) is the extension of the OP to multiple tours.
The TOP with time windows (TOPTW) has been mostly commonly studied among the
aforementioned OP variants since it is useful for modeling several real-life optimization
problems. Vansteenwegen et al. propose a metaheuristic algorithm to tackle a more
effective extension of the optimization problem [17]. The proposed algorithm performs
a planning of a multipleday tour by considering a set of PoIs, a visiting duration, and a
set of multiple opening and closing times per day combined with the trip constraints of
the tourist.

Other studies propose approaches based on Graph Theory [18–21], applied in tourism.
The authors in [19] deal with typical tourist attractions in urban destinations, as pedestrian
zones, market areas or urban areas of architectural, cultural and scenic value rather than
only visiting sites of restricted access or taking the fastest route to move among city
landmarks. Herein, the authors introduce Scenic Athens, a context- aware mobile city
guide for Athens (Greece) which provides personalized tour planning services to tourists.
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Scenic Athens derives near-optimal sequencing of PoIs along recommended tours, taking
into account a multitude of travel restrictions and PoI properties, so as to best utilize time
available for sightseeing. The authors in [20] define tourist routes by means of graph
theory. The authors also calculate some relative indexes (e.g., the circle number, circle ratio,
line-point ratio etc.) to make quantitative evaluation of tourist routes. Chen et al. apply the
Graph theory to optimize tour path and tour flows to provide practical solutions to tourist
guides [21].

1.2. Related Works: Parameter-Based Classification

Another classification that can be proposed is based on the works that emphasizes
the study of the effect of key parameters of the TTDP on the final solution, such as: (i) the
selection of transport modes to reach the different PoIs; (ii) the choice of PoIs; (iii) the
number of tours to be generated, on the basis of visiting duration; (iv) the visit duration of
a PoI; (v) the travel times among PoIs; (vi) the daily time budget that a tourist wishes to
spend on visiting a PoI; (vii) the weather conditions.

Transport is a critical and dynamic process of tourism, which facilitates physical
movement to points of interest [22–24]. Transportation affects the accessibility to the tourist
destination, the distance travelled, and the comfort of the trip [25,26]. The authors in [27]
develop a genetic algorithm (GA) to solve the TTDP that included multimodal transport
and real traffic parameters and time constraints.

In [14] the influencing factors of the tour route choices of tourists are analyzed by
means of a questionnaire survey. Moreover, tour routes multiobjective optimization func-
tions are prompted for the tour route design with the aim of maximise the user satisfaction
with the minimum tour distance. The authors in [17] analyze the planning of a multipleday
tour by considering a set of PoIs, a visiting duration, and a set of multiple opening and
closing times per day combined with the trip constraints of the tourist. The authors in [28]
apply an evolutionary algorithm to solve the tour planning problem in time-dependent
urban areas. Gavalas et al. [29] develop a tool for tourist itineraries that considered the
departure time and the mode of transport on the tourist route. Wu et al. [30] develop a
mathematical model to consider the selection of transport modes, the travel budget, and the
maximum travel times. Zheng et al. [31] design a multi-objective model of one-day urban
tourist routes, taking into account the transport modes and the complexity of urban tourism
transport systems, as congestion, and the transport needs of tourists. Zhang et al. [32]
develop a model for the construction of itineraries in scenic routes considering the modes of
transport. The authors in [33] analyze the environmental implications of tourist itineraries
by creating groups of tourists that use a single mode of transportation (i.e., taxis). Some
works study the use of electric vehicles (EV) for the generation of more environmentally
friendly tourist itineraries, such as [34–36].

Other works focus on planning trips for tourist group [33,37], that consider the indi-
vidual preferences of each tourist. The authors in [38] develop a model for the route design
problem for various cycle-tourists. The model consider the preferences of each tourist who
incorporates different benefits on the same route. Finally, the authors in [33] develop a
route planning model that considers multiple days, urban tourism, PoI categories, and
heterogeneous preferences for a group of tourists that maximise profit and minimises travel
time, distance, and cost.

1.3. Contribution of the Paper

From the analysis of the above reported studies, the OP is not suitable in case the PoIs
need to be selected and exchanged among different itineraries, like outward and return
paths of a one day trip, because of time constraint. In this case, it is necessary to implement
a multi-level algorithm to be able to consult the tourist on any relocation of PoIs in the tour.
To these aims, we applied the Travel Salesman Problem (TSP) [39–41] method that involves
finding the shortest route through n nodes that begins and ends at the same city and visits
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every node. The TSP is among the best-known combinatorial optimization problems and
has been intensely studied by researchers in various research fields.

In this paper, we aim to determine the optimal itinerary for the one-day tourist,
maximizing the number of PoIs to be visited in the outward and return parth, and at the
same time minimizing the travel times taking into account the tourist preferences and hard
time constraints. The idea is to allow the tourist to select the preferred PoIs to be visited
on the first part of the day, i.e., in the outward trip, and on the second part of the day, i.e.,
in the return trip, respectively. We formulate our optimization problem on the basis of
Graph theory, TSP and multi-level algorithms. We model the city PoIs network on the
basis of the graph theory, where the nodes represent the various attractions (PoI) of the
city and two separate graphs are derived. The tourist can select the PoIs of the starting
graph to be visited with high priority in the outward and return journeys, respectively. In
our application the tourist is part of the multi-algorithms approach interacting with it and
taking decisions for one-day tourist. The proposed approach plans the tourist itinerary,
minizing travel times based on the TSP algorithm, taking into account the priority list of
PoIs and the decisions of the user. The TSP is used in this paper since it allows to consider
a first itinerary solution including all the PoIs of the city that is refined by the multi-level
algorithms interacting with the tourists. In detail, compared with the analyzed works, this
paper presents the following novelties:

• an innovative multi-level algorithm approach is proposed to determine the opti-
mal roundtrip path: the outward and return journeys are specified and customized,
minimizing the total travel time, including the visiting time of each PoI.

• the number of attractions to be visited is maximized and is splitted between the
outward and return path in order to improve the visiting experience on the basis of
user preferences.

• the tourist is seen as an active and informed user who directly interacts with the
system for the optimal planning of both the outward and return journeys, not only
providing initial inputs and preferences but taking decisions at intermediate stages of
the approach.

The rest of the paper is organized as follows: Section 2 describes the one-day tourist
itinerary planning problem; Section 3 presents the Multi-level algorithm approach for the
itinerary planning while Section 4 provides the analysis of the algorithms performance
and complexity; Section 5 demonstrates the effectiveness of the proposed approach by
a case study focusing on the cruise tourist in the city of Bari and Section 6 provides the
conclusions and future works perspectives.

2. The One-Day Tourist Itinerary Planning Problem

The one-day tourist, having reached a stage of his journey through the airplane, train,
car or cruise ship etc., wonders how to spend at best his/her time in the city in a short time
period (e.g., one day).

Due to the limited time, it is therefore necessary to pay attention to the organization
of the visits and excursions. The tourist can opt for a tour pre-organized by the operator or
he/she can plan it on his/her own. In the first case, one of the advantages concerns the
mere observation of the predefined roadmap to visit the city, without any worries. This
case, on the other hand, does not always satisfy the personal interests of the individual
tourist who must follow the visiting group and, in addition, can not personally manage
the route and the stops. In the second case, however, the tourist has more freedom of
choice but he/she must plan independently the trip in a city and respect the departure
times that are mandatory. Instead of relying on the tours organized by the company,
sometimes with unsatisfactory results, the tourist by use only a smartphone can select the
preferred attractions.

Today, there are numerous online travel planning systems that allow to automatically
generate a selection and routing plan to visit PoIs that suit the tourist’s personal inter-
ests [42]. These systems implement various functionalities that aim to satisfy different
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profiles of tourist interest [43,44]. Therefore, considering a tourist discovering the city, in
addition to walking through its most famous streets, he/she wants to head, for example,
to a restaurant near an attraction to have lunch and taste the typical dishes of the place,
and then resume the tour and return back. For instance, by simply accessing an app from
the smartphone, he/she can set the time available to carry out the tour from a starting
point to a restaurant and the time to return back. The visiting times must also include the
stop times for activities such as take photos in front of a monument, go shopping, visit a
museum and so on. The tourist can also select the preferred PoIs to be visited on the first
part of the day, i.e., in the outward trip, and on the second part of the day, i.e., in the return
trip, respectively. In addition, the tourist can also indicate the PoIs that are less important
and that can be deleted by the roundtrip in case of time unavailability.

Then, let us describe an example in order to present the addressed problem. Firstly,
the following assumptions are made:

• the tourist is an active user who wants to interact with the application in order to
customize the daily roundtrip;

• the PoIs of the city are initialized by the application;
• the tourist indicates the starting and destination PoIs, the travel modes and time

preferences as well as the PoIs to be visited with high and secondary priority, in the
first and second part of the day, respectively.

Let us consider the case of a cruise tourist who wants to visit the city in one day,
without loss of generality. When arriving at the port, the tourist needs to have a plan
for the daily tour. In particular, he/she needs to decide which PoIs to visit based on the
available time and in which order, also making a priority list to be sure to visit the most
important ones. There can be also the necessity to specify which PoIs to be visited in the
first part of the day, that is usually lightful and more appropriate to visit outdoor spaces
like parks, before to have a lunch, usually in a typical restaurant. The tour for the second
part of the day, starts after lunch allowing to complete the city visit going towards the final
destination point, i.e., the port. Of course, an application is needed to help the tourist at
planning the less time consuming roundtrip, respecting the preferences. In our scenario, the
application initializes the PoIs network and shows to the user the map of the city PoIs with
related information, including traveling times among each PoI couple based on transport
means. Different trip solutions can be provided by the application based on the user choice
regarding the stop time at each PoI and preferred way of transport: (1) fastest, (2) by foot,
(3) by metro/bus. The tourist is also asked to indicate the starting and destination points of
the roundtrip, that are different from the origin/final point (i.e., the port), as well as the
time deadline for the roundtrip. In addition, the tourist is asked to decide which PoIs to
be visited in the first and second part of the day, indicating the priority and the desired
time to dedicate to the visit. On this basis, the application try to generate the customized
outward and return tours of the day by applying the heuristic procedure presented in
Section 3. If the deadline time both for the outward and return trips are respected, the
heuristic procedure investigates the addition of secondary importance PoIs and generates
the final roundtrip itineraries. On the contrary, if the deadline time of the outward and/or
the return tours is violated, the heuristic procedure can exchange PoIs between the first
and the second tour. In case some feasible solutions are determined, i.e., the deadlines of
the outward and return trips are satisfied, the procedure delegates to the user the choice
of a solution from a list created by the application. Afterwards, the heuristic procedure
determines the final customized outward and return tours of the day including possible
addition of secondary PoIs. Finally, if the deadline time of the outward and/or the return
tours is violated and no feasible solution is achievable, a PoI deletion procedure must be
implemented in order to respect the deadline travel time. Let us summarize the necessary
input and output information and data of the proposed itinerary planning application:
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Initial inputs from the user:

• starting and ending PoI;
• deadline time both for the outward and return trips;
• stop times;
• priority list of PoI;
• list of PoIs both for the outward and return trips;
• preferred mode of travel;

Moreover, other inputs are required to the user from the application while running in
order to refine the roundtrip customization as described in detail in Section 3.

Real time inputs from the user:

• preferred itinerary from a list of feasible solutions determined by the proposed auto-
matic procedure.

Outputs by the application:

• outward and return paths;
• outward and return travel times.

3. The Multi-Level Algorithm Approach for Tourist Itinerary Planning

In this Section, we want to present an adequate solution to the problem of the one-day
tourist, whose goal is to visit the greatest number of attractions and carry out activities of
his own liking, respecting the times available for visiting. First of all the city PoI network
needs to be modeled in order to connect all the PoIs and decide the best itinerary. We apply
the Graph theory [21,45] to model and study the PoIs network which in this paper is
modeled as a weighted connected graph [46]. From each graph a path is determined
ensuring that the tourist will visit only once those nodes representing the essential PoI:
(i) the first path, called outward path, is from the source to the destination; (ii) the second
path, called return path, is from the destination to the source.

In particular, the nodes of the graph represent the city attractions. In addition, the
weight of an arc connecting two nodes represents the travel time between two attractions.
More in detail, the proposed approach uses two graphs Go and Gr that are built considering
the following tourist inputs: the starting and ending PoIs of the outward path (they
correspond to the ending and starting PoIs of the return path), the other preferred PoIs
to visit during the outward and return path, the preferred transport mode. The starting
PoI (ending PoI) of the outward path is represented by the source node (destination node)
vs (vd) as shown in Figure 1. Moreover, the starting PoI is the place that the tourist firstly
reaches after leaving the airport, port or station that are respresented in Figure 1 with the
origin node Vorigin. The origin node is not included in the set of nodes of Go and Gr. Finally,
each arc of graphs is weighted by the travel time between two PoIs and the time depends
by the preferred transport mode chosen by the tourist.

The proposed approach to solve the tourist problem is based on a multi-level algorithm
approach [39]. The proposed Algorithms are modeled by means of UML diagrams. UML is
a standard highly recognized language widely used to visually describe software programs
and algorithms [47]. More specifically, there is the main algorithm, so called Algorithm 1,
that is responsible for the data initialization and for the determination of the initial paths.
Moreover, Algorithm 1 makes use of two sub-algorithms to find an optimal planning of
the itinerary based on the tourist needs in term of time and places of interest, by applying
the TSP algorithm. The TSP is about a traveling man who wants to visit only once each PoI
of the list returning to the initial PoI through the least cost route. The TSP is suitable to be
modeled through a graph in which the nodes are the PoI and each arc connects a couple
of PoI (i, j) including a travel cost from i to j. The total lenght of a journey is given by the
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sum of the arc weights included in the round-trip of the traveler. In order to formulate the
generic version of the asymmetric TSP, the following binary variables are needed:

xij =

{
1 if arc (i,j) is in the tour i, j ∈ {1, . . . , m}
0 otherwise

(1)

with m total number of PoIs. Now, according to the Dantzig–Fulkerson–Johnson formula-
tion the TSP can be formalized as the following integer linear programming problem:

min
m

∑
i=1

m

∑
j=1,j �=i

cijxij

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

m

∑
i=1,i �=j

xij = 1 j = 1, . . . , m

m

∑
j=1,j �=i

xij = 1 i = 1, . . . , m

∑
i∈K

∑
j∈K,j �=i

xij ≤ |K| − 1 ∀K ⊂ {1, . . . , m}, |K| ≥ 2

(2a)

(2b)

(2c)

with cij > 0 ∀i, j ∈ {1, . . . , m}, i �= j time cost to travel from i to j, K nonempty subset of
the set of m PoIs and m(m − 1) number of binary variables. In particular, constraints (2c)
ensures that no subset K can generate sub-tours, i.e., only a single tour will be generated.
In order to obtain the symmetric version of the TSP it is necessary to have cij = cji ∀i, j ∈
{1, . . . , m}, i �= j. It holds that the number of variables in the symmetric TSP is halves with
respect to the asymmetric TSP. In this paper, we consider the symmetric TSP inside the
proposed heuristic approach modeled with an undirect graph to find the optimal travel
times and paths associated to the outward and return tours.

Figure 1. Go and Gr graph examples.

67



Appl. Sci. 2021, 11, 8989

3.1. The Proposed Heuristic Approach

The proposed approach starts by Algorithm 1 described by the UML diagram in
Figure 2 that is the upper level Algorithm that executes two phases: (1) initialization phase;
(2) itinerary planning phase.

Figure 2. The UML diagram of Algorithm 1: data initialization and itinerary planning.

3.1.1. Initialization Phase

The first phase of the algorithm concerns the initialization of data and it is divided
into two parts. In the first part, the algorithm, by knowing the city map, creates the initial
graphs of the city tourist attractions: a tourist attraction is associated with a node and all
the nodes are connected to each other through indirect arcs. For each pair of nodes the
time needed to go from one attraction to another is specified, on the basis of the transport
means, with a weight associated with the arc that connects the nodes. In addition, the
times to reach each attraction starting from the origin PoI and vice versa are also provided.
In particular, two weighted graphs are initially considered, respectively named Gi,1 and
Gi,2, composed by the same nodes and arcs, i.e., Vi,1 = Vi,2 and Ei,1 = Ei,2, where each
node represents a PoI of the city, each arc indicates the connection between two nodes and
the arc weight represent respectively the travel times by foot in Gi,1 and by bus/metro in
Gi,2. Considering two nodes a and b of Gi,2, here we assume that the trip from a to b is
performed mainly by bus and/or metro, with the possibility that a short segment of this
trip must be traveled by foot. Moreover, for each node of Gi,1 and Gi,2 we are assuming
that the travel time to go from the origin PoI to the node is equal to the travel time to go
from the node to the origin PoI. After that, the graph Gi = {Vi, Ei} is defined composed
by the same nodes and arcs of Gi,1 and Gi,2. On each arc of Gi the weight is set among the
following three possibilities, based on the user preferences:
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(a) time preference: the weight of the arc is given by the minimum travel time among the
corresponding ones of Gi,1 and Gi,2;

(b) foot preference: the weight of the arc is given by the travel time by foot on the
corresponding arc of Gi,1;

(c) bus/metro preference: the weight of the arc is given by the travel time by bus/metro
on the corresponding arc of Gi,2.

In addition, the resulting graph Gi also keeps track of the transport means used on
each trip segment, i.e., by foot or by bus/metro.

In the second part of the initialization phase, the tourist sets the following preferences:

• to, time available for the outward trip and tr, time available for the return trip;
• ts, stop time at each node v ∈ Vi;
• define set Vp ⊆ Vi of nodes of high priority and set Vs ⊆ Vi of nodes of secondary

priority with Vp ∩ Vs = ∅;
• vs source node and vd destination node, among the nodes v ∈ Vp;
• define set Vo ⊂ Vp and Vr ⊂ Vp, Vo ∩ Vr = {vd, vs}, of the nodes to be visited on the

outward and return journeys, respectively.

3.1.2. Itinerary Planning Phase

On the basis of the input from the initialization phase, the Algorithm 1 proceeds with
the construction of two separate graphs Go and Gr to determine the outward and return
paths, respectively. The graph Go and Gr are composed by the nodes v ∈ Vo and v ∈ Vr,
respectively. Moreover, the graphs Go and Gr are of order No (cardinality of Vo) and Nr
(cardinality of Vr), respectively, and are implemented through the adjacency matrices. Since
the graphs are not oriented, connected and complete, the adjacency matrices are symmetric
with a null diagonal. We solve the TSP (2) for the graphs Go and Gr, respectively, in order
to find the minimum path Po and Pr and the associated travel time cost t1 and t2. Now, let
us define the following integer linear programming problem ILP1 in order to maximize the
available travel times for the outward and return paths:

F(λ) = max λ

s.t.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λ ≤ t
′
= t

′
1 − to

λ ≤ t
′′
= t

′′
1 − tr

t
′
1 = t1 + tstop(Po) + y1 ∗ tstop,s + y2 ∗ tstop,e + tp

t
′′
2 = t2 + tstop(Pr) + y3 ∗ tstop,s + y4 ∗ tstop,e + tp

y1 + y3 = 1

y2 + y4 = 1

λ ∈ R
y1, y2, y3, y4 ∈ {0, 1}

(3a)

(3b)

(3c)

(3d)

(3e)

(3f)

(3g)

(3h)

where λ is the real decision variable that has to be maximized in order to maximize the
difference between the effective travel times t

′
1 and t

′′
2 and the respective available times to

and tr. Let us specify that for the outward path Po, the source PoI is set as the initial node
while the destination PoI as the final node. On the contrary, for the return journey Pr the
destination PoI is set as the initial node and the source PoI as the final node. Moreover,
with constraints (3c) and (3d) ILP1 takes into account the following variables: the sum of
the stop time period at each PoI of Po and Pr, respectively called tstop(Po) and tstop(Pr); the
time period tp to reach the origin PoI from the final point; the stop time period for visiting
the source and destination nodes denoted respectively by tstop,s and tstop,e. In particular,
constraints, (3c), (3d), (3e) and (3f) are introduced to ensure that the source and end PoI
can be visited only one time respectively on the outward or on the return journey. More
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precisely, constraint (3e) states that if the tourist stops for visiting the source PoI on the
outward path, he/she will not repeat the visit on the return path: on the return path, the
tourist will just pass through the source PoI without stopping there. The same statement
of (3e) is done for the end/destination PoI by applying constraint (3f).

The resulting paths Po and Pr are not definitive and a further analysis is required to
satisfy the tourist preferences.

The travel times t
′
1 and t

′′
2, must not exceed the time available for visiting to and tr,

respectively. Consequently, the following algorithms will manage the itinerary by adding
and/or removing none, one or more PoI (nodes) from the path Po and/or Pr so that the
time constraints are respected. Now, considering that to and tr are the available travel times
to complete the outward and return journeys, respectively, two cases which needs to be
managed can arise:

1. travel times exceed available times: t
′
> 0 OR t

′′
> 0;

2. travel times do not exceed available times: t
′ ≤ 0 AND t

′′ ≤ 0;

In particular, the management of case 1 is performed by Algorithm 1.1 and Algo-
rithm 1.2, respectively described by the UML diagrams in Figures 3 and 4, while case 2
is managed through Algorithm 1.3 described by the UML diagram of Figure 5 in the
following. At the end of Algorithm 1.1 and Algorithm 1.3, Algorithm 1 displays the final
itinerary to the tourist.

Algorithm 1.1: PoI Exchange Procedure

In case 1, it is necessary to manipulate the outward and return paths, Po and Pr, in
order to respect the time constraints, to avoid delay in the origin PoI. An attempt is made
to keep all the PoI of high priority by exchanging nodes between those selected for the
outward and the return journeys. To this aim, a node belonging to the outward graph Go
is exchanged with a node belonging to the return graph Gr. Once the exchange has been
made, the Algorithm 1.1 determines the new paths Po and Pr and the travel time t1 and t2

by applying ILP1. Afterwards, it checks if the times t
′

and t
′′

are positive or negative and
one of the two cases can occur, as highlighted in Figure 3.

If case 1 occurs, Algorithm 1.1 updates the table FS of feasible solutions, i.e., records
the paths Po and Pr obtained by feasible nodes exchange. Afterwards, all the possible nodes
exchange are tried between the two graphs (see Figure 3) and all the feasible solutions
are recorded in Table FS. If case 2 occurs the Algorithm 1.1 ignores the obtained solution
beacuse it is not feasible and proceeds with the node exchange procedure until other
combinations are no longer possible.

After all possible nodes exchange have been made, the Algorithm 1.1 checks if suitable
solutions have been found. If table FS is not empty, Algorithm 1.1 asks the tourist to
indicate one of the solution in table FS and Algorithm 1.1 goes to Algorithm 1.3. On the
contrary, if table FS is empty, i.e., no feasible node exchange are possible, Algorithm 1.1
goes to Algorithm 1.2 to start the node deleting procedure.
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Figure 3. The UML diagram for the node exchange procedure.

Algorithm 1.2: PoI Deletion Procedure

Algorithm 1.2 starts the node deleting procedure (see UML diagram of Figure 4).
If t

′
> 0, a node is eliminated from Go and, in case t

′′
> 0, a node is simultaneously deleted

from Gr. After that, Algorithm 1.2 computes Po and t1, Pr, t2 and, in particular, t
′

and
t
′′

by applying ILP1. Then, the algorithm checks if the time constraints on t
′

and t
′′

are
satisfied. These steps are repeated iteratively by Algorithm 1.2 until time constraints are
not respected or no more node can be deleted. The Algorithm 1.2 displays an error message
in case, after all possible nodes of Go or Gr have been deleted, it still holds t

′
> 0 or t

′′
> 0,

respectively. On the contrary, if t
′ ≤ 0 and t

′′ ≤ 0, the PoI elimination is not necessary
anymore and the Algorithm 1.2 goes to Algorithm 1.3 where the possible addition of other
points is evaluated.
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Figure 4. The UML diagram for the node deletion procedure.

Algorithm 1.3: PoI Addition Procedure

In the case t
′ ≤ 0 and t

′′ ≤ 0, it is reasonable to add one or more nodes to the paths
Po and Pr. Thus, a node v ∈ Vs with secondary priority is temporarily added to Go and
Gr. Note that Ns is the cardinality of Vs. At this point, if condition t

′ ≤ 0 and t
′′ ≤ 0 is

still verified the Algorithm 1.3 proceeds by adding another node v ∈ Vs, until no more
nodes v ∈ Vs can be added. On the other hand, if the addition of a node does not satisfy
the time constraints, the added node is removed from the relative path and the Algorithm
1.3 checks whether it is possible to insert other nodes by repeating the operation until all
nodes v ∈ Vs are examined (see the UML diagram in Figure 5).
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Figure 5. The UML diagram for the node addition procedure.

4. Complexity and Performance Analysis

In this section, the analysis of the complexity and performance of the proposed
algorithms are provided. The following results describe the algorithms complexity:

• the Algorithm 1 requires the implementation of the ILP 1 problem including two
TSP and 4 decision variables. Hence, considering a branch-bound approach, the
complexity of Algorithm 1 is O(24) + 2 ∗ O(K) = O(K), with O(K) TSP complexity;

• the Algorithms 1.1, 1.2 and 1.3 show complexity O(N ∗ K) since the ILP 1 problem is
included in a N-dimensional “while” loop, where N is the number of PoI of graph Gi.
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We can conclude that the complexity of the heuristic approach is O(N ∗ K). In order
to be compliant with application time constraints, the TSP has been implemented using
the Lin-Kernighan algorithm that often keeps its tours within 2% of the Held-Karp lower
bound [48], then K = O(N2.2). Therefore, our heuristic approach shows complexity
O(N3.2). Let us underline that the proposed application interacts with users to find the
final best solution. Therefore, the time to complete the heuristic approach application and
provide the final solution strongly depends on the velocity of the user given the necessary
inputs to the application.

The performance of the proposed algorithms are validated with benchmark orien-
teering algorithms presented in [49]. In particular, the data set used in [49] and reported
in [50] is used as benchmark (see Figure 6). Since, in the considered benchmark data set
the PoI importance is defined by a score, we associate the priorities to the higher score
values as reported in Figure 6. Note that in Figure 6, X and Y are the cartesian coordinates
of the PoI and the PoIs distance is computed using the Euclidean distance formula [49].
Moreover, for comparison purpose, we assume that (i) the PoI Vd is selected as to minimize
the total travel time, (ii) the Euclidean distance includes the stop time for visiting in our
approach, (iii) the user preferences are randomly set in the instances simulation. Now, let
us report the comparison results between the proposed heuristic and the D-algorithm and
S-algorithm proposed by [49]. In particular, Figures 7–9 report respectively the comparison
results considering data set of problem 1, 2 and 3, where Tmax represents the total travel
time. Comparing the score and time values it can be concluded that the proposed approach
performs much better than D-algorithm and little worse than the S-algorithm. However, in
case only addition of PoI are needed by Algorithm 1.3, the proposed approach performs
better than S-algorithm too. It is also remarked that the performance of Algorithm 1.2 can
be further improved when a considerable number of PoIs must be deleted.

Figure 6. The benchmark data set.
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Figure 7. Algorithms comparison using data set of problem 1.

Figure 8. Algorithms comparison using data set of problem 2.

Figure 9. Algorithms comparison using data set of problem 3.

5. Case Study

This section presents a case study where the proposed multi-level algorithm approach
is applied to solve the cruise tourist problem in the metropolitan port city of Bari. Bari is
the capital city of Apulia Region and the second biggest city in southern Italy. Since the
roman epoch, Bari became an important commercial center, during the Saracen domination.
From 1071, it became a big maritime center and still today it is an important port hub of
the Mediterranean sea.

In the initialization phase of Algorithm 1, all the main attractions of Bari are determined
and represented by the adjacency matrix of the graph Gi as it shown in Figure 10. Note
that the weight of arcs are decided on the basis of the time preference (a) described in
Section 3, according to the user. For better understanding of Figure 10 let us consider two
examples: “1mp” in the box from PoI 2 to PoI 1 means that the tourist should travel by foot
for 1 min; “10m p+a” in the box from PoI 2 to PoI 7 means that the tourist should travel by
foot and by bus for 7 min total. The tourist inputs are provided in the initialization phase of
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the mobile application, where the tourist inserts the preferences and constraints related to:
(i) the maximum available time for the outward and return path; (ii) the PoIs to visit during
the outward and return path; (iii) the preferred transport mode, i.e., by foot, by bus or the
fastest way (see Figure 11). Moreover for each node of the PoI network, the tourist can edit
the selection of transport mode according to his/her preferences (see Figure 12).

Let the Saint Nicolas Basilica (node 2) be the starting point and Lungomare Nazario
Sauro (node 8) be the final point of the tourist itinerary. Note that for path Po the starting
point is node 2 and the final point is node 8. On the contrary, for Pr the starting point is
node 8 and the final point is node 2. In particular, let us define the nodes of priority level 1
(maximum priority) Vp = {1, 2, 4, 5, 8, 9, 10}, and the secondary nodes with Vs = {3, 6, 7}.
Furthermore, the PoI to be visited on the outward and return paths and the stop time at
each PoI are also reported in Figures 10 and 13.

Figure 10. Adjacency matrix of graph Gi.

Figure 11. The GUI of the user preferences.
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Figure 12. The GUI showing the travel times in the PoIs network from museo Nicolaiano. Preferred
transport mode can be edit.

Figure 13. Stop time at each PoI.

The Algorithm 1 creates the two graphs Go and Gr by using only the nodes of Gi of
priority level 1 (maximum priority) and calculates the travel times t1 and t2, as it is reported
in Figure 14. It implies Vo = {1, 2, 4, 5, 8} and Vr = {2, 8, 9, 10}. The travel times t1 and t2
do not include the time needed to go from the port to the first stop of the tour, i.e., node 2,
and vice versa that is equal to 10 min. In Figure 15 the vector of the times to reach the port
from each node is shown.

Figure 14. The Graphs Go and Gr and the travel times t1 and t2.

Figure 15. Travel times from each node of Gi to the port.
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Let us set to = 150 min and tr = 250 min. Since t
′
> 0, as t

′
1 = 159 (obtained by the

sum of the travel and stop times from one node to another in the outward path, except the
stop times of node 2 and 8) and t

′′
2 = 189 (obtained by the sum of the travel and stop times

from one node to another in the return path, considering also the stop times of node 2 and
8), this solution is not feasible.

Therefore, Algorithm 1 goes to Algorithm 1.1 that tries to exchange the nodes between
graph Go and Gr in order to obtain all the feasible solutions that are stored in FS. In the table
FS, two solutions are stored which are obtained by the following two nodes exchanging:
(i) node 4 of Go with node 10 of Gr, (ii) node 1 of Go with node 10 of Gr. In Figure 16, Po

and Pr of solution (i) obtained by solving ILP1 are shown. In this case t
′
< 0 and t

′′
< 0,

since t
′
1 = 130 and t

′′
2 = 212 (node 2 and 8 are visited during the return path).

Figure 16. Algorithm 1.1 exchanges node 4 of Go with node 10 of Gr

In Figure 17, Po and Pr of solution (ii) obtained by solving ILP1 are shown. In particular,
in this case t

′
< 0 and t

′′
< 0, since t

′
1 = 129 (node 2 and 8 are visited during the outward

path) and t
′′
2 = 215.

Figure 17. Algorithm 1.1 exchanges node 1 of Go with node 10 of Gr

The two resulting feasible solutions are shown to the user that can select the preferred
one in the mobile application (see Figure 18). Let us suppose that the tourist selects path (i).
Therefore, Algorithm 1.1 goes to Algorithm 1.3 that tries to add nodes of priority 2 both on
the outward and on the return paths. Since it implies that t

′
> 0, node 3 cannot be added

to the route and it is removed. The adding of node 3 is checked for the outward path (see
Figure 19). In this case, there is time available since t

′′
< 0 and t

′′
2 = 244. Therefore, node 3

with priority 2 is added to Gr. Moreover, since there are no other nodes of Gi to be added,
the outward journey does not change.
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Figure 18. The GUI of the feasible solutions.

Figure 19. The outward path after adding node 3 to Gr.

Figures 20 and 21 depicts the GUI of the mobile application showing the final outward
and return paths, respectively, connecting the identified PoIs.

Figure 20. The GUI of the outward path.
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Figure 21. The GUI of the return path.

The procedure ends and the tourist can get the sequence of attractions in both trips
with the relative means of transport. In the proposed case study, the mathematical calcula-
tions to obtain the final solution are performed in about 2 seconds.

The presented application demonstrates the effectiveness of the proposed heuristic
approach in planning the itinerary for the one-day tourist, customizing the outward and
return paths of the roundtrip in the city of Bari. In particular, the application can manage
the map of city PoIs, showing the travel means and times for each PoI pair, decided based
on the user preferences. The tourist preferences can initially be input through specific
app pages like presented in Figures 11 and 12, where it is possible to decide which PoIs
to be visited in the outward and return paths, respectively, and the preferred traveling
mode. In particular, in the proposed case study it is evident how the Algorithm 1.1 recovers
the initial unfeasible solution providing to the tourist alternative feasible trips including
all the high priority PoIs. After the user choice, made as in the app page in Figure 20,
Algorithm 1.3 further improves the solution adding node 3 belonging to secondary priority
list, given one more PoI to be visited.

Let us remark that the obtained solution by applying the proposed procedure can
be sub-optimal because of the human intervention. Indeed, with respect to a classical
orienteering problem, the user subdivides the PoIs between outward and return trip and
can choose a feasible itinerary according to the preferences affecting the real time procedure.
Nevertheless, even if the obtained solution can be non optimal, it is surely customized
based on the user preferences. Moreover, in Section 4, we enlighten that the proposed
heuristic procedure shows better performances than other algorithms such as D-algorithm
and S-algorithm [49] in some specific cases.

6. Conclusions

This paper is aimed at providing a tool to help the one-day tourist in the difficult choice
to plan an itinerary in a city. Indeed, a tourist often renounces relying on professionals of
the sector who offer a service although complete, often pre-packaged and not taking into
account her/his passions and preferences.

The proposed approach builds a network of points of interest (PoIs), proposing the
city attractions but leaving the choice of the PoIs to be visited by the tourist. Based on the
obtained graph, a multi-algorithms approach is provided to determine the optimal itinerary.
The tourist is part of the multi-algorithms approach interacting with it and taking decisions.

An Integer Linear Programming (ILP) problem is introduced to find the optimal
outward and return paths of the touristic itinerary and the multi-algorithms strategy is
used to maximize the number of PoIs to be visited in the paths. Moreover, a case study
demonstrates the approach efficiency and the steps of the procedure.
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Finally, an app prototype has been developed and several use cases are being tested
to iron out bugs before writing the final code. Future works will focus on useful devel-
opments of the application: integrating the possibility of making reservations at hotels,
purchasing entrance tickets for the various sites and promoting sustainable mobility by
providing simple but complete and updated information on how to get around the city
(bus/metro time schedule, opening/closing hours of attractions, etc.); locating bike-sharing
stations and bicycle parking; considering the cost as additional objective function to be
minimized. Furthermore, Algorithm 1.2 will be object of further studies in order to improve
its performance.
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Abstract: The long-term electricity demand forecast of the consumer utilization is essential for
the energy provider to analyze the future demand and for the accurate management of demand
response. Forecasting the consumer electricity demand with efficient and accurate strategies will
help the energy provider to optimally plan generation points, such as solar and wind, and produce
energy accordingly to reduce the rate of depletion. Various demand forecasting models have been
developed and implemented in the literature. However, an efficient and accurate forecasting model is
required to study the daily consumption of the consumers from their historical data and forecast the
necessary energy demand from the consumer’s side. The proposed recurrent neural network gradient
boosting regression tree (RNN-GBRT) forecasting technique allows one to reduce the demand for
electricity by studying the daily usage pattern of consumers, which would significantly help to cope
with the accurate evaluation. The efficiency of the proposed forecasting model is compared with
various conventional models. In addition, by the utilization of power consumption data, power
theft detection in the distribution line is monitored to avoid financial losses by the utility provider.
This paper also deals with the consumer’s energy analysis, useful in tracking the data consistency to
detect any kind of abnormal and sudden change in the meter reading, thereby distinguishing the
tampering of meters and power theft. Indeed, power theft is an important issue to be addressed
particularly in developing and economically lagging countries, such as India. The results obtained by
the proposed methodology have been analyzed and discussed to validate their efficacy.

Keywords: time series analysis; energy demand forecast; ARIMA; hybrid model; power theft

1. Introduction

With the current increase in global warming, the focus of energy dependency has
moved towards renewable energy sources (RESs), which seemingly have zero emission of
greenhouse gases. As the percentage of carbon footprint rises with the use of traditional
sources of energy, such as coal, the utilization of solar or hydro energy helps in reducing
carbon footprints, providing a green energy alternative [1,2]. In order to ensure a pollution
free ecosystem, we must move towards the utilization of RESs. Hence, a proper investment
in RESs is essential [1–3].

RESs are integrated to the existing grid infrastructure to satisfy the energy demand of
consumers, reducing the need for power from the main grid [1]. At the same time, storage
devices are essential to optimize the use of renewable energy by storing energy when avail-
able and supplying it to consumers according to their requirement. Hence, for an optimal
use of the energy from RESs, it is important to predict the energy demand of customers
based on historical measurements. However, the evaluation of energy demand from the
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consumer load side cannot be efficiently performed through any of the present energy
meter reading techniques in India [4,5]. Many researchers have focused on various power
measuring devices [6–8]. These literature studies point out that the dynamic consumer
electricity requirement has become a challenge for the power grid and sudden inflation in
power demand and future energy requirement by the various categories of load cannot be
efficiently predicted.

To overcome this limitation, many forecasting techniques to be applied by using smart
metering and control systems are proposed [9,10]. In this context, efficient strategies to
address the current challenges should aim at analyzing the consumer’s energy requirements
in the past, forecasting the demand and finally generating and producing the energy [9–11].
Demand forecasting using time series can be useful for informing the control unit regarding
the energy over time to be produced in the future [12–14]. This can significantly help to
cope with the problem of managing the generation from different sources, such as RESs,
produce and distribute power more efficiently according to demand, and lessen the fee of
depletion.

In addition, to improve energy distribution efficiency and reduce financial losses,
power theft detection has become necessary to reduce energy loss at the consumer as well
as generation point. Due to the intensity of economic and financial losses it provides, power
theft is a punishable offence across the globe [14–16]. Indeed, power theft has enhanced
the financial losses of both the supply units and the consumers in many countries. As an
example, the Indian government is losing its financial integrity and is continuously working
on this issue to produce the required devices and systems for proper grid operation and
distribution. Nevertheless, the Indian government has, as of yet, failed to eliminate the
power theft practice. Hence, to curb such illegal practices, a proper theft tracking scheme is
necessary [17,18]. Although many electricity meter schemes are introduced by researchers
in the literature, an efficient solution for detecting the illegal power theft is desired. The
work [19] deals with the internal power larceny issues by constantly tracking the data
consistency to detect any kind of abnormal and sudden change in the meter reading. The
societal impact of the work lies in the fact that the utilities can distinguish the source of
theft and the real consumers. Ultimately, the Indian government can limit energy losses
by curbing the illegal practices of power felonies, which would favor the financial and
economic stability of the country [20,21].

In this context, the contribution of the paper is twofold. The first contribution is
analyzing and forecasting the energy demand of the domestic household. The daily
consumption of a household is predicted using and comparing various forecasting models
and the energy demand for the next few days over a specific period of time is determined.
The proposed RNN-GBRT hybrid model shows more accurate forecasting performance
than other models. Thereby, creating awareness among the consumers and the utilities
with regard to their energy usage is the major focus. The second contribution is towards
identifying the power theft by constantly tracking the data consistency to detect any kind
of abnormal and sudden change in the energy meter reading.

The rest of the paper is organized as follows. Section 2 presents the literature survey,
wherein various papers are analyzed with respect to the proposed research work. Addition-
ally, some of the limitations of the papers are highlighted. Section 3 presents the algorithms
for demand forecasting and power theft detection, while their implementation is described
in Section 4, which presents various simulation results and demonstrates the superiority
of the proposed prediction model and the efficacy of the power theft strategy. Finally,
Section 5 concludes the work and highlights the future scope.

2. Related Works

The issues related to variation in load demand at the consumer end have raised serious
concerns for the grid utility provider. Therefore, analyzing the future energy requirement
of the domestic end-user is essential both for short term and long term load demand
management. Focusing on the raised problems, researchers have proposed different load
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demand forecasting models to resolve the issues related to dynamic consumer load demand.
In this section, we have analyzed related works and their approaches for the load demand
forecasting.

In this context, to analyze the consumer behavior and electricity consumption over
time, ref. [10] proposes an innovative strategy based on cluster analysis with K-means
algorithm. The authors have identified the time variable separated groups of individual
electricity consumption patterns, which will help in predicting the consumer electricity
requirements. Considering the climate change effect and utilization of clean energy re-
sources for power generation, the long term load demand prediction and demand side
management has been addressed in [11] for the Taiwan government. The photovoltaic
energy generation prediction and its demand have been analyzed by the authors of [12] by
the application of R programming to estimate its efficiency for a Photovoltaic (PV) based
microgrid. For environmental and economic security, energy demand management and
forecast are essential to satisfy the future energy grid needs [13]. Therefore, future energy
demand prediction by the utilization of conventional and advanced intelligent methods has
been discussed in [13,14] based on time series models and soft computing-based prediction
models. In addition, energy demand prediction has also been studied for short term period
applications. In particular, short term load forecasting is presented in [15,16] by studying
residential behavior learning, explaining the decay of radial basis function (RBF) neural
networks (DRNNs), and demonstrating that deep-learning forecasting framework-based
models have higher efficiency than the traditional forecasting strategies. The utilization
of a fuzzy logic regression method for short term load forecasting is presented in [17],
using previous three-year data with high accuracy. For the intraday electricity demand
prediction in highly developed countries from Europe has been discussed in [22]. This
paper has focused on the shot term a day ahead prediction based on principal component
analysis of the daily demand profiles. The short term load demand prediction by the
application of deep learning network-based CNN and multi-layer bi-directional LSTM
prediction method for a household has been analyzed in [23]. This methodology has
shown its effectiveness in achieving the lowest value of root mean square error and mean
square error for an individual household. The utilization of the LSTM Network based on
artificial neural networks to predict the long term electricity demand in Poland is presented
in [24]. This method focused on cost management and has been adopted for strategic
plan development in electric power system of Poland. As the deep learning approach has
become popular among researchers for developing energy demand forecasting models,
in [25], deep learning approaches including deep neural networks and long short term
memory have been considered. This work extensively verified the efficiency of deep neural
network-based prediction methods under different consumer electricity patterns. Bio-
inspired algorithmic models have also been adopted to develop efficient energy forecasting
models. In this context, [26,27] have investigated the utilization of autoregressive neural
network based on genetic algorithm and particle swarm optimization for development of
energy prediction models. The adopted hybrid method shows its effectiveness in energy
prediction compared with other bio inspired algorithms. Moreover, the Autoregressive
integrated moving average (ARIMA) model is a popular methodology for load demand
evaluation and forecasting [28], and hybrid ARIMA strategies have been studied and
implemented to achieve higher efficiency in [28–31]. In particular, for a Brazilian northeast
company [28], the energy demand based on natural gas has been studied and predicted by
applying an ARIMA-ANN based hybrid methodology. Furthermore, for the prediction
of a single day ahead energy price, ARIMA and Holt-Winters forecasting models have
been implemented in [29], achieving results that overcome those of the traditional models.
Authors in [30] have proposed adaptive online ensemble learning with a recurrent neural
network (RNN)-ARIMA-based hybrid model to reach the target of load demand prediction.
Similarly, an ARIMA-GBRT (gradient boosting regression tree)-based hybrid model has
also been developed and implemented in [31] to simulate and forecast the electrical energy
consumption of residential buildings. The GBRT technique is used in combination with
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ARIMA in the proposed model to improve the forecast performance with respect to existing
prediction models. The comparison of forecasting models is performed based on standard
performance indicators and demonstrates the superiority of the proposed ARIMA-GBRT
model.

In addition, other contributions have proposed methods to identify the energy theft
detection in power grids. In this context, the authors in [32,33] have studied the load
profile of various customers to expose the degree of nontechnical losses. The study on load
profile and load demand provided satisfactory data to analyze the possibilities of energy
theft at the distribution point. In [33,34], a solution to the fraud activity by implementing
the technique of decision tree is discussed. The authors of [35] used a time series neural
network to identify the source of power tampering activity. Moreover, a machine learning
algorithm allows the comparison of various local households to determine the number of
honest customers and the rate of illegal consumers. In [36], the authors applied various
classification models on regular energy expenditure data and encoded data. A comparison
of accuracies of the adopted models is also presented. In addition, contributions [37–41]
have studied how the power theft phenomenon affects the consumers as well as the power
grid.

The analysis of the related literature reveals that there is the lack of a unique methodol-
ogy to predict energy consumption, especially for detecting illegal use of energy, and it does
not emerge a suitable and effective strategy to be applied in this context. Therefore, the
authors of this paper are motivated to analyze the performance of various demand forecast-
ing techniques and propose an efficient method for energy demand prediction. In addition,
in order to protect the domestic household from power theft, a unique methodology is
adopted and analyzed.

3. Demand Forecasting Models and Power Theft Detection Strategy

In this section, the proposed architecture for the energy demand forecasting and
power theft detection is presented in Figure 1, highlighting the main components and
functionalities. In particular, the conventional forecasting models for demand forecast-
ing in domestic household are the focus of this section. Existing models, as well as the
proposed hybrid RNN-GBRT forecasting strategy, are presented and analyzed. The consid-
ered dataset for models training and testing is taken from a household in Sceaux (Paris)
and includes a total of 727 daily energy consumption values from 16 December 2008 to
20 December 2017. Moreover, a new strategy is presented to provide an effective solution
to the power theft detection problem.

 
Figure 1. Architecture of the energy demand forecasting system.
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3.1. ARIMA Model

Autoregressive integrated moving average (ARIMA) is a time series model designed
to predict future points of an event with regard to its historic time series data [27,28]. The
ARIMA model is generally considered with stationary data, wherein an initial differencing
is applied several times to nonstationary data to attain a stationary time series. The AR
part of ARIMA specifies that the generation variable repeats with respect to its lag values.
The MA part of ARIMA specifies that the generation variable repeats with respect to its
prior forecast errors obtained continuously. The first part of ARIMA indicates that the data
values are restored by the difference value between original value and previous value. The
aim of each of these features of ARIMA is to make the model fit the data. The model being
used for prediction is an ARIMA model given by ARIMA (p, d, q)s, where ‘p’ denotes the
number of autoregressive terms, and ‘d’ represents number of seasonal differences required
for stationarity. The ‘q’ is the number of lagged forecast errors in the prediction errors, and
‘s’ is the number of lagged forecast errors in the periods per season (generally 12 in the
present case). The structure of ARIMA model is shown in Figure 2.

Figure 2. Architectural view of the ARIMA model.

The mathematical representations of AR and MA models can be given as a pure Auto
Regressive (AR) model, where Zt is only dependent on its own lag. In an AR model, Zt is
a function of the ‘lag components of Zt’. Hence, the mathematical representation of AR
model becomes:

Zt = α + β1Zt−1 + β2Zt−2 + . . . . . . βnZt−n ∈t + . . . . . . + φ1 ∈t−1 +φ2 ∈t−2 + . . . + φn ∈t−n (1)

The architecture of an ARIMA model works on the basis of a time series analysis. Time
series analysis (TSA) is a method to determine the futuristic trend of an event with a view
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of its past trend. The technique is based on the assumption that the future trend will hold
similar to the historical trend. TSA focuses on two aspects, which are the identification of
the nature of event (with respect to the series of observations) and the forecasting thereof.

Electricity demand forecasting by the utilization of ARIMA model consists of the
following steps:

Step 1: Collection of dataset: Forecasting is always triggered by a set of values.
Step 2: Observation of series: The obtained series of data are plotted, and the pattern of

series is observed. The underlying characteristics, such as trend, seasonality, and
noise, are identified. Various break points and elevated points of the series are
also observed. This is a crucial part of TSA, wherein the data, with respect to its
time series, is thoroughly analyzed; various statistical components of the series are
discovered.

Step 3: Stationarity: When the statistical properties of a series, such as mean, variance,
autocorrelation, etc., are constant over time, then such a time series is stationary.
The augmented Dickey–Fuller (ADF) test is the test for stationarity, where the time
series must have a ‘H’ parameter less than 0.05 to be stationary [28].

Step 4: Extraction of the optimal model parameters: This can be done by identifying the
Autocorrelation function (ACF) and partial autocorrelation function (PACF) plots.
The autocorrelation function is the plot of autocorrelation of a time series by lag;
partial autocorrelation is the relationship among the prior time observations of
time series. In this step, all the parameters are checked, and the most appropriate
models are selected.

Step 5: Fitting Model: Optimal model parameters are followed by the ARIMA model, which
is fit to learn the series pattern. ARIMA(7,1,6) is the prediction model.

Step 6: Prediction: After fitting the model, the event is predicted. In the present research
paper, the predicted test data is obtained and compared with the original dataset.

Step 7: Determination of accuracy: Finally, the various erroneous parameters are considered
to determine the efficiency of the model. Various error parameters are tabulated in
the results section. Generally, a time series data (Sm) is a combination of seasonality
(Lm), trend (Tm), and noise (Nm) components, which can be determined as Sm =
Lm + Tm + Nm, known as an additive model. This additive model does not show
good performance for the household electricity consumption data prediction due
to its dependence on seasonality.

Therefore, a multiplicative model, given as Sm = Lm × Tm × Nm, is preferable. The
multiplicative model can be transformed into an additive model with the introduction of
logarithms, given as:

log Sm = Lm + log Tm + log Nm (2)

3.2. Support Vector Regression Forecasting Model

Support vector network is a branch of machine learning that analyzes data with respect
to operational learning techniques. Support vector regression (SVR) uses the principles of
support vector machine (SVM), except the fact that SVR adjusts the prediction function
with the threshold error. SVR tries to minimize the generalization error so as to achieve
generalized performance. On the contrary, most of the other regression techniques try to
decrease the observed error between the forecasted value and the original value. SVR is the
most common application of SVM. SVR can be applied for time series prediction, financial
forecasting, estimation of challenging engineering tasks, etc. SVR is classified into linear,
polynomial, and rbf kernel. Due to its high accuracy, the rbf kernel model is considered in
this paper.

In this paper, ε-SVR was implemented, and the value of ε was set as 0.2. The regular-
ization parameter ‘C’ and the gamma ‘γ’ were defined through grid search.

The train test split function was used, with random classification of 70% of data as
train set and using the remaining 30% as test set. The train set was fitted using rbf kernel,
and forecasting of the data was achieved. The forecasted data was compared with the test
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set to verify the result, and mean square error (MSE), mean absolute error (MAE), and
root mean squared error (RMSE) [35,36] indices were calculated. The following steps were
implemented for the SVR model forecasting, as also shown in Figure 3:

Step 1: Create Testing and training datasets with the train_test_split function. Here, we
divided it into 70% training dataset, 30% testing dataset.

Step 2: Build the support vector regression model using SVR function for RBF kernel with
appropriate parameters for the training dataset.

Step 3: Forecast the consumption values for the testing dataset.
Step 4: Plot the actual and forecasted values of the testing dataset.
Step 5: Calculate MSE, MAE, and RMSE.

 

Figure 3. Architecture of support vector regression.

3.3. Linear Regression Forecasting Model

Linear regression is a concept derived from statistics. It is a linear technique for
modelling the correlation between a dependent variable and one or more independent
variables. If one independent variable is considered, then the process is a simple linear
regression. On the contrary, if several independent variables are considered, then the
process is a multiple linear regression. Unlike multivariate analysis, which entirely focuses
on joint probability, linear regression focuses on conditional probability.

Linear regression is extensively used for the study of practical applications, since it
is easy to fit the models that have linear dependence with its historic data. Hence, linear
regression has greater significance in forecasting applications.

The simple linear regression model is typically formulated as y = a + bx; ‘y’ is the
output, ‘x’ is the input, ‘b’ is the input coefficient, and ’a’ is a constant. In case of multiple
inputs, such as x1, x2, x3, the model representation is y = a + b1x1 + b2x2 + b3x3.

Additionally, in this case, 70% of data are randomly considered as train data, and the
remaining 30% are considered as test data, using the train_test_split function. Finally, the
energy demand with respect to the test data is predicted and compared with the original
data. To determine the accuracy of the model, MSE, MAE, and RMSE are calculated.
The architecture of linear regression forecasting is presented in Figure 4. The model
implementation is done according to the listed steps:

Step 1: Create testing and training datasets with the train_test_split function. Here, we
divided it into 70% training dataset, 30% testing dataset.

Step 2: Build the linear regression model using a linear regression function with appropri-
ate parameters for the training dataset.

Step 3: Forecast the consumption values for the testing dataset.
Step 4: Plot the actual and forecasted values of the testing dataset.
Step 5: Calculate MSE, MAE, and RMSE.
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Figure 4. Architecture of linear regression.

3.4. Long Short Term Memory Model

The LSTM is a sort of RNN that is capable of remembering information for a sig-
nificantly long period of time. In contrast to basic neural networks, where each node is
characterized by a single activation function, each node in LSTM is employed as a memory
cell that may store other information. LSTMs, in particular, have their own cell state, an
input gate, an output gate and a forget gate. The cell remembers values over arbitrary
time intervals, and the three gates regulate the flow of information into and out of the
cell. These characteristic allow LSTMs address the problem of disappearing gradients
from prior time-steps [23–25]. In our application, there are three LSTM layers, each with
40 units, a tanh activation function, and a drop out value of 0.15. The input sequence length
is defined as 20.

Step 1: Create testing and training datasets with the train _test_split function. Here, we
divided it into 70% training dataset, 30% testing dataset.

Step 2: Build the linear regression model using long short term memory model with
predefined parameters for the training dataset.

Step 3: Forecast the consumption values for the testing dataset.
Step 4: Plot the actual and forecasted values of the testing dataset.
Step 5: Calculate MSE, MAE, and RMSE.

3.5. Recurrent Neural Networks Model

RNNs are networks that contain loops, which allow information to endure. They are
utilized to model data that changes over time [30]. The data is fed into the network one
by one, and the network’s nodes save their current state at one time step and utilize it to
influence the following time step. RNNs exploit the temporal information in the input
data, and for this reason, are more suited to manage time series data. The ability of a RNN
stands in using recurrent connections between neurons and can generally be described by
the following equation [31]:

xt =

{
0, if(t = 0)

φ(xt−1, at), otherwise
(3)

3.6. Proposed RNN-GBRT Hybrid Model

An RNN’s goal is to forecast the next step in a sequence of observations in relation to
the previous phases in the series [31]. In order to predict future trends, RNN makes use
of consecutive observations and learns from previous phases. Data must be remembered
throughout the early phases while estimating the following moves. The hidden layers in
RNN serve as internal storage for the information obtained during the previous phases of
the sequential data processing.

The GBRT algorithm, which is a mix of the CART (classification and regression trees)
and GB (gradient boosting) algorithms, is also considered [31]. It is noted that the CART
outperforms most artificial intelligence models in terms of prediction, since it can simulate
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nonlinear interactions without having previous knowledge of the probability distribution
of variables. Inspired by the contribution of [30,31] we propose the hybrid model RNN-
GBRT in order to exploit the advantages of the two methods and obtain better forecasting
performances. In GBRT, the current iteration’s model reduces the previous iteration’s
residuals. At each iteration, it builds a new regression tree to reduce residuals with the
gradient descent of the objective function. In the proposed hybrid model, RNN-GBRT,
the generated series after RNN forms the training examples for GBRT. Generally, the
performance of GBRT depends on learning rate and the total number of regression trees.
In this paper, the value of the learning rate is set from 0.1 to 0.3, and the total number of
regression trees is set from 20 to 150.

3.7. Power Theft Detection Algorithm

Energy is the fundamental resource to make possible every application in domestic,
commercial, and industrial environments. The electric grid refers to the combination of
transformers, transmission lines, substations, and other components that make energy
delivery possible, from the source layout to the field of work in each sector. The complexity
of energy generation and distribution systems leads to the necessity of managing and
solving several possible issues and challenges. In this context, one of the most significant
issues to be addressed is power theft. Particularly in India, power theft is a serious issue
that the country has dealt with for many years. No effective solutions have yet been found.
A recent survey by the Central Electricity Authority suggests that over 27 percent of the
total produced energy from various sources is lost due to the illegal practice of power
felony [36]. Consequently, this affects over 5 percent of the country’s GDP (gross domestic
product). To address the issue, a new scheme is proposed in this paper for analyzing
consumer energy and thereby detecting the source of theft, according to the procedure
shown in Figure 5. To detect the source of power theft, the developed system is trained
with recent data of energy consumption of the past 90 days from the available dataset. The
system starts evaluating the mean of the collected data. The statistical mean of the given
data is the sum of all the energy consumption values divided by its frequency, which is 90
in our case. The calculated mean ‘A’ is then stored in the memory manager of the proposed
system. Afterwards, the system starts estimating the standard deviation of the data fed.

Data of electricity 
consumption for 

the past 90 days is 
collected

A= Mean of the 
data is calculated

D = Maximum 
difference 

K= B – A
B = present day 

consumption

K > D

YesNo
No power theft Power Theft 

Occurred

Individual values 
are subtracted 
from the mean

End

Figure 5. Flowchart of power theft detection procedure.
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Standard deviation is defined as the individual differences of the data values with
its mean. The purpose of standard deviation in our system is to define the degree of
deviation between the adjacent data points. All the odd values of standard deviation are
recorded. Among the recorded values of standard deviation, the values of maximum and
minimum deviation are considered ‘d’ and ‘D’, respectively. Now, for testing the developed
system, we consider the current day energy expenditure. In particular, the current energy
expenditure ‘B’ is subtracted with the recorded mean value of the trained data ‘A’. The
obtained value is denoted by ‘K’.

The final step of the theft detection scheme compares K and D values. If the K
value is greater than the D value, then it can be concluded that power theft is occurring.
The intensity of power theft can also be determined from the magnitude of calculated
difference ‘D’.

4. Implementation of Energy Forecasting and Power Theft Detection Models

Let us recall that the available dataset from Sceaux, Paris (France), is randomly classi-
fied into train and test datasets. The train dataset consists of 70% of total data, and the test
dataset consists of the remaining 30% of total 727 values. The daily energy consumption
values were forecasted by fitting ARIMA parameters (7,1,6). The household energy demand
forecasting results, obtained by applying the ARIMA, linear regression, SVR, LSTM, and
RNN models, are, respectively, presented in Figures 6–10.

Figure 6. Forecast result of ARIMA model with respect to test dataset over time (day).

Figure 7. Forecast result of linear regression with respect to test dataset over time (day).

For better prediction performances, the authors propose the hybrid RNN-GBRT model,
as described in Section 3.6. From the simulation results, it is evident that the RNN-GBRT
model shows better prediction performance than other conventional methods, as presented
in Figure 11.
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Figure 8. Forecast result of support vector model with respect to test dataset over time (day).

Figure 9. Forecast result of LSTM model with respect to test dataset over time (day).

Figure 10. Forecast result of simple-RNN with respect to test dataset over time (day).

Figure 11. Forecast result of GBRT-RNN with respect to test dataset over time (day).
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4.1. Comparative Analysis Based on Error Indices Calculations

In order to compare the prediction accuracy of the analyzed forecasting models, error
indices can be used. With this aim, in this paper, three error indices are used to compare
the efficiency of the analyzed prediction models. The first error index is the MSE [30],
which is the mean squared difference between the estimated value and original value of the
prediction technique. The second index is the MAE [31], which is the difference between
the most similar observations of the model. Finally, the RMSE index [31] is calculated as the
standard deviation of the residuals, representing the dispersion of residuals in the series.
The comparison of the error values is presented in Figure 12. As is evident, the proposed
RNN-GBRT performs better than other forecasting methods.

Figure 12. Comparison of Errors for accuracy analysis.

4.2. Power Theft Detection Results Analysis

The proposed scheme to detect the illegal practice of power theft is simulated in this
section in order to show its effectiveness.

The range of theft detection is shown in Figure 13, where hourly data samples are
evaluated, and no power theft occurs. The figure shows the threshold limit to detect power
theft as 7.5 kW mean difference, as proposed in [34,35]. If the power consumption crosses
the mentioned threshold, then users will receive a message regarding power theft that is
occurring in their connection line. The utilization of a conventional distribution network
and energy meters in the city of Vellore in India leads to the possibility of power theft
events. Therefore, in order to provide the power theft case, the authors refer to a 727 day
data set from Vellore city. In particular, Figure 14 shows the case of power theft detection
where two power theft periods are highlighted.

Figure 13. The optimal range of power theft (kW), no power theft detected.
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Figure 14. The case of power theft detection.

5. Conclusions

The exhaustible and inexhaustible sources of energy influence the economic growth
of a country. The energy demand is a determinant of various functions, such as individual
income, market structure, economic structure, lifestyle of individuals, and population
change. The world may experience numerous challenges if there is uncertainty in energy
supply in the near and far future. To determine the economic stability of a country,
sustainable management of energy is needed. Therefore, the prediction of energy demand is
of utmost importance for the uniform allocation of available resources relating to industrial
production, healthcare, agriculture, population, accessibility of water, education, and
quality of life. By forecasting the demand, we can accommodate the power generated using
the available storage facilities. Incorporating this feature in the power grid will help in
maintaining a balance between all the power sources. Therefore, this paper has proposed
the hybrid RNN-GBRT model for forecasting the load demand, validating its efficiency.
In particular, the comparative analysis among all the considered forecasting models is
presented based on three error indices to evaluate the performance of the proposed hybrid
model for energy forecasting.

Another important issue addressed in this paper is the power theft that can affect
the quality of the energy distribution service and cause economic losses. In most of the
sectors of energy distribution, a medium to excessive rate of larceny and medium to low
rate of detection exist despite numerous technologies. The intensity of theft differs among
several parts of the country. However, the detection and punishment of illegal consumers
are extremely challenging tasks. Tracing power theft at the root can prove invaluable
to the government’s power sector. The proposed algorithm for individual household
consumption tracking will be extremely helpful in notifying anomalies both to the user,
who is paying the extra amount in his/her power bill, and to the government, which is
losing power and money.

Future works will propose techniques to address the problem of forecasting the energy
demand in a network of householders in a smart district context, managing different users
and detecting possible power theft or grid malfunctioning within the district.
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Abstract: Nowadays, the global decarbonization and electrification of the world’s energy demands
have led to the quick adoption of Electric Vehicle (EV) technology. Therefore, there is an urgent need
to provide a wide network of fast Vehicle-to-Grid (V2G) charging stations to support the forecast
demand and to enable enough autonomy of such devices. Accordingly, V2G charging stations must
be prepared to work properly with every manufacturer and to provide reliable designs and validation
processes. In this way, the development of power electric vehicle emulators with V2G capability is
critical to enable such development. The paper presents a complete design of a power electric vehicle
emulator, as well as an experimental testbench to validate the behaviour of the proposal.

Keywords: electric vehicle; vehicle-to-grid; vehicle-to-building; electric vehicle emulator; electric
vehicle supply equipment; smart grid

1. Introduction

The development of the Smart Grid is contributing to the integration of renewable en-
ergy into the electric grid, which guides the needed decarbonization of energy consumption
to deal with climate change and the depletion of fossil fuels. However, this development is
increasing the complexity of the electric grid [1], adding new power system elements which
must provide reliable operation in all kinds of different situations. One of these new systems
is the Electric Vehicle Supply Equipment (EVSE), which is required for the grid integration
of the Electric Vehicle (EV), including Battery Electric Vehicle (BEV) and Plug-in Hybrid
Electric Vehicle (PHEV). Thanks to the Vehicle-to-Grid (V2G) functionality, the EVSE can
work both as a load or as a generation source, using the energy of the EV battery available
for secondary purposes, such as peak shaving, load frequency control, demand response or
the management of renewable energy surplus [2,3].

It is expected than in 2030, more than the 90% of the EVSE will be private [4], while
over the 80% of EV charging currently takes place at home [5]. Accordingly, the main
domains for V2G functionality will be Vehicle-to-Building (V2B) or Vehicle-to-Home (V2H),
whether the building is connected to the grid or isolated, where several advantages has
been proved [6]. In order to use this functionality, EVSE must be integrated into the
building Energy Managment System (EMS), which will handle the charging or discharging
according to the needs of the building [7,8]. Therefore, to ensure the proper behaviour
of these new systems, the research of suitable test systems can establish the Smart Grid
development [9,10].

There are several test system techniques in the literature, but the ones that exchange
real power with the Hardware-Under-Test (HUT) give the most accurate results, due to the
fact that they can probe the full system. A very promising technique to test the full system
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is the Power Hardware-In-the-Loop (PHIL) technique, which has the best trade-off between
test fidelity and test coverage [11]. However, in applications like testing EV chargers, in
which the number of tests carried out can be very high and they have a very defined
functionality, the PHIL technique can be replaced by a power test bed, or also known as
machine emulator [12].

Electric Vehicle Emulators EVE are powerful tools to develop and test EV charging
stations. They have been used for a while for testing EVSE communication [13], unidirec-
tional power [14,15] or unidirectional power and communications [16,17]. Besides, the
requirements needed for a test bench based on PHIL for testing and verification of EV and
EVSE are defined in [18]. However, bidirectional vehicles and chargers have a better impact
on the stability of the Smart Grid, offering expanded flexibility services [5]. Therefore, the
testing of these systems is an important step in the development of the present and future
power electric grid.

This paper presents the details of the design and development for manufacturing
the electric vehicle emulator for testing V2G chargers, with power factor grid correction
functionality. The paper is organized as follows. Firstly, Section 2 analyses the main needs
of the Electric Vehicle Emulator (EVE). The design of the system is described in Section 3,
explaining every developed component. Then, in Section 4 the complete test system and
some of the main results are shown. Finally, the conclusions are drawn in Section 5.

2. EV Emulator Needs

The EV battery needs a bidirectional power electronics system to charge and discharge
its energy to the electric grid. However, current on-board EV chargers are only unidirec-
tional and are not able to give energy to the grid. The main reason is that, as a rule of
thumb, the unidirectional topologies can get higher power densities (W/m3) and more
specific power (W/kg) than the bidirectional ones. Therefore, the V2G functionality is
only available in DC standards, because in this case, the bidirectional power electronics
converter is located in the EVSE, where the specific power index is not especially important.

Table 1 shows the current status of the DC chargers standards. Among these standards,
CHAdeMO [19] is the first and most used standard with V2G capability [20]. There have
been five updates of the protocol in order to include the different necessities of the new EV
and their uses. Consequently, an electric vehicle emulator compatible with this standard
will cover most of V2G EVSE in the market.

Table 1. Current status of the different DC chargers standards [20].

Standard CHAdeMO GB/T CCS Type 1 CCS Type 2 Tesla ChaoJi

Maximum Voltage (V) 1000 750 600 900 500 1500

Maximum Current (A) 400 250 400 400 631 600

Maximum Power (kW) 400 185 200 350 250 900

Communication Protocol CAN CAN PLC PLC CAN CAN

V2X Function Yes No No No Unknown Yes

Start year 2009 2013 2014 2013 2012 2020

Accordingly, the EVE also needs a bi-directional power electronics system to test
both charge and discharge. If the emulator takes energy from the same point of common
coupling as the V2G charger, the electric consumption during the test is only the sum of EV
emulator and V2G charger losses, which saves in general more than 90% of the test energy.
Furthermore, if the power factor is close to 1, the test can be done in facilities with lower
electric power supply, which also saves money and allows testing in several places. This
is important for testing unidirectional chargers, especially old EVSE [21], since the Active
Front End (AFE) can be a topology with no control of the reactive power consumed during
the charging state. Therefore, an EVE with a four-quadrants AFE will be able to test different
types of EVSE, ensuring low apparent power consumption during the complete test.
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The end user of EVE should be laboratories which need to check the integration of the
EV in a specific electric grid; for instance to test stability, time response, compatibility, etc.
However, it could also be interesting for EVSE manufacturers to check the behaviour of
their developments and for maintenance purposes. Therefore, extra functionality to debug
the correct behaviour of the EVSE will be desired.

3. EV Emulator Design

3.1. Overview

A block diagram of the complete EV emulator system proposed with the HUT EV
charger connection is shown in Figure 1.

 DC

DC

 DC

AC

400V
Grid

Vehicle
converter

Grid side
converter

Ebox

700 V

Modbus RS485

TCP/IP

50-500 V

Transformer 
1:1 

Grid
AnalyzerV2G ChargerEV Charging cable

Hardware
Under Test EV Emulator

HMI

CAN

CAN

Figure 1. General EVE testbench block diagram, pointing out the main power subsystems of the EVE
(blue) and the HUT (red), as well as the communication interfaces defined between them (dark and
light green).

The power electronics system is built up of one AC/DC grid side converter and
one DC/DC vehicle converter, whose specifications are listed in Table 2. The two com-
ponents communicate through an embedded low cost gateway, which is called Energy
Box (EBox) [22], via Modbus RS485. The EBox also communicates via Modbus RS485 with
the grid analyzer to measure in real time the active and reactive power of the HUT and
with the Human–Machine Interface (HMI) via TCP/IP. Furthermore, a CHAdeMO protocol
communication via CAN has been implemented in the DC/DC, which allows the emulator
to interact with HUT, setting the power limits and the desired current during the test. In
order to have galvanic isolation in the whole system, a three-phase transformer /Δ is
connected between the AFE and the electric grid at 400 Vrms and 50 Hz.
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Table 2. Main electrical parameters of the designed EVE.

EV Emulator

Nominal Power 50 kW
Efficiency >96%
Internal DC-link voltage 700 V
Switching frequency 20 kHz
Control frequency 20 kHz

Input

Nominal RMS phase voltage 230 V
Nominal RMS phase current 80 A
I ripple 1% Inom
Nominal frequency 50 Hz

Output

Output voltage range 50–500 V
Output current range −100 A to 100 A
Maximum voltage ripple <2% Vmax

3.2. DC/DC Converter
3.2.1. Hardware Design

Figure 2 shows the schematic of the DC/DC converter. A three-branches in parallel
bridge topology to generate the battery output voltage emulation has been designed.
Switching frequency of the IGBTs (SEMIKRON SEMIX302GB12E4s) are 20 kHz, working in
the non audible spectrum. A carrier phase-shift scheme is adopted to make the equivalent
switching frequency up to 60 kHz, reducing the output voltage ripple, and also the selection
of IGBTs with less current capability but better switching efficiency.

C1

Dc1

VC

Dc2

C2

Sc1

Sc2

Da1

VA

Da2

Sa1

Sa2

Db1

VB

Db2

Sb1

Sb2

LA

LB

LC

Vout+

Vout−
Cout

Figure 2. Topology of the DC/DC converter of the proposed EVE: a three-branches two-level in
parallel bridge topology.

The output filter is an LC filter, with three coils connected in parallel to the output
capacitor. It is a second-order low-pass filter with a resonance frequency ωres given by
Equation (1):

ωres =

√
3

LCout
(1)

The resonance frequency of the filter needs to be placed at least one tenth of the
switching frequency in order to have a sufficient rejection of the switching components. To
avoid resonance problems of the filter, ωres is also placed lower than the control frequency
of the system. It allows the control to compensate the resonance current implementing
a virtual resistance (Rvirtual), which is placed in series with each inductor. This control
method improves the overall efficiency of the system, avoiding physical resistance in the
filter to dampen the resonance. However, due to the lower ωres, the overall dynamic is
reduced but is still enough to guarantee the stability and fidelity of the test. In order to
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decide the Rvirtual , Figure 3 shows the bode plot of the LC filter (Equation (2)) with different
resistance values.

GDC f ilter(s) =
1

LCout

3
s2 +

RvirtualCout

3
s + 1

(2)

Ideally, it can be seen in Figure 3 that with a higher R the system is damper. However,
a high Rvirtual will also increase the measurement noise of the current, decreasing the steady
state performance. A trade-off between dampening and performance has been chosen,
selecting a Rvirtual = 1 Ω. The frequency response of the filter with the selected resistance
is shown in Figure 4, obtaining resonance gain close to 10 dB.

Figure 3. Sweep of the LC filter transfer function with different values of Rvirtual : 0.1 Ω in blue,
0.251 Ω in red, 0.63 Ω in orange, 1.58 Ω in purple, 3.98 Ω in green, and 10.0 Ω in light blue.

3.2.2. Control Design

The block scheme control of the DC/DC converter is shown in Figure 5.
The current of every coil is measured and multiplied by the Rvirtual , getting the

emulation effect of a real resistance in the LC filter. A PI control has been chosen in order
to get no voltage error in the steady state output capacitor voltage. The output of the PI
regulator is subtracted in every branch by the previous calculation of the Rvirtual gain, and
then divided by the input voltage Vdc to obtain the duty cycle in every branch. After that, a
carrier phase-shift is implemented in order to obtain 120° phase in each branch PWM.

The gain of this integrator has been calculated to have a cut-off frequency to 16.7 Hz,
which gives a step response of the system close to 3 ms. Figure 6 shows the step response
of the system to a 40 V instantaneous set-point change.
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Figure 4. Bode diagram of the DC output filter with the selected Rvirtual = 1 Ω.
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Figure 5. EVE output voltage control block diagram of the DC/DC converter. The carrier of the three gate signals has the
same sample time in order to keep constant the phase between them.

Figure 6. Output voltage response of the DC/DC converter to a step of 40 V in the set-point.
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3.3. AC/DC Converter
3.3.1. Hardware Design

The AC/DC converter, used to exchange power with the electric grid, has been
designed and manufactured with a three-level Neutral Point Clamped (NPC) topology
with SEMIKRON SK150MLI066T IGBTs, as shown in Figure 7. In comparison with the two
level converter, this topology reduces the voltage stress on the IGBTs and their switching
losses, increasing the output voltage waveform quality.The attenuation of the current
switching ripple is done by a third-order LCL grid filter, which is smaller and lower-priced
than the first order L filter [23]. Furthermore, the AC/DC converter can operate in the four
quadrants, compensating reactive power if needed, even when the DC/DC converter is
not working. This functionality makes it possible to perform the complete set of tests in
facilities consuming only the active power losses of the whole testbench. This is because the
EVE can compensate whenever the power factor of the charger diverges from 1, especially
at low charging levels.

Vdc

2

Vdc

2

VC

Sc1

Sc2

Sc3

Sc4

VB

Sb1

Sb2

Sb3

Sb4

VA

Sa1

Sa2

Sa3

Sa4

Figure 7. Topology of the AC/DC converter of the proposed EVE: a three-phase three-level NPC
power converter.

3.3.2. Control Design

Figure 8 shows the general block scheme control of the AC/DC converter, which is
based on [24,25]. The controller is divided into the following four layers:

• High-level controller: the higher level control is in charge of generating the appropriate
active and reactive power references provided to the low level layers of the controller.
The purpose is to lead the system to the desired goal: on the one hand, to maintain
the desired DC voltage level by regulating the active power output with the voltage
regulator box; on the other hand, to adjust the system’s reactive power reference by
means of providing the needed reactive power output.

• Middle-level controller: the middle-level controller is responsible for saturating the
power references in order to guarantee that the system remains in its operation
working range and does not exceed its limits. Therefore, safety features and operating
constraints such as temperature and over-voltages are considered to evaluate whether
the desired power objectives are reached or not. Finally, from the power references,
the current references are set.
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• Low-level controller: the low-level controller is divided into two parts: the current
controller that determines the control actions needed to follow the control current refer-
ences; and the duty control system, in charge of the converter’s modulation technique.

• Hardware-level controller: the hardware level controls the power converter’s drive
system, translating the control signals to the physical pulses of the converter.

VdcSP

QrefSP

Pmin
Pmax

Pref sat lim calc

RST/
DQ0 I control Duty control

IGBT drive
system

Qmin
Qmax

Qref sat lim calc

Irst

Vrst

Vdc

Middle level

Middle level

Low level Hardware
level

High level

Idq

Idref

Iqref

QrefQ'ref

P'ref PrefVoltage
regulator

V'dq

RST/
DQ0

Vdq

+

1/x   

x
V*dq

Figure 8. Control Scheme of the AC/DC converter of the proposed EVE pointing out four control
levels: high, middle, low and hardware level.

3.4. EBox
3.4.1. Hardware Design

The EBox has been described previously in the literature [22]. It is a low cost gateway
that uses a Raspberry Pi computing module to manage the high level power electronics
system and to run the reactive control algorithm of the EVE. Furthermore, it can communi-
cate with the HMI and the grid analyzer, which allows the gathering of the information of
the complete system.

3.4.2. Control Design

To control and ensure the compensation of the EVSE reactive power consumption, the
EBox communicates with a grid analyzer to know the reactive power value and send the
calculated set-point to the emulator AFE, which generates the desired current. As shown
in Figure 9, there are three different grid analyzer configurations: in the output of the V2G
charger under test, in the Point of Common Coupling (PCC) of the facility or in both (V2G
and PCC).

Depending on the location of the analyzer, the control algorithm implemented in the
EBox has to be changed, achieving different performances:

• V2G: in this case, the grid analyzer can only measure the power consumed or returned
by V2G charger. The control algorithm implemented in this context is an open loop
control, which is shown in Figure 10a. This control loop is easy to implement and
has a very good time response. However, it is not possible to determine the reactive
power at the PCC, and problems such as an incorrect calibration or installation of the
EVE could even increase the power consumption in the facility.

• PCC: the grid analyzer is located at the point where the facility is connected to the
grid. Figure 10b shows the control algorithm, which is a closed loop control with a PI
regulator to ensure zero error in steady-state operation. The problem is that the time
response of this control is minimum 5–10 times the time step, so loads with an abrupt
change of power can be over the limits for a few seconds.

• V2G and PCC: the two grid analyzers are installed, one in the V2G charger and the
other one in the PCC. The control algorithm is shown in Figure 10c, which is based
on the previous closed loop control with a PI regulator. However, in this case, the
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reactive power of the charger is measured and directly compensated at the output of
the regulator. In order to avoid the integration of the error produced by the charger,
the derivative of this measure is compensated in the input of the regulator. In this
way, the controller achieves a better time response capability. However, it has to be
highlighted that the use of two grid analyzers increases close to 2% the final price of
the solution.

 DC

DC

 DC
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400V
Grid

Vehicle
converter

Grid side
converter

700 V

Modbus RS485

TCP/IP

50-500 V

Transformer 
1:1 
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Hardware
Under Test EV Emulator
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Other
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V2G Grid
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PCC Grid
Analyzer
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Figure 9. Representation of the two possible locations of the grid analyzer in order to compensate
the reactive power injected by the EVE.
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Figure 10. Three types of different reactive compensation control strategies: (a) Open loop control,
measuring reactive power at the output of the V2G charger. (b) Closed loop control, measuring
reactive power at the PCC of the facility. (c) Closed loop control with V2G compensation, measuring
both V2G charger and the PCC of the facility.
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Figure 11 shows the simulation in MATLAB/Simulink of the reactive power consump-
tion of the three different types of control that have been shown in previous Figure 10. It
can be seen that in Figure 11a without any external loads, the reactive consumption in the
PCC with open control loop as well as with closed control loop with V2G compensation
are the same, while with closed control loop the response is slower than the previous case.
However, if there is reactive power consumption by an external load, Figure 11b shows dif-
ferent behaviour. On one hand, with open control loop the reactive power consumption at
the PCC in steady-state is determined by the external loads. On the other hand, with closed
control loop, the power at the PCC can be fully compensated by the EVE, with a better
time response to the V2G power demand by compensating it using two grid analyzers.

Comparing the last two control modes in Figure 11b, it should be noticed that the
reactive power error given by the abrupt change of the V2G power at time t = 32 s, is
quickly balanced with the third type of reactive control strategy. The reason is that the
compensation of the V2G power avoids the error integration in the PI control, improving
the time response and performance of the reactive power control at the PCC.

(a)

(b)

Figure 11. Simulation of the reactive power consumption using the same V2G consumption profile
with abrupt consumption changes. Two scenarios have been considered: (a) without power con-
sumption of the external loads; (b) with power consumption of the external loads. In every scenario,
all three different control strategies have been tested: open loop, closed loop, and closed loop with
V2G compensation.
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4. Experimental Results

4.1. Test Description

The main equipment involved in the tests is shown in Figure 12. A V2G charger has
been used as a HUT and it has been connected to the EVE through a CHAdeMO connection.
The bottom box of the emulator is the AC/DC converter and the upper box is the DC/DC
converter. Both of them are connected to the EBox, which is also connected to the grid
analyzer (Circutor CVM-MINI) via RS-485 and to the HMI through TCP/IP. The transformer
is also inside an enclosure for safety reasons.

V

EBOX

Transformer

V2G
CHARGEREV

EMULATOR

Figure 12. General overview of the testbench used for the power tests done with the proposed EVE.
On the left, a 50 kW EVE together the EBox gateway; On the right the HUT system built up with a
50 kW V2G charger; and the power transformer in the centre.

The simplified sequence of the complete test is shown in Figure 13, where it is ex-
plained how the system works, and the main processes with their interactions that are
running, which are needed to emulate the behaviour of an EV. First, the user has to start
the EVE system through the HMI and wait until the DC/DC system is ready to initiate
the charge/discharge operation in order to test the HUT accordingly. Then, the user has
to plug-in the cable and begin the operation needed to launch the charging/discharging
process of the HUT. The user can change the voltage and/or power manually at any time
or load a script with the profile of EV charging/discharging, indicating every 0.5 s the
required voltage and power via HMI. The test will be finished whenever: the user stops it
via HMI, the EVE battery model determines that it has finished the charging/discharging
process, or there is any error during the operation.

4.2. Manual Set-Point Adjustment

With the aim to test the stability of the emulator, the voltage response at different
set-points has been analyzed. Figure 14 shows the manual change of current set-point from
65 to −65 A, with the emulator controlling the same set-point voltage at 300 V. It must be
noticed that the slope of the current increment by the charger is 10 A/s, which is within
the limits of the CHAdeMO standard [19]. Furthermore, the PI controller implemented in
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the emulator has a reduced velocity error during the transition of this current variation in
the HUT.
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Figure 13. Simplified operation sequence diagram of the complete EVE test procedure.
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Figure 14. Experimental results of the variation of the current set-point from 65 A to −65 A at 300 V
set-point. Voltage (top) and current (bottom) transient evolution is depicted in the figure.

Furthermore, it is possible to verify the behaviour of the system for grid management
purposes. For example, thanks to this test, it has been verified that this charger could be
used to perform frequency grid operation for current set-point changes up to 50 A [26].
Furthermore, the smooth transition between the two set-points, indicates that it is possible
to use this EVSE with V2G capability for operations such as peak shaving or management
of renewable energy surplus.

The variation of the set-point voltage from 300 V to 200 V is shown in Figure 15. These
kinds of battery voltage fluctuations are abnormal in EV batteries, but they allow the user
to know the stability and response of the charger to be tested. In this case, the emulator
keeps the same set-point power, which produces an increment in the demanded current to
the V2G charger. Depending on the time response of the chargers, maximum or minimum
power peaks can appear during the voltage transition, which will be larger if the voltage
transition is more abrupt.

4.3. Load an EV Battery Profile

In this case, a user defined EV battery charge profile has been defined. It consists of a
charging process of 5 min, starting the voltage at 350 V with a demanded power of 12 kW.
This demanded power decreases until reaching 6.5 kW and the voltage increases up to 358 V,
the moment when the emulator sends a stop command to the charger through CHAdeMO
communication. The evolution of the voltage and current measured at the emulator output
is shown in Figure 16. At the beginning of the charging process, the CHAdeMO’s isolation
test procedure is performed by the charger, setting 500 V at the input of the emulator. Once
the charger verifies that there is not any isolation problem, it closes the emulator power relay.
From this point, the emulator control the output voltage and it sends the demanded power
to the EVSE, which is defined in the loaded profile of the emulator. This profile can be
modified in order to perform different user tests, changing current, voltage and time of the
vehicle charge and executed as many times as needed. This feature allows the repeatability
of the test, which makes it possible to compare and analyze the response of different HUTs.
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Figure 15. Experimental results of the variation of the voltage set-point from 300 V to 200 V at 10 kW
set-point. Voltage (top) and current (bottom) transient evolution is depicted in the figure.

Figure 16. Emulation of an EV charging for 5 min. The upper graph is the output voltage of the
charger and the lower graph is the charged current.

To test the reactive power compensation, the previous EV battery charging profile
has been used, but also adding a profile of reactive power consumption to the charger. A
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profile with abrupt changes in the reactive consumption has been configured in order to
verify the behaviour of the emulator. In this case, the grid analyzer has been placed at
the output of the HUT, with an open-loop control implemented in the EBox. Figure 17
shows the results of the test, measured with a power analyzer data logger (Fluke 435-II) at
the PCC of the facility. Firstly, the reactive power consumption, without compensating it
by the emulator, has been measured by a grid analyzer. Secondly, the same test has been
repeated and measured, but this time compensating the reactive power consumption by the
emulator. The data from the two measurements have been downloaded and synchronized.

Figure 17. Reactive power consumption of the EV charging with (blue) and without (red) reactive
power compensation, measured at the facility’s PCC.

The steady reactive power consumption of the HUT is completely compensated by the
emulator. However, if the HUT has quick step changes in the reactive power consumption
in less than the execution time control of the EBox, it cannot be compensated properly. This
behaviour can cause problems in the facility’s PCC if the electric protection devices are less
than the peak current occurred during the transition. To resolve this issue, it is possible
to perform a power consumption characterization of the HUT at every charge/discharge
current, and configure a charge/discharge profile in the emulator, including the reactive
power that has to be generated by the emulator in order to compensate it.

5. Conclusions

EVs and V2G chargers have attracted a lot of attention for being considered as part of
the solution to increase the share of renewable energy in the electric grid. Since most the
EVSE are expected to be at home, these systems are an important tool towards the building
EMS to achieve near-zero energy buildings. Therefore, the study and verification of the
proper behaviour of these elements can smooth the path to the energy transition.

This paper has presented the design, test and results of a power EV emulator with
V2G capability. The ability to emulate a real V2G EV to handle fast charge/discharge
with an EV charger, consuming only the losses of the complete system, has been validated
experimentally. In addition, for small and medium enterprises which only want to test
EVSE and do not need the flexibility of a PHIL test bench, it is more economically affordable
due to not requiring a fast real-time simulator and a high bandwidth power amplifier.

Future tests will consist of increasing the implemented EVSE protocol to CCS, due to
the importance of this standard in Europe. Moreover, testing the AFE of the EVSE under
test using the PHIL technique, allows us to verify the complete system: grid and vehicle
side. Furthermore, thanks to the recirculation power of the EVE during test, a low power
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amplifier could be used to emulate the grid behaviour during the PHIL test. In order to
test the fast dynamics behaviour of the DC side of a V2G charger, the implementation
of a real-time battery model could be done in the EVE. Another future work will be the
development of an EVE to test EVSEs which work on a DC grid.

Author Contributions: Conceptualization, E.G.-M., J.F.S.-O. and J.M.-C.-A.; methodology, E.G.-
M., J.F.S.-O., J.M.-C.-A. and J.M.P.; software, E.G.-M. and J.M.P.; validation, E.G.-M.; investigation,
E.G.-M., J.M.-C.-A. and J.M.P.; writing—original draft preparation, E.G.-M. and J.M.-C.-A.; writing—
review and editing, E.G.-M., J.F.S.-O., J.M.-C.-A. and J.M.P.; visualization, E.G.-M. and J.M.-C.-A.;
supervision, J.F.S.-O., J.M.-C.-A. and J.M.P. All authors have read and agreed to the published version
of the manuscript.

Funding: This project has received funding from the European Union’s Horizon 2020 research and
innovation programme under Grant Agreement No 875683.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Monti, A.; Ponci, F. Power Grids of the Future: Why Smart Means Complex. In Proceedings of the Complexity in Engineering
(COMPENG ’10), Rome, Italy, 22–24 February 2010; pp. 7–11. [CrossRef]

2. Vahedipour-Dahraie, M.; Rashidizaheh-Kermani, H.; Najafi, H.R.; Anvari-Moghaddam, A.; Guerrero, J.M. Coordination of EVs
Participation for Load Frequency Control in Isolated Microgrids. Appl. Sci. 2017, 7, 539. [CrossRef]

3. Habeeb, S.A.; Tostado-Véliz, M.; Hasanien, H.M.; Turky, R.A.; Meteab, W.K.; Jurado, F. DC Nanogrids for Integration of Demand
Response and Electric Vehicle Charging Infrastructures: Appraisal, Optimal Scheduling and Analysis. Electronics 2021, 10, 2484.
[CrossRef]

4. IEA. Global EV Outlook 2021. Paris. 2021. Available online: https://www.iea.org/reports/global-ev-outlook-2021 (accessed on
14 October 2021).

5. Jones, L.; Lucas-Healey, K.; Sturmberg, B.; Temby, H.; Islam, M. The A to Z of V2G: A Comprehensive Analysis of Vehicle-to-Grid
Technology Worldwide. Realising Electric Vehicle to Grid Services Project. 2021. Available online: https://arena.gov.au/assets/
2021/01/revs-the-a-to-z-of-v2g.pdf (accessed on 14 October 2021).

6. Tostado-Véliz, M.; León-Japa, R.; Jurado, F. Optimal electrification of off-grid smart homes considering flexible demand and
vehicle-to-home capabilities. Appl. Energy 2021, 298, 117184. [CrossRef]

7. Odkhuu, N.; Lee, K.-B.; Ahmed, M.A.; Kim, Y.-C. Optimal Energy Management of V2B with RES and ESS for Peak Load
Minimization. Appl. Sci. 2018, 8, 2125. [CrossRef]

8. Chen, J.; Zhang, Y.; Li, X.; Sun, B.; Liao, Q.; Tao, Y.; Wang, Z. Strategic integration of vehicle-to-home system with home
distributed photovoltaic power generation in Shanghai. Appl. Energy 2018, 263, 114603. [CrossRef]

9. Strasser, T.; Pröstl Andrén, F.; Lauss, G.; Bründlinger, R.; Brunner, H.; Moyo, C.; Seitl, C.; Rohjans, S.; Lehnhoff, S.; Palensky, P.;
et al. Towards holistic power distribution system validation and testing—An overview and discussion of different possibilities. E
I Elektrotechnik Inf. 2017, 134, 71–77. [CrossRef]

10. Mylonas, E.; Tzanis, N.; Birbas, M.; Birbas, A. An Automatic Design Framework for Real-Time Power System Simulators
Supporting Smart Grid Applications. Electronics 2020, 9, 299. [CrossRef]

11. García-Martínez, E.; Sanz, J.F.; Muñoz-Cruzado, J.; Perié, J.M. A Review of PHIL Testing for Smart Grids—Selection Guide,
Classification and Online Database Analysis. Electronics 2020, 9, 382. [CrossRef]

12. Oettmeier, M.; Bartelt, R.; Heising, C.; Staudt, V.; Steimel, A.; Tietmeyer, S.; Bock, B.; Doerlemann, C. Machine emulator:
Power-electronics based test equipment for testing high-power drive converters. In Proceedings of the 2010 International
Conference on Optimization of Electrical and Electronic Equipment, Brasov, Romania, 20–22 May 2010; pp. 582–588. [CrossRef]

13. Anil, D.; Sivraj, P. Electric Vehicle Charging Communication Test-bed following CHAdeMO. In Proceedings of the 2020 Interna-
tional Conference on Computing, Communication and Networking Technologies (ICCCNT), Kharagpur, India, 1–3 July 2020;
pp. 1–7. [CrossRef]

14. Jayawardana, I.; Ho, C.N.M.; Zhang, Y. A Comprehensive Study and Validation of a Power-HIL Testbed for Evaluating
Grid-Connected EV Chargers. IEEE J. Emerg. Sel. Top. Power Electron. 2021. [CrossRef]

15. De Herdt, L.; Shekhar, A.; Yu, Y.; Mouli, G.R.C.; Dong, J.; Bauer, P. Power Hardware-in-the-Loop Demonstrator for Electric
Vehicle Charging in Distribution Grids. In Proceedings of the 2021 IEEE Transportation Electrification Conference & Expo (ITEC),
Chicago, IL, USA, 21–25 June 2021; pp. 679–683. [CrossRef]

116



Appl. Sci. 2021, 11, 11496

16. Cabeza,T.; Sanz, J.F.; Calavia, M.; Acerete, R.; Cascante, S. Fast charging emulation system for electric vehicles. In Proceedings of
the 2013 World Electric Vehicle Symposium and Exhibition (EVS27), Barcelona, Spain, 17–20 November 2013; pp. 1–6. [CrossRef]

17. Ledinger, S.; Reihs, D.; Stahleder, D.; Lehfuss, F. Test Device for Electric Vehicle Grid Integration. In Proceedings of the 2018 IEEE
International Conference on Environment and Electrical Engineering and 2018 IEEE Industrial and Commercial Power Systems
Europe (EEEIC/I&CPS Europe), Palermo, Italy, 12–15 June 2018; pp. 1–5. [CrossRef]

18. Popov, A.; Tybel, M.; Schugt, M. Power hardware-in-the-loop test bench for tests and verification of EV and EVSE charging
systems. In Proceedings of the 2014 IEEE International Electric Vehicle Conference (IEVC), Florence, Italy, 17–19 December 2014;
pp. 1–8. [CrossRef]

19. CHAdeMO. Available online: https://www.chademo.com (accessed on 14 October 2021).
20. Wang, L.; Qin, Z.; Slangen, T.; Bauer, P.; van Wijk, T. Grid Impact of Electric Vehicle Fast Charging Stations: Trends, Standards,

Issues and Mitigation Measures—An Overview. IEEE Open J. Power Electron. 2021, 2, 56–74. [CrossRef]
21. Krasselt, P.; Boßle, J.; Suriyah, M.R.; Leibfried, T. DC-Electric Vehicle Supply Equipment Operation Strategies for Enhanced

Utility Grid Voltage Stability. World Electr. Veh. J. 2015, 7, 530–539. [CrossRef]
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Abstract: Research on flourishing public bike-sharing systems has been widely discussed in recent
years. In these studies, many existing works focus on accurately predicting individual stations
in a short time. This work, therefore, aims to predict long-term bike rental/drop-off demands at
given bike station locations in the expansion areas. The real-world bike stations are mainly built-
in batches for expansion areas. To address the problem, we propose LDA (Long-Term Demand
Advisor), a framework to estimate the long-term characteristics of newly established stations. In
LDA, several engineering strategies are proposed to extract discriminative and representative features
for long-term demands. Moreover, for original and newly established stations, we propose several
feature extraction methods and an algorithm to model the correlations between urban dynamics
and long-term demands. Our work is the first to address the long-term demand of new stations,
providing the government with a tool to pre-evaluate the bike flow of new stations before deployment;
this can avoid wasting resources such as personnel expense or budget. We evaluate real-world
data from New York City’s bike-sharing system, and show that our LDA framework outperforms
baseline approaches.

Keywords: bike sharing system; expansion areas; category clustering; batches prediction

1. Introduction

A prominent sharing economy business model, the bike-sharing systems, has emerged
in recent years as a popular way of public transportation [1]. For society, a bike-sharing
system meets the theme of sustainable development because of convenience, lower prices,
and environmental protection [2,3]. Consequently, many bike-sharing systems are being
established to satisfy the need. One example of a bike-sharing system is Citi Bikes, with
more than 85,000 active users [4].

Distributing a suitable bicycle network structure can not only connect the system of
urban traffic and commuting but reduce the greenhouse effect. However, constructing
unwanted stations in a bike-sharing system will cause environmental damage and resource
waste. The framework presented in the paper aims to assist the government and planners
in predicting bike demands at a macroscopic level in advance, i.e., evaluating and verifying
whether new stations meet the needs of the public.

Research on bike-sharing systems has been widely studied in recent years. Some
works [5–8] depend completely on station-based historical records and features, and their
target is to make predictions for already established stations. The works of [9,10] aim to
predict the demand in hours or only during rush hour. The work of [11] defines functional
zones [12,13] and then predicts that the demand for bike expansion is the most relevant one
to our work. Unfortunately, their mobility trip data in the expanded system is inapplicable
for our long-term scenario, as it is also regarded as future data in the prediction stage.
Different from previous works, we commit to long-term demand prediction, which is faced
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with two challenges. First, mobility and meteorology data used in previous works are
unavailable in expansion areas, for example, taxi usages, temperature, wind speed, etc.
Moreover, we cannot directly apply the methodology of existing works, which focus on
short-term demand prediction for a single station, since they usually have enough training
data but lack future events [5]. Second, the real-world bike stations are mainly built-in
batches for expansion areas. However, the different geographical characteristics between
regions make the prediction task hard.

To tackle these challenges, we propose a robust framework called LDA (Long-Term
Demand Advisor) to predict long-term (e.g., six months) demand in newly established bike
regions. Apart from the short-term prediction, which is highly affected by emergencies
and other temporal factors [6,7], the proposed long-term prediction can not only reduce
inaccuracies resulted from unpredictable social events or traffic accidents but also advise
decision-makers on where to build new stations. This framework aims to provide govern-
ments with a preliminary estimation of the amount of bike usages in the following periods
(e.g., half-year) in the new regions of a city, given merely the locations of the bike stations.
Our contributions are as follows:

• To the best of our knowledge, this is the first work to predict long-term bike demand
in batches for expansion areas.

• A G-clustering algorithm, a hierarchical POI clustering method to cluster POI cat-
egories, is proposed in this work, and it is shown to be effective. Experiments
carried out on real-world datasets prove that our LDA framework outperforms
baseline approaches.

2. Overview

We propose a robust framework called LDA (Long-Term Demand Advisor) to predict
long-term (e.g., six months) demand in newly established bike regions. We first extract
spatial and temporal features from multi-source open data, then apply our proposed
G-clustering algorithm to measure the geographical characteristics and urban correlations
in a city. The G-clustering algorithm takes the surrounding locations of the target candidate
location into consideration to make a better prediction. Moreover, we extract the urban
factors correlated with the long-term demand of sharing bikes, such as POIs (Point of
Interests), road structure, and time. On the other hand, features from existing neighbor
stations and future stations that have an overlapping operating period are also applied
to new bike stations predictions since they will influence the number of demands and
transit behaviors.

Our work focuses on long-term prediction, e.g., six months, since the short-term
prediction (e.g., one month) is too difficult to predict and not worth studying in practice
due to initially unstable environments. Moreover, the long-term effectiveness of stations
seems worth investigating to aid in the government’s decision and urban planning. For the
reasons above, we consider that the predictions of no less than six months are relatively
appropriate for urban decision-making. Figure 1 shows our proposed LDA framework,
which consists of two major components: data preprocessing and batch prediction.

Data preprocessing. We first collect government open data and fetch others from
Facebook Place API. We also record the latitude and the longitude of all bike stations.
Next, we extract spatial features for each station, including nearby station features, seasons,
number of POIs and number of check-ins, popular spots, number of intersections, and the
length of bike routes based on the parameter r of the reachable station region. Finally, the
proposed G-clustering algorithm is applied to cluster categories, and all of the extracted
features are prepared to be fed into prediction models. Numerical data normalization, data
cleaning, and missing data imputation are also applied to all features.

Batch prediction. We observe that new stations are sometimes constructed in batches
in the real world. For example, the bike station deployment of New York from 2013 to
2017 can be mainly divided into four stages. Each stage contains at least 97 stations to
be established in a newly expanded area. After data preprocessing, we split stations into
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original ones and the others in batches according to their month of establishment. From
Batch 1 to Batch n (n = 3 for the NYC example) predictions, stations established before
the corresponding period are set as training sets, and those in the period are testing sets.
Finally, a strong prediction model can be applied to finish n batches of predictions.

 

Figure 1. The overview of LDA Framework.

3. Methodology

In this section, we introduce (a) our proposed G-clustering algorithm, (b) extracted
features correlated with rental/drop-off demand, and (c) demand prediction. We define
notations used in this paper in Table 1. Problem definitions and our proposed framework
are explained in Section 3.1.

Table 1. Notations used in this paper.

Notations Descriptions

S The station set S = {S1, S2, . . . Sn}
C The category set C = {CT1, CT2, . . . CTm}

POI The POI set POI = {P1, P2, . . . Pl}
R The bike route set R = {R1, R2, . . . Rk}

n, m, l, k Number of stations/categories/POIs/bike routes
Si The feature set of ith station

Si·rent Rental demand for Si six months after the establishment
Si·drop Drop-off demand for Si six months after the establishment

Si·lat Latitude of Si
Si·long Longitude of Si
Si·date The established date (e.g., operating date) of Si

CS (Si, Sj) Cosine similarity between Si and Sj
Pl×m Category matrix corresponding to POIs

3.1. Preliminary and Problem Definition

Definition 1. Reachable Station Region. Considering how far a resident is willing to move and to
get appropriate modeling of spatial factors, we define r as the radius of the farthest influencing area
of a new station. In other words, when considering a location to build a new bike station, we propose
to set a Euclidean distance r to extract the neighbor characteristics and features. Figure 2 gives an
example. Si is the target location, and we extract the density of our pre-defined POIs, which may be
correlated with bike demands within the region.
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Figure 2. An illustration of the reachable region of station Si and the corresponding bike routes.

Definition 2. Nearby Stations. For the target location of a new station, we extract its top-k nearest
stations whose establishment dates are earlier than the corresponding nearby stations. Three features
of corresponding nearby stations are considered in our work: the difference of establishment dates,
the number of cumulative demands, and the Euclidean distance between the target location and the
nearby stations.

Definition 3. Bike Route Structure. We consider the road length of bike routes and the number
of intersections in road structure as features to improve the demand prediction effectiveness. The
reason that we consider the road length of bike routes is because a bike station might have a great
demand in the long-term if its surrounding environment contains many bike routes, which are
convenient for riders to travel by taking bikes. The high number of intersections might also indicate
a traffic hub with significant human mobility, leading to increased potential bike flows.

In Figure 3, there are three kinds of bike routes, and a bike route Ri is composed of
multiple intersections (red points) and road segments (black dotted lines). Those route
segments and intersections within the reachable station region of Si are needed to be
included. That is, the features extracted from R1, R2, and partial of R3 in Figure 2 should be
taken into consideration.

Figure 3. Examples of bike route intersection.

Definition 4. Season. The period after building a station will span multiple seasons, and all of
them should be considered since the commuting behavior of people will change with seasons. For
each target station, we calculate how many months it will operate in each season. Spring is defined
as the months from March to May, and the season changes every three months.

Definition 5. Category Vector Pi for Each POI. A POI Pi may have more than one corresponding
category defined in Facebook Place API. Then, we define Pi as:

Pi = {pi, j} (1)

where pi,j = 1, if Pi belongs to CTj; or 0, otherwise.
Where CTj is the jth element in the category set defined by Facebook.
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Problem Definition. Rental/Drop-off demand prediction. Given k new bike station
locations SN = {S1, S2, . . . , Sk}, we want to predict the rental/drop-off demands of each
station six months after its establishment; that is, Si rent/Si drop defined in Table 1.

3.2. G-Clustering

Since thousands of corresponding categories for POIs exist in certain regions, it is
impractical to perform a one-to-one clustering for mapping a single category to a class.
Therefore, we propose G-clustering to allocate categories into classes, where the character-
istics of each category are similar to those of all the other categories in the same class. The
G-clustering is inspired by the Gini coefficient [14], which is an index proposed by Corrado
Gini to judge the fairness of annual income distribution according to the Lorenz curve. In
order to apply the concept of the Lorenz Curve in our work, we modify the definition of it,
which is illustrated in Figure 4. The Gini coefficient is equal to the area ratio between A
and (A + B), and it is also equal to 2A since the sum area of A and B is 0.5.

Figure 4. Lorenz Curve.

We apply this index to evaluate the distribution for each category in several regions
clustered by geographical locations in the given problem space, and thus categories with
similar distribution into the same clusters. The pseudocode for the G-clustering algorithm
is depicted in Algorithm 1.

Algorithm 1 G-Clustering Algorithm

Input: C, POI, P;
Output: CCD;
1. Cluster POI into D1 clusters: C1, C2, C3 . . . CD1 by DBSCAN according to POI geographical
locations;
2. Initialize HD = 0;
3. for i = 1 : m do

4. for j = 1: l do

5. if pj,i == 1 then

6. hi,Cd
+= 1;

7. end for

8. Initialize CCD = {CC0, CC1, . . . CCl};
9. for k = 1: m do

10. Category_point = CVF (hk);
11. idx = [10* Category_point] − 2;
12. CCidx append category k;
13. end for

14. function CVF (array A)
15. A_norm = normalized(A);
16. category_value_point = (1 − gini(A_norm)) + gini(A_norm)

log10(sum(A_norm))+1 ;
17. return category_value_point

The proposed G-clustering is composed of three parts: initialization (line 1), con-
struction for heat matrix (line 2 to 7), clustering for categories (line 8 to 13). First, POI is
clustered into D1 clusters, where D1 is adjustable and set to 20 in our evaluation. Next, a
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heat matrix HD =
{

hi,j
}

is constructed with hi,j representing the number of the ith category
in the jth cluster according to P. Meanwhile, Cd refers to the corresponding cluster result
of the jth POI in line 1. We divide each category into different groups according to its
value point; the result CCD is returned once all categories are run through and assigned to
a certain cluster. Each item in CCD indicates a set of the same level categories; meanwhile,
we set l = 6 in the following evaluation.

Line 14 to 17 is a function that calculates the category value point. In this function, the
Gini coefficient is applied to measure the distribution of each category in different clusters.
The more even the distribution is, the closer this index gets to 0 (closer to the blue line in
Figure 4); otherwise, it gets closer to 1 (closer to the red line in Figure 4). The function in
lines 14 to 17 is designed to determine whether a category is indicative or not. The more
even the distribution, the higher the value point, and the less indicative the category is. On
the other hand, we also apply K-means to reallocate POI into D2 clusters as described in
line 1, where D2 is set to 20 in our evaluation, and all other steps for G-clustering are left
the same. The two types of clustering results are listed in Table 2.

Table 2. Results of G-clustering.

POI Categories

DBSCAN K-Means

Cluster 1 Reptile Per Store, Boat/Sailing,
Instructor, Night Market

Archery Shop, Night Market, Squash
Court

Cluster 2 Art Gallery, Local Business, Arts and
Entertainment Consulate and Embassy

Cluster 3 Elementary School, Language School,
Lawyer and Law Firm

Art Gallery, Airport Lounge, Airport
Terminal, Cruise Line

Cluster 4 Travel Service, Video Game, Junior
High School, Public Swimming Pool

Surfing Spot, Landmark and Historical
Place, College and University

Cluster 5 Music Video, Skate Shop, Football
Stadium Education Company

Junior High School, Lawyer and Law
Firm, Taxi Service

Cluster 6 Aquarium, Diagnostic Center, Drive-In
Movie Theater

Public Swimming Pool, Bus Station,
Supermarket, Pizza Place

Cluster 7 Fitness Venue, Hockey Arena, Retail
Bank Gas Station, Catholic Church

We list several representative categories in each cluster to explain the effectiveness
of the G-Clustering algorithm. In the left column of Table 2 (DBSCAN), categories more
evenly distributed in the area such as Fitness Venues and Retail Banks are clustered in the
same class since these types of POIs have no obvious regional characteristics. In other
words, there is no excessive demand from these categories in specific districts. On the
contrary, the number of Night Markets and Art Galleries is obviously larger in certain
areas and thus may be regarded as indicative categories in the prediction. A similar trend
can also be found in the right column of Table 2 (K-means). The small difference between
DBSCAB and K-means clustering results in some categories being clustered in different
hierarchies. For example, Art Galleries and Junior High Schools are in different clusters,
which might be due to their different local characteristics. The clustering results will then
be used as important categorical features for the bike stations.

3.3. Feature Extraction

We divide all features into six categories based on their data sources. They are I.#POI
and #Checkins, II. Nearby station features, III. Popular spots, IV. G-clustering, V. Bike route
structure, VI. Season. In the experiment, we will evaluate the effectiveness of these six
categories. In Table 3, we give an overview of features.
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Table 3. All Features and their Descriptions.

Features

Feature Name Description

POIs #POIs in Facebook

check-ins # check-ins in Facebook

Nearby station features
The difference of establishing dates, the number of cumulative

demands, and the Euclidean distance between the target location
and their nearby stations

G-clustering (DBSCAN) Category clustering results by applying DBSCAN

G-clustering(K-means) Category clustering results by applying K-means

Bike route structure Sum of total route length and the number of intersections of bike
routes in the reachable region of the station

Season Operating seasons

I. #POI and #Checkins. The number of POIs (Point-Of-Interests) and check-ins can
be indicated as the level of prosperity in an area and therefore results in a higher frequency
of bike demands. We extract #POI and #Checkin’s based on Facebook API.

II. Nearby station features. A new station is usually highly related to the nearby
stations due to spatial effect and human mobility. Three features of top-k nearby stations
are considered in our work: the difference in establishing dates, the number of cumulative
demands, and the Euclidean distance between the target location and their nearby stations.
If a nearby station is built later than the target location, the number of cumulative demands
will be set as zero. After extraction, we obtain a total of 3 k features for nearby stations.
Such a large number might dominate the prediction result of the classifier. Therefore, PCA
(Principal Component Analysis) is applied to reduce feature dimensions.

III. Popular spots. We define popular types of POIs (e.g., over 1000 stores in New
York) specifically, calculating the number of corresponding types of POIs and check-ins of
each station in its reachable station region.

IV. G-clustering. We perform the G-clustering algorithm to use the clustering result
as our features. We set two kinds of clustering methods in step 1 of G-clustering: one is
DBSCAN, and the other is K-means.

IV-D. Category clustering results applying DBSCAN.
IV-K. Category clustering results applying K-means.
V. Bike route structure. The more bike routes near a station, the higher the probability

the bikes will be rented for convenience. We then calculate the sum of total route length
and the number of intersections of bike routes in the reachable region of station Si.

VI. Season. Seasons will greatly affect people’s willingness to ride a bike. For example,
users tend to rent a bike in spring rather than in winter, so data in December is obviously
less than in May. According to Definition 4, if station Si starts operating in May, then the
number of months in the following six months from spring to winter is 1, 3, 2, 0.

3.4. Batches Prediction

Constructing a bike-sharing system in most cities can be realized in several steps
(batches). First, the government sets up a large number of bike station locations in the down-
town area where lots of commercial buildings and tourist attractions are located, spreading
out to nearby regions in the following months, perhaps with a short lull. However, as the
frequency of shared bikes and new users increases, the government needs to distribute a
wider range of bike locations to satisfy users’ demand, and therefore the area expands to
the suburbs and even empty districts in the city center to relieve excessive demand.

Definition 6. Batches Prediction. Our work focuses on batch prediction; in other words, site
prediction established in later stages in the suburbs or border zones, which are also defined as
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expansion areas in this paper. We propose to utilize EMA (Exponential Moving Average) to
determine the periods of batches given a continuous time interval. The EMA is a type of average
that applies weighting factors that decrease exponentially to the past. We define a batch that exists
if the EMA values of month demands are continuously not less than a given threshold for several
months. Figure 5 shows the EMA distribution that we perform using 2, 3, and 6 months as the
average units. For example, if we define the threshold as 30 using the two months average of EMA
for New York City, we can then identify three batches(peaks) from 2013 to 2018. The corresponding
periods of the first, second and third batches of NYC are shown in Table 4. Our framework provides
the government the estimation of the demands of newly established stations through given locations,
and this can also be applied to the expansion of other facilities.

 

Figure 5. EMA of each month.

Table 4. Data source and detailed contents.

New York Citi Bike System

Time Span

Origin Batch 1 Batch 2 Batch 3

June 2013~June
2015

August
2015~September

2015

August
2016~September

2016

September
2017~October

2017

# Stations 329 121 127 97

Facebook Place API

# Check-ins 175+ billion
# POI Categories 1279

New York Bike Route

# Intersections 26,868
Total Length 1300+ km

In this work, we mainly use XGBoost [15] to make the prediction for each batch. Apart
from XGBoost in this work, other machine learning approaches can also be applied under
our framework. We will compare their effectiveness in our experiments.

4. Experiments

To evaluate the performance of our framework, we conduct experiments on a real-
world dataset from New York Citi Bike. Details of multi-source open data are in Table 4.
Bike station data are collected from June 2013 to November 2018, and stations operating
for less than six months, or with a monthly average demand of less than 300, are removed.
Batches can be realized as the time period of a relatively large number of bike stations
construction. Stations with established dates from June 2013 to July 2015 are the origin.
From Batch 1 to 3 prediction, we divide stations in the training set and testing set according
to their established date. For instance, in Batch 2 prediction, stations established earlier
than August 2016 are training data, and the other stations established during August 2016
to September 2016 are testing data. We retrieve multi-source open data from Citi Bike (the
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bike-sharing system in New York), bike routes data, and Facebook Place API. Detailed
datasets are listed in Table 4. The settings for radius r of the reachable station region are
500 m, and we extract the top-15 nearby station features in our experiment.

4.1. Experimental Settings

We evaluate the effectiveness of different combinations of feature sets, which are listed
in Table 5. A single factor is not listed due to the low performance; however, important
factors such as I and II are included in each set.

Table 5. Feature set combination.

Feature
Set

Features

I + II III IV-D IV-K V VI

A � �
B � �
C � � � �
D � � �
E � � � �
F � � � � �
G � � � � �

CC-XGB � � � � � �

4.1.1. Baselines

The framework proposed in our work is denoted as Category Clustering applying
eXtremeGradient Boosting (CC-XGB). XGBoost [15] is regarded as one of the most power-
ful techniques in the public transportation domain.

Regressors such as RF (Random Forest), LR (Linear Regression), and SVR (Support
Vector Regression) are used in comparison; NN (Neural Network) is also included as a
predictor. Moreover, the following compared baselines according to historical average
demand are used to verify the performance of our models.

HA (History Average). History rental/drop-off average of stations whose established
months are earlier than the predicted station Si.

HSA (History Similarity Average). History rental/drop-off average of stations whose
established month is earlier and is in the top-five high cosine similarity with the predicted
station Si.

HSW (History Similarity Weight). Let Si,1 ∼ Si,5 be the top-five high cosine similarity
stations to the predicted station Si.

HSW(Si) =
∑5

k=1(Si·rent) ∗ CS(Si, Si,k)

∑5
k=1 CS(Si, Si,k)

(2)

HSC (History in the Same Cluster). History rental/drop-off average of stations whose
established months are earlier in the same DBSCAN cluster with station Si.

HNN (History Nearest Neighbors). History rental/drop-off average of stations whose
established month is earlier and distance in the top-k nearest with the predicted station Si.

4.1.2. Evaluation Metric

Since bike demands vary dramatically due to many factors, RMSLE (Root Mean
Squared Logarithmic Error) is a more appropriate metric to adopt.

√√√√ 1
N

N

∑
i=1

(
log((Si·rent/drop)− (

log
(
(Si·rent′/drop′

)))2 (3)

Si·rent/drop is the ground truth of demand in six months of Si, and Si·rent′/drop′ is
the corresponding prediction result of the ground truth.
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4.2. Batch Prediction Results
4.2.1. Overall Comparison

In this part, we show the effectiveness of the proposed LDA and the comparison to
the baselines.

Results of Baselines: Figure 6a,b represent the baseline results of rental and drop-
off, respectively. Baselines without machine learning such as HA, HSA, and HSW are
worse than regression or NN results. CC-XGB, our proposed framework, defeats the
second-best with an average of 0.2 to 0.3 approximately in RMSLE, whether in a rental or
drop-off situation.

  
(a) (b) 

Figure 6. Performance of baselines. (a) represents the rental demand and (b) represents the drop-off one.

Results of Feature Combination: Figure 7a,b represent the results of the different
combinations of features in rental and drop-off, respectively. The result of feature set
E without features of category clustering in Figure 7b has poor performance evidently,
confirming that G-clustering is effective. No one always performs better between IV-D
and IV-K; one reason may be due to slight differences in clustering results. Though the
differences in the batches are not obvious, CC-XGB performs much better than other feature
sets in batch 2 and 3, confirming the applicability of our framework.

  
(a) (b) 

Figure 7. Performance of different feature combinations. (a) represents the rental demand and (b) represents the
drop-off one.

Analyze for Batches: Under the prediction result of CC-XGB, our proposed frame-
work, RMSLE decreases from Batch 1 to 3 in drop-off mode; yet results in Batch 3 are worse
than in Batch 2 in rental mode. We infer that the demand for renting bikes downtown is
more stable than in other areas; in other words, users are less willing to rent a bike from
newly established stations, making the prediction difficult. On the other hand, the drop-off
demand is hard to predict for the first batch stations.
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4.2.2. Region Size Setting for Extracted Features

In our experiment, the reachable station region is set as 500 m (Figure 1 (left)) for
the appropriate number of POIs and check-ins. In this part, we would like to compare
how different radiuses affect the results. Features I, III, and V are related to the reachable
station number. Experiments are conducted from 300 m to 1000 m in Figure 8. As shown
in Figure 8, a larger radius does not necessarily mean a better prediction result. We can
observe that in Figure 8, 500 m is a superior radius region for a target station to extract
corresponding features since the RMSLE for three batches are relatively low when r = 500 m.

 
(a) (b) 

Figure 8. Results of different regions for feature extraction in (a) Rental and (b) Drop-off.

4.2.3. Feature Importance (FI)

Figures 9–11 show the feature importance for Batch 1 to Batch 3, and the detailed
features whose importance is ranked in the top five are listed aside. Figure 9a, Figure 10a,
and Figure 11a show rental feature importance, while Figure 9b, Figure 10b, and Figure 11b
show drop-off feature importance. Overall, the nearby station features are extremely
important in prediction since they have the highest scores in all situations; in particular,
the score gap is more significant in Batch 3 (Figure 11a,b), explaining that nearby stations
are highly correlated to newly established stations. The feature importance obtained from
G-clustering is all ranked in the top five in those five figures (top-6 in Figure 11a), proving
that our idea of clustering categories is reasonable and useful.

4.2.4. Prediction of Different Periods

Our work focuses on long-term prediction, e.g., six months, since the short-term
prediction (e.g., one month) is too difficult to predict and not worth studying in practice
due to initially unstable environments. The experiments conducted on one, three, six and
nine month(s) in Figures 12 and 13 have shown that the six months’ prediction has the
best performance. The nine months case is worse than the six months. The reason comes
from the data instead of our model. In our dataset, we observe that there are some new
stations built surrounding the existing stations after six months so that the demands of
some stations in a certain batch were influenced by new stations. The prediction then
would become not so accurate. For batch 1, batch 2, and batch 3, the RMSLE of six months
is the lowest comparing to one month, three months, and nine months. In batch 1, the gap
between six-month and others for rental is from 0.02 to 0.31, and the gap for drop-off is
from 0.07 to 0.36. In batch 2, the gap between six-month and others for rental is from 0.07
to 0.2, and the gap for drop-off is from 0.01 to 0.11. In batch 3, the gap between six-month
and others for rental is from 0.09 to 0.2, and the gap for drop-off is from 0.03 to 0.09.
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(a) (b) 

Figure 9. Feature importance of Batch 1. (a) Represents rental demand, and (b) represents the drop-off one.

  
(a) (b) 

Figure 10. Feature importance of Batch 2. (a) Represents rental demand, and (b) represents the drop-off one.

  
(a) (b) 

Figure 11. Feature importance of Batch 3. (a) Represents rental demand, and (b) represents the drop-off one.

 
Figure 12. Different periods of prediction for Rental.
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Figure 13. Different periods of prediction for Drop-off.

4.3. Random Prediction Results

Similar to works focusing on predicting demand through splitting data into the
training set and testing set without considering established time, we also repeat the same
steps in our experiment to verify the usefulness of our LDA framework. In other words,
we conduct the prediction experiment of rental/drop-off demand 10,000 times through
randomly divided stations and return the average RMSLE result (Figure 14). The result
of CC-XGB still performs the best. However, our superiority is not so apparent since our
proposed features are relatively suitable for batch prediction rather than random prediction.

 
Figure 14. Random prediction for rental/drop-off.

5. Discussion of the Results

In this research, we are facing the demand prediction problem of real-world bike-
sharing systems. In the previous experiments, we can observe that two important fac-
tors in LDA settings are worth discussing, considering real-world applications. One
is batch deployment. Another is the prediction time period. These two factors are
mutually high-correlated.

Discussion of batch deployment: In the past, existing works usually aimed to predict
human flows for each individual station in a short time, such as next hour, next day,
and next 1–3 days. However, in real-world applications, we claim that predicting long-
term demands for station deployment is also critical for urban planning and construction.
Therefore, we propose an LDA framework, which can help governments or transportation
companies to make decisions for deploying bike-sharing services in a smart city. We have
observed that the real-world bike stations are mainly built-in batches for expansion areas
in modern cities. That is, we can use only the historical demand data from previously
deployed areas for prediction. The batch consideration in the LDA framework confirms
that our work is the first to address the long-term demand of new stations for future batch
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stations, providing the government with a tool to pre-evaluate the bike flow of new stations
before deployment. LDA can avoid wasting resources such as personnel expense or budget.

Discussion of prediction periods: In Section 4.2.4, our experiment shows that the six
months’ prediction has the best performance. The reason is we observe that in the New
York Citi bike sharing system there are some new stations built surrounding the existing
stations after six months so that the demands of some stations in a certain batch were
influenced by new stations. However, we believe our proposed LDA framework is also
helpful for making decisions using the prediction results of periods that are more than six
months since the prediction error is mainly from the crawled future data. To conclude, our
LDA framework can work as a web service to assess the effectiveness of new bike stations
for expansion areas in different cities.

6. Related Work

Impacts of bike-sharing systems. Many studies analyzed the impact of bike-sharing
systems on different aspects of society. The work of [16] mentioned that bike-sharing
programs have significantly positive externalities, including the economy, the environment,
and health-related externalities. Moreover, introducing bike-sharing systems gives an
opportunity to organize public transport interchanges better [17]. Shared bicycles facilitate
allow getting to stops and stations for those who do not own a private bike. Additionally,
bike-sharing gives more flexibility–shared bicycles users are not burdened with the threat
of theft or an obligation to service the bicycle. The study of [18] developed a spatial Agent-
based model to simulate the use of bike-sharing services and other transport modes in
Taipei city. The simulation results indicate that free use of bike-sharing to connect the transit
system can be more sustainable with 1.5 million US dollars in transportation damage cost
saved per year and 22 premature deaths further prevented per year due to mode shift to
cycling and walking based on the business. The work of [19] demonstrated the importance
of user-interface (UI) design, social influence, and new media in affecting users’ awareness
of and attitude towards uncivilized behaviors, which in turn improve their intention of
bike-sharing services use.

The emergence of dockless bike-sharing services has revolutionized bike-sharing
markets in recent years. The work of [20] suggested that the dockless design of bike-
sharing systems significantly improves users’ experiences at the end of their bike trips.
However, the availability and usage rates of dockless bike-sharing systems imply that they
may seriously affect individuals’ subjective well-being by influencing their satisfaction
with their travel experiences, health, and social participation, which requires further
exploration. The work of [21] mentioned that, as Chinese enterprises already invest heavily
in Europe, it is crucial for policymakers to introduce rules that would counteract potentially
negative consequences of the introduction of a new system of bike-sharing and support
positive effects.

Behavior analysis in bike-sharing systems. The behavior patterns of users in bike-
sharing systems are also worth exploring. The estimation results of [22] show that de-
scriptive norm, conformity tendency, and past behavior are important factors that affect
both e-bike riders’ intention to violate traffic rules and accident proneness. The work
of [23] found that perceived ease of use positively influences the attitude towards the
systems and the use intention. Therefore, the bike-sharing operating companies should
carefully design the usage procedures to make them as simple as possible. The work of [24]
adopted machine learning to show that speed, travel distance, and the number of parks
and recreational facilities seem to be critical spatial predicting factors of the travel choice
in bike-sharing systems. Moreover, considering the impact of COVID-19 on bike-Sharing
systems, the work of [25] indicated that usage bike-sharing is more likely to become a more
preferable mobility option for people who were previously commuting with private cars as
passengers and people who have already registered users in a bike-sharing system. The
bike-sharing systems have proved in the study of [26] to be more resilient than the subway
system, with a less significant ridership drop and an increase in its trips’ average duration.
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The work of [27] shows that a high availability rate, a low price, and a large difference in
travel time between bike-sharing and other travel modes make potential customers more
likely to use a bike-sharing program by modeling a different aspect of travel behavior:
heterogeneous time-sensitive customers.

Bike station deployment. Research on bike-sharing systems is becoming more and
more prevalent worldwide; topics covered range from site selection to rebalancing bike
distribution. The works of [28,29] try to figure out the best locations for bike stations from
candidate sites. The work of [30] proposes a mixed model to minimize fixed construction
costs and variable operational costs. Research combining probability and simulation such
as in [31] develops a probabilistic model to infer future demand, and the work of [32]
adopts Monte Carlo to predict the over-demand probability in each bike station cluster. On
the other hand, the works of [8,33–35] focus on bike imbalance and rebalancing problems,
proposing methods to transfer bikes between stations.

Bike demand analysis and prediction. In all bike-related problems, the most widely
studied is bike demand or traffic flow prediction. The studies of [22,36] have identified
the importance of natural environmental factors such as temperature, precipitation, and
humidity on cycling activities across different cities. At the feature level, studies [5,37]
consider a single factor instead of multiple aspects features and thus may neglect represen-
tative elements. Other works collect historical data such as public transportation pattern
records [38], crowd flow [39], meteorology data [7,8,40], and so on. Clustering methods
applied to bike stations are more and more common in recent works since bike stations
share partially similar regional characteristics and will reduce the variance and improve
prediction accuracy. The difference between these works is what the cluster is based on.
The works of [7,9,32,41] cluster stations according to bike transition pattern records, geo-
graphical locations, bike usage, etc. The study of [42] employs SimRank to calculate the
similarities between stations and then adopts the density clustering algorithm OPTICS.

However, the works above are not applicable for our scenario since they rely on
the historical mobility data and therefore are unavailable for batch prediction in newly
established stations in expansion areas. Furthermore, they mostly aim to predict demand in
a relatively short period from hourly [11,43], rush hours [9], to weekends and holidays [32],
and thus cannot be applied to our long-term prediction.

7. Conclusions

In this paper, we propose a framework consisting of spatial and temporal features to
predict long-term rental/drop-off demand in newly established stations, e.g., in expansion
areas. Specifically, we extract features from multi-source open data, propose G-clustering,
and apply regression models to predict the demand of stations in three batches according
to the established periods. Experiments carried out in the New York Citi bike sharing
system demonstrate that our framework for long-term prediction in expansion areas is
applicable and outperforms baselines. In the future, we aim to analyze more factors, such
as transfer probability from downtown to the suburbs and deal with unusual events to
improve predicting accuracy.
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Abstract: The aim of this paper is to investigate whether and which specific, distinctive characteristics
of European cycle logistics projects and the corresponding supporting policies have an impact on their
economic performances in terms of profit and profitability. First, we identify project success factors
by geographic area and project-specific characteristics; then, we statistically test possible dependence
relationships with supporting policies and economic results. Finally, we provide a value-based
identification of those characteristics and policies which more commonly lead to better economic
results. This way, our work may serve as a basis for the prioritization and contextualization of
those project functionalities and public policies to be implemented in a European context. We found
that cycle logistics projects in Europe achieve high profit and profitability levels, and the current
policies are generally working well and supporting them. We also found that profit and profitability
vary across the bike model utilized: mixing cargo bikes and tricycles generates the highest profit
and profitability, whilst a trailer–tricycle–cargo bike mix paves the way for high volumes and
market shares.

Keywords: cycle logistics; European projects; goods delivery; bike delivery; cargo cycle; cargo bike

1. Introduction

An increasing noticeable focus on the adoption of cargo cycles for commercial deliver-
ies and their social and economic impacts has been shown in local, national or Europe-wide
projects and communication campaigns, together with a more comprehensive analysis
of factors and policies characterizing non-motorized mobility programs at large [1–7].
In particular, such policies have relevant impacts on the achievement of sustainable ur-
ban mobility goals as well as on the improvement of local economy and employment—
e.g., by minimizing European economy losses (ca. 1% of gross domestic product) due to
the congestion and prolongation of private and commercial journeys [4,8–10].

The existing literature in this research area also identifies manifold aspects, which vary
from region to region—e.g., either cities or countries [11–15]. Area- and project-specific
variables include (but are not limited to) speed and size of vehicles, trip generation poten-
tial in the surroundings, driver’s experience and confidence, weather conditions, number
of traffic lanes and side roads, outside lane width, integration of land use and transporta-
tion planning, pavement surface quality and traffic signals [4,16–18]. Hence, analyzing
differences across countries, regions and cities is crucial since it may bring significant policy
implications, which vary widely throughout the European scenario [19,20].

The literature review has been partly extended to include active travel behavior since
many factors and policies affecting bike delivery initiatives were found to be delved into
in scientific publications concerning the field of non-motorized travel at large. In fact,
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factors and policies encouraging non-motorized or active travel behavior often include
specific measures geared to foster cycle logistics initiatives, especially in some European
regions [1–7,9,10]. This way, it is more likely to capture all possible aspects potentially
impacting cycle logistics initiatives. However, the significance of such aspects has been
tested with statistical analyses later on in this paper.

The same applies to the investigation of factors and policies in different regions. In fact,
it has been conducted on projects run on a global basis in order to avoid excluding relevant
aspects not covered by studies limited to the European scenario from the statistical analysis.

Overall, this research work proposes a cross-regional comprehensive study on cycle
logistics projects in Europe. It considers both projects’ features and policies in the European
area, together with the corresponding economic, financial impacts. The adoption of a
Europe-wide perspective is among the key contributions of this paper. In fact, the review
of hitherto published works in the literature shows that existing research directs its efforts
toward studies limited to urban, regional and national contexts—more than comparing
Europe-wide geographical areas—as well as to themes related to public health, environ-
ment, quality of life, etc. As a result, any cross-national approach is overlooked—especially
pertaining to economic, financial results—thus showing how such a Europe-wide analysis
of policies and impacts is unexplored.

The aim of this paper is to statistically test whether and which specific, distinctive
characteristics of European cycle logistics projects and the corresponding supporting
policies have an impact on their economic performances in terms of profit and profitability.

The paper is structured as follows: after the introduction, the second section provides
an extensive and complete literature review in order to identify success factors for cycle
logistics projects, including brief references to some closely related aspects concerning
active travel at large; in the third section, data collection and processing methods and the
methodological approach are described; the fourth section includes some discussions about
results; in the last section, conclusive remarks are presented.

2. Literature Review

Although the goal of this paper is intertwining success factors and local policies with
economic results of cycle logistics projects in Europe, the literature review proposed in
the above section embraces a wider perspective. In fact, it considers those factors and
policies also affecting the adoption of bikes for the mobility of people as well as active
travel behaviors at large. This was a deliberate methodological choice geared to adopt
a more comprehensive perspective of analysis in order to capture all possible elements
affecting the cycle logistics field. In fact, this approach avoids the siloization of cycle
logistics-related factors and policies: they cannot be and are not considered separately
from the “whole picture”, which includes the use of bikes for personal purposes and
active travel behavior at large. In fact, many factors and policies concerning cycle logistics
are included in more comprehensive political programs, affecting the wider area of bike
mobility and active travel. Finally, the reason behind this wider slant of analysis is justified
by considering that cycle logistics solutions for freight transport always require some
supporting policies from public authorities as well as the fact that they implicitly concern
the adoption of bikes by individual users. Therefore, all of those factors and policies
affecting the overall use of bikes for individual purposes prove to be relevant to cycle
logistics solutions.

The search strategy implemented in Scopus, the Elsevier database, included the follow-
ing terms: cargo bike, cargo-bike, cargobike, cyclelogistics, cycle-logistics, cycle logistics,
cycle mobility, bike + mobility, active travel, bike + economy, bike + policy, cargo cycle,
cargo-cycle, cargocycle. The resulting documents were then selected by analyzing their con-
tents with a qualitative review, and all the co-authors independently reviewed each selected
paper. Finally, they shared their independent evaluations with each other and identified
the documents to be used for the literature review. Moreover, additional searches were con-
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ducted on the Internet by checking for additional relevant sources—e.g., from specialized
websites—to integrate with the initial documents.

2.1. Experiences from the UK and Ireland

Local authorities in the UK have targeted large logistics companies in order to in-
centivize them to adopt cargo bikes into their supply chain. Moreover, communication
campaigns of cargo cycle programs at the local level have emphasized both perception
issues and lack of awareness and regulation as factors impacting negatively on the imple-
mentation of cycle logistics initiatives [7]. Ref. [21] demonstrates that promoting policies
in the UK should address three pillars: incentive system, risk perception and availability
and maintenance of infrastructures. Some of these key factors are common among cycle
logistics and cycling at large, despite significant definitory differences and obstacles that
characterize each strain. Finally, extant studies found some relationships between the
impacts of both cycle logistics and cycling at large, but the definitory elements are not
shared among them: it is a question of convergence of two different strains (cycle logistics
and cycling at large) toward some similar results [18,21–30].

An additional factor lies in the impacts: an inverse relationship between the adoption
of bike delivery solutions and the number of obese citizens, including bike messengers,
has been found, thus proving the broad extent of social impacts partly attributable to
cycle logistics [22–26]. In fact, cycle logistics projects in the UK have several impacts,
since they contribute to reduce the pressure on the National Health Service; delivering
goods by bike is positively linked to health benefits and is proven to help tackle urban
mobility issues, which are directly responsible for 70% of substances threatening public
health [21,27]. In Scotland, different research studies have identified a complex set of shared
impacts—e.g., demographic, economic and infrastructural—related to both cycle logistics
and cycling at large [18,28–30]. In Ireland, cycle logistics have been included in two ad hoc
government programs in order to increase both individual and socio-economic benefits [9].
Tackling safety issues in Irish urban transportation networks is key in order to build on
the reputation of cycling as safe in cities and, especially, to ensure the business viability of
bike delivery projects [18]. In this context, risk perception, infrastructures and attitudinal
aspects have been identified as key factors [18,31,32]. However, the current strong political
will in many towns in the UK is not the only enabling factor supporting cycle logistics
and cycling at large. In fact, the traditional good public transport systems and the urban
infrastructures adverse to car use in city centers act as complementary factors in the British
scenario since they help in decreasing traffic levels and, at the same time, enable the
timely delivery of goods and, hence, the increase in customer satisfaction for cycle logistics
businesses [33]. On the contrary, public transport proved to be poorly designed in Ireland
since it provoked a 29.7% drop for non-motorized commuting and a 37.5% increase in
car use from 1986 to 2006, thus revealing a negative context factor and discouraging the
start-up of bike delivery businesses [9,34]. Many authors have investigated socio-economic
and transportation- and household-specific factors in major Irish cities: supporting policies,
infrastructures, car ownership and socio-demographic status at large have been identified
as some of the more relevant issues impacting non-motorized transport, thus including
cycle logistics [9,35–39].

2.2. Experiences from Greece and Italy

An analysis of factors impacting the adoption of bikes as a standard transportation
means in Greece suggested that women’s eco-cyclist inclination tends to make them ask for
bike delivery services more often than men [40]. Nonetheless, the existing literature about
the Greek scenario sheds light on how the gender factor is mitigated by other variables—
i.e., demographic, economic and environmental—and gender may play a varying role
depending on the relative significance of such factors interacting with it [40]. Demographic
and cultural ones—e.g., marital and education status—often have a low impact, while age
may be associated with environmental concern [41]. Finally, low income has been shown
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to be the most relevant economic aspect affecting the demand of bike delivery services,
thus giving policy makers and managers a relevant insight into unexploited targets for
new mobility solutions in Greece [40].

In Italy, factors such as the network and the topological shapes of many cities made
it necessary to test several pilots which emphasize the environmental and social bene-
fits of such initiatives [42]. These Italian projects build on previous research, which has
already demonstrated that 51% of all trips for goods transportation in European cities
can be realized by bike, and 19% to 48% of the overall mileage currently performed by
combustion engine vehicles can be done by cargo bike [7,43]. In this context, the main
factors determining the success or failure of pilots were the size and weight of goods
to be delivered compared to the load capacity of cargo bikes; the relevance of time win-
dows for the delivery; the impacts on brand image and corporate social responsibility;
cost levels; availability of a supporting network and reliability of enabling technologies [42].
Finally, the cycle logistics scenario in Italy proves to be primarily affected by the social
(e.g., visibility and green image, low energy consumption, service quality and coverage),
physical (e.g., load capacity vs. goods size, weight and number, technological reliability
and battery duration) and political (e.g., better quality of life for citizens, re-use of public
facilities and incentives) factors of the socio-ecologic model proposed by [16].

2.3. Experiences from Scandinavia

An analysis of Scandinavian countries, especially Denmark, showed that accessibility
and availability of both safe infrastructures and parking facilities—together with high
urban density—enable the start-up and development of cycle logistics projects as well as
the adoption of bikes at large [20]. Other authors recognize the key role of supporting
policies [16,44–46].

2.4. Experiences from Central Europe

In the Netherlands, the use of bikes for the mobility of both goods and people already
accounted for 30% of overall local trips in 1997, thus showing a strong cultural integration of
bikes into Dutch society [47]. As for cycle logistics projects, commercial deliveries in Dutch
cities are generally planned for short trips within the 3.5-km threshold, while in Germany,
they are feasible within 2 km [47]. Differences between the average trip thresholds in the
Dutch and German scenarios are due to cultural factors as well as urban density and infras-
tructural factors [47]. In Germany, recent research efforts on inner-city courier shipments
have identified the specific vehicle choice of “messengers”—i.e., freelance couriers—as
one of the main drivers for the adoption of bike delivery solutions [48]. In turn, vehicle
choice is affected by several variables at the individual—e.g., demographic, attitudes and
values—technological—e.g., accessibility and availability of enabling technologies—and
economic—e.g., price and availability of information—levels [48]. As for technological
aspects, technical innovations adopted by cycle logistics initiatives in Germany and France
have been combined with new concepts and configurations of urban mobility systems.
They have been successful, especially when associated with urban micro-consolidation
centers as well as technologies for reduced driver fatigue and improved range and pay-
load [48–51]. However, recent studies have shown that effective commercial transport
solutions in city centers always come out of a multitude of factors harmoniously com-
bined with each other, such as organizational structure of supplier firms, demand patterns,
technical prerequisites and cultural inclination to accept a modal shift from customers,
firms and messengers [48].

2.5. Experiences out of Europe: Australia and the United States of America

Many research works report that Australian bike-based businesses are worse posi-
tioned compared with their competitors in North America, China and Europe [6,52–54].
The findings suggest that adverse reactions to safety helmets being compulsory together
with trip distance may affect messengers’ vehicle choice and undermine the success of
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Australian cycling and cycle logistics programs (see also [39,55,56]). Other studies con-
ducted in Australian and American cities suggest that individual factors, including mes-
sengers’ vehicle choice, are key in order to nurture bike delivery or bike sharing schemes
as well as cycling at large [41,56–65]. As for mandatory helmet usage, it is not perceived
as an advantageous factor because of the need for either purchasing or always carrying
such safety accessories; studies show that it is detrimental in both Australia and the USA,
with other factors being equal [17,55,66–68]. Moreover, urban density and availability of
infrastructures are also recognized as relevant factors in Australia and the USA [69–71].

However, commercial deliveries in the United States are not effective because of
the noticeable differences with the network and topological shapes in European inner
cities [72–74]. Although there has been a sound debate about primary causes of the flop
of Australian programs, the field research is still poorly grounded and calls for further
empirical research efforts.

2.6. Experiences from Asian Countries

As regards the Malaysian scenario, customer needs and political factors play a key
role—e.g., need for door-to-door transport, spread and availability of dedicated infrastruc-
tures and environmental aspects [4,75]. Other studies confirm that socio-economic impacts
were found to be significant [4,76].

As Western societies have shown a strong commitment to cycle logistics and cycling
at large (see Sections 2.1–2.5), likewise, Asian ones have proven to be strategically engaged
in them as well because of their relevance to national agendas [77–79]. Policy implications
also call for a dramatic change in population distribution in some Asian cities, such as in
Malaysia, where a foreseeable “donut cake” distribution due to the downstreaming phe-
nomenon in urban centers will generate a downsizing of economic activities and residential
density in downtown areas, impacting, in turn, the operations and the development of bike
delivery businesses [4]. Downstreaming in cities will be amplified by other local policies
such as priority being afforded to motorized vehicles and lack of non-motorized promotion,
resulting in a clearly disadvantageous scenario for cycle logistics projects [4]. These results
call for taking the opportunity to design transportation networks suitable for cycle logistics
and integrating them with existing road networks in Malaysia. Moreover, policy makers
should push towards the adoption of priority policies reversing the current ones, as it
happens in Europe—i.e., ensuring priority to cyclists and bike messengers, excluding them
from turning or one-way direction constraints [4].

However, Malaysia and European and Northern American countries are not the only
ones to cope with political, safety and socio-demographic factors, since they have proven to
be relevant also to the Japanese national agenda [80,81]. In particular, the lack of effective
safety regulation in Japan called for the implementation of active safety policies and
countermeasures which also suggest an increase in the viability of commercial deliveries in
cities [80,82–85]. This way, it has been possible to adopt more effective policies in order to
tackle both bike messengers’ and goods’ safety in Japan as well as it is being done in other
Western societies such as Ireland and in developing countries [18,20,28,35–38,47,86–89].

2.7. Experiences from Developing Countries

In the last century, policy makers in developing countries have focused on motor-
ized transportation, thus promoting and designating urban development as a hindering
context for cycle logistics projects. This approach to planning and implementation of
activities has dominated the transportation arena, even though non-motorized travel is
even more significant in developing countries than in Western societies. The reasons
behind this have been recognized to be the poorly grounded literature and the poor dis-
semination of research results in this field, also at the power elite level [89]. Moreover,
policy makers hold their responsibility since they did not relevantly take into account the
positive impacts of non-motorized transportation in terms of environmental, energy and
socio-economic benefits. Therefore, they neglected the need of promoting the start-up of
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bike delivery services—e.g., by incentivizing them or realizing supporting infrastructures.
Their carelessness towards the multifaceted negative effects of traditional combustion en-
gine vehicles—e.g., increase in congestion, energy consumption, pollution, costs, pressure
on health system, safety and security—is even more alarming [90,91]. Policy makers and
people at large have perceived, for many decades, that the dilemma between motorized
versus non-motorized transportation could be associated with rural versus urban and de-
veloped versus non-developed, while the most advanced studies prove that cycle logistics
may provide a significant contribution to cope with many issues affecting urban contexts
worldwide [89].

A further challenge appears on the horizon: most cities in some developing countries,
e.g., India, are not able to satisfy the need for investments and measures concerning
infrastructures, safety, land use and incentive systems geared to serve their growing cycling
population, including bike messengers, and the overall viability of their delivery services
in inner cities [37,86,88,89,92–101].

In conclusion, where policy makers overlook the need for an integrated set of inter-
ventions geared to promote cycle logistics and cycling at large, this may result in limited
success or even in failure of supporting policies. Sometimes, this political issue comes from
the desire to maintain good relationships with relevant shares of voters, and other times
from evidence of weak political capacity [102–106]. Finally, the paradigmatic shift towards
bike delivery services is linked to a set of factors and interventions to tackle them. In the
following, all relevant factors and policies are analyzed together with their relative signifi-
cance across geographical areas and countries. Furthermore, corresponding measures are
identified that prove effective in modifying the ways in which goods are delivered in cities.
In this context, the comprehensive subject of this paper—i.e., Europe-wide analysis—is
particularly suitable for defining policy implications in the broader field of sustainable
urban transport. The focus on cities and urban areas at large is further justified by recent
research results showing that even European or nationwide transport policies depend on
their success at the local level [6,9].

3. Data Collection and Methodological Approach

We must point out that the profit and profitability variables help when assessing
the potential of an individual project to achieve business objectives or to produce an
economic result based on both an effective and efficient use of resources, within the
context in which such a project is implemented. In fact, in general, profit in itself is not
sufficient to prove the economic appeal of an investment in a project and whether it is worth
pursuing, except when dealing with a business company. On the contrary, the concept
of profitability applies, more generally, to all kinds of economic organizations, including
non-profit. Profitability has been calculated as a dimensionless value according to the
standard definition—i.e., sum of present value of cash flows over 5 years divided by initial
investment. On the contrary, profit is not dimensionless—the currency is euros—and
it has been calculated by subtracting the normalized costs in the Cyclelogistics project
(e.g., for bike purchasing, maintenance, insurance and messenger pay) from the overall
income [107,108].

Such hypotheses depending on profit and profitability as economic, financial results
are tested by utilizing normalized data that are calculated at the European level [108].
Therefore, such data do not reflect any region-specific features, as they are generated by
definition and by construction with a normalization process throughout the Europe-wide
scenario, which was the context of the analysis considered by the source study [108]. To the
best of the authors’ knowledge, the data included in this research document are the most
comprehensive and reliable, so far, and are endowed with an official element, being the
result of activities supported also by the European Commission.

Both profit and profitability are calculated with reference to the specific organization
implementing the cycle logistics service. Therefore, profit and profitability refer to the
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organization’s business/project level, whereas those values of profit and profitability are
registered as economic, financial results.

The overall methodological approach and the corresponding steps are summarized
below (Figure 1) and discussed in detail in the rest of this section.

Figure 1. Methodological approach and stages.

Following this approach, in the first stage, critical factors and policies mentioned in
Section 2 have been clustered by area and country. The results are shown in Appendix A
(Table A1) and Appendix B (Table A2).

In the second stage, both critical factors and policies relevant to those projects run in
Europe have been selected and grouped by category (Table 1a,b).

Table 1. (a) Success factors by category. (b) Supporting policies by category.

(a) Success Factors Category

Good information, communication
Health benefits
Economic appeal and ownership
Behavioral propensity as a consequence of individual values, needs and socio-demographic
variables at large
Perceived safety and security
Favorable weather
Favorable urban density, traffic and distance
Accessibility, availability of infrastructures, services and enabling technologies
Environmental and energy consumption benefits

(b) Supporting Policies Category

Communication policies
Regulatory policies
Public transport policies
Architectural and infrastructural policies
Safety policies
Economic policies
Environmental policies

In the third stage, beyond factors and policies identified with the above analysis,
a complementary study has been conducted in order to take into account also project-
specific factors characterizing 50 cycle logistics solutions implemented in Europe (Table 2a).
The main type of bike is considered as the key feature since other project-specific factors—
such as size range of delivery, ease of driving and parking, price per delivery, cost per bike,
etc.—result to be affected by it. In particular, the bike models considered are traditional,
trailer and cargo bikes as well as tricycles. Traditional bikes are those standard models used
also by urban citizens for their own private purposes. If used for commercial deliveries,
they only allow transporting small-sized goods and in a limited quantity, since they do
not have large cargo accessories, neither in front nor behind. They are generally cheaper
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than other bike models in terms of purchase, maintenance and insurance costs and ensure
a higher speed and ease of driving and parking in cities. Cargo bikes have a large box,
generally in front, which allows transporting even big-sized goods as well as a large
quantity of small- to medium-sized items. They are much more expensive than traditional
bikes and more difficult to park and drive. Trailer bikes lie in the middle between traditional
and cargo ones and are endowed with a small cargo behind. As for tricycles, they are the
largest and more capacious bikes as well as the ones with the highest costs. Moreover,
they have the lowest average speed as well as the lowest ease of driving and parking
in cities.

Table 2. (a) Project-specific factors (sources: [107,109] and projects’ websites). (b) Average economic arguments from [108].
(c) Average data on the European cities scenario from [108].

(a)

Country
Main Type

of Bike
Max. Load

(km)
Cost of Bike

(EUR)

Average
Speed in

Cities (km/h)

Ease of
Driving

Ease of
Driving in
Adverse

Conditions

Ease of
Parking

Distinctive Size
Range of Delivery

UK Trailer bike 80 250–500 20 High High High Small/Medium

UK Cargo bike;
Tricycle 250 2000–12,000 15 High Medium/Low Medium Small/Medium

UK Cargo bike;
Tricycle 250 2000–12,000 15 High Medium/Low Medium Small/Medium

Ireland Trailer bike 80 250–500 20 High High High Small/Medium

Ireland Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Ireland Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Greece Traditional 40 80–300 20 High High High Small

Italy Traditional 40 80–300 20 High High High Small/Medium

Italy Traditional 40 80–300 20 High High High Small

Italy Trailer bike 80 250–500 20 High High High Small

Italy Tricycle 250 3000–12,000 15 High Medium/Low Medium Big

Italy Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Italy Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Greece Traditional 40 80–300 20 High High High Small

Greece Traditional 40 80–300 20 High High High Small/Medium

Greece Traditional 40 80–300 20 High High High Small

Italy Trailer bike 80 250–500 20 High High High Small

Italy Tricycle 250 3000–12,000 15 High Medium/Low Medium Big

Italy Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Italy Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Cross-country
(Denmark, UK) Traditional 40 80–300 20 High High High Small

Cross-country
(Denmark, UK) Traditional 40 80–300 20 High High High Small

Cross-country
(Denmark, UK) Traditional 40 80–300 20 High High High Small

Cross-country
(Denmark, UK) Traditional 40 80–300 20 High High High Small

The Netherlands Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

The Netherlands Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

The Netherlands Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

The Netherlands Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Germany Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Austria Cargo bike 80 2000–5000 20 High High High Small

Germany Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Germany Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Germany Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Germany Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Germany Cargo bike 80 2000–5000 20 High High High Small/Medium/Big

Germany Cargo bike 80 2000–5000 20 High High High Small/Medium/Big
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Table 2. Cont.

(a)

Country
Main Type

of Bike
Max. Load

(km)
Cost of Bike

(EUR)

Average
Speed in

Cities (km/h)

Ease of
Driving

Ease of
Driving in
Adverse

Conditions

Ease of
Parking

Distinctive Size
Range of Delivery

Austria Cargo bike 80 2000–5000 20 High High High Small

France Cargo bike;
Tricycle 250 2000–12,000 15 High Medium/Low Medium Small/Medium/Big

France, Denmark Traditional 40 80–300 20 High High High Small

Switzerland Trailer bike 80 250–500 20 High High High Small

France Cargo bike;
Tricycle 250 2000–12,000 15 High Medium/Low Medium Small/Medium/Big

France Cargo bike;
Tricycle 250 2000–12,000 15 High Medium/Low Medium Small/Medium/Big

France, Denmark Traditional 40 80–300 20 High High High Small

France Cargo bike;
Tricycle 250 2000–12,000 15 High Medium/Low Medium Small/Medium/Big

France Cargo bike;
Tricycle 250 2000–12,000 15 High Medium/Low Medium Small/Medium/Big

France Cargo bike;
Tricycle 250 2000–12,000 15 High Medium/Low Medium Small/Medium/Big

Spain Tricycle 250 3000–12,000 15 High Medium/Low Medium Small/Medium/Big

Spain Tricycle 250 3000–12,000 15 High Medium/Low Medium Small/Medium/Big

Spain Tricycle 250 3000–12,000 15 High Medium/Low Medium Small/Medium/Big

Hungary Traditional 40 80–300 20 High High High Small/Medium

(b)

Tangible Costs Cargo Bike Van

Set up costs

Purchase cost EUR 2483.00 EUR 3310 per annum

Running costs

Annual maintenance EUR 237.00 Included in the hire cost

Fuel Zero EUR 1334.00 per annum

Excise duty Zero EUR 201.00 per annum

Insurance EUR 154.00 per annum EUR 591.00 per annum

Rider/Driver costs

Hourly pay rate EUR 9.60 Usually self-employed paid by delivery (EUR 1.59 per delivery)

Intangible costs

Emissions Contribution Zero 152 g/km CO2

Congestion Contribution Minimal impact Another vehicle on the road contributing to congestion

Noise None Diesel Clatter

Average speed in city 10–12 mph 5–15 mph

Parking Not a problem Restricted (risk of parking ticket)

Flexibility Access to restricted areas and cycle paths Restricted to the road network

Range 50 miles per day Unlimited

Contribution to rider/
driver health Rigorous daily workout Sedentary

(c)

Average European city with 240,000 inhabitants and 1,000,000 trips per day

All Trips Bicycle, Pedestrian, Public Transport Motor Vehicle Trips
Motorized Trips Related to

Goods Transport

1,000,000 400,000 600,000 490,000

Among motorized trips related
to good transport:

Number of trips per day
Number of trips to shift to

bicycle and cargo bike
Relative % of shift within motorized

trips related to goods

Motorized trips related to
goods transport

490,000 250,000 51%

Delivery 100,000 25,000 25%

Service and business 110,000 55,000 50%

Shopping 130,000 100,000 77%

Leisure 90,000 40,000 44%

Commuter 60,000 30,000 50%
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In the fourth stage, economic results have been calculated and normalized with
reference to the data referring to the average European city as provided by the Cyclelogistics
project [108], as reported in Table 2b,c. In detail, profit-and-loss data have been calculated
and normalized coherently with the consolidated average economic arguments on page 19
of the aforementioned data from the Cyclelogistics project [108], whilst the average data on
the European cities scenario have been extracted from page 9 of the same reference [108].
In this context, normalization means using the same average economic arguments in
the aforementioned report in order to calculate profit and profitability of cycle logistics
projects. This way, the methodological approach adopted allowed us to compare project
data homogeneously. Profit and profitability measures for each project have been calculated
over 5 years depending on available data from the Cyclelogistics project [107,108] and by
rounding yearly profits down with a 0.1 correction coefficient. This way, we have reduced
the overall profit (and also the profitability inferred from it). This helps us in further
challenging our research hypotheses by assuming a more pessimistic scenario in terms of
profit and profitability levels as well as further mitigating the risk of their overestimation.
In addition, profits have been prudently calculated by considering only the share of bike-
based trips explicitly devoted to goods delivery in European cities, thus assuming a scenario
with an even more pessimistic underestimation.

At first, these assumptions could sound like an attempt to simplify calculations in
order to be able to perform a rough estimate and comparison among projects. Anyhow, as a
matter of fact, that is currently the only way to perform such an analysis because of the lack
of sufficient and homogeneous data. Such a shortage of data concerns both the non-profit
projects funded by the European Commission and those projects run by private start-ups.
Profit and profitability have been calculated in order to obtain an insight into the potential
of each individual project to achieve business objectives or to produce an economic result
based on both an effective and efficient use of resources. In fact, in general, profit in itself
is not sufficient to prove the economic appeal of an investment in a project and whether
it is worth pursuing, except when dealing with a business company. On the contrary,
the concept of profitability applies, more generally, to all kinds of economic organizations,
including non-profit. Profitability has been calculated as a dimensionless value according
to the standard definition—i.e., sum of present value of cash flows over 5 years divided by
initial investment. On the contrary, profit is not dimensionless—the currency is euros—and
it has been calculated by subtracting the normalized costs in the Cyclelogistics project
(e.g., for bike purchasing, maintenance, insurance and messenger pay) from the overall
income [108]. Economic results and their descriptive statistics calculated in Microsoft
Excel® are reported below (Tables 3–5).

Table 3. Area-/country-specific policy and factor categories, average profit and profitability levels.

Area Profitability over 5 Years
Average Estimated
Profit/Year (EUR)

UK and Ireland

2.43 76,225.00

4.08 476,945.00

2.43 76,225.00

5.29 619,060.00

5.29 619,060.00

4.08 476,945.00
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Table 3. Cont.

Area Profitability over 5 Years
Average Estimated
Profit/Year (EUR)

Greece, Italy and
Mediterranean islands

5.09 80,850.00

5.09 80,850.00

5.09 80,850.00

2.43 76,225.00

4.92 616,560.00

4.08 476,945.00

4.08 476,945.00

4.92 616,560.00

5.09 80,850.00

5.09 80,850.00

2.43 76,225.00

4.08 476,945.00

5.09 80,850.00

4.08 476,945.00

Central Europe ◦

4.08 476,945.00

4.08 476,945.00

4.08 476,945.00

4.08 476,945.00

4.08 476,945.00

5.29 619,060.00

5.29 619,060.00

2.43 76,225.00

4.92 616,560.00

5.09 80,850.00

2.43 76,225.00

4.92 616,560.00

4.92 616,560.00

5.09 80,850.00

5.09 80,850.00

5.29 619,060.00

4.08 476,945.00

4.08 476,945.00

4.08 476,945.00

5.09 80,850.00

4.08 476,945.00

5.09 80,850.00

2.43 76,225.00

5.09 80,850.00
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Table 3. Cont.

Area Profitability over 5 Years
Average Estimated
Profit/Year (EUR)

Cross-area

5.09 80,850.00

5.09 80,850.00

5.09 80,850.00

5.09 80,850.00

5.09 80,850.00

5.09 80,850.00
◦ In this paper, “Central Europe” includes only continental European countries and excludes the Italian peninsula,
Greece, the Balkans and the Scandinavian peninsula.

Table 4. Profit and profitability statistics by area-/country-specific policy and factor category.

Area-/Country-Specific
Policy Category

Area-/Country-Specific
Factor Category

Profit Statistics Profitability Statistics

Mean Std. Deviation Mean Std. Deviation

UK and Ireland

Communication campaigns;
Well-designed regulation system;
Supporting an integrated public
transport system;
Accessibility and availability
of infrastructures;
Educating, designing and
implementing safety;
Supporting economic measures

390,743.33 251,778.4817 3.93 1.28

Greece, Italy and
Mediterranean islands

Communication campaigns;
Supporting economic measures 269,889.29 232,259.18 4.40 0.94

Scandinavia and
Central Europe ◦

Communication campaigns;
Supporting economic measures;
Accessibility and availability
of infrastructures
Supporting environmental
protection measures

363,047.50 231,328.93 4.52 0.85

Overall - 306,423.00 234,417.89 4.42 0.93
◦ In this paper, “Central Europe” includes only continental European countries and excludes the Italian peninsula, Greece, the Balkans and
the Scandinavian peninsula.

Table 5. Project-specific factors, average profit and profitability levels.

Main Type of Bike
Profit Profitability

Mean Std. Deviation Mean Std. Deviation

Trailer bike 76,225.00 0.00 2.43 0.00

Cargo bike 476,945.00 0.00 4.08 0.00

Tricycle 616,560.00 0.00 4.92 0.00

Traditional bike 80,850.00 0.00 5.09 0.00

Cargo bike; Tricycle 619,060.00 0.00 5.29 0.00

Overall 373,928.00 275,273.72 4.37 1.05

In the fifth and last stage, possible associations of factors and policies with economic
results have been analyzed with IBM® SPSS® Statistics 24. Some analyses have been made
in order to make inferences about data and to understand whether the observed pattern is
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real or due to chance. Before using IBM® SPSS® Statistics 24, the dataset was cleaned up by
deleting overlapping data concerning cross-country-specific factors and policies.

Therefore, in the fourth section, mean and standard deviation were calculated again
in IBM® SPSS® Statistics 24, together with other advanced statistics.

As an additional note, despite the many variables that could be identified in the
literature review, the availability of data was limited to some of them. Moreover, data for
some variables were only partly available. Finally, the only variables with full data available
for a quantitative analysis were related to profit, profitability, geographical area and type
of bike.

Finally, we state our four research hypotheses, based on the above explication of
the variables:

Hypothesis 1 (H1). The profit distribution varies across categories of geographic area, that is,
across the different geographic areas, not across each country pertaining to a specific geographic area.

Hypothesis 2 (H2). The profitability distribution varies across categories of geographic area, that is,
across the different geographic areas, not across each country pertaining to a specific geographic area.

Hypothesis 3 (H3). The profit distribution varies across categories of bike model.

Hypothesis 4 (H4). The profitability distribution varies across categories of bike model.

4. Results and Discussion

The preliminary step of the statistical analysis was conducted in order to verify
whether data distributions of profit and profitability are normal or not. Checking the
normality of distributions is relevant since this methodological step impacts the choice of
the statistical tests to adopt (e.g., parametric vs non-parametric tests) in order to ensure the
reliability of results.

In the following, Table 6a,b show normality tests on area-specific profit and profitabil-
ity. Table 7a,b show normality tests on project-specific profit and profitability.

Table 6. (a) Preliminary analysis of normal distribution hypothesis of area-specific profit and profitability: skewness and
kurtosis. (b) Preliminary analysis of normal distribution hypothesis of area-specific profit and profitability: Kolmogorov–
Smirnov and Shapiro–Wilk tests.

(a)

Descriptives

Statistic Std. Error

Profit

Mean 750,672.7778 407,828.85784

95% Confidence Interval for Mean
Lower Bound −109,770.8996
Upper Bound 1,611,116.4551

5% Trimmed Mean 406,373.9198

Median 476,945.0000

Variance 2,993,838,791,115.359

Std. Deviation 1,730,271.30564

Minimum 76,225.00

Maximum 7,622,500.00

Range 7,546,275.00

Interquartile Range 535,710.00

Skewness 4.117 0.536

Kurtosis 17.256 1.038
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Table 6. Cont.

(a)

Descriptives

Statistic Std. Error

Profitability

Mean 4.3133 0.23310

95% Confidence Interval for Mean
Lower Bound 3.8215
Upper Bound 4.8051

5% Trimmed Mean 4.3637

Median 4.5000

Variance 0.978

Std. Deviation 0.98898

Minimum 2.43

Maximum 5.29

Range 2.86

Interquartile Range 1.01

Skewness −1.058 0.536

Kurtosis 0.039 1.038

(b)

Tests of Normality

Kolmogorov–Smirnov a Shapiro–Wilk

Statistic df Sig. Statistic df Sig.

Profit 0.475 50 0.000 0.359 40 0.000

Profitability 0.240 50 0.007 0.794 40 0.001
a Lilliefors Significance Correction.

Table 7. (a) Preliminary analysis of normal distribution hypothesis of project-specific profit and profitability: skewness and
kurtosis. (b) Preliminary analysis of normal distribution hypothesis of project-specific profit and profitability: Kolmogorov–
Smirnov and Shapiro–Wilk tests.

(a)

Descriptives

Statistic Std. Error

Profit

Mean 306,376.7500 53,249.06184

95% Confidence Interval for Mean
Lower Bound 194,925.1827
Upper Bound 417,828.3173

5% Trimmed Mean 301,791.6667

Median 278,897.5000

Variance 56,709,251,742.829

Std. Deviation 238,137.04404

Minimum 76,225.00

Maximum 619,060.00

Range 542,835.00

Interquartile Range 396,095.00

Skewness 0.146 0.512

Kurtosis −1.984 0.992
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Table 7. Cont.

(a)

Descriptives

Statistic Std. Error

Profitability

Mean 4.3910 0.21590

95% Confidence Interval for Mean
Lower Bound 3.9391
Upper Bound 4.8429

5% Trimmed Mean 4.4500

Median 4.9200

Variance 0.932

Std. Deviation 0.96554

Minimum 2.43

Maximum 5.29

Range 2.86

Interquartile Range 1.01

Skewness −1.213 0.512

Kurtosis 0.413 0.992

(b)

Tests of Normality

Kolmogorov–Smirnov a Shapiro–Wilk

Statistic df Sig. Statistic df Sig.

Profit 0.328 50 0.000 0.738 40 0.000

Profitability 0.258 50 0.001 0.767 40 0.000
a Lilliefors Significance Correction.

The results show that all data distributions are not normal since the prevailing tests
of normality—i.e., Kolmogorov–Smirnov and Shapiro–Wilk—lead to reject the normal
distribution hypothesis.

Therefore, parametric tests—i.e., one-way ANOVA—were not conducted, whilst non-
parametric ones were conducted: the Kruskal–Wallis H test was applied [110] since it is
more appropriate than the Mann–Whitney U one. In fact, in our analysis, all independent
categorical variables—i.e., both area- and project-specific factors—have more than two
levels. In Table 8a,b, the results of the Kruskal–Wallis H tests are reported.

The results of the first statistical tests conducted–from the Kolmogorov–Smirnov to
the Shapiro–Wilk one—are aimed at proving the reliability and suitability of the second
step of the statistical analysis—i.e., Kruskal–Wallis H test [110]—which challenges the
research hypotheses with corresponding null hypotheses. The final results prove that the
only null hypothesis rejected is the one related to the bike model, thus confirming that the
hypothesized dependence is true and significant. On the other hand, the across-the-region
hypothesis is not supported, thus showing that there are no specific regional features
affecting profit and profitability results more than others.

4.1. Discussion on the Statistical Tests of H1 and H2

In the following, statistical results concerning our research hypotheses on categories
of geographic area are discussed. In particular, such hypotheses—which are negatives of
the null ones reported in Table 8a—state that:
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Hypothesis 1 (H1). The profit distribution varies across categories of geographic area, that is,
across the different geographic areas, not across each country pertaining to a specific geographic area.

Hypothesis 2 (H2). The profitability distribution varies across categories of geographic area, that is,
across the different geographic areas, not across each country pertaining to a specific geographic area.

Table 8. (a) Kruskal–Wallis H test of area-specific factors and policies. (b) Kruskal–Wallis H test of project-specific factors.

(a) Hypothesis Test Summary

Null Hypothesis (H0i) Challenging the
Corresponding i-th Hypothesis (Hi)

Test Sig. Decision

H01 vs. H1
The distribution of profit is the same across
categories of area

Independent Samples
Kruskal–Wallis Test 0.151 Retain the null hypothesis

H02 vs. H2
The distribution of profitability is the same
across categories of area

Independent Samples
Kruskal–Wallis Test 0.828 Retain the null hypothesis

(b) Hypothesis Test Summary

Null Hypothesis (H0i) Challenging the
Corresponding i-th Hypothesis (Hi)

Test Sig. Decision

H03 vs. H3
The distribution of profit is the same across
categories of main type of bike

Independent Samples
Kruskal–Wallis Test 0.001 Reject the null hypothesis

H04 vs. H4
The distribution of profitability is the same
across categories of main type of bike

Independent Samples
Kruskal–Wallis Test 0.001 Reject the null hypothesis

Asymptotic significances are displayed. The significance level is 0.05.

As a first remark, such hypotheses are rejected. In fact, both profit and profitability
distributions are the same across categories of geographic area (Table 8a). In this case,
multiple comparisons were not performed because the overall test does not show significant
differences across such categories.

Considering profit and profitability performances shown in Tables 3 and 4, the statisti-
cal analysis of area-specific variables (Table 8a) shows an overall significance of success
factors and policies in the European context. It also proves that there are no single factors or
policies having a relevantly higher impact than others on the likelihood of success of cycle
logistics projects. Although differences between distributions depending on the area are not
significant, we can still analyze data in Table 4 in order to obtain a deeper understanding
of the determinants of such a phenomenon. Data concerning profit and profitability by
area highlight somewhat high values in terms of mean and standard deviation, except for
Scandinavia. Mean values associated with projects in “Central Europe” prove to be higher
than the overall average, whilst those in the “UK and Ireland” and “Greece, Italy and
the Mediterranean islands” are just below it. “Scandinavia” has the lowest mean values.
One of the main reasons behind that may be found by considering that cycling is an activity
deeply rooted in Scandinavian cultures, especially in Denmark, which is the application
context of the two projects considered for this area. Therefore, Danish people are used
to transporting both small- and big-sized goods by themselves, thus not calling for bike
delivery services. For instance, in 2008, IKEA invested in bikes—and trailers, if needed—at
selected stores in Denmark (and also in Sweden) so that customers can ride home for
free with their new purchases [111,112]. Although Danish projects show the lowest profit
level, their profitability level goes high, much more than in any other area in Europe.
A possible interpretation is that the high degree of accessibility and availability of suitable
infrastructures in those countries helps with lowering the cost of some items—e.g., vehicle
maintenance, insurance and, hence, purchase of new bikes. On the other hand, it helps
with increasing service levels—e.g., deliveries are more likely to be made on time and
customers are more satisfied. Moreover, supporting economic measures prove to nurture

152



Appl. Sci. 2021, 11, 1578

bike delivery organizations as well. Finally, such delivery services tend to be more effective,
efficient and, hence, with a higher profitability in those countries than in others.

4.2. Discussion on the Statistical Tests of H3 and H4

In the following, statistical results concerning our research hypotheses on categories
of main type of bike are discussed. In particular, such hypotheses—which are negatives of
the null ones reported in Table 8b—state that:

Hypothesis 3 (H3). The profit distribution varies across categories of bike model.

Hypothesis 4 (H4). The profitability distribution varies across categories of bike model.

As a first remark, both profit and profitability distributions vary across categories of
main type of bike (Table 8b). In this case, multiple comparisons were performed because
the overall test does show significant differences across such categories.

In detail, the statistical analysis proves how profit and profitability distributions
change according to the main type of bike utilized in cycle logistics projects and, thus,
recognizes that some bike models have a relevantly higher impact than others on the
likelihood of success of bike delivery businesses. Multiple comparisons concerning profit
and profitability distributions across categories of the project-specific variable have been
performed in order to understand which types of bike have the most significant impact
on profit and profitability. The multiple comparisons have been analyzed by means of
adjustment using the Bonferroni correction for multiple tests and they are reported in
Figure 2 (concerning profit) and Figure 3 (concerning profitability).

In Figure 2, the pairwise comparison for profit shows the highest value for the node
representing projects using contemporarily cargo bikes and tricycles. Note that this result is
coherent with the data reported in Table 5, where the mean values associated with the two
bike models used together are the highest ones for profit and also for profitability. Hence,
that appears to be the best modal configuration. Furthermore, tricycles and cargo bikes
taken separately prove to have a relatively significant impact on the profit variable and
to generate relatively high values for both profit and profitability. By contrast, traditional
or trailer bikes seem to not to provide such a relevant impact on profit, even though
traditional bikes have a profitability mean value higher than the overall average in Table 5.
On the contrary, if we analyze the paired use of different modal configurations, trailer
bikes combined with big-sized bike models—i.e., either cargo bikes or tricycles or both
of them—appear to be the best matched choice. In particular, trailer bikes combined
with cargo bikes and/or tricycles seem to broadly cover the whole demand span. In fact,
such configurations of paired bike models can satisfy altogether the delivery needs of
different goods— i.e., small- to big-sized—and cope flexibly with different topological
features and network shapes at the same time. As further proof, the trailer–tricycle–cargo
bike configuration including all those types of bikes is the one having the highest impact
on profit distribution among the three significant configurations in Figure 2. In fact,
it covers a more extended demand span than either the trailer–tricycle or trailer–cargo
bike configurations.

In Figure 3, the pairwise comparison for profitability shows the two highest values for
those nodes representing projects exploiting cargo bikes and tricycles together as well as
those adopting traditional bikes. Again, note that this result is coherent with the data re-
ported in Table 5, where the mean values associated with the two bike models used together
are the highest ones for profitability and also for profit. Analogously, traditional bikes have
one of the highest values in terms of average profitability in Table 5. Hence, those appear to
be the best modal configurations. The node representing tricycles, taken separately, has a
relatively high value as well, but the possible matches with other modal solutions do not
show statistical significance. Similarly, in Table 5, tricycles alone generate the highest mean
value in terms of profit, as well as a profitability level above the overall average. On the
contrary, the paired use of different modal configurations shows how trailer bikes are the
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most flexible bike model since they can be fruitfully combined with either traditional bikes
or cargo bikes and tricycles. The significant impact on profitability shown by trailer bikes
together with cargo bikes and tricycles could be explained by the broader coverage of the
whole demand span, since those matched bike models satisfy the delivery needs of hetero-
geneously sized goods, similarly to data concerning the profit variable (Figure 2) already
discussed. On the other hand, trailer and traditional bikes together also significantly affect
profitability. In this case, it is worth mentioning that those bike models imply quite a low
cost (Table 2a) in terms of purchase, maintenance and insurance. Moreover, they require
quite a short time for goods delivery due to the high ease of driving and parking, low load
capacity and high average speed in cities. Those features characterizing both trailer and tra-
ditional bikes prove how they allow efficient use of resources, thus justifying the significant
performance in terms of profitability in Figure 3.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Multiple comparisons of differences concerning profit reported in Table 8b. Each row tests the null hypothesis that
the Sample 1 and Sample 2 distributions are the same. Asymptotic significances (2-sided tests) are displayed. The significance
level is 0.05. Significance values have been adjusted by the Bonferroni correction for multiple tests.
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Figure 3. Multiple comparisons of differences concerning profitability reported in Table 8b. Each row tests the null
hypothesis that the Sample 1 and Sample 2 distributions are the same. Asymptotic significances (2-sided tests) are displayed.
The significance level is 0.05. Significance values have been adjusted by the Bonferroni correction for multiple tests.

5. Conclusions

This paper proposes a comprehensive study on cycle logistics projects in Europe,
focusing on their characteristics and policies and subsequent economic impacts. Such a
Europe-wide perspective is one of the key contributions of this work. In fact, to the best of
our knowledge, the existing literature includes only studies limited to urban, regional and
national contexts. Hence, the cross-national dimension is missing, and as a consequence,
the possible comparison of policies and their impact on cycle logistics solutions is poorly
explored so far.
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As a first remark, all of the 50 initiatives analyzed in our work are successful. This means
that the overall European scenario is favorable to the start-up and development of cycle
logistics projects. In fact, the data analysis performed clearly suggests that cycle logis-
tics can generate both high profit and profitability levels. This result is coherent and
further reinforced by other studies proving analogous advantages, not only from an
economic perspective but also in terms of public health, environment, quality of life,
etc. [4,6,8–10,21–27,33,40,42,76,80,82–85,90,91,113–123].

As for the area- and country-specific policies and factors, none of them have an impact
more significant than the others on the likelihood of success of cycle logistics projects.
A deeper analysis of such a finding leads to a threefold understanding. Firstly, a sound
interpretation of this statistical result is that cycle logistics projects achieve comparably
relevant profit and profitability levels in Europe, regardless of the specific factors and
policies implemented in each country or area. Hence, there are no clearly superior policies
compared to each other. Secondly, all of the different area- and country-specific factors and
policies throughout Europe foster the economic performance of those projects in terms of
profit and profitability. Thirdly, for each area, it is proven that the corresponding factors
and policies are beneficial to cycle logistics projects, and hence, they should be kept in
order to generate the same benefits also for future initiatives in the same geographical area.
Finally, for each area in Tables A1 and A2 in the Appendices A and B, we summarize those
success factors and supporting policies which we recommend to maintain.

On the contrary, profit and profitability results vary significantly depending on the
main type of bike utilized in the European projects at hand. This means that the project-
specific bike model affects the economic performance of different cycle logistics solutions.
In particular, profit is strongly, positively affected by the adoption of cargo bikes or tricycles
taken separately and even more by their combined use. Furthermore, trailer bikes are posi-
tively associated with profit performance when paired with cargo bikes and/or tricycles.
A possible interpretation concerns the higher demand coverage of a trailer–tricycle–cargo
bike configuration compared with other bike models combined together, especially in terms
of different sizes of the delivered goods. In fact, the transport of both small- and big-sized
goods contributes to the achievement of high volumes and market shares and, in turn,
of positive economic performances at large. As for profitability, the two solutions that
showed the highest impacts on it are (1) the combination of cargo bikes and tricycles and
(2) traditional bikes. Trailer bikes also show a significant impact on profitability when they
are associated with either traditional bikes or cargo bikes and tricycles. Again, a possible
explanation for the significance of trailer–tricycle–cargo bike configurations lies in the
possibility of delivering heterogeneously sized goods. On the contrary, the paired use of
trailer and traditional bikes has a significant impact on profitability because of the low
costs and low delivery time concerning such bike models (Table 2a).

Hence, the findings clearly prove that cycle logistics projects in Europe achieve high
profit and profitability levels, and the current policies are generally working well and
supporting them. Moreover, profit and profitability vary across the bike models utilized.
In fact, mixing cargo bikes and tricycles generates the highest profit and profitability,
whilst a trailer–tricycle–cargo bike mix paves the way for high volumes and market shares.

From the methodological perspective, a twofold original contribution is claimed,
since the overall approach provides a well-structured research method geared to identify
relevant policies and success factors. Firstly, our literature review has covered studies
focusing on cycle logistics from a global perspective, thus broadening the traditional
methodological approach based on research conducted in a local or national context.
Furthermore, studies about some relevant factors concerning active travel behavior and
private use of bikes have been considered in order to reduce the likelihood of erroneously
overlooking potentially relevant elements. Hence, the overall set of area- and country-
specific aspects captured through this enlarged view is more complete than in previous
studies. Secondly, the widely different and partly overlapping nature of the resulting
factors and policies called for grouping them into categories. Then, such categories were
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tested against profit and profitability distributions. As a result, each category in Table 1a,b
includes at least one factor or policy from project experiences run in Europe. Hence,
it is worth mentioning that the statistical analysis embracing also non-European contexts
enriched the overall set of factors and policies captured but did not significantly affect
results and conclusions on area- and country-specific aspects concerning European projects.

This paper also has some limitations and gives room to future scenarios at the same
time. First, it has been developed by using available data on 50 European projects and by
normalizing the dataset in order to analyze and compare metrics homogeneously. A larger
set of projects and corresponding data at both European and global levels are not available
to date, but it would be useful to create and exploit some datasets in future research efforts.
This way, researchers would be able to conduct more detailed analyses and to obtain a
deeper understanding on cycle logistics at large. Second, statistical tests were conducted on
European projects. A global analysis of cycle logistics experiences would also be beneficial
in order to capture additional aspects and data to be further introduced into the research
area. Third, this study does not compare bikes for goods delivery with other transportation
means. We suggest that such a comparison should be included in the research agenda of
future studies.

In conclusion, this work has implications for policy makers, managers and researchers.
In fact, policy makers may use the results of this research in order to design and imple-
ment specific policies adopted in analogous areas or countries where context-dependent
factors apply. This way, they could support cycle logistics projects within a consolidated
framework of working policies, especially at the European Commission level. Moreover,
managers of public projects as well as private firms may exploit the analysis conducted in
order to design and implement successful projects. In particular, they may take into account
those results related to the best bike model configuration and make decisions accordingly.
Finally, researchers may exploit a new and consolidated approach and statistical results
in order to conduct even more comprehensive and advanced studies on cycle logistics
projects, thus overcoming the narrow local or national dimension. From this perspective,
this work may give a relevant contribution in order to pave the way for future research
efforts on cycle logistics.
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Appendix A

Table A1. Success factors by area and country.

Area ◦ Country * Success Factor

UK and Ireland

UK

• Good communication (perception, awareness)
• Health benefit perception
• Ownership model
• Favorable socio-demographic status at large
• Favorable safety perception
• Favorable weather
• Favorable urban density

Ireland

• Accessibility
• Health benefit perception
• Favorable urban density
• Travel cost reduction
• Travel infrastructure cost reduction
• Traffic level reduction
• Commitment towards energy savings
• Commitment towards pollution reduction
• Perception of safety and security level increased
• Favorable weather
• Behaviors and attitudes of local road users
• Gender factor (fostering female commuting)
• Favorable socio-demographic status at large
• Journey distance
• Ownership model

UK—Scotland

• Suitable age of targeted users, attitude and ability
• Favorable socio-demographic status at large
• Favorable urban density
• Favorable weather
• Low risk/high safety perception
• Health benefit perception
• Compatibility with family and household responsibilities
• Significant income
• Ownership model
• Perception of active travel as the normal means of travel in cities
• Short distance to customers for commercial deliveries

Greece, Italy and Mediterranean islands

Greece
• Age (young users are more likely to be eco-cyclists than others)
• Gender (women are more likely to be eco-cyclists than men)
• Income (low income encourages active travel)

Italy

• Suitable size and weight of goods compared to load capacity of
cargo bikes

• Relevance of time windows for the delivery
• Positive impacts on Brand Image and Corporate Social Responsibility
• Cost reduction
• Availability of a supporting network
• Reliability of enabling technologies
• Reduced time for private and commercial journeys
• Lower energy consumption
• Lower congestion and emissions
• High service quality and coverage
• Better quality of life for citizens (not only users)
• Short charging time for goods
• Sufficient battery duration of e-vehicles

Scandinavia Denmark

• Sufficient safety perception
• Availability of water, woods and overwhelming natural

landscapes on the road
• Closeness to home

158



Appl. Sci. 2021, 11, 1578

Table A1. Cont.

Area ◦ Country * Success Factor

Central Europe

Germany

• Short, local trips (below 2-km threshold)
• Closeness to relevant centers
• Closeness to relevant services, economic boroughs, schools, etc.
• Compatible demographic status, cultural inclination,

professional practice and attitudes towards a modal shift from
customers, firms and messengers

• Favorable price and sufficient market conditions
(demand patterns, etc.)

• Availability of information
• Sufficient technological conditions (battery duration,

electric range)
• Combination of technical innovations and new

concepts/configurations of urban mobility systems associated
with urban micro-consolidation centers

• Reduced driver fatigue through e-cargo bike adoption
• Improved range through e-cargo bike adoption
• Improved payload through e-cargo bike adoption

The Netherlands • Short, local trips (below 3.5-km threshold)
• Attitude culturally entrenched

France

• Combination of technical innovations and new
concepts/configurations of ur-ban mobility systems associated
with urban micro-consolidation centers

• Reduced driver fatigue through e-cargo bike adoption
• Improved range through e-cargo bike adoption
• Improved payload through e-cargo bike adoption
• Compatible demographic status, cultural inclination,

professional practice and attitudes towards a modal shift from
customers, firms and messengers

• Favorable price and sufficient market conditions
(demand patterns, etc.)

• Availability of information
• Sufficient technological conditions (battery duration,

electric range)

Australia and the USA

Australia

• Increasing acceptance vs. adverse reaction to
helmet compulsoriness

• Distance from work or school
• Income levels
• Variety-seeking
• Buffer solutions
• Independence, refusal of compulsory measures, policies, etc.
• Cost of mandatory helmet (purchasing or always carrying it)
• Weather

USA

• Educational status of individuals and families
• Health benefit perception
• Low income is positively linked
• Features of suitable e-cargo bike for American cities
• Variety-seeking
• Buffer solutions
• Independence, refusal of compulsory measures, policies, etc.
• Cost of mandatory helmet (purchasing or always carrying it)
• Weather
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Table A1. Cont.

Area ◦ Country * Success Factor

Asia

Malaysia

• Individual needs and values (recreation, door-to-door,
minimized waiting times and stops, health and
environmental benefits)

• Aesthetics
• “Donut-cake” population distribution
• Demographic factors (age, residential density)
• Topographic and spatial factors (waterways, ocean, lakes, hills,

flats, industrial and residential areas, schools, hospitals,
economic districts)

• Environmental factors (climate, temperature, tropical
rainforests, rain, humidity)

Japan

• Age—i.e., elderly drivers, cyclists and pedestrians’ behaviors,
skills and (for cyclists and pedestrians) possession of
driving license

• Hazardous inclination of elderly people
• Availability and reliability of safety devices

Developing countries India

• Lowering costs for low income citizens
• Giving citizens free access
• High benefit for low income citizens
• Safety perception
• Use of telecommunication technology as a substitute for

physical transport
• “Time pollution”
• Accident, crimes, arsons
• Drivers’ behavior, training and skills
• Gender issues
• Social and full cost of transportation systems

◦ In this paper, “Central Europe” includes only continental European countries and excludes the Italian peninsula, Greece, the Balkans and
the Scandinavian peninsula. * The list of countries for each area includes only those with dedicated relevant data, but is not limited to them
as some data concern the whole area and are not attributable to a single country in it.

Appendix B

Table A2. Supporting policies by geographical area and country.

Area ◦ Country *
(Policy Program) Supporting Policy

UK and Ireland UK

• Campaigns on public health benefits for
individuals and NHS

• Suitable regulation
• Traditional good public transport system in

cities centers
• Urban infrastructures adverse to car use/for

non-motorized travel in cities centers and
land use at large

• Incentives to logistics companies using cargo
bikes in urban contexts

• Incentives to new adopters (with social and
economic support programs)

• Disincentives to car use
• Educating motorists to pay more attention to

other road users
• Making cycling and walking risk-free
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Table A2. Cont.

Area ◦ Country *
(Policy Program) Supporting Policy

Ireland
(Agreed Program for Government between

Fianna Fàil and the Progressive Democrats, etc.)

• Campaigns on individual and societal benefits
• Urban infrastructures adverse to car use/for

non-motorized travel in cities centers and
land use at large

• Disincentives to motorized travel behavior
• Favoring safety experiences of cyclists in

urban contexts
• Availability of infrastructures, facilities and

operating systems
• Women-specific supporting policies

UK—Scotland

• Backing of intermodal systems
• Urban infrastructures adverse to car use/for

non-motorized travel in cities centers and
land use at large

• Suitable road network

Greece, Italy and
Mediterranean islands

Greece; Malta
(Master Plan for the restructuring of the road

network, etc.)

• Reducing the use of motorized vehicles
• Traffic reduction

Italy

• Backing pilots on e-vehicles in inner cities
• Emphasizing environmental and social

effects of e-vehicles in inner cities
• Incentives to adopt e-vehicles and re-use of

public facilities entrusted to logistics companies

Scandinavia

Denmark; Norway
(National Transport Plan, etc.)

Finland
(Cycling and Walking Policy Programs, etc.)

• Availability of safe infrastructures
• Availability of parking facilities
• Availability of walking and cycling routes
• Availability of active travel-specific features

in urban green spaces more than just
creating such areas per se

• Increase safety
• Increase appeal
• Pollution reduction
• Distribution of urban green spaces

(suitable distance between and size of them)
• Accessibility of public open spaces

Central Europe

Germany
(National Cycling Plan:
“Ride Your Bike”, etc.)

• Accessibility to (non-motorized) e-vehicle
choice in inner-city courier shipments

• Increased safety
The Netherlands

(Dutch Bicycle Master Plan, etc.)
Slovakia

(National Action Plan of Environment
and Health, etc.)

Slovenia
(National Cycling Network Development

Strategy, etc.)
Switzerland

(Mission statement for human powered
mobility, etc.)

Hungary
(Position of cycle traffic and main directions

of its development in Hungary, etc.)
Latvia

(Cycle Transport Development State
Program for 1999–2015, etc.)

• High accessibility to (non-motorized)
vehicle choice

• Highly subsidized accessibility
• Accidents and deaths reduction
• Pollution reduction
• Availability of infrastructures
• Increased health benefits and physical

activity of citizens
• Increased cycle tourism
• Cooperation with EU countries to create a

EuroVelo (European Cycle Route network)
• Increased safety

France • Incentives to commute by bike

161



Appl. Sci. 2021, 11, 1578

Table A2. Cont.

Area ◦ Country *
(Policy Program) Supporting Policy

Australia and
the USA

Australia

• Availability of open spaces
• Well-distributed parks and green spaces

in cities
• Closeness to home and to other parks
• Size and number of public areas
• Incentives to bike sharing solutions

USA

• Availability of open spaces
• Well-distributed parks and green spaces

in cities
• Closeness to home and to other parks
• Size and number of public areas

Asia

Malaysia
(Vision 2020)

• Inclusion in the national agenda and
Vision 2020

• Spread and availability of dedicated
infrastructures

• Backing of multimodal transport systems
• Removal of physical and socio-

economic barriers
• Integration of cycling in the design of

transportation networks
• Reversal of the current priority policies

(incentivizing, ensuring priority to cyclists,
excluding them from turning or one-way
direction constraints, improving quality of
life, etc.)

Japan

• Inclusion in the national agenda
• Active safety policies implemented (“crash

severity mitigation systems”, camera- and
sensor-based “collision damage mitigation
braking systems”)

Developing countries India

• Focus of policy makers in the
political agenda

• Ensuring environmental justice
• Ensuring equity and citizen involvement in

decision-making
• Suitable topological features and network

shape (accessibility, growth potential,
flexibility, density, zoning strategies, comfort,
directness of routes, speed potential,
lane width, vehicle occupancy rate, etc.)

• Road conditions, infrastructures
and investments

◦ In this paper, “Central Europe” includes only continental European countries and excludes the Italian peninsula, Greece, the Balkans and
the Scandinavian peninsula. * The list of countries for each area includes only those with dedicated relevant data, but is not limited to them
as some data concern the whole area and are not attributable to a single country in it.
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Abstract: This work presents the Campus City initiative followed by the Challenge Living Lab
platform to promote research, innovation, and entrepreneurship with the intention to create urban
infrastructure and creative talent (human resources) that solves different community, industrial and
government Pain Points within a Smart City ecosystem. The main contribution of this work is to
present a working model and the open innovation ecosystem used in Tecnologico de Monterrey that
could be used as both, a learning mechanism as well as a base model for scaling it up into a Smart
Campus and Smart City. Moreover, this work presents the Smart Energy challenge as an example of
a pedagogic opportunity for the development of competencies. This included the pedagogic design
of the challenge, the methodology followed by the students and the results. Finally, a discussion
on the findings and learnings of the model and challenge implementation. Results showed that
Campus City initiative and the Challenge Living Lab allows the identification of highly relevant
and meaningful challenges while providing a pedagogic framework in which students are highly
motivated, engaged, and prepared to tackle different problems that involve government, community,
industry, and academia.

Keywords: smart water/energy/mobility; open innovation; challenge living lab; smart city; challenge-
based learning

1. Introduction

Uncontrolled and rapid urban growth has given rise to different issues affecting Qual-
ity of Life (QoL) [1–5]. QoL is defined by the World Health Organization as “individuals’
perception of their position in life in the context of the culture and value systems in which
they live, and in relation to their goals, expectations, standards and concerns” [6] and
relates to their happiness, security, well-being, ecology, resilience, and global awareness.
Some of these problems affecting QoL include energy generation and distribution, traffic
(mobility), unequal housing, health, education, environment (air, water, soil), etc. [1,7,8].
A collaborative framework involving the citizens, government, academia, and private
sector is crucial to minimize the impact of these problems. The use of integrated and inter-
connected technological developments, supported by information and data, enables this
framework to propose different solutions to improve the overall QoL of the citizens [2,9–11].
This concept is referred to as a Smart City and could be described as a living laboratory or
hubs driven by innovation to meet global standards [12,13], in which political, social and
environmental decisions are made based on data [14].

Figure 1 depicts the Smart City logical framework, including its various components
and stakeholders or key actors. This framework begins with the needs and challenges
the city is facing, called Pain Points [15]. A crucial step is an initial selective process or
screening, during which the technical, economical, and social feasibility is considered
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by all stakeholders participating in the decision making process: citizens, government,
academia, private sector, investors, and entrepreneurs (upper right part of Figure 1) [1,16].
The creation or modernization of public policies is a crucial step within this framework,
especially in regards to the material, economic and human resources available to contribute
to these projects and reach the goal of transforming a community or a city into a smart
environment [16]. Moreover, feedback cycles are important to ensure an effective and
efficient implementation of the project solutions. Feedback is based on data, digital tech-
nologies and interconnected visualization dashboards (Internet of Things, Information
Systems, Artificial Intelligence etc. [2,11]) that allow the dissemination and socialization
of the finished and ongoing projects. Finally, the framework’s main goal is to affect the
different dimensions related to the Smart City’s habitability and QoL.

Figure 1. Logical framework of a Smart City.

At this point, it is important to highlight the role of the academic institution. The
university becomes a key stakeholder for: (1) the identification of solutions for the Pain
Points based on innovation, interconnectivity, and research and, (2) the development
of human resources with the necessary skills to provide solutions, management, and
technology at different levels in a Smart City. Additionally, the active involvement of
research institutes and universities is required to sustain an open innovation ecosystem
that could drive technological development [17,18].

In 2015, the United States launched an initiative to promote research, innovation,
and entrepreneurship (RIE) in university campuses called the “Smart City Challenge”
project [19]. With the participation of 78 cities, the project concluded that citizen wellbeing
is highly influenced by connectivity, information about the city’s resources and the need for
better mobility. Moreover, various initiatives have studied and developed the transforma-
tion of university campuses into smart living laboratories, through which different projects
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could potentially be scaled up to solve the Pain Points of a city [20–23]. Even though these
works provide insight into the operation, organization, technological infrastructure, and
methods used, only few studies provide some information on how they could use the
Smart Campus concept as a learning mechanism for students [22,24,25]. Further work is
required to develop Smart Campuses with educational models that can meet the needs of a
Smart City while enhancing the learning experience of the students and providing them
with the knowledge and skills required to solve different real-life challenges or Pain Points.

Inspired by the RIE results and the above-mentioned needs, the transformation of
the Tecnologico de Monterrey university’s main campus in the city of Monterrey, Mexico,
and of its neighboring communities was established as a key part of its strategic plan for
2020: to generate sustainable spaces and sustainable conditions for RIE. This project, called
Distrito Tec, focuses on enabling the creation of a dynamic, safe and inspiring community,
one that attracts and retains talent while promoting the development and positioning of
the city and the country in general. Distrito Tec´s objective is to improve the urban area
and the quality of life of nearby communities (with over 26,333 residents). This includes
offering open and renewed spaces, as well as access to different campus facilities and
social programs.

The inherent challenges of the Monterrey campus´ transformation into a smart com-
munity represents the perfect opportunity for its students to develop the competencies
needed to assess various real-life industrial and environmental problems and to understand
key concepts of a Smart City [26]. This particular plan to use the Smart Campus concept
as a learning mechanism for students within the Distrito Tec project is called the Campus
City initiative. The main objectives of this initiative are: (1) to establish the idea among
the student community that the campus is their home and that, as its citizens, it is their
responsibility to take care of it; (2) to establish a relationship between the university’s
researchers and professional students to jointly develop solutions through the application
of science, technology, engineering and mathematics (STEM); (3) to propose solutions that
improve the citizens´ experience under the premise “society, planet, profit” (triple bottom
line) through research, applied research, innovation and collaboration; and (4) to create a
living laboratory (Challenge Living Lab) where teachers systematically identify, define and
implement learning challenges based on the main problems that cities face. The Campus
City initiative involves collaboration between the university’s academic community, indus-
tries and the government, using Tecnologico de Monterrey’s infrastructure of innovation
laboratories to answer the main research question: how to promote a scalable Smart City
framework that also provides a learning environment to engage and motivate students
while helping them develop the necessary competencies to solve the smart community´s
Pain Points through innovation.

Additionally, Tecnologico de Monterrey launched its new educational model “Tec21”
in August 2019, with “Challenge-Based Learning” (CBL) as its central axis, where the
definition and development of real-world challenges are used to guide and accelerate the
learning process. Tec21 [27,28] is a unique and customizable model that promotes the de-
velopment of competitive, competent individuals that can tackle any real-world challenge
through research and innovation. This is catalyzed by inspiring professors who employ
significant real-life challenges that motivate and engage students to create a memorable
experience and trigger the learning process that is vital for their formation. Fundamentally,
the Tec21 educational model could be described as a student-centered model characterized
by four main components/pillars: (a) challenge-based learning, (b) flexibility, (c) highly
trained and inspiring professors and, (d) memorable educational experiences [28–30]. All
undergraduate programs at Tecnologico de Monterrey follow this disruptive model, which
has been implemented in all 26 Tecnologico de Monterrey campuses with promising results
regarding its implementation and the students´ learning experience [31–33].

Therefore, this work answers the need for a Smart Campus City framework which
could be used as a base model to be scaled up and applied in a Smart City, while developing
competent professionals prepared to face these challenges. Specifically, the main objectives
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of this work are: (1) to present an overall framework and methodology based on an inno-
vation ecosystem that could be used to select the community’s Pain Points; (2) to provide
a dynamic platform in which Pain Points from the different verticals axes could be used
as pedagogic opportunities to favor the development of competencies in an engineering
syllabus; and (3) to present an example of the pedagogic design and implementation of a
Campus City Challenge, while discussing the involvement of different stakeholders and
the pedagogic learnings obtained from the experience.

This work is organized as follows:

• Section 2 introduces the Smart City´s main components, starting with the definition
of the Smart City verticals, followed by the open innovation ecosystem on which
the Campus City working model is based (including main stakeholders and step-
by-step project selection process). Finally, the Challenge Living Lab´s objective and
components are described; this is the methodology used to select real-world challenges
with high pedagogic value.

• Section 3 presents an overall description of a Smart Energy challenge as an example
of the Campus City Challenge Living Lab platform. This section starts with the
pedagogic objective of the challenge followed by the pedagogic design. This includes
the context of the challenge and how it was presented to the engineering students.
Moreover, the challenge solution methodology and results/discussion are presented.

• Section 4 presents the overall findings and learnings regarding the implementation of
the Campus City Challenge Living Lab from the perspective of the external stakehold-
ers, the professors (pedagogic perspective) and the students.

• Finally, Section 5 presents the overall conclusions of this work, limitations and
future work.

2. Campus City Initiative Main Components

2.1. Smart City Verticals: Smart Mobility, Water and Energy Definitions

Mobility, Energy and Water are the main vertical axes of a smart city, united under a
common premise: reducing economic and environmental costs, and saving time through
the use of data, information and telecommunication. The citizens’ quality of life and
their perception of the city they live in will improve through intelligent systems that can
optimize the administration of resources and inform them about the status and availability
of mobility, water and energy resources.

Smart Mobility—a series of initiatives, policies and actions whose main objective is to
promote cleaner, safer and more efficient forms of transportation and to facilitate mobility
via public or private transportation throughout the city.

Smart Water—the use of data acquisition systems, prediction and cognition models,
as well as information systems to allow better decision-making by the users and the water
infrastructure agency in terms of its accumulation, monitoring, distribution and traceability.

Smart Energy—to achieve a transition towards greater balance in the distribution
and use of energy from renewable sources (sun and wind among others) and fossil fuels,
with the purpose of polluting less and improving energy consumption through the use of
environmentally friendly and safer technologies.

2.2. Open Innovation Ecosystem

An open innovation ecosystem is fundamental for delivering high-quality service.
This is facilitated by the interconnectedness of different technological platforms, services
and providers [4]. The Campus City initiative is based on this model of open innovation
(shown in Figure 2). The value proposition of this initiative is to offer challenges that
are relevant to the Tec21 model and to create high-impact innovation projects for the
industry and the community. This could be achieved through the implementation of the
academic innovation platform and using Distrito Tec as a Challenge Living Lab (described
in Section 2.3).
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Figure 2. Campus City initiative general innovation model.

The Campus City initiative was designed to achieve the following goals:

1. Tec21 challenges

• Identification and design of meaningful challenges that support our learning model.
• Strong involvement of the Academic Community (lecturers, students, researchers,

collaborators).

2. Industry-community innovation projects

• Increased competitiveness through technology development to solve the re-
quested Pain Points.

• Creation of new businesses through the implementation of disruptive technologies.
• Creation of high-social impact technologies, which reduce or eliminate major

community challenges.

3. Applied Research Projects

• Development of applied research to close the science-technology gap and solve
complex challenges for industry and the community.

These goals are focused on the three Campus City verticals (Smart Water, Smart
Energy and Smart Mobility) affecting the entirety of the Distrito Tec infrastructure, as
shown in Figure 2. These three verticals will dictate the focus of the project and if a project
does not comply with the objectives of one of the three main verticals, then the project is
rejected. This strategy allows a better allocation of efforts and resources, increasing the
chance of success.

The Campus City initiative working model is shown in Figure 3. This working model
comprises three major stages: value discovery, execution and tech transfer. Throughout
these stages, two main groups of actors have been defined to guide the initiatives. The first
main actor corresponds to the stakeholders, in this case the industry, academia (campus)
and government (top horizontal axis in Figure 3). The stakeholders provide problems and
challenges from their specific sector. In this sense, the stakeholders can be considered as
the Market Pull. The second main actor is the Campus City core team from Tecnologico
the Monterrey, which includes the innovation area, steering committee, post-docs, partner
professors and students (bottom horizontal axis in Figure 3). The Campus City core team
offers the Technology Push. Information will flow between these two main groups of actors
throughout the different steps or processes, allowing all parties to reach a consensus on the
challenges to be solved.
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Figure 3. Campus City working model.

Regarding the stakeholders in Figure 3, the industry refers to companies that are
related to the production, consumption and distribution of water and energy resources,
and to how people move around urban settings. These companies have already determined
their strategies and technological roadmaps. They have their own research groups, but
they are always on the lookout for highly disruptive external partners. The opportunity
for universities lies in solving their current challenges from a disruptive perspective and
identifying new challenges that they had not even imagined or thought of, complementing
the blind spot that all companies develop. The government has designed and implemented
public policy directives relating to water, energy and mobility. For this reason, the au-
thorities must also contribute and make recommendations regarding the analysis and
development of these technologies and solutions.

Moreover, government entities have been supporting the development of these solu-
tions by:

1. Proposing solutions and providing feedback on the feasibility of the potential solu-
tions, especially with regard to social aspects and political context.

2. Funding, not only through direct sponsoring but also through partnership in the
search for financial support with third parties at national and international levels.

3. First-hand knowledge of the results obtained, favoring the transfer of solutions within
government institutions for their future implementation on a larger scale or replication
in other regions.

4. Facilitating the implementation of the proposed solutions by authorizing actions on
territories of public use. For example, authorizing the installation of video cameras to
monitor the flow of vehicles on public roads.

The accompaniment of government entities, through the previous concrete actions, has
encouraged students and researchers in the search for solutions to the country’s problems
under the Campus City initiative.
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As mentioned above, the stakeholders and the core team will manage and implement
different processes to reach an agreement on which challenges could meet the Campus
City goals. This four-step process is described below.

Step #1: Identifying the main challenges, priorities and strategic focuses in each area.
Step #2: Breaking down the large problems into strategic problem areas that require

the development of specific technological solutions and identifying a list of projects that
are of common interest. Step 1 and 2 should be revisited and discussed once a year by the
stakeholders and the core team.

Step #3: Obtaining and evaluating input from both internal and external stakeholders
to select the best projects, those with a higher priority and that deserve the allocation
of resources.

Step #4: Separating the specific problems into innovation, applied research, and Tec21
challenges. The Decision Committee, formed by the Campus City core team, analyzes the
ideas that qualify to become projects, classifies them into innovation projects or applied
research projects, and determines which problems could be introduced as Tec21 challenges.

Once those projects are identified and classified, they are assigned resources, re-
searchers/professors, students, etc. in order to be executed and verified. The intention is
for these projects is to end up as a functional prototype proven on Campus City (in the
field). Moreover, the goal is to innovate, and innovation is achieved when the technological
development is adopted by a user or a market, thus transforming science and technology
into a profitable solution (recognition). In innovation it is important to stay focused and to
be able to act fast. Therefore, the above-mentioned steps are distributed into three main
categories to manage this innovation (Figure 3): (1) value discovery (or the discovery of the
opportunity), (2) the execution, and (3) the technological transfer towards the final users
or clients.

The ideas selected for Tec21 from the project list are sent to the Challenge Living Lab
(Section 2.3) where these challenges will be transformed into suitable projects for classes.
This transformation requires a methodology that complies with certain pedagogical aspects.
After going through the Challenge Living Lab, the projects can be released as challenges
that are executable by the students.

2.3. Challenge Living Lab

The Challenge Living Lab is a platform through which a problem is proposed and
continuously developed as part of a project selected by the stakeholders and the core
team. These projects must have a high social and pedagogic impact because the students’
motivation increases when they are involved in projects where the knowledge learned has
a meaningful purpose [34–36]. Moreover, this platform is key for the development of a
Smart Campus, since it introduces or develops different technologies in an educational
environment [25].

The main objectives of the Challenge Living Lab are systematic innovation, pro-
motion of research efforts, formation of leaders, interconnectivity/data use and foster-
ing multidisciplinary cooperation between public and private institutions with society.
This includes a multidisciplinary communication effort between different institutions
(university-companies) that provides information, data, technological, economical and hu-
man resources and different methodologies needed to promote research ventures that deal
with different Pain Points. Moreover, the Challenge Living Lab strengthens and synergisti-
cally combines with Tecnologico de Monterrey’s academic programs; that is, the students
are actively involved in different learning environments that lead to the development of
solutions for the problems being experienced by the community, companies or campus
users. This involves close cooperation between these stakeholders and collaboration with
colleagues to develop socially responsible ventures [34]. To achieve this, Campus City
can be integrated into the Tecnologico de Monterrey’s educational programs. Figure 4
illustrates the stages of the Challenge Living Lab, as well as the Challenge Based Learning
pedagogic model.
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Figure 4. Campus City Challenge Living Lab virtuous loop and Challenge-Based Learning pedagogic methodology.

The Challenge Living Lab’s virtuous loop consists of different components (Figure 4)
that synergistically work towards the development of a pedagogic challenge based on the
sustainable problems of the community, in this case the university district. The first compo-
nent, Filter, refers to the selection of a project or challenge from both a technical-economic
feasibility and cost-effective perspective, while considering the project’s main impact
on the different Campus City verticals. The second component, Research-Development-
Innovation, denotes the availability of the technological and human resources to address
the selected challenges. Within this component, different research groups and students are
selected to address the challenge. The third component, Training, refers to the formative
aspect of the challenge; that is, the challenge becomes a means for the development of com-
petencies and skills in students. This component is naturally aligned with the objectives
of Tecnologico de Monterrey’s Tec21 educational model. Organization and Adjustment
denotes the continuous improvement of the model based on feedback from the stake-
holders and students. This component allows the documentation of the challenges, their
successes and their areas of opportunity. Finally, Recognition refers to acknowledging the
participation of all the parties involved.

As mentioned above, Challenge-Based Learning becomes the fundamental pedagogic
approach for Campus City project. CBL focuses on the development on competencies
as well as hard and soft-skills required to solve the Pain Points of a community or stake-
holder [34,37–39] within an innovative and flexible learning environment [34,40,41]. Com-
bined with Flipped Classroom techniques, this pedagogic approach promotes high levels of
engagement and motivation within the students since they develop a sense of meaningful
purpose through the learning process [34].

The following section describes in detail the challenge obtained from the above-
mentioned process for the Smart Energy vertical axis as an example of the structure,
pedagogic intentions and objectives of a typical challenge under the Campus City project.
This description includes the overall objectives of the challenge, the pedagogic intentions
and methodology followed by the students. For Smart Mobility and Smart Water, a brief de-
scription of the challenge and their components (stakeholders, methodology and objectives)
could be found in the Supplementary Material Document S1 (Figures S1 and S2) [41–46].
Finally, Section 4 presents an overall discussion on the learnings and results.
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3. Campus City Challenge—Smart Energy

3.1. Smart Energy Challenge—Smart Classrooms for the Post-COVID Era

The pedagogic objective of this challenge is to engage students in the topic of energy
consumption in buildings and the operation of heating and ventilation air conditioning
(HVAC) systems. Since the operation of HVAC systems is the main source of energy
consumption in buildings, this challenge looks for alternatives to minimize this energy
consumption and possibly transform new and existing buildings into buildings with net
zero energy consumption. External partners involved in the challenge were Distrito Tec
and the Managing divisions related to physical infrastructure of Tecnologico de Monterrey
(maintenance/physical plant department).

3.2. Pedagogic Design

The objective of the fall 2019 and spring 2020 Smart Energy Challenge, was to verify
that randomly selected classrooms at Tecnologico de Monterrey satisfy these requirements
for air quality and thermal comfort, and to propose strategies to achieve this at the lowest
energy cost in preparation for the return to in-person activities following the COVID-
19 pandemic. The challenge required that the students search for the regulations of the
specific case, the required instrumentation and, if necessary, its manufacturer. Moreover,
the students were asked to implement a detailed plan to generate a baseline, and to
compile a database of the rooms´ conditions in terms of temperature, humidity and CO2
concentrations. Finally, with the obtained data and its analysis, the students were asked to
propose solutions, considering energy efficiency aspects in conjunction with other aspects,
such as thermal comfort and air quality.

An overview of the Smart Energy challenge is shown on Figure 5. The big idea behind
the challenge corresponds to the need for decreasing energy consumption in buildings
while simultaneously meeting with the comfort needs of their occupants. Students were
asked to propose strategies to accomplish this purpose.

Figure 5. Use of low-cost sensors to monitor CO2 concentration in classrooms.

An example of the challenge introduction or motivation for the students is presented below.
“In 1982, the WHO defined the sick building syndrome as a set of annoyances and diseases

caused, among others, by poor ventilation and temperature decompensation, where at least 20%
of the people inside the building feel unwell. More than 30% of the buildings that surround us
could cause permanent discomfort to their occupants. If one of its occupants suffers from asthma,
allergies, or has respiratory problems, these could be aggravated. The number of bacteria and viruses
could increase, even increasing this increases the probability of becoming infected with COVID-
19. Reducing the CO2 concentration from 2000 ppm to 1000 ppm increases human efficiency by
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12% and reduces the possibility of making mistakes by 3%. It is urgent to increase awareness of
the importance of indoor air quality and generate real, high-impact alternatives to improve it in
Tec’s classrooms.

People currently spend 90% of their time indoors (homes, workplaces, offices, schools, hospitals,
factories, or even shopping centers) [47,48]. Therefore, it is necessary to provide satisfactory indoor
air quality while guaranteeing the energy-efficiency of the buildings. A healthy environment could
be favored by having an adequate Indoor Air Quality (IAQ) level and ventilation system. Airborne
virus and bacteria transmission is favored as a result of having poor IAQ, which could generate
different health problems [48].

The main aspects that influence air quality are vehicle traffic, fuel burning, industries [47,49,50],
and the low performance of air conditioning systems (HVAC) [51]. Carbon dioxide (CO2) from
indoor air is one of the critical factors in determining IAQ [47,52–55]. In the outside ambient air,
CO2 varies typically between 250 ppm and 350 ppm. The CO2 in the indoor air must be below
1000 ppm to avoiding negative impacts on the occupant’s health [48,56,57].

Several works have focused on assessing air ventilation on office buildings. However, not
enough attention has been paid to school buildings [58]. A classroom is a tight space with several
people inside, therefore, the air quality can deteriorate over time [50]. Students comfort, health
and productivity (learning efficiency and attention during classes) could be dependent of the IAQ.
This includes a decrease in students’ performance, spread of viruses such as SARS-CoV-2 [52] and
different social and economic repercussions [49,59]. The American Society of Heating, Refrigerating
and Air-Conditioning Engineers (ASHRAE) recommends to increase natural ventilation, improve
central air filtration or other HVAC systems that can be operated for extended hours (24/7 if possible),
and the use portable HEPA purifiers. Moreover, having acceptable concentration values of CO2
(at levels established by regulations) ensure the comfort level of the occupants and efficient energy
consumption [60].

The objective of the smart energy challenge presented to the student is the following:
“Evaluate the indoor air quality under different ventilation conditions according to interna-

tional regulatory standards and assessing CO2 concentrations. Offer proposals to improve the air
quality in classrooms as well as energy savings.”

3.3. Challenge Methodology

Students were provided with a general strategy as a guide or methodology. The strat-
egy involved four steps described in the following subsection, including a brief example of
the information that would be expected from the students (text in italic format).

3.3.1. Step 1—Study Case 3

The first stage is the definition of the boundary conditions required to solve the
challenge. Moreover, the students are required to define the type and number of study
rooms, the location of the study, the scenario in which they will carry out measurements
and analysis, as well as the specific identification of the energy system to be studied.

Example of obtained result: “In this work, we analyze two classrooms classified as non-
residential buildings located at the Tecnologico de Monterrey, Campus Monterrey, Mexico. These
classrooms correspond to the buildings A and B, both with northwest orientation, the number
of occupants per class is 15 and 25, respectively. The installed HVAC systems have a constant
evaporator and enthalpy, are kept continuously in operation to maintain the comfort of the occupants
when modulating the equipment injection.”

3.3.2. Step 2—Instrumentation

In this step, the students must list how they intend to monitor current conditions to
determine the baseline to be compared with ideal situations.

Example of obtained result: “Particle devices, Xenon, and Boron modules were used. Through a
communication protocol I2C and the SCD30 sensor, real-time monitoring of the CO2 concentration
(ppm), temperature, and relative humidity of the classrooms will be performed.”
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3.3.3. Step 3—Monitoring Campaign

The students are advised to carry out a monitoring campaign, using the proposed
instrumentation while considering the moment, duration, location and number of the
monitoring instruments and the frequency of data acquisition to construct the baseline. It
is worth noting that the students must justify each decision and assumption made based
on the literature available.

Example of obtained result: “Case A was monitored on November 15 and 22, 2019, for 100 min
from 08:30 to 10:10 a.m. The monitoring time for Case B was 90 min, on November 12, 22, and 26,
from 4:05 to 5:35 p.m. The placement of sensors varies, depending on the number of occupants and
the size of the classrooms. An SD card incorporated into the Boron module was used to collect the
data in real-time. Data were captured every 10 s.”

3.3.4. Step 4—Evaluation

Finally, from the data collected, the students need to consider the aspects necessary
for its evaluation, such as calculations and regulations, and to investigate the necessary
basic theory and numerical methods to obtain a baseline while comparing it with the
specifications of the regulations.

Example of obtained result: “In the last stage, the analysis of the CO2 concentration data was
made, the results of both cases were verified with the international standards, ASHRAE 62 and
62.1, ASTM D6245-12 [56,57,61]. Besides, some actions were designed that could be implemented
to improve IAQ. CO2 concentration values, occupancy of 25 people, and the dimensions of the
classroom were used to calculate the ventilation requirements per person. This number was compared
with the ASHRAE 62 standard.”

From the development of these four steps, it is expected that the students will develop
and apply the concepts, knowledge, and skills that correspond to their academic program.
For example:

• To know the operation of adequate instrumentation for the current evaluation of the
classrooms. For example, temperature, humidity, lighting, and CO2 sensors.

• To design experiments, sampling, and statistics to obtain valid measurements for
obtaining results.

• To make decisions about the placement of the sensors for representative data collection.
• The use of software such as Matlab®, to simulate the current and ideal conditions of

the classrooms, using their different measurements.
• To access databases and information to obtain and perform the necessary data process-

ing calculations. For example, calculating the volume of air per second that the room
must have, ventilation level, comparison values for air quality, and comfort levels.

However, some assumptions and simplifications may be necessary to conduct the
challenge. Specifically, the degrees of freedom must be clear, the type of sensors that are
available (provide them with the sensors and guide them in obtaining the measurements),
provide information regarding the study system, for example, current HVAC models and
features in classrooms. Finally, the student must be provided with information on the
available hours and the policies for the use of the rooms and the scope of the project.

No physical risks are expected from this challenge. Nevertheless, there is a risk that
students will not adequately define the situation or the scope of the project. For example,
to be aware of external factors that may affect their results or their proposals, such as
the physical conditions of the city where they are conducting the study, meteorological
conditions (temperature, humidity profiles), classroom characteristics (number of windows,
dimensions, materials), description of the air conditioning system, georeferencing, etc.
Thus, the professor must play an essential role in guiding the students with questions
that may motivate them to make more in-depth insights into the solutions that they are
proposing, in order to help them to develop the desired competencies.
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3.4. Challenge Implementation Results

The challenge was implemented during August 2019–June 2020. A team consisting
of three 9th-semester Mechanical Engineering students was assigned to solve the Smart
Energy challenge. Some results of the challenge and the student experience from the
teacher’s perspective are discussed below.

Figure 6 shows that the students were able to obtain data through low-cost sensors.
However, they did not demonstrate the same ability in the use of Matlab® to interpolate
the conditions at points where there was no sampling, nor the use of scales to demonstrate
a real behavior of CO2 concentration. During the challenge, it was noted that the students
struggled to use the mathematical equation to calculate the number of room air changes
necessary to maintain the CO2 concentration at acceptable levels, according to regulations.
However, they demonstrated competency in database consulting.

Figure 6. CO2 concentration profile in two classrooms at Tecnologico de Monterrey.

An excerpt of the students’ conclusions is presented below:
“Inexpensive sensors were used to perform classroom measurements that measure CO2 con-

centration, temperature, and percentage of humidity within the classroom. According to the data
obtained, color maps were constructed in Matlab® to visualize the CO2 concentration during a
class session. The concentration of CO2 remains over 2000 ppm, reaching a peak value of up to
2883 ppm in the afternoon, which is well above the limit recomended by the regulations that tell us
the standard of 1000 ppm.”

“Likewise, calculations of the liters of air per second that each person should have in the room
were made. Taking into account an average concentration from outside such as 400 ppm, the highest
amount of CO2 concentration, and the variable found with the average weight and height of a
Mexican, we obtain 2.17 L per second for each person, being well below what gives us the regulation
of 5 L per second per person.”

“The air quality inside the classrooms of the Tecnologico de Monterrey is not adequate to ensure
the well-being of its occupants. For this reason, it is proposed that installed air conditioners achieve
adequate ventilation so that students and teachers have the security that they will stay healthy and
that academic performance increases. Likewise, a filter system in the air conditioners capable of
eliminating viruses is necessary to avoid contingencies such as COVID. In this way, students and
teachers will feel protected by the Institution since the necessary hygiene measures will be taken to
eliminate any virus.”

The COVID-19 Pandemic affected the normal development of the Smart Energy
Challenge since by the middle of spring 2020 students could not get access to the campus
and therefore, they could not obtain new data. This fact affected their motivation, and
their achievements were much lower compared to the students that had participated in the
previous semester (fall 2019).
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3.5. Discussion on the Challenge Implementation and Results

The students made fair use of the instrumentation that was available to them. They
also designed and manufactured an interconnected system of low-cost sensors to obtain
CO2 concentration, temperature, and humidity data in the cloud. In addition, they com-
pared this data with the recommended values defined by international organizations.

It was observed that students focused on CO2 concentrations, while their analysis
does not take into account temperatures or humidity concentrations, and gave more value
to the health aspect than to the energy aspect. This situation was expected, since the
challenge had double goals, which in this case was not only to propose alternatives to
improve indoor air quality but also to validate the energy efficiency of these solutions. One
possible explanation for the student’ performance could be that the time available for the
challenge was not enough, nor was the emphasis given to specific topics such as sensors
and not energy aspects. This is an area of opportunity for the present challenge.

In terms of motivation, the students appeared to be encouraged and willing to show
their results to share the importance of making improvements in the ventilation of the
classrooms. Proof of that was submitting their work to the Conexión Tec contest. It is
carried out every semester organized by Tecnologico de Monterrey to connect students and
industry through their classroom projects. In the next version of this challenge, designers
will include tools to evaluate the effect of the challenge on the students´ engagement
on the proposed topics. Finally, from the technology side, students demonstrated that
the classrooms that they monitored had problems in their HVAC system and that those
problems affect students’ performance and will limit the use of these classrooms in the post-
COVID era. Future challenges will focus on providing alternative solutions for Tecnologico
de Monterrey administrators.

The following section presents the overall findings and learnings of the implementa-
tion of the Campus City and Challenge Living Lab framework. This includes the stake-
holders perspective and involvement, as well as the perspectives from the professors and
students that carried out the challenges.

4. Findings and Learning

4.1. Stakeholder’s Perspective

A city’s Pain Points, defined from the citizens’ point of view, lead to new ideas for
solutions. The goal of Campus City is to activate the Smart City ecosystem, where the
private sector, the government and academia interact to solve contemporary needs. The
Challenge Living Lab enables the students to better comprehend and participate in this
interaction by playing an active role in developing innovative solutions to those Pain
Points. In the Smart Mobility Challenge, the stakeholder shared a first approximation of
energy requirement computation as well as a driving cycle from a local urban zone. The
main contributions of the industrial stakeholder were: (a) their experience and coaching
on vehicle dynamics, (b) their approach to projects in an industrial context, where the
focus is on economically sustainable results, and (c) their openness to create new trusted
relationships with our university based on these challenges, and to explore new projects
based on these results.

In each challenge, the participation of an external mentor (their point of view, expe-
rience, and innovation focus), the students (their need to learn how to apply theoretical
knowledge to solve real-life challenges) and the professor (their guidance, tutoring and
accompaniment) creates an ecosystem of interaction, leadership, application of knowledge
and follow up.

The different stakeholders had three main roles during the challenges presented: (1)
to provide problems and aid in the selection process; (2) to co-design the challenge; (3) to
mentor the students while providing information/data/experience to enrich the students´
learning experience. The stakeholder plays an important educational role, acting as a link
between the students’ theoretical and academic environment and the arena of practical and
real-world experience. Thus, the stakeholder acts as both mentor and client.
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For instance, the maintenance/physical plant department, specifically the HVAC team,
was the main stakeholder and co-designer in the Smart Energy Challenge. Initially, the
challenge was developed by the academic advisor (professor) and then presented to the
HVAC team for their inputs and suggestions. This was a crucial step since the HVAC
team provided the students with critical information on the current ventilation and air
conditioning system. The students constantly reported their advances to their academic
mentor and to the HVAC team to receive feedback, adjusting their calculations and models
to meet necessary international regulations and standards (ASHRAE 62 and 62.1, ASTM
D6245-12). The results obtained, reinforced by the students-stakeholder interaction, led
to the conclusion that the currently operation HVAC system does not meet the values
required by the international standards. Consequently, the maintenance/physical plant
department designed a strategy that avoids internal air circulation in the classroom while
installing specialized air filters in the HVAC system.

For the Smart Water Challenge, an international academic stakeholder contributed
to the co-design of the challenge. Their main contribution during the screening of the
Pain Points and challenge design was to focus the study on emerging water pollutants,
such as the per- and polyfluoroalkyl substances (PFAS). Moreover, the following challenge
objectives were developed between the academic advisor and stakeholder:

1. To understand the environmental threats of chemicals derived from PFAs.
2. To understand the sources of PFAs and why they are found in drinking water.
3. To explore guidelines, government regulations, and action plans for significant con-

centrations of PFAs.
4. To survey data and trends to recognize concentrations that pose potential health hazards.
5. To develop corrective solutions in cities based on existing data, considering the

implementation of various technologies and their respective costs.

Similar to the Smart Energy Challenge, the Smart Water Challenge stakeholder was
actively involved with the students, providing guidance and mentorship throughout the
challenge; this included an introductory lecture on the history of civil and environmental
engineering. The Smart Mobility Challenge stakeholder’s contribution to the academic
environment was the context of actual practice in automotive engineering and the executive
focus on generating technically sound solutions in record time.

The Challenge Living Lab framework contributed to building trust between stakehold-
ers, the creation of academia-industry relationship, and the exploration of future projects
(sponsored research). After the end of the course, the external partners (government, pri-
vate sector and/or citizens) mentioned new ideas for future challenges in the next academic
periods, thus beginning the virtuous-loop of the Challenge Living Lab and opening the
possibility for further applied research projects.

4.2. Pedagogic Perspective

Students reported feeling more engaged with the syllabus content after the conclusion
of the challenge. Additionally, students strengthened their understanding of different
concepts, competencies and skills by systematically presenting, reporting and discussing
their results to the different stakeholders. This interaction prepares the students for a
real-world situation in which different points of view (citizens, academia, government,
industries) contribute to the development of solutions. In a similar manner, students
mentioned they enjoyed seeing real-life situations from different perspectives, learning
new skills and tools, reviewing the concepts learned in class in a more practical hands-on
manner, and acquiring experience in real-life problem solving.

However, it was also observed that despite the students’ motivation and creativity,
they initially require step-by-step directions on the activities that they should perform to
solve the challenge, especially in challenges that involve experimental work.

The learnings, advantages and disadvantages of the Challenge Living Lab and chal-
lenge implementation are presented in Table 1.
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Table 1. Campus City Challenge Living Lab learnings, advantages and disadvantages.

Learnings Advantages Disadvantages

1. The students are sensitized to
actual real-world challenges and
respond quickly to the smart city
ecosystem’s need for solutions.

2. The students feel more confident in
an industrial environment as they
develop their competences.

3. The syllabus is more advanced than
required by regional industries.

4. The framework motivates the
private sector to try new ideas.

5. The dimension and scope of the
challenges must include at least
80% of the syllabus in order to
engage students.

6. The field validation of solutions is
required in order to achieve the
goal of the challenge.

7. The micro-challenge contents must
lead up to the big challenges, rather
than being independent from them.

8. The multidisciplinary mentors
enrich the framework, the challenge
and the students’ experience.

1. The participation of government
and private sector provides
“real-world experience” for
students.

2. The challenge structure in
combination with nano/micro-
challenges reinforces the students’
critical thinking competency
(systematic methodology).

3. The government and private sector
take advantage of their
involvement by recruiting talented
students.

4. The challenge fosters research and
innovation.

5. The challenge provides the students
with a high-responsibility active
role.

6. The students are engaged and
motivated throughout the
challenge.

1. Real world challenges sometimes
are very focused on specific
components of the full syllabus, so
it is complex to evaluate course
knowledge with one big challenge.

2. The duration of the big challenge
mostly is not enough to achieve and
apply deep knowledge (this varies
according to the students).

3. The students require intensive
guidance (step-by-step instructions)
at the beginning of the challenge.

4. The projects tend to be ambitious
for the course duration.

5. Conclusions

The main contribution of this work is to present the overall framework of Distrito
Tec’s Campus City project that includes an open innovation ecosystem and the Challenge
Living Lab as a platform for the identification of high-socially meaningful projects that
could be used as a pedagogic opportunity for the development of competencies needed to
solve different community-industrial-governmental Pain Points.

It is concluded that Distrito Tec’s Campus City is an ambitious initiative that aims to
provide the industry, government, academia and especially the community with innovative
and smart solutions to the current high impact and complex Water, Energy and Mobility
problems. The Campus City open innovation ecosystem allows the identification of these
highly relevant challenges that could be solved through the use or design of disruptive
technology. By solving these challenges, the wellness of the community and the efficient
use of resources could be achieved.

Consequently, the Challenge Living Lab is highly relevant as the selected challenge
provides the ideal pedagogic framework for the students to develop different competencies
and skills that they will require throughout their professional life while fostering the identi-
fication and solution of highly relevant problems for the community, industry, government
and academia.

Moreover, Challenge Living Lab platform opens the possibility for international
and multidisciplinary projects and collaboration with different research institutions and
governments. For instance, different challenges from the Challenge Living Lab, Smart
Mobility vertical were tested in a pilot program as a “4.0 Energy Harvest Challenge” with
the Indian Institute of Technology, Kharagpur. Students engage in a design challenge for
different interconnected technologies for energy harvesting. More research is needed to
scale-up this program to other institutions and include different common problems for
the institutions/communities involved, which could generate logistical problems among
faculty and students.

The scope of this work is defined within the Distrito Tec transformation initiative, in
which the Tecnologico de Monterrey university, the surrounding Community, the Municipal

181



Appl. Sci. 2021, 11, 11085

Authorities and Private Companies are committed to generate an urban transformation that
inspires other districts and cities to undertake continuous transformation to improve their
Quality of Life. However, the Distrito Tec projects and their implementation depend on
the willingness, commitments and agreements between the community and the municipal
authorities. This represents a challenge, because the Distrito Tec project has a horizon of
15 years during which the renewal of municipal authorities will take place several times,
disrupting the continuity of the project. Therefore, the active involvement of the academia
through Campus City projects could play an important role as a catalyst that constantly
provides solutions, technology, and human resources to keep track of those agreements
and aid in the continuity of the Distrito Tec project despite government transitions.

Future work should address: (1) the scaling up of the proposed framework into a
model that could integrate different sectors, stakeholders, and communities, (2) follow-
up and implementation, on a city-level or industrial scale, of the proposed challenges’
solutions based on interconnected technology and (3) the evolution of the socio-cultural
impact and Quality of Life by the implementation of the Campus City project (triple bottom
line, people-planet-profit).

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/app112311085/s1, Figure S1. Flow diagram of the overall methodology for the smart; Figure S2.
Objectives and tasks to be completed for the Sustainable Water II course challenge mobility challenge.
nCh and mCH refers to the nano-challenge and micro-challenge, respectively.
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Abstract: Cities demand urgent transformations in order to become more affordable, livable, sustain-
able, walkable and comfortable spaces. Hence, important changes have to be made in the way cities
are understood, diagnosed and planned. The current paper puts urban accessibility into the centre
of the public policy and planning agenda, as a transferable approach to transform cities into better
living environments. To do so, a practical example of the City of Monterrey, Mexico, is presented at
two planning scales: the metropolitan and local level. Both scales of analysis measure accessibility to
main destinations using walking and cycling as the main transport modes. The results demonstrate
that the levels of accessibility at the metropolitan level are divergent, depending on the desired
destination, as well as on the planning processes (both formal and informal) from different areas of
the city. At the local level, the Distrito Tec Area is diagnosed in terms of accessibility to assess to
what extent it can be considered a part of a 15 minutes city. The results show that Distrito Tec lacks
the desired parameters of accessibility to all destinations for being a 15 minutes city. Nevertheless,
there is a considerable increase in accessibility levels when cycling is used as the main travelling
mode. The current research project serves as an initial approach to understand the accessibility
challenges of the city at different planning levels, by proving useful and disaggregated data. Finally,
it concludes providing general recommendations to be considered in planning processes aimed to
improve accessibility and sustainability.

Keywords: urban accessibility; Distrito Tec; Monterrey Metropolitan Zone (MMZ); Urban Basic
Geostatistical Areas (AGEBs); 15 minutes city; UrMoAC

1. Introduction

Currently, planet Earth and all its inhabitants are living during the key moment to
stop climate change. According to UN-Habitat [1], cities are responsible for more than
60% of the world’s greenhouse emissions and are thus an important part of the problem.
Nevertheless, the authors of the present paper believe that cities are also the solution, but
only if immediate and effective actions are taken within them.

Urban planners and decision-makers have been exploring new ways to reconfigure
and build cities, with the objective of making more livable, safe, affordable, environmentally
friendly and sustainable urban realms. However, the rate of change is not fast enough
to meet the needs to stop climate change. Certain cities are advancing faster than others;
therefore, the current project has decided to analyse to what extent the City of Monterrey,
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Mexico, is transforming to become a more accessible environment for its inhabitants by
using sustainable modes of transport to provide access to its main destinations.

Monterrey is one of the largest cities in Mexico, with an area of 324.8 km2 and 1,142,994
inhabitants according to the 2020 census of the National Statistics and Geography Institute
(INEGI, by its acronym in Spanish). This city shares its urban environment and transporta-
tion infrastructure with eighteen municipalities, which comprise the Monterrey Metropoli-
tan Zone (MMZ): Abasolo, Apodaca, Cadereyta Jiménez, El Carmen, Ciénega de Flores,
García, San Pedro Garza García, General Escobedo, General Zuazua, Guadalupe, Juárez,
Monterrey, Pesquería, Salinas Victoria, San Nicolás de los Garza, Hidalgo, Santa Catarina
and Santiago. According to INEGI, the population of the MMZ is 5,341,177 inhabitants
within a 7657 km2 area.

Even though Monterrey is one of the wealthiest cities in Mexico, due to its indus-
trial workforce and productivity, it faces several environmental and urban mobility chal-
lenges [2]. Monterrey has been previously identified as the second-most-polluted city in
Latin America and holds the ninth place amongst most polluted cities in the world [3].
This pollution problem is produced by carbon and co-pollutant emissions from both traffic
and industry. The city’s urban mobility statistics have shown an increasing trend in the
number of vehicles, while the use of public transportation has been decreasing [2]. Public
transportation in the MMZ lacks security, is expensive and is often described as timely
inefficient, making private vehicles the preferred choice for inhabitants [3].

The weather in Monterrey can also affect the citizens’ willingness to use certain modes
of transportation, such as walking and bicycles. Temperatures in the MMZ can reach
extremely high values surpassing 35 ◦C during the summer months [4,5].

According to the Sustainable Urban Mobility Program for the Monterrey Metropolitan
Area 2020 (PIMUS, by its acronym in Spanish), the mode share (the percentage of travellers
using a particular type of transportation) is 46% for cars, 20% for public transport, 19%
for walking, 6% for transport network companies (TNCs) and taxis, 5% for institutional
transportation, 2% for school transport, 0.8% for bicycles and 0.3% others. Furthermore, the
travel purposes are 44% work, 18% education, 14% shopping, 12% accompany or picking
up someone, 4% recreation, 3% health and 5% other [6].

The elevated number of vehicles in the city, together with an inefficient urban design,
results in traffic congestions, which at the same time contribute to an increase in carbon
and co-pollutant emissions due to the repetitive motor starts and stops [7]. This worsens
Monterrey’s pollution. Citizens from the MMZ also suffer from accessibility disparity
when it comes to their mobility options, which is related to socio-economic factors. The
higher the income, the more options the citizens have for travelling within the city and
to access certain opportunities. This disparity is more evident in such a vehicle-oriented
urban morphology [3].

There have been different efforts and projects to improve urban accessibility within
the MMZ; an example is Distrito Tec, which is a project led by the Instituto Tecnológico de
Monterrey (ITESM) university in collaboration with the community in the vicinity of the
campus and local authorities. It aims to improve the urban environment near the university
campus for citizens and campus users. This project is one of the City Improvement Districts
(CIDs) implemented in Monterrey, emerging as proposals of urban regeneration to increase
citizen engagement at strategic points of the MMZ. Figure 1 shows the facilities of the
ITESM Monterrey Campus, allotments and green areas within Distrito Tec.

This particular CID is an area of 452 hectares located at the south of Monterrey City. It
has a population of 26,333 inhabitants and comprises 24 surrounding neighbourhoods of
the university [8]. Distrito Tec is of special interest to investors and local property owners
due to the high demand of services (food, lodging, leisure, entertainment, among others)
required by the community of students, professors and collaborators at Tecnológico de
Monterrey. This dynamic environment results from the proximity and integration of this
polygon to the university, and it is an interesting small-scale representation of an urban
environment [9].
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Figure 1. Urban representation of Distrito Tec, in the City of Monterrey.

In response to the current increasing mobility problems in the MMZ, the present
study proposes the analysis of urban accessibility using the Urban Accessibility Computer
(UrMoAC) software developed by the German Aerospace Centre (DLR) [10]. The analysis
was performed at two scales: (i) the metropolitan level (entire MMZ) and (ii) the local level,
using the Distrito Tec Area (neighbourhoods in the vicinity of the Tecnológico de Monterrey
university campus). Both scales have the objective to measure accessibility to destinations
that most people frequently visit: schools, main employment centres, supermarkets and
hospitals. Nevertheless, each scale of analysis has a specific scope and methodology to
evaluate accessibility, as will be explained in Section 2.

It is important to mention that the whole social, economic and, to a certain extent,
political structure of the city behaves as a metropolitan area, despite the actual political
divisions. Therefore, it is key to comprehend the urban needs at the different scales to
develop public policies and interventions that respond to specific issues.

In contrast to traditional urban planning theories and procedures, taking an approach
from urban accessibility has been demonstrated to have an incredible potential to better
understand the systemic and complex nature of cities [11]. According to [12], accessibility
can be defined as the “extent to which the land use-transport system enables (groups
of) individuals or goods to reach activities or destinations by means of (combination of)
transport mode(s)”. Furthermore, it has been argued that accessibility consists of four
components: (I) transport, (II) land use, (III) temporal and (IV) individual [12]. Accessi-
bility concentrates on studying and evaluating how people access, or not, the different
opportunities (destinations) of the urban realm, by taking into account the distributions of
activity locations and the available transport modes within a given area.

It is important to mention that there are certain variables that affect the peoples’
behaviour when accessing opportunities in the city, which go beyond the availability
of activity locations and transport alternatives. These variables can be related to social
preference (e.g., a family prefers one school over another), demographic (group ages of the
population in a specific area), entitlement to health services (whether a person has the right
to receive attention at a specific hospital or not), or level of service of the opportunities
(this has to do with opening hours, capacity and type of service provided), among others.
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It is crucial to fully analyse these variables before suggesting or making any interventions
in the land use or mobility network of a given area, as they drastically affect the level of
accessibility for the local population. Nevertheless, to do so goes beyond the scope of work
of the current research project, which aims to provide a preliminary diagnosis of urban
accessibility at the metropolitan and local level and relate it, only for the local level, to the
15 minutes city planning approach.

”La ville du quart d’heure” or 15 minutes city is an urban concept developed by Carlos
Moreno where he imagines a city where every urban dweller can access her/his daily neces-
sities within a maximum of 15 min of travel time by foot or bicycle [13]. The 15 minutes city
implies an urban shift from car-oriented cities to proximity-based cities, upon the idea
that “quality of urban life is inversely proportional to the amount of time invested in
transportation” [13].

In this sense, the 15 minutes city concept emphasizes urban planning at the local
(neighbourhood) level and concentrates on promoting accessibility rather than mobility.
The focus is on diversifying land use to guarantee that every part of the city has enough
green space, housing, public services, recreation areas, and jobs, at the local level, instead of
developing more or higher capacity transport networks. Micromobility plays a key role in
15 minutes cities, as it promotes people’s ability to access all local opportunities by walking
or by using a bicycle. Hence, there is a special interest in creating open streets that foster
activity in the public space and make walking and cycling safe and comfortable [13].

As a result of recent planning trends such as the 15 minutes city and a transition of
transport modes from vehicles to active mobility (such as walking, cycling, etc.), accessibil-
ity has taken a spotlight in the planning paradigm by encouraging ideas such as mobilising
people rather than motorised vehicles; creating access, not mobility; and thinking first at
the local level [14].

To analyse to what extent Mexican cities are prepared to become accessible or 15 min-
utes cities and have a safe, comfortable, and realistic transition to active mobility, it is
necessary to understand the transport modes and the availability of activity locations, as
well as cultural, economic, political and social factors that may promote or oppose such
transformation. Hence, the use of urban accessibility measures represents an adequate
approach to comprehend travel times and distances and their implications in a social,
economic, and environmental dimension. The results represent a key input to detect ac-
cessibility issues and develop solutions for them. They also are usable knowledge that
can be easily transmitted to the local population to socialise and cocreate interventions,
projects, and public policies that can transform the local environment into a safer, more
livable, affordable, accessible and sustainable place.

Finally, it must be said that large Latin American cities have specific socio-economic
and spatial characteristics that make them very different from cities of similar sizes in other
parts of the world [15]. Recognising and working with these specific characteristics has
been an important part of the development of the project, to suggest and reach results that
are relevant and tailor-made for the nature and context of the MMZ and Distrito Tec.

2. Materials and Methods

2.1. Software

Urban Mobility Accessibility Computer (UrMoAC) is an open-source tool developed
by the German Aerospace Centre (DLR) [10] to compute accessibility measures within a
geographical area, which can be aggregated for variable areas. UrMoAC can calculate,
among others, the minimum time and distance required to reach the nearest specified
destination (places such as hospitals, schools, parks, industries, etc.) using a specific
transport mode or a combination of them (walking, cycling, motorised vehicles, and public
transport), while taking into consideration the real road network and its constraints (speed
limits, directions, and modes of transport). UrMoAC is a command-line tool written in the
Java programming language, which reads its inputs from a PostgreSQL/PostGIS database.
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UrMoAC was selected as the most suitable tool to perform the required accessibility
analysis since it provides accurate and disaggregated results based on real distances and
close-to-reality transportation behaviours. Furthermore, the open-source QGis software
was used to visualise the information obtained from UrMoAC [16].

2.2. Data Processing

The current project was based on two scales of analysis. The first is at the metropolitan
level, which aims to highlight and demonstrate the diverging levels of accessibility in the
MMZ and relate them to relevant urban planning paradigms and socio-economic indicators
such as the marginalisation levels. The second is at the local level, considering the Distrito
Tec Area. Here, the objective was to analyse the accessibility levels to main employment
centres, schools, supermarkets, and hospitals, travelling by foot or bicycle, to determine
whether the area can be, or not, considered as a 15 minutes city.

For the current analysis, UrMoAC was programmed to start the measurement from
urban blocks (origins) to several different destinations (hospitals, schools, supermarkets,
and main employments centres). It is important to mention that there are socio-economic
factors, such as social preference and willingness to pay, that can affect the decision of
people to access one destination over another. Specifically, higher-income social groups
tend to prefer private hospitals and schools to fulfil their health and education needs.
In contrast, public services usually have access limitations related to the capacity of the
building, level of service, entitlement, opening hours, working days, demand, among
others. Including all these variables in the analysis goes beyond the scope of work from the
current research project, as it aims to provide a preliminary approach to urban accessibility
based on the supply of land uses and transport networks at different scales. In this sense,
only public hospitals and schools were taken into account, embracing the idea that public
establishments are available for everyone despite their income.

The transport modes used for the computation were either walking (with an average
speed of 3.6 km/h) or bicycle (average speed of 12 km/h) to analyse to what extent
the MMZ is ready to shift from car-oriented mobility to generating accessibility through
micromobility and proximity-based land use planning. The aforementioned average speeds
for each transport mode are the ones proposed by the UrMoAC tool [10]. Public Transport
was not considered as it requires General Transit Feed Specification (GTFS) data files to
run the accessibility computation, which are not currently available for the areas of study
analysed in this work.

As mentioned before, the computation was designed to start every measurement
from urban blocks. Depending on the measurement desired, the destinations would vary
considering either: the closest available, a specific number of destinations that can be
reached (e.g., the five nearest hospitals), or with a 15 min travel time constraint to see
how many destinations are available within that travel time. The reasons for generating
different measurements were to demonstrate UrMoAC’s capacity to compute diverse and
relevant results, to integrate social and capacity factors into the measurement (e.g., one
school alone cannot fulfil the entire education demand of a given district; therefore, more
than one has to be included) and to analyse the results from different approaches that
provide useful insights about the accessibility of the study area.

For the results to be legible, understandable, and useful, the individual results from
each block were aggregated into Basic Geostatistical Areas (AGEBs, by its acronym in
Spanish) and then mapped. The AGEBs are the basic aggregation areas used by the
National Institute of Statistics and Geography (INEGI, by its acronym in Spanish) census;
therefore, they are an unit of analysis widely used for mapping purposes in Mexico.

For the realisation of this project, the following data were gathered: a compendium of
the urban geostatistical cartography of Nuevo León (Mexico) state (from 2016, as it is the
most recent version), the urban block subdivision of the 18 municipalities that form the
MMZ, the National Statistical Directory of Economic Units 2019 (DENUE, by its acronym
in Spanish), and the OpenStreetMap road network from 2021.

191



Appl. Sci. 2021, 11, 7519

Table 1 shows the databases of the variables (municipalities, blocks, AGEBs, DENUE,
and roads), the institutions, and the URLs for all the gathered data in this study.

Table 1. Databases and URLs of the used resources in this study.

Variable Database Institution URL (All Data Was Accessed on 20 February 2021)

Municipalities INEGI INEGI https://www.inegi.org.mx/app/biblioteca/ficha.html?upc=702825218867
Blocks INEGI INEGI https://www.inegi.org.mx/app/biblioteca/ficha.html?upc=702825218867
AGEBs INEGI INEGI https://www.inegi.org.mx/app/biblioteca/ficha.html?upc=702825218867
DENUE DENUE INEGI https://www.inegi.org.mx/app/descarga/default.html
Roads OSM OSMF https://www.openstreetmap.org/#map=10/24.6488/-100.5263

The DENUE is elaborated by INEGI and offers a large compendium of all the economic
activities registered within the Mexican territory, which can be categorised according to the
North American Industry Classification System (NAICS). The NAICS is a standard created
to allow high comparability in business statistics among North American countries (Canada,
USA, and Mexico). For this study, the categories displayed in Table 2 were analysed.

Table 2. Categories of the analysed economical activities, according to the NAICS.

Code Category What Does It Include?

611112 Public sector preschools Economic units of the public sector which are mainly dedicated to providing
preschool education including indigenous, and community types.

611122 Public sector primary schools Economic units of the public sector which are mainly dedicated to providing
primary education including indigenous, community, and adult types.

611132 Public sector general secondary
Economic units of the public sector which are mainly dedicated to providing
secondary education including tele-secondary (televised lessons), community, and
adult types.

611142 Public sector
technical secondary

Economic units of the public sector which are mainly dedicated to providing
technical secondary education including indigenous types.

611152 Public sector terminal technical Economic units of the public sector which are mainly dedicated to providing
technical high school education of a terminal nature.

611162 Public sector high schools
Economic units of the public sector which are mainly dedicated to providing general
or technical baccalaureate education, of a preparatory nature, including
tele-baccalaureate (televised lessons).

622112 General public sector hospitals

Economic units of the public sector which are mainly dedicated to providing
medical services for a wide range of diseases among children, women, the elderly, or
patients in general. These economic units have facilities for the hospitalisation of
patients and are known as general, paediatric, geriatric, and women’s
disease hospitals.

622212
Public sector addiction medical
services and psychiatric
hospitals

Economic units of the public sector which are mainly dedicated to providing
treatment to patients who require hospitalisation due to psychological disorders
and addiction.

622312
Public sector hospitals of
services for other medical
specialties

Economic units of the public sector which are dedicated primarily to the care of
specific diseases or the condition of an apparatus or system. These economic units
have facilities for the hospitalisation of patients and are known as oncology,
gynaecological-obstetric, pneumonia, and cardiology hospitals.

462111 Retail trade supermarkets

Economic units (supermarkets) which are mainly dedicated to the retail trade of a
wide variety of products, such as food, clothing, cleaning supplies and household
items, organised into sections or specialised exhibition areas that facilitate direct
access by the public to the goods.

For the metropolitan-level analysis, the following accessibility measures were per-
formed: number of employments centres with 51 or more employees accessible within
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a 15 min travel time, the distance and time to the nearest public school (including all
levels from preschool to high school), and nearest hospital (including codes 622112, 622212
and 622312).

For the Distrito Tec’s analysis, the computations were: number of employment centres
with 51 or more employees accessible within a 15 min travel time, the number of retail
trade supermarkets available within a 15 min travel time, and the time required to access
the five nearest schools or hospitals; here, an individual study was conducted for each
category mentioned in Table 2.

The aforementioned measurements were evaluated under the following (see Table 3)
criteria, which were determined in compliance with each transport mode’s average speed
(according to UrMoAC) and the cumulative opportunity accessibility metric (where more
opportunities in the surroundings relate to higher accessibility levels) [17]. It is important
to highlight the complexity of a standardised rating scale for the number of destina-
tions reachable within a specific time or distance, when comparing different services, as
socio-economic and demographic features must be considered to develop an accurate
measurement. Therefore, the current research project performed a preliminary approach
and diagnosis by evaluating the number of destinations available within a 15 min travel
time either by bicycle or walking. Comparisons of accessibility across different services
were not evaluated.

Table 3. Standardised rating scale.

Scale (Accessibility) Time (min) Distance Cycling (m) Distance Walking (m)

Low >30 >6000 >1800
Medium 15–30 3000–6000 900–1800

High 0–15 0–3000 0–900

2.3. Study Area
2.3.1. Monterrey Metropolitan Area

With 74 metropolitan areas in 2015, as declared by the National Population Council
(CONAPO, by its acronym in Spanish), the conformation of large metropolitan areas has
been one of the main urbanisation trends in Mexico since the 1950s Century [18]. The
creation of metropolitan areas has been fuelled by the centralisation of economic activities,
such as industries and services, in large- and, to a lower extent, middle-sized cities. These
cities grew demographically from rural to urban migration, led by people who were looking
for better employment opportunities and living conditions. Yet, the metropolitan areas
have failed to achieve an urban development that can cope, in a sustainable manner, with
the social, economic, and environmental demands [18].

The marginalisation index is an indicator used by CONAPO that serves to demonstrate
how metropolitan areas have divergent conditions and how planning paradigms and
processes have failed to create a city where all inhabitants have the same conditions and
access to opportunities [19]. It relates to a lack of social opportunities and the absence of
the capacity to generate them, as well as to deprivation and inaccessibility of basic goods
and services. This indicator is based on 10 different socio-economic factors [19]:

1. Percentage of the population within 6 and 14 y who do not attend school;
2. Percentage of the population 15 y or older who have not completed their basic education;
3. Percentage of the population without entitlement to access the public health system;
4. Percentage of dead children from women between 15 and 49 y;
5. Percentage of particular occupied households without running water;
6. Percentage of particular occupied households without drainage connected to the

public network or a septic tank;
7. Percentage of particular occupied households without a toilet connected to run-

ning water;
8. Percentage of particular occupied households with dirt floors;
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9. Percentage of particular occupied households with some level of overcrowding;
10. Percentage of particular occupied households without a fridge.

Figure 2 shows the marginalisation levels in the MMZ according to the CONAPO [20],
as well as the location of Distrito Tec within the MMZ. It can be observed that most of the
AGEBs in the MMZ lie within the low (22.91%) and very low (41.42%) marginalisation
levels, with few classified as medium (20.76%), high (4%), or very high (1.63%). There are
9.19% of the AGEBs that are not categorised. It is worth mentioning that the regions with
higher marginalisation levels are located in the outskirts of the MMZ, usually places with
low levels of accessibility.

Figure 2. Marginalisation levels in the Monterrey Metropolitan Zone (MMZ).

Clearly, the MMZ is not an exception to the challenges that Mexican metropolitan areas
face. There exists room for improvement in terms of creating central and well-located social
housing, diversifying economic clusters throughout the city to promote decentralisation,
and rethinking urban planning concerning land uses to guarantee enough supply to satisfy
local needs.

Furthermore, changing demographics have to be taken into account. Figure 3 displays
the population distribution in the MMZ as in Monterrey Municipality. The MMZ popula-
tion has a pyramidal shape where most of its inhabitants are 40 y or younger. Even though
the distribution of the Monterrey Municipality is similar to the one of the MMZ, there is a
faster shift towards a more rectangular shape, meaning that the city is facing a stationary
growth [21]. This population trend will result in a decreasing demand for infrastructure
related to children (such as schools and kindergartens) and an increase in demand in
infrastructure related to elderly persons (such as hospitals and retirement/nursing homes).

The analysis at the metropolitan level has the objective to demonstrate the performance
of the MMZ in terms of accessibility to different location types. The results will allow urban
planners and policymakers to identify underperforming areas in relationship to specific
variables. This information can then be translated into a hierarchy-based intervention
plan, starting with the areas with lower levels of accessibility. Hence, the analysis at the
metropolitan level does not relate to the 15 minutes city concept, as a broad analysis of
each area of the city would be required and the addition of more variables (destinations)
will be needed. Nevertheless, some of the results can provide useful insights and findings
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to determine whether certain areas of the city meet the 15 min travel time parameters for a
specific variable.
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Figure 3. Population distribution (thousands) by ages 0–100+ in the MMZ (a) and Monterrey (b).

The current research project departed from analysing accessibility at a metropolitan
scale, to understand and assess the socio-spatial relationships that drive the city. Hence, the
two major destinations that promote travel were studied: main employment centres and
public schools. Additionally, a variable for public hospitals was added, as it was considered
that access to health is key to promoting better living conditions.

2.3.2. Distrito Tec Area

By considering a smaller scale of analysis, the level of complexity of the area reduces,
allowing incorporating new variables and destinations within the scope of work of the
current research project. Therefore, the local area analysis, considering Distrito Tec (See
Figure 1) as the study area, can take a preliminary approach to analyse to what extent
Distrito Tec meets the requirements of accessibility to different destinations, using walking
or cycling as the transport modes, to be considered a 15 minutes city.

It is important to mention that Distrito Tec is located within a central area of the city.
Hence, in comparison to other areas, it is considered privileged in terms of its surroundings
(see Figure 2). Based on this, it is expected that the levels of accessibility within such an
area will be higher than the ones of suburban areas.

The neighbourhoods surrounding the Distrito Tec Area are heterogeneous and affect
the levels of accessibility of the area. The same counts for the mobility patterns. Therefore,
it is important to give a brief characterisation of each one of them.

According to Figure 4, the northern area has very low to medium marginalisation
levels and is mainly residential with single-family zoning. The commercial activities are
located on the main avenues and offer some additional services such as community schools.

The eastern area has faced important changes since the 1950s, as it used to have a brick
factory that was dismantled to allow several urban renewal processes to happen. There is a
contrast between the socio-economic levels of the population. In the neighbourhoods in
the vicinity of the brick factory, a low-income worker population predominates; in contrast,
on the opposite side of the river, there are high-income gated residential communities. The
land use variety is low, with most being residential with single-family zoning. The small
numbers of commercial places and services tend to be located around the main avenues
where vast shopping centres have been built (e.g., Nuevo Sur shopping mall).

The western area is the oldest, dating to the 1920s. It is characterised by being a
middle-income residential area with single-family zoning. Through time, a heterogeneous
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land use mixture has emerged in the area, having many commercial activities and services
located on the main avenues.

N
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Figure 4. Marginalisation levels in Distrito Tec.

The polygon of Distrito Tec was designed based on the neighbourhoods’ boundaries,
which are located in the vicinity of the university campus. However, the AGEBs do not
fully correspond to such limits; thus, some AGEBs will not be completely encompassed
within the polygon. For the current analysis, 11 AGEBs were considered as part of the
Distrito Tec Area, as presented in Figure 4.

The first set of variables to be analysed is access to public kindergartens and schools.
For this section, a specific accessibility measure was computed for each education level
to understand how the local people, depending on their age, are able of accessing edu-
cation places. Considering that the closest destination might not be able to address the
entire demand of the AGEB, as well as social preference factors, the accessibility mea-
sures were evaluated for the five closest locations (kindergartens, primary, secondary and
high schools).

3. Analysis and Results

3.1. Monterrey Metropolitan Area

Figure 5 shows the average distance from every AGEB to the closest public schools
using bicycles as the transport mode. It can be observed that most of the AGEBs have a
public school in a range of less than 1000 m. This is due to the high density of schools
(especially primary and secondary) that most areas of the MMZ have. Building schools
has been one of the priorities of the authorities, as there is a high demand for them given
that Mexican demographics maintain a pyramid structure. This means that there is a
considerable amount of people younger than 30 y, as observed in Figure 3a,b, which shows
the age distribution of the population of the MMZ and Monterrey, respectively, according
to the INEGI 2020 census.

Interestingly, many suburban areas that are not even physically integrated into the
city have high accessibility levels (e.g., some northern and southwest regions). This
phenomenon reduces the travel dependence from suburban areas to central areas to ac-
cess education.

The south and southeast of the city have the lowest access levels, which relates to the
fact that both are high-income areas where residents tend to prefer private schools and that
some of these areas were designed and built as gated communities with only residential
land use.
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Figure 5. Average distance to the closest public school travelling by bicycle.

Figure 6 compares the performance of the transport modes (bike and walking) in
accessing the closest public school at the metropolitan level. The first important thing to
highlight is that despite the transport mode used, 75% of the AGEBs can access a school in
less than 10 min. This is related to the high density of schools at the metropolitan level, as
observed in Figure 5. By comparing the transport modes, it becomes evident that cycling
achieves considerably higher levels of accessibility: while it takes 9.7 min for 75% of the
AGEBs to reach the closest school by walking, for the same percentage, it only takes 3.5 min
by cycling.

It is important to mention that Figure 5 is just a preliminary approach to understand
accessibility to schools; this variable will be disaggregated in the following section, to
analyse how access varies depending on each school’s education level.

Figure 7 presents the average travel time by AGEB to the closest public hospital by
foot. The map shows a considerable divergence of accessibility between AGEBs, with many
going beyond the 30 min travel time, mainly due to the low density or nonexistence of
hospitals, predominantly in suburban areas.

Central areas show high access to hospitals. This can be attributed to the historical
conformation of the city, which started at the centre and gradually sprawled. Therefore,
central areas have existed for longer periods, allowing the authorities to implement through
time the necessary health infrastructures in these areas. In contrast, many suburban areas
are relatively new, and some have lacked formal planning procedures (people built homes
without having any official permit from the government or public administration), while
others have been designed following urban paradigms that purposely create isolated and
monofunctional areas, such as gated communities.

The southeast of the map represents an excellent example of how planned urban
communities can lack access criteria in their planning procedures and how these problems
are not exclusive to lower-income areas or highly marginalised ones that have been built
without any formal planning. In this sense, what some people think could be a solution
(urban planning) can trigger a problem.
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Figure 6. Comparison of the performance of transport modes to access the closest public school at
the metropolitan level.

Figure 7. Average travel time (minutes) to the closest public hospital by foot.

The COVID-19 pandemic has demonstrated how important it is to have a robust
and accessible healthcare system [22]. Therefore, poor access to health services should be
unacceptable, as observed in many AGEBs of the MMZ. The MMZ needs to urgently tackle
this problem by developing new public health centres in any area of the city that does not
meet the desirable access parameters.
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Figure 8 compares the performance of both transport modes (walking and bicycle) to
access the closest public hospital. For this specific variable, the differences between one
mode and the other are more evident. This is related to the lower number of destinations
available at the metropolitan level (in contrast with Figure 6, the number of hospitals is
evidently lower than that of schools). Hence, faster transport modes, such as bicycles,
will outperform walking by a considerable margin: for 75% of the AGEBs to reach the
closest public hospital travelling by foot, it takes 46.8 min; in contrast, it only takes 14.7 min
by bicycle.

Figure 8. Comparison of the performance of transport modes to access the closest public hospital at
the metropolitan level.

Figure 9 shows the number of economic activities that employ 51 persons or more
(main employment centres) that can be accessed within a 15 min travel time by bicy-
cle. It can be appreciated that most of the AGEBs with higher levels of accessibility
(+73 destinations) are located in the central areas of the city, with a gradual decline towards
the outskirts. At first sight, such a result might be perceived as unusual, considering that
the MMZ is an industrial city and that most industries are located in suburban areas. Nev-
ertheless, industries usually have very large complexes that occupy vast areas of land and
make them separate from one another, reducing access to them in short periods. In contrast,
even though they are smaller in size and number of employees, the economic activities
that concentrate in central areas of the city (such as commerce and services) require smaller
areas of land compared to industries and are located closer to each other.

The reduced number of main employment centres at the northern, western, eastern,
and southeast AGEBs implies that residents in those areas have to travel long distances and
periods of time to central areas to work, relying heavily on motorised modes of transport.
This traffic has high economic, environmental and social costs for the city and its residents,
and can be tackled by creating new clusters of economic activities in areas with low access
and by improving transport networks, especially public transport. It is important to isolate
and analyse each particular case, as some of these areas lack main employment centres
given that, historically, they were independent of the city, but the sprawl has reached
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them and forced them to integrate with its economy. Some other areas were lacking
main employment centres on purpose, as many of the AGEBs located to the southeast
of the MMZ were designed as high-income gated communities (especially golf clubs)
with only residential land use. As all the residents from these areas require accessing the
opportunities located within central areas, they generate demand for public infrastructure
that is extremely expensive and that should not exist if planning policies were to assure
land use diversity and accessibility parameters before authorising building permits.

Figure 9. Number of economic activities that employ ≥51 persons within a 15 min travel time
by bicycle.

The three variables previously presented demonstrate how complex urban areas truly
are and how inaccurate generalisations can be. The present exercise thus serves as a
preliminary approach to demonstrate that every city faces many different and particular
challenges. Consequently, any solution, in order to generate a beneficial change, must be
based on a full understanding of the specific desired conditions in the city.

The current research demonstrates that using accessibility measures is extremely
useful for identifying specific needs from different areas of the city and that despite the
accessibility measure chosen, the data obtained are relevant. The information generated can
be used as a departure point for prioritising interventions and public policies depending
on the performance of each area on a given variable. By doing so, much time and many
resources can be saved.

This first section of analysis concludes that the levels of accessibility at the metropolitan
level are divergent and that they drastically vary, even in the same location, depending
on the measured variable. The results are a relevant input to obtain a general diagnosis
of the state of the MMZ in terms of accessibility. These results can also be compared to
different socio-economic variables, such as marginalisation rates, to better understand the
social, economic, political, and environmental factors that drive the city. This information
represents a solid departure point to then analyse what happens at smaller scales, without
ignoring that each area of the city is bound to metropolitan interrelationships.
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3.2. Distrito Tec Area

Figure 10 shows the average time by AGEB to access the five closest public kinder-
gartens. As most children going to kindergartens are not able to cycle, the accessibility
measure was computed for travelling by foot. Even though the number of kindergartens
within the polygon is low (four), the surrounding areas at the north, west, and southwest
have considerably high densities. In contrast, the areas in the east and the southeast have
very low densities.

Figure 10. Average time to the 5 closest public kindergartens travelling by foot.

Three of the eleven AGEBs within Distrito Tec meet the constraint to access the closest
five kindergartens in a maximum of 15 min, with all three AGEBs in the 11–15 min class.
The rest of the AGEBs have considerably higher access times with four AGEBs in the
16–20 min class, three in the 21–25 min class, and one in the 26–30 min class. The lowest
accessibility levels are represented in the AGEBs located to the southeast of the polygon.
This is due to the relatively low density of destinations in the surrounding areas, especially
to the east.

As most AGEBs within the polygon do not meet the 15 min travel time criteria, it can
be argued that in terms of access to kindergartens by foot, the Distrito Tec Area cannot
be considered a 15 minutes city. Nevertheless, additional information should be collected
to know how many children in the Distrito Tec Area are within the age range to go to
kindergartens. In the case that this number is low, the computation could be made to the
closest kindergarten, as this one could host all the local demand. Such a scenario would
considerably increase the levels of accessibility.

Figure 11 presents the average time by AGEB to access the five closest public primary
schools by foot. Again, the density of destinations within the Distrito Tec Area is low, with
only three schools. Yet, the surrounding areas at the north, northeast, west, and southwest
have considerably high densities.

Only three out of eleven AGEBs from the Distrito Tec Area meet travel times of a less
than or equal to 15 min. These AGEBs are located on two opposite corners of the polygon
(northeast and southwest) and can meet the 15 min parameters due to the high number
of destinations in the outer nearby areas. In contrast, six AGEBs require a travel time of
16–20 min to reach the closest five destinations. The higher travel time is due to the low
number of destinations in central areas of the Distrito Tec Area. Finally, two AGEBs reach
the 21–25 min class.

Given the previous results, it can be said that in terms of access to public primary
schools, the Distrito Tec does not meet the requirements to be considered a 15 minutes
city using only foot as the travel mode. However, by using other modes of transporta-
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tion such as bikes, the travel times would drastically decrease and the accessibility level
would increase.

Figure 11. Average time to the 5 closest public primary schools travelling by foot.

As the age groups that attend secondary and high schools usually are able to use
bicycles as their main travel mode, the following computations were performed considering
bicycle as the transport mode. It is important to bear in mind that the average speed of a
person travelling by bike is three-times higher than travelling by foot. Therefore, a much
higher number of destinations can be accessed within the same time.

Figure 12 presents the average travel time by AGEB to reach the five closest public
secondary schools travelling by bike. Even though the density of destinations in the Distrito
Tec Area is extremely low (two) and remains low in the outer areas, the accessibility levels
are rather high. All AGEBs can access the closest five destinations in a maximum of 10 min
of travel time.

Figure 12. Average time to the 5 closest public secondary schools travelling by bicycle.

From the 11 AGEBs, two are in the lowest class of only 0–5 min of travel time. These
AGEBs are located at the southwest border of the polygon, where the only two destinations
inside the polygon are located and there are three others in the vicinity. In this sense, it can
be said that using bicycles as the main travel mode, the Distrito Tec Area can be considered
a 15 minutes city.
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However, when the computation was run using foot as the travel mode, the accessibil-
ity levels drastically dropped (See Figure 13). As the share of trips done by bike is very low
for the MMZ (only 0.8%), the current research project assumed that most of the population
attending secondary schools uses other transport modes. In this sense, it is important to
highlight the benefits, in terms of accessibility, that fostering the use of bicycles as the main
travel mode would bring. One key factor to promote the use of bicycles is to create the
safety conditions that users require; thus, implementing cycling lanes and open streets
would be mandatory.

Figure 13. Average time to the 5 closest public secondary schools travelling by foot.

Figure 14 shows the average time by AGEB to reach the five closest public high schools
by bike. The density of destinations is extremely low, not only in Distrito Tec (one) but in all
the surrounding areas. Hence, the levels of accessibility are significantly lower compared
to other variables. Only five out of eleven AGEBs in Distrito Tec can access the five closest
destinations in a maximum travel time of 15 min. The other six are in the class above of a
16–20 min travel time.

Figure 14. Average time to the 5 closest public high schools travelling by bicycle.

The surrounding areas at the south and east of Distrito Tec have an absolute lack of
destinations. As a result, the population living there has to travel through Distrito Tec
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and other areas to reach a public high school. This phenomenon creates traffic in all the
surrounding areas and other negative effects.

Again, a computation considering walking as the main travel mode to reach public
high schools was included (see Figure 15). The accessibility results are worrying, as all
the AGEBs within Distrito Tec, and the surrounding areas, demand a ≥31 min travel time.
Hence, despite which travel mode is taken, it can be argued that the Distrito Tec Area
cannot be considered a 15 minutes city regarding access to public high schools.

Figure 15. Average time to the 5 closest public high schools travelling by foot.

As seen along with the previous examples, education has many additional variables
that have to be taken into consideration such as student capacity, local population age
groups, etc., in order to entirely assess how accessibility behaves in the local area. Never-
theless, the accessibility measures are an excellent departing point for understanding the
impact of transport modes and services’ density on accessibility patterns.

The next variable is access to commercial activities, specifically to supermarkets. Due
to a lack of public markets, as seen in many other Mexican cities, Monterrey’s population
does most of their grocery shopping at supermarkets. Hence, supermarkets are one of the
most frequented destinations among the local population, and access to them is key to
guaranteeing satisfactory quality of life.

According to the 2020 INEGI census, the average number of inhabitants per household
in the MMZ is 3.18 people. This indicator is relevant given that people tend to buy groceries
not for one, but for three persons when they go to the supermarket. For that reason, the
bought items can be difficult or heavy to carry if the individual travels by foot or bicycle, so
many people prefer to use motorised vehicles such as cars or public transport. Nevertheless,
if accessibility to supermarkets is high, people would be encouraged to visit supermarkets
more often than once per week and buy fewer items per visit so they could avoid the need
to use a motorised vehicle.

Access to health is probably one of the most important things for an urban dweller,
and this has been exemplified throughout the entire COVID-19 pandemic [22]. However,
hospitals are very expensive infrastructures to build and run; hence, they usually have a
metropolitan or regional radius of incidence in their planning processes (see Table 4). This
section analyses what effects these planning processes have at the local level by measuring
the average travel time by foot and bicycle to the closest public general hospital.
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Table 4. Urban equipment regulatory system, recommended service radius. Source: Secretaría de
Desarrollo Social (SEDESOL), 1999.

Type of Hospital Regional Urban

General Hospital (SSA) 60 km (or max. 2 h) population centre
General Hospital (IMSS) 30 km to 200 km (or 30 min to 5 h) 1 h to the population centre
Urban Health Centre (SSA) 5 to 15 km (or 30 min) 1 km (or max. 30 minutes)
Medical Unit (ISSSTE) 30 to 60 min 30 min
Medical Unit (IMSS) 15 km (or 20 min) 5 km (or 10 min)
Health Clinic (ISSSTE) only local scope 30 min
Hospital Clinic (ISSSTE) 2 h max. population centre
Regional Hospital (ISSTE) 3 to 4 h population centre

Figure 16 presents the average travel time by AGEB to the closest public general hos-
pital by foot. The map shows that the number of destinations is extremely low, and within
the Distrito Tec Area, there are no public general hospitals whatsoever. The surrounding
areas of the polygon show a lack of destinations, with the only exceptions at the northeast
area with two available hospitals and the southwest area with also two destinations.

Figure 16. Average time to the closest public general hospital travelling by foot.

As a result of the lack of destinations available within Distrito Tec and in most sur-
rounding areas, eight out of eleven AGEBs of the Distrito Tec’s polygon require over a
31 min travel time to reach the closest destination. From the three AGEBs left, a travel
time between 26 and 30 min is needed to reach the closest public general hospital. These
results highlight that the location of hospitals follows metropolitan and regional planning
processes, where access at the local scale is not relevant. Additionally, as seen in Figure 16,
most of the hospitals tend to cluster. This has to do with the complementarity that one can
give to others. A consequence of these localisation patterns is that travel distances from
all neighbourhoods that do not have a nearby hospital are considerably high and demand
motorised transport modes.

From the previous results, it can be said that Distrito Tec Area is far from becoming a
15 minutes city, if people travel only by foot.

Figure 17 shows the average travel time by AGEB to the closest public general hospital
travelling by bike. In comparison to Figure 16, the travel times, both for Distrito Tec and
the surrounding areas, drastically decrease. Nonetheless, many AGEBs still are beyond the
15 min parameter. In the Distrito Tec Area, six AGEBs require a 6–10 min travel time, three
an 11–15 min travel time and two a 16–20 min travel time.

As nine out of eleven AGEBs meet the parameters to access a public hospital in
under 15 min of travel time, the Distrito Tec Area could be considered a 15 minutes city.
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Here, it becomes evident that transport modes dramatically influence access levels and
that the location and number of destinations are not the only relevant factors in terms
of accessibility.

There are two important lessons from the previous results. The first has to do with
the importance that infrastructure at different scales has. One possible solution to improve
the access to public general hospitals would be to increase the number of small clinics
or medical centres throughout the city. By doing this, people could solve most of their
basic health issues at local destinations and travel to large hospitals only when they
have complications. The second lesson is that if public general hospitals need to have a
metropolitan and regional scale and cluster in specific areas, they need to ensure high-
quality transit connections. Building roads for cars is not the solution.

Figure 17. Average time to the closest public general hospital travelling by bicycle.

As 44% of the daily trips from the MMZ are travel to work, employment is the driving
force of mobility. Thus, creating employment opportunities for the population at the local
level is key to reducing the population’s travel distances and times. By this, negative effects
from traffic, such as accidents, pollution and low quality of life, would decrease.

It is important to mention that employment exists in a vast variety of ways. For
example, there are many small- to middle-sized economic activities (such as grocery shops
or dry cleaners) that are located throughout the entire Metropolitan Area; however, each
one of them employs a relatively low number of persons (less than 50). In contrast, large
economic activities tend to be less common but employ a larger amount of people (≥51).
These activities in the MMZ are usually industries (most located in suburban areas) and
company headquarters or offices (most located in central areas).

As seen before, at the metropolitan level, the main employment centres (activities that
employ ≥51 persons) are located in central areas of the city. As Distrito Tec is considered a
privileged location in terms of centrality, it is expected that the number of main economic
activities available at the local level will be high.

Figure 18 presents the number of economic activities that employ ≥51 persons (main
employment centres) that can be reached from each AGEB within a 15 min travel time by
foot. Clearly, most of the main employment centres are located on the two main avenues of
Distrito Tec: Av. Eugenio Garza Sada and Av. Revolución.

Even though there is a high number of economic activities, the access levels are
relatively low. The 11 AGEBs that compose the Distrito Tec Area are in the same access
class of 6–17 destinations within a 15 min travel time by foot. From the surrounding areas,
the northeast, east, southeast southwest, and west have very low access levels, all in the
class of 0–6 destinations. This has to do with the low number of economic activities located
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in these areas. Once again, the population living in those areas has to travel to other parts
of the city to work, causing traffic, as well as other negative effects.

People highly value the possibility to walk to their job; therefore, it is important to
decentralise economic activities and create social housing in central areas that permit the
local population to easily access their jobs. Figure 19 shows the number of economic
activities that employ ≥51 persons that can be reached by AGEB using a bicycle. As soon
as one looks at the map, it is evident that the access levels from the entire area drastically
increase. Ten out of eleven AGEBs of the Distrito Tec Area can reach ≥105 destinations
and the remaining one 95–105. The surrounding areas also present very high access levels,
excluding the east. The eastern area is mainly residential with a gated community urban
structure. It is also physically separated from the rest of the city by the river, with a small
number of bridges that allow crossing to it. These two factors generate longer-distance
trips to access job opportunities, which also results in longer travel times and motorised
vehicle dependence.

Figure 18. Number of main employment centres reachable within 15 min travelling by foot.

Figure 19. Number of main employment centres reachable within 15 min travelling by bicycle.

From the results presented in Figures 18 and 19, it can be said that in terms of access
to main employment centres, the Distrito Tec Area can be considered a 15 minutes city.
Nonetheless, additional information should be gathered to understand the specific type
of economic activities located in the area and if the local population has the qualification,
interests, and requirements to take those jobs.
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Figure 20 presents the number of supermarkets that can be reached by foot within a
travel time of a maximum of 15 min. There are five supermarkets within the Distrito Tec
polygon; in the surrounding areas to the west and northeast, there is a high density. In
contrast, to the east and southwest, there are no destinations available. To the south, the
density is low with all supermarkets concentrating on Eugenio Garza Sada Avenue. The
location of supermarkets has negative effects on the mobility of the Distrito Tec Area, as
the population living in the eastern neighbourhoods has to travel to or through Distrito Tec
to access a supermarket.

Figure 20. Number of supermarkets reachable within 15 min of travel by foot.

From the 11 AGEBs that conform the Distrito Tec Area, 2 cannot access a single
supermarket, 6 can access 1 destination, and 3 can access 2 destinations. On that account,
most of the AGEBs meet the parameters of the 15 minutes city using foot as the travel mode.

Figure 21 shows the number of supermarkets that can be reached by AGEB within a
travel time of 15 min using a bicycle. Immediately, one can appreciate that the number of
destinations becomes very high for pretty much the entire area, which is related to the fact
that cycling speed is three-times higher than walking.

By bike, all of the AGEBs within Distrito Tec show high accessibility levels, only one
AGEB being in the 31–50 destinations class, one AGEB in the 51–69 class, five AGEBs in
the 70–93 class, and three AGEBs in the 94–195 class. Such results demonstrate that the
Distrito Tec Area comfortably meets the parameters to be considered a 15 minutes city
in terms of access to commercial activities (supermarkets). Additionally, the evidence
collected is key to understanding the massive potential that cycling has in the city in terms
of accessibility. By using this transport mode, the local population can drastically increase
their access to commercial activities without relying on motorised vehicles. Once again,
this should promote local authorities to create adequate conditions to make cycling safe
and comfortable for the local population.

All the previous variables serve as a preliminary approach to understanding to what
extent Distrito Tec is ready to become a 15 minutes city in terms of its road network and
its destinations’ availability. Nevertheless, as mentioned repeatedly, further variables and
information have to be taken into consideration to provide a much more accurate analysis
of the accessibility and the population’s needs in the local area.

The results presented highlight the importance of thinking locally and not just at a
metropolitan or regional scale when infrastructure and urban equipment are planned. They
also demonstrate that micromobility, especially via bicycles, has a massive potential to
increase local accessibility without, necessarily, having to increase the number of amenities
in a given area.
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Figure 21. Number of supermarkets reachable within 15 min of travel by bicycle.

4. Discussion

The previous section illustrates that the urban planning processes, as well as the social,
political, economic, and environmental factors that have structured the MMZ have failed to
fulfil the accessibility conditions that the population requires. Hence, it becomes clear that
a change of approach in planning is needed, where high-capacity transit and car-oriented
mobility paradigms need to be left behind to adopt an accessibility-based process.

In order to move away from motorised vehicle dependence, not just mobility has
to be restructured, but also the land use mix throughout entire cities. The localisation of
opportunities in the city dictates the mobility patterns of the population; therefore, if cities
want to concentrate on moving people rather than vehicles and creating access instead of
traffic, a systemic change to the urban structure is required.

The previous results demonstrated that accessibility can provide extremely disaggre-
gated data based on specific variables. This information is useful for having a starting point
for planning processes by identifying priority areas in which to intervene and improve.
Nevertheless, additional variables, especially concerning qualitative data (entitlement
rights, a specific level of hospital attention, etc.) and social preference, have to be taken
into account to obtain a more close-to-reality accessibility model.

After assessing and analysing the accessibility levels of the MMZ and of the Distrito
Tec Area, the following recommendations regarding planning processes can be made:

1. Rethink the planning of the city starting at the local level. The results demonstrate
that the MMZ is extremely heterogeneous and that not all of the population of urban
areas has the same needs. Hence, before thinking about what interventions at a
large scale have to be made, it is important to understand what is happening at the
microlevel. To do so, speaking to citizens and opening citizen participation spaces are
crucial to extract relevant information about what are the most important needs. If this
process is replicated throughout the entire city, many of the metropolitan issues will
be solved without having to perform metropolitan interventions. This is a win-win
procedure, as the authorities spend less of their budgets and do so more wisely and
local people obtain tailor-made solutions to their problems;

2. Embrace land use mixture. People need more than their house to carry out their
daily lives. Therefore, each neighbourhood should have enough land use mixture
to allow the local population to access commercial activities, recreation, education,
employment, and health. If people can find all these opportunities in the vicinity
of their household, mobility and all its negative effects would dramatically reduce.
Furthermore, the short distances that people would require to travel would encourage
the use of sustainable transport modes such as walking or cycling. The authorities
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have a key role in influencing the structure of the city through building permits. Thus,
they should not provide any permits to create residential areas unless they ensure
that the needed land use mix will be available for the local population to address their
daily needs;

3. Promote the use of bicycles and other micromobility vehicles. The results demon-
strate that using a bike drastically increases the number of destinations that a person
can reach in a given time. Therefore, the improvements that have to be made in terms
of mobility and transport networks in the MMZ and at the local level should con-
centrate on increasing the quality and coverage of public transport for metropolitan
journeys and creating open streets with safe and comfortable cycling lanes for short
and local trips. By doing so, the number of destinations (opportunities) does not
necessarily have to be increased, but only the ease of reaching them. If the MMZ
wants to reduce the extreme use of motorised vehicles, the first step to take is to
reduce the public space designated to them by creating a safe built environment for
other transport users;

4. Accessibility is a social and gender policy. Usually, the groups with the lowest
incomes live in areas of the city where accessibility levels are low and marginalisation
levels are high; this is not an exception for the MMZ. Therefore, increasing accessibility
in such areas will bring massive benefits to such populations as their transportation
expenditures (for the specific case of women, this is known as the “Pink Tax”) will
decrease, as well as their travel distances and times, hence improving their quality
of life and sense of belonging to their local community. Additionally, women in
Mexican cities usually have more complex travel patterns than men, as they tend
to visit many different destinations in one day (trip-chaining), carry heavy things,
and accompany other persons (mobility of care) in their trips [23]. Consequently,
making all these destinations easier and less expensive to access will bring important
improvements to the travel behaviours and patterns of women. Finally, women argue
that they usually feel unsafe when using public transport [23]; thus, using bikes and
walking as their main transport modes will make them feel safer in their daily trips.
In addition, further research should be conducted to assess the changing needs of an
ageing society and accessible mobility in MMZ;

5. Decentralise the city. As in many other cities in the world, most of the main employ-
ment centres of the city are located in central areas. This localisation pattern results in
a phenomenon where, during the morning, the origin of most trips to go to work is
from suburban areas, and the destination is the centre of the city. In the afternoon,
most people travel back home, and the mobility pattern is inverted, starting in the
centre and ending in suburban areas. Such a way of structuring the city creates traffic,
as well as extremely long average distances and travel times, which result in high
economic, social, and environmental costs. Hence, it is important to apply planning
processes or economic activities (especially commerce and services) that encourage
the localisation of such activities in different parts of the city, creating subcentres and
reducing the need for metropolitan mobility.;

6. Increase the density of the city. With only 698 people per square kilometre, the MMZ
is not a dense city. Large sprawling cities with low densities go against accessibility,
as there is not enough critical mass (demand) to implement some opportunities
throughout the entire city. This generates a dependency on middle to large-distance
motorised travel. Considering the nature of the MMZ, it is recommended that the
city no longer sprawl. To do so, it has to generate all-income-level vertical housing
in central areas. The authorities play a key role in doing so by putting in action
economic incentives for developers (such as tax waivers or reductions) to build social
vertical housing in central areas and by eradicating any permits to develop large
monofunctional suburban residential gated communities. This is an ambitious plan
for a city like the MMZ, as it has historically grown horizontally and with most
of its population preferring single-family housing schemes rather than apartments.
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Nevertheless, the transformation of its urban structure to a denser area will bring
massive social, economic, and environmental benefits to the local population in the
short, middle, and long term;

7. Downsize urban infrastructure and equipment. It has been demonstrated that high-
capacity and large-scale destinations such as public general hospitals or shopping
centres attract many persons who live in other districts. Therefore, having a larger
number of small-scale opportunities dispersed along the city would allow locals to
access their daily needs in their neighbourhood. This would drastically reduce middle
to long distance mobility, as well as the use of motorised vehicles. It is important
to mention that certain destinations, such as specialised hospitals, will still have a
metropolitan radius of influence. For these kinds of opportunities, sustainable and
diverse transport alternatives have to be guaranteed;

8. Use of technology. One of the major lessons that the COVID-19 pandemic has
left is the massive potential that technology has to reshape education, commerce,
and employment. This can generate important changes in the urban realm. By
encouraging the use of technology in schools, commerce, and employment centres
(e-learning, e-commerce, and home offices), mobility can drastically reduce the need
to go to a specific location every day. Lowering the number of travelling people
reduces the overloading of public transport, as well as the traffic levels, bringing
important social, economic and environmental benefits. Additionally, spaces that are
no longer needed, such as some office buildings, can be reconverted (taking advantage
of their usual central location) to other uses such as commerce, housing, or schools.
Finally, it must be said that using technology brings considerable economic benefits
to employers, the government, and society, as mobility is expensive for all.

As part of the further research that can be performed to complement the current
investigation, it will be important to incorporate more socio-economic and demographic
factors that help provide a more accurate understanding of the qualitative differences
that also affect the degree of accessibility in a given city. By doing so, the relationship
between marginalisation levels and other social variables such as income, age, or gender
with the level of accessibility will become clearer, providing useful data for developing
public policies and urban interventions. Considering new accessibility measures to other
destinations as green areas, universities and minor employment centres and more local
commerce such as pharmacies or small shops can provide very useful data of the local
level configuration of the city in different areas. These additional measures can also help to
develop specific public policies based on the topic being analysed; for example, accessibility
to green areas.

Even though the concept of the 15 minutes city focuses on transport modes such as
walking and cycling, it would be relevant to run the accessibility measures using other
transport modes, especially public transport and private vehicles. For this to be done, it is
important to generate the necessary data, such as GTFS for public transport and a database
that provides the average speed for private vehicles per road per time of the day.

The previous paragraph encloses a compilation of ideas that could complement and
expand the current scope of work. It is important to consider that multiple variables play a
dynamic role in the analysis of accessibility in a city, and by understanding this, it becomes
clear that the possibilities to analyse accessibility from different perspectives are vast.

5. Conclusions

The urban realm is in constant and rapid transformation. Every day, new social, eco-
nomic, and environmental needs arise, and cities have to evolve to satisfactorily overcome
the challenges. However, this is not an easy task, as the number of variables and elements
that conform the great system known as the city are uncountable.

Hence, dealing with complexity has become one of the biggest challenges for policy-
makers and urban planners. The fast rate of change in cities demands tailor-made solutions
for each specific context, in very short periods of time, that respond to short-, medium- and

211



Appl. Sci. 2021, 11, 7519

long-range time frames. Traditional planning has failed to do so, and this has to do, to a
certain extent, with the approach taken. Humans like to think that a new invention can
be the answer to all our problems, and the car was considered so. During the Twentieth
Century, the car-dominated all urban planning processes, as it was seen as the ultimate
alternative for mobilising goods and people within and around urban areas. Nevertheless,
car-oriented planning was soon demonstrated to be unsustainable due to the extremely
negative social and environmental effects that it has.

Taking more holistic, people-centric, and humble approaches to plan can be a more ef-
fective and equitable way to deal with complexity. Major urban planning and infrastructure
interventions,on the other hand, in the urban realm take a long time to mature, and they
can only be assessed after completion. Therefore, iterating planning processes can provide
useful information about the rate of success of a given intervention to deal with a specific
issue and allow the possibility to adjust the solution before being fully implemented. To do
so, a huge amount of data has to be gathered and processed. On that account, technology
plays a key role in urban planning, by providing high-quality open data, such as those
collected from INEGI, and software, such as UrMoAC, with which urban planners can
model at a high level of accuracy the state of a city. This allows a clear understanding
of the issues of different parts of a city, permitting the elaboration of a hierarchy-based
intervention.

Additionally, cities have to have a comparable and, ideally, standardised methodology
to assess urban accessibility. By doing so, benchmarking, as well as the evaluation of
public policies and urban interventions can be directly compared between cities of the
same country, region, or even at a worldwide scale. This allows planners to argue to what
extent a change is being made and at what rate. The current research project adds to that by
using a transferable approach that can be replicated in different cities, making comparison
of the results possible.

The results from the current research project demonstrate that taking an approach
to urban planning based on accessibility provides many benefits in terms of sustainable
planning. Accessibility measures permit obtaining highly disaggregated data of the per-
formance of every part of the city regarding a specific variable, highlighting the areas
with higher intervention needs and providing results that contrast how different transport
modes perform for accessing a specific destination. Thus, using accessibility as the pillar of
urban planning will allow cities into transform to more inclusive, environmentally friendly,
and comfortable places to live.

Most cities in the world are still far from becoming 15 minutes cities, especially when
whole metropolitan areas are considered, and the MMZ is not an exception. However,
having this travel time frame as an objective should encourage policymakers, citizens
and the private sector to transform cities from the local to the metropolitan level. It
is also important to understand that in order to truly transform cities into better living
environments, not only central areas need intervention, but the whole urban area. Everyone
plays a key role in such a transformation, as it is necessary to agree that the current state of
cities is going against sustainability and that an urgent urban, social, economic, political
and environmental transformation is needed.
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