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A satellite vehicle with appropriate instrumentation can be expected to be 
one of the most potent scientifi c tools of the Twentieth Century.

—RAND, 1946

We did these industrial activities for perfectly understandable reasons, and we 
discover that we have outsmarted ourselves, that we haven’t understood the 

fragility of the Earth’s atmosphere and the power of our technology.
—Carl Sagan, 1992
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Introduction

On 24 April 2004, the New York Times reported that NASA leaders had issued a 
gag order to agency scientists barring them from discussing an upcoming fi lm, 
Day After Tomorrow.1 The fi lm’s plot revolved around the sudden onset of an ice 
age provoked by global warming. The idea was loosely based on a 1985 hypothesis 
by Wallace Broecker of the Lamont-Doherty Earth Observatory in New Jersey.2

He had postulated that gradual melting of the Arctic ice cap could cause deep 
ocean currents, which carry heat from the equator toward the poles, to slow or 
stop. This might result in cooling of western Europe and the northeast coast of 
North America. In popular culture, this general cooling had been twisted into an 
ice age. Indeed, the ice age thesis had become so entrenched in the public mind 
that Donald Kennedy, editor of Science, the premier scientifi c journal in the 
United States, had decided to greet the movie by publishing an article setting out 
why an ice age was a highly unlikely outcome of global warming. The existence 
of the NASA order was leaked by an unspecifi ed scientist unhappy about the overt 
censorship.3

Global warming wasn’t the fi rst time NASA had become involved in politically 
controversial science. NASA had also been involved in controversy around 
whether supersonic transports (SSTs) or NASA’s Space Shuttle or chlorofl uoro-
carbons (CFCs) would cause ozone depletion.4 But it had entered into such 
controversies indirectly, by developing technological capabilities relevant to the 
ozone and climate problems in its meteorological satellite and planetary science 
programs of the 1960s. While these issues hadn’t been politically controversial in 
the 1960s, both had been areas of active scientifi c interest. In the 1970s, the agency 
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substantially expanded its laboratory and instrument development efforts to foster 
new research into these areas. 

During the 1980s, it advocated for, and fi nally won approval of, an Earth Ob -
serving System (EOS) to study global change, defi ned very broadly. Among many 
other things, EOS was to examine land use change, ocean circulation and heat 
storage, atmospheric temperature, chemistry, circulation, and radiative proper-
ties. At a projected $17 billion cost in its fi rst ten years, it was to be the most 
expensive science program in American history, exceeding even the $11 billion 
Superconducting Super Collider, the Biggest of Big Science.5 As political opposi-
tion to climate science mounted in the 1990s, however, NASA’s grand ambitions 
were cut severely, reducing EOS to a “mere” $7 billion. By 2004, EOS had be -
come an orphan, with NASA’s own leaders no longer supporting it. Instead, they 
sought to transfer the politically contentious system, and its scientifi c responsibili-
ties, to some other agency.

nasa and late twentieth-century science

How did NASA become so immersed in environmental controversy? NASA is, 
according to its own traditions and views, the space agency. Most of its history 
series refl ects this institutional focus on space-oriented enterprises. The history of 
human spacefl ight dominates the series. There is extensive coverage of the Mer-
cury, Gemini, and Apollo programs, and a growing series on its Space Shuttle. 
There is even a history of the decision to establish a “permanent human pres-
ence” in space, written and published before a single bit of space station hardware 
fl ew, the cost overruns were totted up, and the whole thing was descoped, built 
anyway, descoped again while under construction, and then marked for abandon-
ment in pursuit of a new Moon base. Fortunately, there is a growing body of litera-
ture on NASA robotic science.6

There is, however, virtually no literature in the NASA history series on Earth 
science. There is a only a single book on the related subject of Earth remote sens-
ing, Pamela E. Mack’s history of the Landsat program, published in 1990.7 Land-
sat, which was based on the Nimbus series of meteorological satellites, was 
designed to provide a civilian land-imaging capability for agricultural and urban 
planning, resource detection, and other uses. Like the larger applications pro-
gram it was a part of, it was not really a science program. NASA leaders expected 
other user agencies to pay for research and analysis using Landsat data. Hence, 
NASA did not build a scientifi c infrastructure of its own around Landsat.

Instead, NASA gradually built up a scientifi c infrastructure around atmo-
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spheric remote sensing, beginning with the meteorology program (also an appli-
cations program), but expanding early in the 1970s to address atmospheric pollu-
tion. This infrastructure relatively quickly became comprehensive. New leadership 
at NASA headquarters in the middle of the decade sought to improve the quality 
of NASA research, and the concomitant credibility of remote sensing, by invest-
ing in new in-house scientifi c talent, new instrument development for both in situ 
and remote sensing, and airborne science programs, and by supporting laboratory 
studies and model development and verifi cation. They also began to demand 
peer review of new instrument and science proposals. By the early 1980s, the 
agency had developed a powerful capacity to carry out intensive, regional-scale 
atmospheric research even without space assets.

At the same time, the research NASA was carrying out was becoming more 
controversial. The agency took on responsibilities for understanding atmospheric 
pollution, ozone depletion, and climate change—particularly anthropogenic 
change. These politically contentious realms NASA moved into also forced 
agency leaders to come to grips with the demands of policymakers for reliable 
knowledge. It proved to be extraordinarily diffi cult to fi nd ozone depletion in the 
great mass of data from ground stations and satellite instruments, for example, 
because of the unreliability of some of the instruments and, more important, due 
to poor calibration records. This directly impacted the design of NASA’s climate 
observing system, as the actual radiative changes expected from carbon dioxide 
increases were quite subtle—a “one percent game,” in the words of scientist Bruce 
Wielicki.8 And the one percent change would occur slowly, too. Defi nitive detec-
tion of small, slow changes required instruments of extraordinary stability as well 
as the ability to transfer calibration, or intercalibrate in the jargon, from one 
instrument to the next. It also meant the deployment of ground infrastructure to 
monitor the space instruments. Thus, a climate observing system needed to be an 
integrated system, comprising ground, airborne, and space-borne components. 
This proved very diffi cult for NASA’s Earth science community to justify during 
the late 1990s. It was supposed to be the space agency, after all.

nasa, environmental politics, and the politics of 

modern science

After World War II, the United States began to develop a large-scale, publicly 
funded research infrastructure.9 In 1958, the Eisenhower administration trans-
formed the National Advisory Committee for Aeronautics into the National Aero-
nautics and Space Administration, adding a new element to the nation’s research 
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portfolio. In the short run, NASA’s task was to develop American rocketry to over-
come perceived Soviet leadership in this technology area. It was also intended to 
develop space science. President Dwight D. Eisenhower had rejected demands 
for a crash program to put men in space.10 Instead, he favored a more measured 
scientifi c program. His successor, John F. Kennedy, however, altered NASA’s 
direction into the now familiar Big Technology approach of Apollo. While scien-
tifi c research was within NASA’s mandate, during the 1960s the agency’s focus was 
on the large-scale engineering required to win the race to the Moon, bettering the 
Soviet Union in human spacefl ight technology.11 Its purpose was the production 
of space spectaculars. Conducting high-quality science was a secondary priority 
for NASA during this period.

This changed during the 1970s. The public rapidly turned against the space 
spectaculars of the Mercury/Gemini/Apollo sort. In fact, there was a larger move-
ment against Big Technology. There was widespread opposition to large-scale, 
publicly funded technologizing in general, with activist organizations opposing 
SSTs, nuclear power, large public dam projects, and even NASA’s Space Shut-
tle.12 In its place, an alternative technology movement organized to promote 
human-scale technologies.13 Combined with the growing cost and economic 
impact of the Vietnam War, these trends caused President Richard M. Nixon to 
cancel the Apollo program. This left the Space Shuttle, and NASA’s short-lived 
Skylab, as the agency’s principal human spacefl ight activities during the decade. 
While these maintained the agency’s human spacefl ight capabilities to a degree, 
they were not the all-consuming mission that agency leaders had become familiar 
with. They also left the agency with underutilized technical talent.

The political consensus that emerged during the early 1970s favored applying 
the nation’s technical and scientifi c resources to national needs. These were pri-
marily defi ned as civilian and domestic in nature, in opposition to the heavy mili-
tary bias of American science during the previous two decades.14 There seemed 
to be many domestic ills in need of curing. Suburbanization had led directly to 
decaying urban cores and subsequent demands for urban renewal. The tightly 
linked problem of urban unrest and consequent demands for more, or at least 
more effective, policing drew public attention. Most important for atmospheric 
science, however, were the growing demands for a healthier environment.

The late 1960s had seen the emergence of environmental politics as a new 
feature of American life. For a number of years, environmental concern was 
bipartisan, at least in the sense that both major political parties were willing to 
accept that environmental degradation was real, that scientifi c research into this 
area was legitimate, and that reasonable mitigation actions should be taken once 
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identifi ed. Confl ict, of course, could revolve around the defi nition of reasonable 
mitigation. But the dogmatic opposition to all things environmental that emerged 
during the 1980s in conservative circles was not a major force in American politics 
during the 1970s. President Nixon, considered a political conservative in his own 
time, thus signed most of the nation’s primary environmental legislation: the 
National Environmental Policy Act, the Clear Water Act, the Endangered Spe-
cies Act, and the Clean Air Act. He also created by executive order the Environ-
mental Protection Agency (EPA).15

NASA leaders of the 1970s chose to see the political attention being given to 
environmental problems as an area to which the agency’s existing talent could 
contribute. During the preceding decade, the agency’s Offi ce of Applications had 
pursued the development of applications satellites, a category that included com-
munications and meteorological satellites. The agency’s fi rst Television-Infrared 
Observations Satellite (TIROS) successfully transmitted pictures of vast regions 
of clouds in 1960. The third TIROS spotted a hurricane forming far out over the 
ocean, promising much earlier storm warnings. Weather satellites had seemed to 
provide a clear value to people on the ground, and they garnered strong political 
support. This sort of technology-in-the-public-interest was a way the agency could 
demonstrate its continued usefulness. The applications program had not been a 
science program, however. Instead, its leaders had expected other organizations 
to pay for scientifi c activities and the development of utilitarian products.

Building on the capabilities it had developed in its weather satellite applica-
tions efforts and its planetary science program, NASA gradually moved itself into 
what has been called policy-relevant science, but with a specifi cally environmen-
tal bent.16 Perceived problems included air and water pollution, depletion of 
the stratospheric ozone layer, and climate change. Scientifi c questions regarding 
these phenomena often appeared to require the agency’s unique technological 
capabilities to investigate. Global changes required the global perspective satel-
lites provided, and because NASA technologists had developed the ability to 
examine the chemistry and climates of the other terrestrial planets, they wanted 
to study Earth as well. By the mid-1970s, advocates inside the agency wanted 
NASA to take a leading role in these research fi elds, and NASA administrator 
James Fletcher agreed.17 In 1975, NASA won from Congress the new mission of 
fi guring out whether anthropogenic chemicals were reaching the stratosphere 
and damaging the protective ozone layer; beginning with this area, the agency 
gradually built its atmospheric research program around global environmental 
change.18

During the 1980s, NASA and the National Oceanic and Atmospheric Admin-
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istration (NOAA) teamed up to conduct a series of expeditions to Antarctica to 
determine the cause of the stratospheric ozone hole that the British Antarctic 
Survey had discovered in 1985. NASA also began a similar series of fi eld expedi-
tions to characterize the chemistry of the troposphere. These research programs 
immersed the two agencies in political controversy, as their fi ndings directly 
impacted signifi cant industrial activities. Eventually, the joint NASA-NOAA 
research led directly to the elimination of CFCs by international treaty. Other 
authors have studied the effort to develop regulatory policy regarding CFCs and 
construct the international treaty regime, but they have not examined it from 
NASA’s perspective, or from the standpoint of scientifi c practice, which is crucial 
to understanding the evolution of science in the late twentieth century.19

Simultaneously, NASA began advocating the construction of a small armada 
of EOS satellites to carry out nothing less than a reconstruction of the Earth sci-
ences around a space-based, highly interdisciplinary concept of Earth System 
Science.20 A major goal of this effort was the development of a fully integrated 
understanding of how the Earth’s atmosphere regulates climate through its role 
in transmitting and distributing energy. This Mission to Planet Earth, as it was 
known until the late 1990s, was the largest component of the U.S. Global Change 
Research Program. The Global Change Research Program was launched in 1989
by the fi rst Bush administration in an attempt to understand the consequences of 
the gradual, and inexorable, increase in greenhouse gas concentrations from 
human activities.21 By this time, the leaders of the American atmospheric science 
community believed that carbon dioxide–induced warming was inevitable but 
could not agree on consequences; formulation of sound mitigation measures, at 
least to policymakers, seemed to require a better understanding of the potential 
consequences. 

Historians James Rodger Fleming and Spencer Weart have both examined the 
evolution of American scientifi c interest in the climate change problem.22 Flem-
ing’s work largely ends with the International Geophysical Year (IGY), when sys-
tematic carbon dioxide measurements began at Mauna Loa and NASA was cre-
ated. Weart approaches the present, but largely ignores NASA’s unique interest in 
studying planetary climates. While NASA researchers were very interested in 
Earth’s climate, many key researchers came to that interest from studies of the 
climates of Venus and Mars; James Pollack at Ames Research Center, for ex -
ample, wrote an infl uential 1979 treatise on the climate evolution of the Earthlike 
planets—Earth, Venus, and Mars.23 Further, their interest in climate regulation 
forced them to begin examining the interactions between various elements of the 
climate system. If atmospheric composition controlled climate, then the chemis-
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try of the atmosphere had to be studied in multiple contexts—planetary out-
gassing, geochemical processing, and (at least on Earth) biospheric processing. 
This was a major infl uence on the space agency’s scientifi c interest in studying 
climate.

The political consensus that had surrounded environmental science, if not 
mitigation, began to disintegrate during the 1980s, and this directly impacted 
NASA’s research programs by the mid-1990s. Ronald Reagan had based his 1980
presidential campaign in part on anti-environmental themes, and on taking offi ce 
in 1981 had embarked on efforts to weaken environmental laws. Because of this, 
he faced continuing attacks by environmental groups.24 After a broad-based attack 
on civilian science spending in his fi rst two years in offi ce, however, his adminis-
tration started reversing its cuts to environmentally relevant science. For the rest 
of the decade, while environmental policy continued to be controversial, policy-
related science could largely be carried out without retaliation by government 
offi cials—although not without attacks by conservative political actors outside 
government.

Beginning with NASA scientist James E. Hansen’s testimony in 1988 that 
“global warming has reached a level such that we can ascribe with a high degree 
of confi dence a cause and effect relationship between the greenhouse effect and 
the observed warming,” that began to change.25 NASA had been instrumental in 
demonstrating that stratospheric ozone depletion was caused by manmade CFCs, 
leading to a worldwide ban on their production. From the perspective of some on 
the political right, NASA had been directly involved in the dismantlement of an 
entire industry by government fi at, violating a basic tenet of late twentieth-century 
conservatism: the superiority of “free market” economies over state-regulated 
ones. NASA’s complicity in destroying the CFC industry, and its support for cli-
mate science, which threatened the fossil-fueled American way of life at the end 
of the century, brought its Earth scientists increasingly under attack during the 
1990s. Devoutly anti-environmental leaders took over Congress in the 1994 Re -
publican Revolution. By 2003, despite overwhelming consensus among the na -
tion’s scientifi c organizations that global warming was real and likely to have sig-
nifi cant negative consequences, a leading senator still referred to global warming 
as “the greatest hoax ever perpetrated on the American people.”26

During the 1960s, physics and physicists had been under attack by the Ameri-
can political left over the science’s intimate involvement in America’s vast mili-
tary-industrial complex.27 This had been one driver behind the downfall of phys-
ics as the nation’s prestige science during the 1970s, as environmentalism reached 
its peak. By the turn of the century, the political dynamics affecting American 
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science had shifted dramatically, with the atmospheric sciences, tied closely to 
environmental concerns, suddenly out of favor. 

nasa and american earth science

Much of the history of twentieth-century American science to date has focused 
on physics and, more recently, biology. The fi eld has also evolved as a history of 
laboratory science. There is only a small body of literature on twentieth-century 
fi eld science.28 But in the geophysical sciences, fi eld studies and expeditions are 
vital: these sciences are about understanding the Earth. No laboratory can cap-
ture the complexity of the Earth’s processes, hence in the Earth sciences one must 
go outside to study one’s subject. While the satellite program of the IGY has 
drawn essentially all of the historical interest in that event, its purpose had been 
fi eld science, and particularly polar exploration. Following this geophysical tradi-
tion of fi eld science, NASA built fi eld capabilities of its own.

In her history of the origins of plate tectonics, Naomi Oreskes discusses the 
effort to make geology a quantitative science in the early twentieth century, 
through laboratory studies and the gradual abandonment of mapping, the primary 
nineteenth-century geologic activity. Field studies became secondary, and in deed, 
derided as an avoidance of “serious scholarship.”29 But NASA did the opposite in 
the second half of the twentieth century. It not only embarked in fi eld science, it 
sought to bring lab-quality measurements into the fi eld. In other words, the agen-
cy’s science leaders tried to gain for Earth sciences the best of both worlds: quan-
titative measurements taken in the context of the real world. Actually, their en -
deavors occurred in the context of several worlds, once one considers that 
planetary sciences are merely the Earth sciences carried out elsewhere.

NASA’s leaders did this for two reasons. NASA is the space agency, and parts 
of it are dedicated to the study of other planets. But scientists can’t go there to 
measure things themselves. With the sole exception of Moon rocks returned from 
the lunar surface by the Apollo program between 1969 and 1973, they couldn’t 
bring the rocks of other planets into the laboratory either. So they sought to send 
their laboratories off to the other planets instead. But understanding the data sent 
back by their robot laboratories often meant turning the instruments loose on 
Earth fi rst. That way the planetary instruments’ performance could be checked 
via comparison by other, better understood, instruments.

Second, NASA scientifi c leaders sought to achieve credibility with the Ameri-
can science advisory community (dominated throughout this period by physicists 
and chemists) and with policymakers as more and more of NASA’s science estab-
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lishment became involved in politically controversial areas. So NASA managers 
focused a great deal of attention on issues of calibration and intercomparison. 
They mounted large-scale fi eld experiments, as their expeditions were called, 
perhaps attempting to borrow some of the cultural glamour of physics or the cred-
ibility of experimental science more generally, in order to collect real-world data. 
The best known of these are the agency’s expeditions to Antarctica to study the 
ozone hole problem.30

Methodologically, the agency’s focus on large-scale data collection, analysis, 
and adequate calibration is recognizably what Susan Faye Cannon labeled Hum-
boldtian science, after the efforts of nineteenth-century explorer-scientist Alex-
ander von Humboldt.31 Humboldt carried a huge variety of instruments on data-
 collecting expeditions, along with mules and porters and other assistants to help 
him carry them. Calibration, intercomparison, and a quantitative understanding 
of errors were important parts of his method. He sought patterns in data that 
could be masked by such errors; he was also one of the pioneers of data visualiza-
tion—isobaric maps, for example. Perhaps the most successful application of his 
methods in the nineteenth century was to the study of tides, leading eventually to 
useful tide charts. Whether they knew it or not, NASA leaders replicated Hum-
boldt’s methods, although one suspects Humboldt would miss the mules and 
porters that NASA’s airplanes have replaced. 

Humboldt was also very interested in Earth’s (and humanity’s) place in the 
universe, and the spacecraft the Jet Propulsion Laboratory (JPL) sent to Mars and 
Venus radically altered scientists’ understanding of that subject.32 These two 
worlds, Earth’s nearest neighbors, were largely expected by the scientifi c com-
munity of the 1950s to be roughly Earthlike, with Mars assumed to have at least 
plant life.33 But both turned out to be enormously inhospitable. This fact forced 
planetary scientists to think about the relationship between chemistry and climate.
Mars and Venus had not started out much differently from Earth, sharing the 
same basic elemental composition and receiving only slightly different amounts 
of energy from the Sun. How did they become so alien?

This question led NASA into one of the great scientifi c controversies of the late 
twentieth century, global warming. It was already well known by the late 1960s
that human activities were changing the chemistry of Earth’s atmosphere; as plan-
etary exploration largely ended in the late 1970s and early 1980s, planetary scien-
tists turned their interests to Earth. What would anthropogenic changes to atmo-
spheric chemistry do to the Earth? There turned out to be quite a number of 
economic and political interests who didn’t want to know the answer to that 
question. 
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But asking this question, and many others related to it, caused NASA to embark 
on a deliberate program of scientifi c reconstruction. Its leaders of the mid-1980s
wanted to reshape the Earth sciences into a new, integrated discipline. They per-
ceived that during the fi rst half of the century, barriers between various compo-
nents of what had once been the discipline of natural history had grown high 
enough to impede understanding of how Earth really worked. There were com-
plex interactions between the oceans, land surface, atmosphere, and (perhaps 
most important) between and among the life forms inhabiting Earth. Earth was 
a living system, not a dead one with a thin green scum on its surface. This plan-
etary view of Earth was not immediately welcome in the Earth sciences. Hence, 
NASA set out on a radical agenda in 1986. It set out to create Earth System Sci-
ence, built up around a holistic, and Humboldtian, view of Earth.

This book argues that the political controversies in which NASA found itself 
embroiled beginning in the 1980s were a direct legacy of its scientifi c program of 
the 1960s. Its scientists developed a view of the world that put them at odds with 
American politics, and even at times with various communities of the Earth sci-
ences. Their response was to try to reconstruct their sciences in the hope of resolv-
ing both the scientifi c questions and political controversies with the methodologi-
cal tools of modern science.

All this started with the IGY.



c h a p t e r  o n e

Powered by solar energy equivalent to nearly seven mil-
lion atomic bombs, persistent winds weave vast three-
dimensional patterns of which our daily weather charts 
show mere eddies.

—Harry Wexler, 1955

The International Geophysical Year (IGY), which ran for the eighteen-month 
period spanning 1957 and 1958, is well known as the formative event of the space 
race that took place during the 1960s as well as that of the National Aeronautics 
and Space Administration.1 The new American space agency took its initial re -
search agenda from the IGY’s Earth satellite program. It also became the institu-
tional home for a long-term effort to construct both a global dataset and a real-
time global observation system that could feed future global operational forecast 
models data.

Harry Wexler, the Weather Bureau’s chief of research, had been an early advo-
cate of satellite meteorology. In fact, he had been a literal visionary. Well prior to 
the fi rst satellite, he painted a picture of what Earth might look like from space—
cloudscape and all. It now belongs to the National Air and Space Museum in 
Washington. Wexler’s artistry represents one of the major goals of meteorologists 
of mid-century: a detailed understanding of the general circulation of Earth’s 
atmosphere.

Establishing the 
Meteorology Program
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NASA was tasked in its 1958 charter with the development of space applica-
tions. Communications and weather satellites were its two earliest effects, and it 
was in the applications directorate that the meteorology program was located. 
NASA, of course, was not itself responsible for weather forecasts. That responsibil-
ity belonged to Wexler’s U.S. Weather Bureau. Hence the aim of the NASA pro-
gram was to develop the application of satellite meteorology for the Weather 
Bureau’s ultimate use. This made the two agencies partners, in essence, if not 
always comfortable ones.

The NASA meteorology program was part of a larger effort within the meteo-
rology profession to reconstruct meteorology along the lines of the so-called hard, 
or physical, sciences. A handful of meteorologists had sought the ability to use the 
fl uid dynamics equations to predict the generation and movement of weather 
since the early years of the twentieth century. Because the fl uid dynamics equa-
tions are nonlinear, and because the atmosphere is complex, computation of the 
weather proved extraordinarily diffi cult. It could not be done successfully until 
the development of the stored-program digital computer after World War II. This 
device, even in its early, primitive form, could out-calculate rooms-full of trained 
human computers, as they were then known. Human computers were rapidly 
re  placed by this new machine, which then opened new realms of computational 
possibility. One of the fi rst fi elds of science transformed by the computer was 
meteorology. Global data from satellites seemed to promise a second revolution 
in forecasting, permitting accurate forecasts months in advance.

numerical forecasting

Prior to the twentieth century, meteorology was practiced two ways. Climatolo-
gists collected and analyzed regional datasets, generating mean and average val-
ues and fi nding regularities in these averages. They could also make reasonable 
statements about the frequency of major phenomena, such as hurricanes. The 
calculations necessary to do this were time consuming and did not permit predic-
tion of short-term phenomena such as weather. At best, climatologists could iden-
tify long-term trends once they began. The second component of meteorology, 
forecasting, was more art than science. Beginning in the 1840s, the development 
of telegraph networks allowed rapid collection of surface data, which became the 
basis for synoptic meteorology.2 Forecasters placed data on maps, and based on 
their training and experience they could make reasonable predictions of the next 
day’s weather. Over many years of experience, regional forecasters developed a 
detailed understanding of how weather typically happened in their area of respon-
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sibility, making weather prediction a matter of both data and experience. It was 
not, however, a modern physical science, based upon the known laws of physics 
and quantitative analysis.

At the end of the nineteenth century, a few individuals began promoting re -
construction of meteorology along physical lines. Cleveland Abbe in the United 
States and Napier Shaw in Great Britain had each argued that the time had come 
to make meteorology a modern physical science, and Abbe set out a system of 
seven equations that could permit calculation of the weather. The most effective 
promoter of dynamical meteorology, as the nascent discipline was called, was 
Vilhelm Bjerknes, founder of the Bergen School of meteorology and pioneer of 
the highly successful (but still not physics-based) system of air mass analysis. 
Bjerknes had contended that the physical laws by which the atmosphere func-
tioned were already known, in the principles of fl uid dynamics and thermody-
namics.3 He gathered many converts, including the fi rst person to actually try to 
calculate the weather, Lewis Fry Richardson.

Richardson, an Englishman, Quaker, and pacifi st, carried out his effort to 
calculate the weather during his service as an ambulance driver during World 
War I. He developed a set of partial differential equations and a numerical method 
of solving them via approximation in order to carry out his trial. He had collected 
large amounts of data from throughout Europe to feed into the calculation; lastly, 
he had had to develop methods to fi ll in parts of the map where data had been 
unavailable. Once all this work was completed, he had then spent six weeks car-
rying out the calculations for a six-hour forecast for only two locations on his map. 
And the resulting forecast was wildly off the mark, with one of the two positions 
having an error signifi cantly greater than the location’s natural variability. His 
results were lost for several years, then found under a coal heap in Belgium and 
returned to him. Richardson expanded and published the results of this fi rst 
attempt to calculate the weather in 1922, in a magnum opus titled Weather Predic-
tion by Numerical Process.4

Richardson’s effort, despite having produced an inaccurate forecast, was not 
ignored. It was widely read and commented upon, and it was highly regarded 
within the community of research meteorologists. It was a fi rst try at a new method 
of prediction, made with inadequate data. Yet Richardson’s methodology was rig-
orous and complete.5 Meteorologists chose to believe that Richardson’s method-
ology was the correct way to go about calculating the weather, but that the sheer 
enormity of the calculations had prevented success. Indeed, in his book Richard-
son had imagined the scope of the “weather factory” necessary to numerically 
predict the weather in real time. He envisioned a vast hall fi lled with 64,000
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“human automata” using desk calculators and communicating via telegraph, 
engaged in calculating the weather.6 Hence no one followed Richardson’s lead 
for many years.

The development of the digital computer in the fi nal years of World War II 
permitted the meteorological community to revisit numerical weather prediction. 
John von Neumann, an already-famous mathematician at the Institute of Ad -
vanced Studies in Princeton, had collaborated on the ENIAC computer project 
and in the process had developed the logical structure that eventually formed the 
basis of all stored-program digital computers. He sought funding for such a ma -
chine for use in scientifi c research. He had been introduced to Richardson’s work 
by Carl Gustav Rossby at the University of Chicago during a meeting in 1942, and 
became interested in applying the digital computer to weather prediction in early 
1946. After a meeting with RCA’s Vladimir Zworykin and the head of the U.S. 
Weather Bureau, Francis W. Reichelderfer, and more than a little enthusiastic 
advocacy by Rossby and the Weather Bureau’s chief of research, Harry Wexler, 
von Neumann decided to establish a meteorology project associated with the 
computer he was trying to build, the EDVAC.7

The numerical meteorology project crystallized under Jule Charney in 1948,
after several other project leaders had left for other tasks. Charney, who had com-
pleted his PhD work at UCLA but had been strongly infl uenced by Rossby at 
Chicago during a nine-month stay in 1946, had carried out an examination of why 
Richardson’s prediction had been so far off prior to joining the project; once in 
Princeton, Charney developed a new methodology that replaced Richardson’s 
seven primitive equations with a single equation. This placed the computing 
needs within the expected performance of the EDVAC, and in fact could be 
solved (if slowly) by hand. Known as the barotropic model, Charney’s model 
made several unrealistic assumptions, but it produced reasonable twenty-four-
hour forecasts. It degraded quickly after that, though, primarily due to its assump-
tion that all processes were adiabatic, in other words, occurred without energy 
exchange. In 1951, Norman Phillips joined the team after completing his disserta-
tion research at Chicago. Phillips developed the fi rst baroclinic model, a two-
layer model that permitted energy exchange. This produced very successful 
twenty-four-hour forecasts in 1952.8

Charney’s group believed that the baroclinic model’s forecasts still had value 
out to forty-eight hours, a signifi cant improvement over those achieved by state-
of-the-art human forecasters most of the time. Several government organizations 
perceived value in the group’s models as well, and the Joint Meteorology Com-
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mittee, administratively under the Joint Chiefs of Staff but composed of represen-
tatives of the air force’s Air Weather Service, the civilian Weather Bureau, and the 
Naval Weather Service, advocated formation of an operational numerical predic-
tion center that would serve the three organizations. Known as the Joint Numeri-
cal Weather Prediction Unit, this was established in July 1954 and became opera-
tional in 1955, using models developed by Philip Thomas and George Cressman, 
both of whom had experience at the Institute for Advanced Study (IAS) meteorol-
ogy project.9 Cressman became the unit’s head, and eventually became the direc-
tor of the U.S. National Weather Service.

The models developed at the IAS project prior to 1953 were all regional in 
extent. Because the weather was not regional, but traveled globally, this limited 
their predictive range to two days or so. Longer-range prediction required models 
that were at least hemispheric in extent. In 1955, Phillips demonstrated the fi rst of 
a series of general circulation models that accurately replicated the seemingly 
permanent, large-scale structures of the global atmosphere, such as the jet stream 
and the prevailing winds.10 Researchers in several places began to conduct gen-
eral circulation experiments after Phillips’s demonstration.11 While these were 
not forecast models, their success, combined with the success of the regional 
forecast models developed in the IAS project, indicated that global weather pre-
diction could be accomplished. 

The principal challenge facing researchers interested in developing global cir-
culation models, and particularly those interested in extending the useful length 
of weather forecasts after the mid-1950s, was data. Charney’s group at IAS made 
use of data collected in previous years to initialize their forecast models, and 
could compare the model output to the actual weather as recorded by the Weather 
Bureau. One of the most convincing experiments had been a successful retro-
spective prediction of an unusual winter storm on Thanksgiving Day, 1950, by 
Phillips’s baroclinic model. This experiment had demonstrated the superiority of 
the baroclinic model over Charney’s older barotropic model, which had not gen-
erated the storm from the same initial dataset.12 Model researchers believed that 
they could only improve model performance by comparing their model’s output 
to real data. But there was no such dataset against which to compare the detailed 
performance of global models. There had never been a reporting network in the 
Southern Hemisphere, and from the standpoint of meteorological researchers of 
the early 1950s the Southern Hemisphere remained a vast terra incognita. The 
situation in the equatorial belt was no better. Data for the Northern Hemisphere 
existed and was collected routinely after World War II in support of the ongoing 
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military operations of the United States. This data, once centrally archived and 
evaluated for quality, permitted the construction of hemispheric prediction mod-
els during the late 1950s. But global models had to wait for a global dataset.

The small Weather Bureau modeling effort, fi nally, was not the only one in 
the United States during the 1950s. At UCLA, Yale Mintz and Akio Arakawa were 
also developing general circulation models. The armed services more generally 
were interested in atmospheric models, which could aid in everything from pre-
dicting weather for fl ight planning to understanding the effects of nuclear weap-
ons. Will Kellogg, a UCLA doctoral graduate who had moved to RAND, worked 
on local-scale models to allow prediction of the dispersion of radioactive fallout 
from nuclear weapons tests during the 1950s, for example.13 He also co-wrote one 
of the earliest proposals for satellite meteorology.

rocket research, the igy, and the promise of 

global data

NASA’s science program of the 1960s had its roots in an informal, self-appointed 
group of physicists that had formed in 1946 around Germany’s V-2 rocket. Call-
ing themselves the V-2 Panel, and later the Rocket and Satellite Research Panel, 
this rather casual entity used many of the hundred or so V-2s assembled from 
parts collected in Germany at the end of the war for upper atmosphere research. 
They were primarily interested in investigating the ionosphere and the regions 
above it using new instruments and techniques that they devised for themselves. 
The members of the group were employed by a variety of universities, including 
Princeton, Johns Hopkins, Iowa State, and Harvard, and by military agencies, 
particularly the Naval Research Laboratory (NRL). Their funding came through 
various mechanisms from all three armed services, which sought better under-
standing of the upper atmosphere’s radio characteristics to improve radar and 
radio performance.14

When the V-2s ran out, the panel had utilized U.S.-built sounding rockets to 
continue their research. Simultaneously, the U.S. government spent vast sums 
developing longer-range liquid-fueled rockets to serve as delivery systems for the 
atomic bomb. These new rockets offered a tantalizing future opportunity to ob -
tain information about the Earth from outside it—a truly global dataset. The 
potential was not lost on the few individuals who had clearance to know about the 
rocket research. The RAND Corporation, founded in 1945 to serve as an advisor 
to the Army Air Forces, had started looking at the possibilities inherent in orbital 
observation posts in 1947. Writing about his experiences in the RAND project 
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during the late 1940s, meteorologist William Kellogg explained that what RAND 
most needed was evidence that a higher-altitude perspective would be useful to 
weather prediction.15 The V-2 Panel provided it in 1949, producing a series of 
cloud photographs from a V-2 launch. 

Many scientists not involved with rocket research were dismissive of it. Histo-
rian David DeVorkin has argued that the rocket researchers were almost entirely 
outsiders, scientists who were conducting research in well-established scientifi c 
fi elds without being members of the relevant research communities.16 They were 
members of a new technical culture interested in producing new research capa-
bilities, new ways of doing research. They were less interested in the results, and 
given the unreliability of rockets, they often achieved little but frustration for their 
efforts. But they were by and large not deterred either by frustration at rocket and 
instrumentation failures or by the skepticism (and frequently outright hostility) of 
more traditional scientists. Because their patrons were the armed services, and the 
services recognized the importance of improved understanding of the high alti-
tudes even if the rest of the scientifi c community did not, their funding, while 
hardly infi nite, was assured.

Activism by the members of the rocket research panel, and particularly by 
Lloyd V. Berkner, aimed at increasing the stature of rocket research helped lead 
to a 1950 proposal that 1957 be declared an “International Geophysical Year.”17

The idea had gotten its start in James Van Allen’s living room, where a number of 
the rocket researchers had gathered to meet geophysicist Sydney Chapman.18 It 
grew out of a discussion of the need for a “Third Polar Year” to expand scientifi c 
understanding of the complex polar atmosphere.19 The “year” was to run for 
eighteen months, and it was chosen to coincide with the solar sunspot maximum. 
During the IGY, a wide range of scientifi c studies would be carried out planet-
wide by international teams of scientists. The organizers hoped IGY would in -
clude Antarctic studies, investigation of the airglow phenomenon that occurred 
at various altitudes, and deep-sea experiments, in addition to a great deal of rocket 
research. It would also involve extensive fi eld expeditions, including multiyear 
ocean studies and Antarctic exploration. In 1952, the International Council of 
Scientifi c Unions (ICSU) accepted the American proposal, making the project 
international in scope. 

Late in 1952, the United States started organizing its IGY effort by forming 
the National Committee for the International Geophysical Year (USNC). The 
USNC’s task was coordination of what would be a very large effort encompassing 
a number of government agencies and many universities. It was formed under the 
auspices of the National Academy of Sciences, which had been chartered by 
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Congress in 1863.20 The Academy represented the United States within the ICSU, 
the parent organization of the IGY, and it also served as a source of scientifi c 
advice to the government. The Academy was technically a nongovernmental or -
ganization, however, and placing the USNC outside the government permitted 
the civilian scientifi c mission of the IGY to remain paramount. The USNC’s task 
was coordination and selection of experiments, which it did through a series of 
committees that recommended which experiments should be funded. The fund-
ing agency for the IGY’s scientifi c effort was the National Science Foundation 
(NSF), which let grants and contracts to experimenters based on the USNC’s 
recommendations.

The chairman of the committee was Joseph Kaplan and his executive secretary 
was Hugh Odishaw. Kaplan was a physicist at the University of California, Los 
Angeles, who had specialized in the spectra of diatomic molecules commonly 
found in the upper atmosphere. He lent strong support to the idea of orbiting a 
satellite during the IGY, and when President Dwight D. Eisenhower approved 
the satellite idea in July 1955, formed a Technical Panel on the Earth Satellite 
Program. The Technical Panel’s function was to solicit scientifi c proposals and 
select the experiments that would fl y aboard the nation’s fi rst satellites. Its mem-
bers were Kaplan and Odishaw, Homer E. Newell, Jr. of NRL, William H. Picker-
ing of the Jet Propulsion Laboratory (JPL), Athelstan Spilhaus of the University 
of Minnesota, Lyman Spitzer, Jr. of Princeton University, James A. Van Allen of 
the State University of Iowa, and Fred Whipple of the Smithsonian Astrophysical 
Laboratory.21 Newell, Pickering, Spitzer, and Van Allen were also members of the 
Rocket and Satellite Research Panel. This network of close affi liations and over-
lapping committee memberships would eventually help smooth space science’s 
transition from the Technical Panel to NASA three years later. In 1955, this group 
held both the scientifi c knowledge to recognize valuable experiments and the 
rocket engineering experience to select experiments that might be possible within 
the IGY’s time horizon.

The Technical Panel hoped to orbit twelve satellites during the IGY—actually, 
they were more realistic in hoping for six successes out of twelve tries. By the end 
of 1955, the group already had fi ve proposals in hand. The fi rst had been Van 
Allen’s proposal for a cosmic ray experiment, received shortly before the panel 
had even been appointed. Others included S. Fred Singer’s proposal to measure 
erosion of the satellite’s skin by micrometeoroids and Herbert Friedman’s pro-
posal to measure variation in the intensity of solar Lyman alpha radiation. These 
were proposals by insiders, people already well-connected to the IGY program, 
but the panel also took steps to recruit new experimenters. They began the search 
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for more proposals by holding a symposium in Ann Arbor, Michigan, in January 
1956 on “The Scientifi c Aspects of Earth Satellites.” The symposium was orga-
nized by Van Allen and Odishaw, and was attended by about fi fty geophysical 
scientists invited by the panel. The prospective researchers heard briefi ngs on 
both the potential of satellite research and the technical constraints that satellites 
would impose on experiments, in order to help them plan valid experiments (and 
reduce the number of infeasible proposals received by the Technical Panel). 

The thirty-three papers presented at the symposium refl ected the breadth of 
possible atmospheric research programs, with a strong bias toward the upper at -
mosphere and magnetosphere. Three experiments were aimed at determining 
atmospheric pressure and density by various means, while fi ve addressed mea-
surements related to the Earth’s magnetic fi eld. Radiation at high altitudes drew 
six papers, and in two papers, experimenters proposed meteorology experiments. 
There were also three papers on micrometeoroids and erosion of the vehicle’s 
surface and three more oriented at the ionosphere. The balance of the papers 
covered technical aspects of satellite research, including tracking and telemetry 
requirements.

The actual selection of experiments was made by a subset of the Technical 
Panel, the Working Group on Internal Instrumentation. This proved to be a dy -
namic process, with no single decision date.22 Instead, the Working Group met 
when it had a batch of new proposals to evaluate. They also met to assess the 
progress of already chosen instruments. They prioritized experiments, evaluated 
which experiments could be packaged with others in the very small Vanguard 
satellite (50.8 centimeters in diameter) without causing interference, and pro-
vided an ongoing source of encouragement and advice. They did not limit their 
support to experiments that could be carried out during the IGY; they also recom-
mended funding of experiments that almost certainly would not fl y during IGY 
but would be scientifi cally worthwhile in some future program. One experiment 
that was a relative latecomer to the program is worth following to detail how ex -
periments (and perhaps more important, experimenters) moved from the IGY 
effort into the NASA era.

On 31 May 1956, Harry Wexler wrote to Joseph Kaplan to propose an experi-
ment designed to determine the Earth’s heat balance—the difference between 
the incoming solar radiation and the outgoing infrared energy radiated by the 
Earth itself.23 Wexler, who had helped push John von Neumann into setting up 
Charney’s meteorology group at the Institute for Advanced Study (IAS) in 1946,
was involved in research on weather control and modifi cation, and he was also 
heavily involved in the IGY’s Antarctic research efforts. He proposed this experi-
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ment because the Earth’s global, short-term heat balance was of great value to 
meteorologists. While incoming and outgoing radiation had to match over the 
long term (or the Earth would heat or cool very rapidly), it might vary substan-
tially over the short run or in localized areas, which would affect weather patterns. 
For the same reason, the energy balance was useful to numerical modelers, who 
used an average value developed by Julius London in the early 1950s from ground-
based measurements as an input. London’s value was widely believed to be fl awed 
simply because he had possessed no way of determining the amount of energy 
that reached the top of the atmosphere from the Sun. Better predictions required 
a better understanding of the Earth’s energy fl ows, and these could only be mea-
sured adequately from space.

Wexler did not provide any technical detail in this letter, but a few days later 
he presented more detail to the Technical Panel. At the University of Wisconsin, 
Madison, a group of researchers in the meteorology department headed by the 
department chairman, Verner Suomi, had sketched out a lightweight device that 
could measure the three parameters necessary to calculate the heat balance. 
Suomi had done his doctoral dissertation at the University of Chicago on the odd 
subject of measuring the heat balance of a cornfi eld. To measure the Earth’s heat 
balance, he proposed using a set of three sensors. One sensor would measure the 
incoming solar radiation. A second sensor would detect the energy refl ected off 
cloud tops, which had to be subtracted from the incoming radiation. Earlier 
ground and balloon experiments had estimated this refl ected energy could be up 
to 35 percent of the total. A third sensor would detect the Earth’s outgoing infrared 
energy. Wexler still did not present a proper technical proposal, which he told the 
group would be submitted by Suomi.

Suomi’s detailed proposal was fi nally forwarded to the Technical Panel for 
evaluation in October 1958, and was promptly recommended for approval by the 
Working Group and assigned the number ESP-30.24 Because it was a meteorology 
experiment, the National Academy of Science’s Committee on Meteorology 
(chaired by the ubiquitous Lloyd Berkner) weighed in with a recommendation of 
its own, that “at the earliest feasible moment” a heat balance experiment be 
fl own.25 At its 5 December meeting, the USNC approved both Berkner’s recom-
mendation and Suomi’s experiment, and on 16 December Suomi submitted his 
proposal to NSF for funding. His proposed budget was $75,000, a number that 
would become $131,000 as the experiment played out.

The Wexler-Suomi experiment was assigned to experiment group IV, which 
included another meteorological experiment designed by William G. Stroud at 
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the U.S. Army’s Signal Engineering Laboratories at Fort Monmouth, New Jersey. 
This sensor was designed to produce images of the Earth in the near infrared 
using a pair of lead sulfi de detectors. But the Technical Panel did not believe that 
both experiments could be supported all the way through fl ight primarily due to 
funding limitations. The Technical Panel could not decide which experiment 
was of greater value to meteorology, however, and to help it make what it termed 
an “agonizing” decision, it sought the opinions of research meteorologists in sev-
eral universities and air force laboratories. At a meeting to be held 5 November 
1957, the panel would use their recommendations to choose between the two.26

Suomi’s experiment was chosen, but that proved not to matter. In the very 
short run, Stroud’s experiment continued under army funding. It would not be 
part of the Vanguard satellite program, but Vanguard very quickly ceased to be the 
only satellite program. The Soviet Union’s orbiting of Sputnik 1 on 4 October 1957
disarrayed the entire IGY satellite program. As the next two years played out, both 
experiments were able to fl y as more and more resources were devoted to fi nish-
ing the IGY program and demonstrating that U.S. science was not inferior to 
Soviet science.

Major changes occurred around the Earth satellite program in Sputnik’s vast 
wake and the subsequent explosion of the fi rst Vanguard shot in December. The 
Army Ballistic Missile Agency (ABMA) in Huntsville, Alabama, where Wernher 
von Braun’s rocket engineers had carried out a series of successful suborbital re -
entry tests during 1957, received permission to enter the satellite race using its 
relatively (compared to Vanguard, anyway) mature Jupiter rocket. ABMA’s Proj-
ect Orbiter, proposed in conjunction with JPL in Pasadena, had been Vanguard’s 
chief competitor in 1955 but had been shelved after President Eisenhower had 
chosen Vanguard. Orbiter had never been far from von Braun’s mind, however, 
and after Sputnik he was able to convince his superior, General John B. Medaris, 
to let him prepare for a January 1958 launch. Medaris assigned the actual satellite 
to JPL, giving that organization its entry into the satellite business.27

The January 1958 launch gave JPL less than ninety days to produce a satellite 
and deliver it to Huntsville, which was possible only because one of the IGY’s 
instruments had already been prepared. In his memoir, James Van Allen reported 
that Ernst Stuhlinger of ABMA had told him about the Jupiter’s progress in early 
1957 and in April 1957 an ABMA group had visited him in Iowa and given his 
instrument team specifi cations for a Jupiter C payload. He had used the informa-
tion to produce a version of his cosmic ray instrument compatible with the Jupiter 
just in case Vanguard failed. Because Medaris had decided on his own authority 
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to prepare for a Jupiter shot even before Vanguard’s explosion, JPL’s Pickering 
(who was also a member of the Vanguard Technical Panel) had Van Allen’s instru-
ment transferred to Pasadena in November 1957.28

JPL’s satellite, Explorer 1, went into orbit successfully on 31 January 1958. In 
ad  dition to being the fi rst American satellite, it also produced radiation data that 
was entirely unexpected and caused JPL to put several more copies of Van Allen’s 
instrument into orbit to verify and expand upon its results. Explorer 1’s data 
showed much higher levels of charged particles than current theory predicted, 
but the dataset was very incomplete. Explorer 1 did not have the ability to store 
data taken during its orbit for retransmission when it passed over the ground sta-
tion, limiting the utility of its data. Subsequent Explorers launched in February 
(which did not reach orbit) and March had tape recorders to permit capture of a 
full orbit’s data. Explorer 3’s data allowed Van Allen to determine that the high 
radiation levels were real and theorize that they were a product of the Earth’s 
magnetic fi eld, which was trapping charged particles at certain energy levels and 
confi ning them to belts around the planet.

Van Allen’s radiation belts, as they quickly became known, were the fi rst major 
scientifi c return from the IGY’s Earth satellite program, and the Explorer series 
of satellites made JPL a major center for space research. JPL’s sudden ascent out 
of obscurity challenged NRL’s previous dominance of the budding fi eld of space 
science while not yet really changing the scientifi c goals of the overall space pro-
gram. ABMA’s challenge to Vanguard also had no effect on the science agenda in 
the short term because Medaris had chosen to give JPL the satellite task. Because 
JPL director Pickering was one of the V-2 Panel veterans on the Technical Panel 
for the Earth satellite program, this group continued to set the scientifi c agenda 
for the nation. 

That began to change in June, however. On 4 June 1958, the National Academy 
of Science’s president, Detlev Bronk, met with Alan Waterman of NSF; Hugh 
Dryden, chairman of the National Advisory Committee on Aeronautics (NACA); 
Lloyd Berkner; and Herbert York, chief scientist of the Defense Department’s 
Advanced Research Projects Agency (ARPA). They agreed to establish a new 
panel within the Academy to permanently supervise the nation’s space science 
effort. They chose Berkner to be the chairman of the new Space Science Board 
(SSB), carved the amorphous term space science into seven scientifi c disciplines, 
and assigned SSB a set of tasks, including completion of the IGY satellite program 
and coordination of the nation’s space program.29 Unlike the Technical Panel, 
however, SSB was not to be an operating agency. Once its IGY role was over, it 
would not continue to actually run the science program—it would advise.
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Hugh Odishaw became SSB’s executive director when it began operating in 
June. The new organization very rapidly absorbed the satellite effort from the 
IGY’s Technical Panel, and it began planning for an expanded post-IGY effort. 
On 11 June, George Derbyshire sent Odishaw a list of the instruments that needed 
to be completed and a handful of technical problems that needed to be solved to 
carry out an expanded space science program, including on-orbit stabilization, 
de-spinning of the satellite after launch, and recovery of instrumentation or sam-
ples dropped by satellites. Carrying over the rest of the instruments into whatever 
future program emerged was going to cost about $6 million, and the next day 
Odishaw wrote to Alan Waterman at NSF to request $2 million of the sum. He 
also put in a plug for money for the Weather Bureau, which had been denied a 
supplemental request for $75,000 to fund processing of the data it expected from 
Suomi’s instrument.30

Lloyd Berkner called together the fi rst meeting of SSB’s members on 27 June. 
The members were Leo Goldberg, H. Keffer Hartline, Donald F. Hornig, Richard 
Porter, Bruno B. Rossi, Alan H. Shapley, John A. Simpson, Harold C. Urey, James 
A. Van Allen, O. G. Villard, Jr., Harry Wexler, Harrison S. Brown, W. A. Noyes, 
Jr., and S. S. Stevens. NACA’s Hugh Dryden attended as an invited guest, be -
cause his organization would become the nation’s new space agency within a few 
months. Of this group, only four were actively involved in space research already, 
and two were members of the self-appointed Rocket and Satellite Research Panel 
(Van Allen was its chair) and of the Technical Panel on the Earth Satellite Proj-
ect.31 This refl ected a deliberate attempt to broaden the constituency for space 
research and reach out to a scientifi c community that was quite skeptical about 
the endeavor. From this meeting came a decision to immediately solicit more 
experiments from a wider variety of researchers and to establish subcommittees 
representing each of the seven newly defi ned space science subdisciplines plus 
fi ve more devoted to various non-disciplinary technical issues. The disciplinary 
subcommittees would evaluate the research proposals received and recommend 
funding over the next several months, and they would also craft longer-range 
research plans that would be handed to NASA when it opened its doors.

In soliciting experiments, Berkner continued to seek expansion of the constitu-
ency devoted to space research. Whereas the Technical Panel on the Earth Satel-
lite Project had deliberately restricted its call for experiments to those with preex-
isting experience, Berkner decided to cast a very wide net. He dispatched a 
telegram on 4 July to 150 university science departments and private research 
institutions asking for proposals “within a week.” SSB received more than two 
hundred proposals and requests for more information in response. As retired 
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NASA scientist John Naugle pointed out, Berkner’s telegram was inspirational, 
particularly among young scientists looking for new fi elds in which to make 
names for themselves.32 While most of these proposals could not be funded 
immediately—at its second meeting on 19 July, SSB approved six for recommen-
dation to the three extant funding agencies, NSF, ARPA, and NACA—they re -
fl ected a groundswell of interest in space science that was a product of Berkner’s 
activism in the context of Cold War competition with the Soviet Union.

On 1 October 1958, NASA replaced NACA, initiating a period of uncertainty 
about who would establish the goals of the nation’s space science program and 
choose the experiments conducted in it. The new agency had no space scientists 
yet. But President Eisenhower intended NASA to be a space science agency. He 
and his scientifi c advisors did not think that the engineering effort involved in 
putting men in space would be particularly useful. Robotic satellites could pro-
vide scientifi c and intelligence information much less expensively. And he clearly 
didn’t yet perceive the propaganda value of Men in Space. While authorizing the 
Mercury program, he kept it small, and he eschewed the Moon.33 So NASA, in 
his intended incarnation, was to develop space science and space applications. It 
needed scientists.

The new administrator, T. Keith Glennan, had kept ex-NACA chairman Hugh 
Dryden as his deputy and appointed the Lewis Flight Propulsion Laboratory’s 
assistant director Abraham Silverstein head of the agency’s Offi ce of Space Flight 
Development. Silverstein knew he needed a chief scientist but hadn’t yet offered 
the job to anyone. He hired NRL’s Homer Newell after Newell and his NRL col-
leagues John W. Townsend, Jr. and John F. Clark came to see him to discuss the 
future of space science in the agency. Newell became assistant director for space 
science on 20 October, reporting to Silverstein. Newell put Clark in charge of 
ionospheric research and Townsend in charge of space research. Newell told SSB 
at its third meeting on 24–26 October that he intended to bring his entire NRL 
staff with him to NASA; as his efforts played out, NRL allowed him “only” fi fty 
people.34 Newell’s fi fty NRL veterans, along with others recruited from the Air 
Force Cambridge Research Laboratory and the Army Signals Engineering Labo-
ratory and all of Project Vanguard, formed the core of a new research center on 
the site of the Beltsville Agricultural Research Center near Greenbelt, Maryland. 
Formally named the Goddard Space Flight Center on 1 May 1959 in honor of the 
American rocket pioneer Robert Goddard, this center became the focus of NASA’s 
meteorology program. 

The third meeting of SSB marked the beginning of what Newell called in his 
memoir his “love-hate relationship” with SSB.35 NASA’s charter made it, not SSB, 
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responsible for the nation’s space science program, but SSB expected to continue 
its prior role of soliciting and selecting proposals. NASA, in SSB’s view, would 
provide engineering services and launch vehicles to outside experimenters, but 
it would not have scientists or a science program of its own. This led to a brief 
skirmish between NASA and SSB that NASA easily won. In December, the new 
NASA administrator, T. Keith Glennan, approved a policy document that reserved 
to NASA the right to establish the research priorities of its program and choose 
the specifi c experiments and schedules for them.36 But it would use the recom-
mendations of SSB and independent proposals in formulating its overall research 
program. It did not end SSB’s attempt to retain for itself a larger role, which con-
tinued for almost another year. The new policy, though, did permit SSB to remain 
a strong infl uence on NASA’s plans.

Writing to NASA Administrator Glennan, Alan Waterman at NSF, and the 
director of ARPA on 1 February 1959, Hugh Odishaw forwarded SSB’s recommen-
dations for the future program. This document established long- and short-range 
goals, chose experiments, recommended experimenters, and suggested satellite 
packages and schedules.37 It refl ected Berkner and Odishaw’s ongoing attempt to 
secure control of the space science program, but it also was an invaluable aid to 
NASA in establishing its own program. The program Homer Newell described in 
his “National Space Sciences Program,” circulated internally and to SSB on 16
April and presented to Congressman Albert Thomas’s Appropriations Subcom-
mittee on Independent Offi ces on 29 April, drew heavily on SSB’s language. 

Newell cast the NASA space sciences program into the subdisciplines SSB had 
created: atmospheres, ionospheres, energetic particles, magnetic and electric 
fi elds, gravity, astronomy, and biosciences. He enumerated a very similar set of 
existing problems scientists faced in understanding the nature and functioning of 
the Earth’s atmosphere, including the structure, circulation, and dynamics of the 
high atmosphere; sources of energy within it; the relationship between it and the 
Van Allen radiation belts and between it and the lower atmosphere; and the high 
atmosphere’s detailed chemical composition. He did not exclude the lower atmo-
sphere from his presentation, noting the major problems as its radiation budget 
and how it affected circulation and weather, the same scientifi c concerns SSB 
had stated.38

In defending his request for $45 million in fi scal year 1959 to carry out his space 
science agenda, Newell had to repeatedly emphasize potential practical benefi ts 
from space science, an ongoing need that he knew from several years of personally 
defending the IGY program before Thomas’s subcommittee—when Newell was 
out of the room, Thomas congratulated Glennan and Dryden for hiring such a 
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“topper” away from NRL.39 Newell also linked the NASA research program di -
rectly to the IGY effort, telling Thomas that

our immediate program is to carry on with the momentum developed during 
the IGY, and to study the atmosphere at even higher altitudes. Before proceed-
ing to show you the program, I would like to point out that in the process we 
have had this practical application: we have developed an engineering standard 
atmosphere from the rocket data obtained to date. This standard atmosphere is 
used in the design of aircraft and vehicles that would fl y at these levels. . . . In 
the future we can hope to fi nd out the relations between the upper atmosphere 
in this region and the lower atmospheric weather phenomena. This is the sort 
of thing that will be fundamental to a truly universal application of, say, meteo-
rological satellites.40

In linking the NASA program to the IGY, Newell was arguing that the agency 
was expanding upon a successful scientifi c research effort, not engaging in the 
“wasteful duplication” that congressional funders did not like. And by pointing to 
a pair of economically valuable applications of the research, he drew on the no -
tion that scientifi c advance produced economic gains. Finally, he cast the NASA 
science program as an orderly, essentially linear transition from the IGY’s, ignor-
ing the still somewhat messy relationship between SSB and NASA.

In the short run, nearly all of the IGY experiments were carried out between 
1958 and 1960 using either the Vanguard rocket or Jupiters. The SSB had gotten 
funds from NSF after Sputnik to repackage most of its instruments for the JPL 
Explorer satellite; Vern Suomi’s heat balance instrument was built in fl ight- worthy 
form for both Vanguards and Explorers. It ultimately fl ew aboard Explorer 7 on 
13 October 1959, and was celebrated by Wexler as the fi rst completely successful 
meteorological experiment in space. Stroud’s cloud-cover experiment, which had 
been launched aboard Vanguard 2 on 17 February 1959, had worked as de  signed 
but the satellite’s motion in space was not what the experiment required. Its data 
could not be resolved into images as intended.41

The IGY itself concluded in 1960. The data generated by the event’s scientists 
was deposited in three World Data Centers for safekeeping and public access. 
Beyond its data and the space race, the IGY left a legacy of more formalized 
international scientifi c cooperation through a series of new committees attached 
to ICSU. One of these concerned space cooperation, the Committee on Space 
Research (COSPAR).42 The IGY also left a permanent imprint on the Earth’s 
most inaccessible region, Antarctica, where several nations, including the United 
States, established permanent research facilities. The continent itself was set 



e s t a b l i s h i n g  t h e  m e t e o r o l o g y  p r o g r a m     27

aside as a research laboratory for any nation via treaty concluded in December 
1959. The U.S. site, McMurdo Station, would eventually host NASA research 
expeditions. 

the nasa meteorology program

In addition to the atmospheric science research program NASA had adopted from 
the IGY effort, it gained an important space application that also came to include 
extensive meteorological research from ARPA: a weather satellite project known 
as TIROS (Television-Infrared Observations Satellite). ARPA, in turn, had ac -
quired it from the army. NASA leaders had pursued transfer of TIROS because it 
would provide an early, highly visible success, thus helping to validate the new 
agency’s existence.43 But the public (and congressional) reaction to TIROS was 
so powerful that the agency expanded its efforts, becoming involved in a long-
term collaboration with the Weather Bureau to advance weather satellite technol-
ogy and to demonstrate the value of that technology by undertaking meteorologi-
cal research.

TIROS was a moniker that accurately refl ected the project’s origin in a surveil-
lance satellite program. In the late 1940s, at the RAND Corporation in Santa 
Monica, researchers had started thinking about the uses of space, despite the cur-
rent technological inability to reach it. Their fi rst report on the subject, “Prelimi-
nary Design of an Experimental World-Circling Spaceship,” in May 1946, had 
discussed at a general level the potential economic and military value of space.44

In May 1947, another report had analyzed the possibilities of space for military 
surveillance and intelligence collection. In 1950, RAND had pointed out that 
space surveillance could produce an unimaginably vast amount of data, and that 
planners would have to fi nd ways of handling the torrent. The following year, 
RAND scientist William Kellogg had published a study of a meteorological satel-
lite that helped inform the later IGY effort.45

In 1956, the U.S. Air Force had initiated a program known as WS-117L to 
develop a reconnaissance satellite. Lockheed won the air force’s contract; RCA, 
the unsuccessful bidder, turned to the U.S. Army for funding. The army accepted 
RCA’s proposal and initiated a reconnaissance satellite program of its own, named 
JANUS.46 This was administered by ABMA. When ARPA was formed in 1958,
JANUS became an ARPA project, although it remained under the administration 
of ABMA. At the same time, responsibility for reconnaissance satellites was 
removed from the army and JANUS had its television cameras detuned to a reso-
lution that would serve for meteorology but not for intelligence gathering.47 Its 



28    a t m o s p h e r i c  s c i e n c e  a t  n a s a

name was also changed to TIROS. Kellogg became chairman of the TIROS 
project’s science advisory committee, helping defi ne the vehicle’s observing 
capabilities.48

When Dryden and Silverstein had begun organizing NASA in 1958, they had 
assigned Edgar Cortright to ARPA’s Ad Hoc Committee on Meteorology, which 
oversaw TIROS. ARPA sponsored a two-day meeting on the subject of meteoro-
logical observations from space on 18 and 19 June 1958, after which Cortright 
summarized the technical possibilities. In addition to TIROS, the air force was 
proposing use of the WS-117L vehicle (ultimately known as Agena) for a WS-
117W, a three-axis stabilized, 1360-kilogram polar-orbiting Orbital Meteorological 
System.49 This WS-117W was to measure cloud cover, cloud defi nition, cloud 
layers and thickness, moisture content, ozone content, wind direction and veloc-
ity, albedo, the spectra of incoming radiation, heat balance, and lightning loca-
tion—a tall order for a system that was to be operational by 1964.

The day before signing NASA’s founding legislation, President Eisenhower 
had decided that meteorological satellite development should go to the new 
agency, and Cortright arranged for it to transfer on 13 April 1959. Cortright had 
also sought to bring researchers with relevant expertise into the agency, and he 
recruited William Stroud from Fort Monmouth to head the NASA meteorologi-
cal program. Cortright, whose title was chief of advanced technology programs, 
assigned TIROS to the Goddard Space Flight Center.50 He arranged for the cre-
ation of a Joint Meteorological Satellite Advisory Committee in May 1959 to coor-
dinate meteorological satellite research and development efforts, composed of 
members from NASA, the Defense Department, and the Weather Bureau.51 And 
fi nally, he hired Morris Tepper, a researcher at the Weather Bureau, to direct the 
agency’s meteorology program at the headquarters level.

TIROS was initially a three-satellite project, and each satellite was to have 
three instruments. The largest would be the television system for transmitting 
visible light images to the ground. The television system consisted of two lenses, 
one wide-angle lens imaging a square area about 1287 kilometers on a side, and a 
narrow-angle lens that photographed a much smaller area inside the same region. 
The second instrument intended for it was an improved version of Stroud’s infra-
red sensor that had fl own on Vanguard 2. It could detect fi ve different wavelength 
bands, allowing it to sense refl ected solar radiation, water vapor absorption in the 
atmosphere, outgoing long-wave infrared radiation, and visible light. The third 
instrument was a lightweight version of Suomi’s heat balance device. The fi rst 
TIROS, however, fl ew with only the television camera.

TIROS 1 was launched on 1 April 1960 into an equatorial orbit, from which it 
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could photograph the Earth between 50 degrees north and south latitude. It began 
sending back images almost immediately, and over its 76-day life it transmitted 
22,952 useable photographs. The images revealed structural features in clouds 
that were entirely unexpected. It provided the fi rst photographs of oceanic storms, 
revealing a spiral-banded structure like that of hurricanes and photographing an 
unreported typhoon near New Zealand. TIROS also showed that mountain-wave 
cloud structures were much larger in scale than previously believed, extending 
from the Andes mountains across the entire width of South America and display-
ing short- and long-wave structure that was also unexpected.52 Finally, it showed 
that unexpectedly rapid changes in the cloud patterns of vortexes occurred in the 
early phases of storm system formations. At the third meeting of SSB’s Committee 

TIROS 1 image of tropical storm north of New Zealand, 10 April 1960. NOAA 
image spac0101, courtesy NOAA.
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on the Meteorological Aspects of Satellites in June, Wexler told the group that the 
TIROS images had triggered a review of convective cell research to try to explain 
why cloud structure was so much more variable than previously believed and 
assumed clear organization over such different scales.53

The fi rst TIROS also revealed that the Earth’s magnetic and gravitational 
fi elds could affect spacecraft in low-Earth orbits in ways that could be used to help 
stabilize future spacecraft. TIROS 1, which had the shape of a short but wide 
cylinder, was spin-stabilized around its short axis to keep it from tumbling in orbit. 
Because of this, the satellite did not maintain a constant orientation with respect 
to the Earth below it; instead, its orientation changed continuously, with the 
cameras actually pointed at space more than 90 percent of the time. For the same 
reason, when they were pointed at Earth, the cameras also photographed the 
Earth at different angles. Using the photographs, William Bandeen and Warren 
Manger found that TIROS’s orientation to the Earth was varying in a way that was 
unexpected.54 It was experiencing precession, or wobbling, imposed by an outside 
source. The gravitational torque exerted on it by the Earth could not explain 
this.55 Instead, it was the product of two forces. An interaction between the Earth’s 
magnetic fi eld and the magnetic fi eld of the satellite exerted the primary force, 
while gravity imposed a lesser one. The magnetic fi eld of a satellite could be 
varied deliberately by adding a loop of wire and controlling the magnitude of the 
electrical current within it, permitting a simple means of improving the stability 
of future satellites.

TIROS 1 was also enormously popular in the public arena and the more 
important political realm. While Van Allen’s radiation belt discovery was probably 
more famous, TIROS provided results that were far more visible to average people 
(and politicians). Its photographs of the Earth’s cloud cover placed a phenome-
non of everyday life into a new context. The photographs of oceanic clouds sug-
gested to anyone interested in the weather that TIROS could photograph storms 
at sea before they reached land, signifi cantly lengthening storm warning times. 
The satellite received a four-column, front-page article in the New York Times,
which also reproduced two of the satellite’s fi rst photographs.56 Walter Sullivan, 
the paper’s science writer, pointed out that TIROS presaged an “era when such 
vehicles [would] produce a constant stream of information of great, immediate 
value in our daily lives.”57 Other outlets followed the Times’ lead, making TIROS 
and its instantly recognizable cloud photographs famous.

The Weather Bureau’s Wexler, who had been involved in attempts to produce 
cloud photographs using rockets in the late 1940s, had foreseen the potential of 
meteorological satellites well before TIROS moved to NASA. Late in 1958, he 
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had arranged for the establishment of a Meteorological Satellite Division in the 
Weather Bureau to begin looking at ways to link cloud-cover photographs to the 
standard weather maps that forecasters used, and he had also gotten NASA’s assur-
ance that while it would produce the early experimental weather satellites, it 
would not seek to make itself the operator of whatever permanent operational 

An early TIROS spacecraft being mated to its launch vehicle. NOAA 
image, courtesy NOAA.
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weather satellite system emerged. NASA also did not intend to carry out meteo-
rological research using them, and when it adopted TIROS from ARPA in early 
1959, it transferred $2 million to the Weather Bureau to fund its research into 
weather satellite operations and applications.58

Late in June 1960, SSB reviewed the satellite meteorology programs at NASA 
and the Weather Bureau. Summarizing the results for President Eisenhower’s 
science advisor, Lloyd Berkner stated that the TIROS 1 had been “immediately 
useful,” but there were signifi cant challenges in interpreting the data. He contin-
ued that SSB believed that the Weather Bureau should have responsibility for the 
“basic design of the satellite observational systems, data analysis, and research,” 
and therefore it should receive the funding for those efforts. NASA was currently 
paying for this, but it did not intend to support “exploitation of meteorological 
satellite data for either research or operational purposes subsequent to fi scal year 
1961.”59 Berkner was endorsing an arrangement already made between Francis 
Reichelderfer, chief of the Weather Bureau, and NASA Deputy Administrator 
Dryden during April and May.60

The next step toward formalizing the relationship between the two agencies 
came in September, when Administrator Glennan invited Frederick Mueller, the 
secretary of commerce, and Elwood Quesada, administrator of the Federal Avia-
tion Agency, to a lunch meeting to discuss the operational meteorological satellite 
program that Wexler and Reichelderfer sought. Glennan wrote that the three 
needed to clarify the responsibilities for carrying out satellite development, sys-
tems integration, and data processing so each agency could prepare its funding 
requests to the Budget Bureau.61 At their 10 October meeting, they agreed to 
establish a new Interagency Meteorological Satellite Planning Committee that 
was to be chaired by a NASA offi cial and that was to produce a development plan. 
Wexler protested, however, that NASA should have no role in planning operation 
of the system, and instead he wanted the system planning to be carried out within 
the existing National Coordinating Committee for Aviation Meteorology, which 
the Weather Bureau controlled.62

Reichelderfer took the issue to Glennan again in late November, gaining 
Glen nan’s agreement to use the existing National Coordinating Committee, with 
the addition of NASA members and a Panel on Operational Meteorological Satel-
lites that would do the planning.63 Reichelderfer also received assurance that 
NASA’s leaders would tell their staffs to stay out of the operation of operational
satellites. This was probably necessary because no one in NASA’s meteorological 
satellite offi ce, now run by Morris Tepper, or in NASA’s science program more 
generally, believed that the weather satellite technology was really ready to be 



e s t a b l i s h i n g  t h e  m e t e o r o l o g y  p r o g r a m     33

declared operational.64 Nor did they believe that the Weather Bureau had created 
the capability to effectively process and disseminate the vast fl ood of routine data 
that even the very simple TIROS would produce. Nonetheless, political pressure 
to produce an operational weather satellite system quickly led to the formulation 
of a plan for a National Operational Meteorological System.

The agreement that evolved was built around a preexisting program at NASA 
Goddard to develop an experimental, fully stabilized polar-orbiting weather satel-
lite that would follow the TIROS series. It was to have a much different set of 
instruments providing data that research-oriented meteorologists believed had 
great potential over the long term for providing a better understanding of the 
lower atmosphere’s processes, but that no one as yet really knew how to make use 
of. Called Nimbus, it had been the result of advocacy by Cortright and William 
Stroud for research into new instrumentation. TIROS’s small size and spin-stabi-
lization limited its utility for carrying out instrument research, and initially Cort-
right had wanted to build a very large, multidisciplinary research satellite based 
on the WS-117L. Stroud, however, had argued that integration of the large, com-
plex payload represented a huge risk. A simpler satellite, larger than TIROS but 
a good deal smaller than the Agena vehicle, yet still having a three-axis stabiliza-
tion system that could keep its instruments aimed toward Earth continuously, 
made more sense.65 Cortright had accepted Stroud’s argument, and he success-
fully advocated this mid-sized Nimbus satellite program for the fi scal year 1960
budget.

Nimbus was not originally intended to be an operational weather satellite; 
instead, it was to be a research tool toward an eventual operational satellite. There 
were a good many ideas fl oating around the new space science community about 
what might be done to improve weather prediction with space technologies. 
Cloud pictures were only somewhat useful; they clearly improved hurricane warn-
ing, but they would not help much with forecasting outside the coastal regions. 
They also could not help advance the Weather Bureau’s numerical prediction 
effort. To produce hemispheric and global forecasts, the models needed wind and 
temperature data. Radio astronomers had devised techniques to infer atmospheric 
and surface temperatures from the electromagnetic emissions of the other plan-
ets, and a handful of meteorologists thought this form of remote sensing might be 
useful for their research as well. Others believed that satellite-tracked balloons 
could provide the global-scale datasets needed by numerical prediction research-
ers. The Nimbus program was aimed at fi nding out which of many possible tech-
niques would work out. 

Nonetheless, in early 1961, the Panel on Operational Meteorological Satellites 



34    a t m o s p h e r i c  s c i e n c e  a t  n a s a

recommended basing the National Operational Meteorological Satellites system 
on Nimbus. The Weather Bureau’s Harry Wexler and David S. Johnson had ini-
tially made this proposal to Morris Tepper at a meeting the previous November, 
and the deal was concluded easily due to a longstanding friendship between 
Reichelderfer and Hugh Dryden.66 NASA agreed to have the fi rst Nimbus ready 
for launch in 1962, and the TIROS series would be extended until then. The 
Weather Bureau would receive the appropriations for both TIROS and Nimbus, 
ensuring its control of the program, and transfer the money to NASA. President 
John F. Kennedy, in his special message to Congress of 25 May 1961 requesting 
the increased funding necessary for the Apollo project to reach the Moon, also 
requested additional funding for the Weather Bureau to pay for the operational 
meteorological satellite system. Congress approved the money that October, and 
in January 1962 NASA and the Department of Commerce, to which the Weather 
Bureau belonged, signed an interagency agreement to carry it out.67 The resulting 
Nimbus Operational System (NOMS) was projected to cost about $60 million 
per year to operate.

The agreement between NASA and the Department of Commerce did not last 
eighteen months. There were several overlapping reasons for its failure, all of 
which were suffi cient to justify breaking it. The fi rst was simply that the technol-
ogy was not ready for operational use, and it needed a good deal more research 
and development. The second, of course, was that NASA was a research-oriented 
agency, even within the Offi ce of Applications that was host to the meteorological 
satellite program. Stroud had not wanted Nimbus to be an operational satellite, 
since its operational nature would substantially reduce its value for instrument 
research. Third, the technology’s non-readiness led to substantial cost overruns 
that were beyond what the Weather Bureau could justify to the Budget Bureau. 
Fourth, the Defense Department decided that Nimbus was not what it wanted 
and it actively advocated for the Weather Bureau’s defection. And fi fth, both Wex-
ler and Reichelderfer left the Weather Bureau, Wexler dying unexpectedly in 
August 1962. The two men that replaced them as leading meteorological satellite 
advocates, J. Herbert Holloman, assistant secretary of commerce for science and 
technology, and S. Fred Singer, who became director of the National Weather 
Satellite Center in June 1962, wanted a signifi cantly different operational system 
than Nimbus. They sought to remove NASA from the weather satellite business 
completely so that they could pursue their own agenda.

The Department of Commerce began its efforts to break the agreement in 
April 1963 in a meeting between Holloman and Robert Seamans, the associate 
administrator of NASA. The projected cost of the Nimbus satellite had doubled 
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at this point, and the fi rst launch had been delayed to 1964 due to the need to 
replace the original solar cells with ones more resistant to radiation damage.68

Singer’s National Weather Satellite Center also believed that the lifetime of the 
satellites would be too short to justify the cost. Holloman and Seamans agreed to 
review the program over the next few months. Singer hired an outside contractor, 
the Aerospace Corporation, to produce an analysis of the program. Delivered in 
early September, the Aerospace Corporation’s analysis told the Department of 
Commerce what it wanted to hear: the highly complex Nimbus satellite would 
have a lifespan of only about three months, leading to a program cost of $80 to 
$100 million per year, vice the $56 million that the Weather Bureau had antici-
pated. The value of the data received was not worth this cost, in Holloman’s judg-
ment. In the requirements he had forwarded to Seamans in June, Holloman 
placed a reasonable value on weather satellite data of $26.7 million per year.69

In its own analysis of the fl ap, the Budget Bureau’s staff pointed to two real 
issues. There was a technical issue at stake, but it was not the projected life of the 
satellite or the reasonable value of the data. Holloman and Singer wanted to adopt 
gravity stabilization for their operational satellite, a technique being developed 
within the Defense Department. Nimbus was to use active thrusters to maintain 
its orientation, while gravity stabilization utilized the gravity and magnetic torques 
discovered by TIROS 1 to achieve the same effect. Thrusters needed fuel that 
would run out eventually, while the gravity gradient system would not. They also 
sought nuclear power to bring about a three-year lifespan, which solar power 
could not (yet) achieve. There was also, the Budget Bureau’s analyst pointed out, 
a powerful “ad hominem” issue. Nimbus had been “plagued by bad feeling, bad 
interagency communications, and charges of bad management” for the past two 
years.70 This refl ected both strong and incompatible personalities on all sides as 
well as the divergent goals of the NASA program manager and his Weather Bureau 
counterpart.

It also refl ected active efforts within the Defense Department to undermine 
NASA. The Department of Defense had been forced to give up its space projects 
by White House fi at in 1958, leading to the creation of NASA, and had never 
accepted the justice of that decision. It sought control over its own space destiny. 
Despite the joint Department of Defense–NASA–Weather Bureau agreement to 
place all operational weather satellites in the Weather Bureau, it had established 
its own operational weather satellite program in 1961. It wanted imaging satellites 
in a different orbit than the Weather Bureau did, preferring a polar orbit that 
provided early morning imagery to the noon orbit that the Weather Bureau sought 
in order to more effectively schedule reconnaissance fl ights and airborne refuel-
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ing operations. This clandestine project had many different names over its life-
time, but it is generally known as the Defense Meteorological Satellite Program 
(DMSP). Its fi rst satellite was a shrunken version of TIROS, utilized the mag-
netic-loop stabilization suggested by TIROS 1 and tested late in 1960 aboard 
TIROS 2, and could be placed into polar orbit using an existing booster. 

More important to the Weather Bureau, its cameras were remounted to point 
out the satellite’s side, not its base. By changing the orientation of the spin axis, 
the side-mounting would permit the cameras to photograph the Earth on each 
spin cycle, while the original TIROS’s cameras spent 90 percent of each orbit 
pointed at space. This meant, National Reconnaissance Offi ce historian Cargill 
Hall eventually wrote, 100 percent coverage of the Northern Hemisphere each 
day above 60 degrees latitude and 55 percent at the equator.71 The fi rst successful 
launch of this wheel-mode TIROS was 23 August 1962. The Department of De -
fense then actively recruited Singer, telling him about the classifi ed DMSP pro-
gram via a series of briefi ngs. Singer recognized the short-term cost advantage of 
adopting the already-developed wheel-mode TIROS, and getting out of Nimbus 
had the benefi t of permitting him to pursue the nuclear-powered, long-lived, 
gravity-stabilized satellite that he believed should be the ultimate operational 
system.72

On 12 September, Holloman informed the Budget Bureau by telephone that 
he intended to end the Commerce Department’s participation in Nimbus in 
favor of the wheel-mode TIROS as an interim system. He also stated he planned 
to seek outright cancellation of Nimbus, in which, the Budget Bureau’s offi cial 
recorded, further investment was not “justifi ed because the cost-performance 
potentialities (with heavy emphasis on cost) of the next generation of surveillance 
satellites now offers a so much greater potential as to justify initiating a new devel-
opment program and taking the additional delay.” The Budget offi cer also re -
corded cautioning Holloman not to place too much stock in any promise of an 
operational satellite that had not been matured to the point of “giving real confi -
dence that multiple spacecraft procurements were justifi ed.”73 That was good 
advice, as the Interim Operational System that emerged out of the Commerce 
Department’s rebellion was still interim in 1970.

On 27 September 1963, Holloman drafted a letter to NASA’s deputy adminis-
trator canceling the Department of Commerce’s participation in Nimbus, al -
though by this time he had backed away from seeking Nimbus’s outright cancel-
lation. He instead wished to immediately adopt an interim system “based on 
TIROS technology,” the DMSP satellite he could not mention in an unclassifi ed 
letter, and establish a new program “to meet the coordinated meteorological 
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requirements and leading to a spacecraft lifetime such that the system operating 
costs are commensurate with its meteorological value.” In formally telling the 
Budget Bureau its intentions on 2 October, the Commerce Department wrote 
that it expected to save $180 million between fi scal year 1964 and fi scal year 1968.
A prototype of the new operational system could be initiated in fi scal year 1964,
and in fi scal year 1968 the new operational system could be procured with an 
annual operating cost of $36 million, vice the $58 million previously allocated 
and the $80 million expected for Nimbus.74

On 3 October, NASA’s Seamans responded with a memo warning that the 
Department of Commerce’s action, while clearly within its rights, would “defer 
the date at which a fully operational meteorological satellite could be available.” 
He also stated that NASA would continue the Nimbus program regardless, at 
least through the launch of the fi rst two vehicles and probably the spare as well. 
They would provide the in-space test of the sensors for whatever operational sys-
tem emerged, and they would also provide “unique and important observations 
needed for research.”75

A Wall Street Journal article leaking news of the Commerce Department’s 
revolt forced a relatively rapid settlement of the dispute. On 4 October, the two 
agencies gave the broad outlines of the agreement that would emerge, and a 
meeting between the budget director, the secretary of commerce, and the NASA 
administrator, the divorce was fi nalized. The Department of Commerce would 
get its interim TIROS system, and Nimbus would continue through the fi rst two 
launches on NASA funds. The two agencies would study an operational system 
that would cost no more than $40 million per year to procure and operate. The 
meeting also caused the Budget Bureau staff to comment that no compelling 
justifi cation for proceeding with development of an operational system in fi scal 
year 1965 was given by the Department of Commerce at the meeting. The Budget 
Bureau’s staff was also unconvinced by the Commerce Department’s basic argu-
ment that its not-yet-designed Operational Meteorological Satellite would be less 
expensive than Nimbus. Finally, the anonymous drafter also opined that Nimbus 
would provide the basis for whatever system the Department of Commerce got 
anyway, and that the actual technical disagreements were minor.76

On 2 January 1964, NASA and the Department of Commerce reached a new 
agreement adopting the DMSP’s wheel-mode TIROS as the TIROS Operational 
System (TOS). The fi rst of these was launched as TIROS 9 in January 1965;
slightly more than a year later, a larger version carrying a navy-developed direct 
readout system that provided instant, lower-resolution images to inexpensive 
ground stations was launched as Environmental Science Services Agency (ESSA) 
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1, refl ecting a name change for the Commerce Department’s Weather Bureau. 
This series of TIROS-based satellites continued through 1970, alternating between 
the original high-resolution and the newer direct readout satellite so that one of 
each was always in orbit.77 In 1970, the fi rst of the Improved TIROS Operational 
System (ITOS) satellites replaced the TOS satellites. As the fi rst three-axis stabi-
lized operational weather satellites, they refl ected a delay of several years over 
Nimbus, whose second “90 day satellite” fl ew in May 1966 and operated until 
January 1969.

NASA’s Nimbus program, freed from the operational mission its leaders had never 
wanted, carried out the instrument research and meteorological science that had 
been their goal and is the subject of chapter 2. As the Budget Bureau had sus-
pected, Nimbus-originated instruments formed the basis of ITOS. The Weather 
Bureau, on the other hand, never received the funds necessary to make the vast 
fl ood of images it received from its weather satellites fully useful. At an intellec-
tual level, both NASA and the Weather Bureau had known in 1958 that data 
handling would be the bane of satellite research, but neither managed to come 
to grips with the problem. And because the Weather Bureau had rushed to declare 
TIROS and its successor operational, it could not justify to the Budget Bureau 
money to carry out research in data processing systems. Hence in her 1991 disserta-
tion, ex-meteorologist Margaret Ellen Courain could cite Lee M. Mace, the 
Weather Bureau researcher responsible for turning the TIROS and ESSA imag-
ery into useful products, as believing that forecasters did not really accept the 
imagery for fi fteen years—the cloud photographs did not present information in 
a form they could use.78 The operational satellite series provided an effective 
storm patrol during the 1960s, permitting early warning of approaching oceanic 
storms, but they did not assist routine forecasting.

The IGY’s satellite program nevertheless set off a slow-motion transforma-
tion of atmospheric science. As the NASA meteorology program proceeded over 
the next decade, it developed new observing technologies that fi nally permitted 
demonstration of the generation circulation of the Earth’s atmosphere, Harry 
Wexler’s long-sought goal. It also eventually enabled the emergence of a global 
meteorology.



Developing
Satellite Meteorology

c h a p t e r  t w o

It cannot be said at this time that we really understand 
how to use these new and unprecedented kinds of obser-
vations, and the prime motive is therefore exploration.

—William W. Kellogg, July 1958

The numerical weather prediction models developed during the 1950s at Princ-
eton’s Institute of Advanced Studies (IAS) and at the U.S. Air Force’s Cambridge 
Research Laboratory were part of the meteorological goal of long-range forecast-
ing. They could forecast the future state of the atmosphere from a known initial 
state over limited periods of time.1 Defi ning that initial state, however, was a sig-
nifi cant challenge. Poor data, or simple lack of data, led to poor forecasts. The 
weather balloon network used to feed the models real-world data covered only 
about 10 percent of the troposphere. The network did not extend into the South-
ern Hemisphere, into the tropics, or over the oceans. Without data from these 
areas, neither human nor machine forecasters could produce accurate (skillful is 
the term used in the profession) forecasts extending beyond two days, and less 
than that south of the equator. Satellites promised global data. In the early 1960s,
researchers hoped that the availability of global data would eventually enable the 
production of skillful month-long forecasts.

In any case, numerical meteorologists could not improve their models of the 
atmosphere without global datasets. Charney’s colleagues at Princeton had been 
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able to rely on the U.S. Weather Bureau’s historical data for North America to 
build their regional models, and painstaking assembly of Northern Hemisphere 
data with the help of European allies permitted the construction of Northern 
Hemisphere models during the late 1950s. But because there was essentially no 
Southern Hemisphere data to collect, the performance of global models could 
not be checked against data. Generation of global meteorological data was the 
task NASA and the Weather Bureau pursued. 

The information that numerical prediction models needed about the atmo-
sphere was not the presence or absence of clouds, as the Television-Infrared 
Observation Satellite (TIROS) series of satellites provided, but its temperature 
and wind profi les. These determined atmospheric motion, and this was what 
numerical meteorologists sought from the computer. Two types of weather bal-
loons provided these datasets in the Northern Hemisphere: radiosondes, which 
measured temperature, pressure, and humidity during their ascents; and rawin-
sondes, which were tracked by radar to derive wind velocities. No one knew how 
to measure these quantities from space in 1960, but there were lots of ideas. Verner 
Suomi’s heat budget experiment had taken advantage of the fact that infrared 
wavelengths between 8 and 10 microns were known from laboratory experiments 
not to be strongly absorbed by the atmosphere. Stroud’s fi ve-channel radiometer 
had similarly utilized known atmospheric transmission characteristics. Writing to 
the head of the Advanced Research Projects Agency’s (ARPA) meteorological 
satellite effort in 1958, RAND’s Will Kellogg had listed and explained a variety of 
potential atmospheric emissions that might permit derivation of important quan-
tities. Ozone emitted radiation around 9.6 microns, for example, which he con-
cluded might permit determination of stratospheric temperature and circulation.2

There were many possibilities awaiting an appropriate set of technologies.
In addition to these remote measurement techniques, satellites offered a means 

to expand balloon measurement techniques. Balloons were short lived and were 
released every twelve hours by national meteorological services; these, of course, 
operated extensively on land but not on the oceans. Because of this, they could 
not provide information about the oceanic atmosphere, leaving vast (but meteo-
rologically important) data voids. The poorer nations of the world did not support 
meteorological networks, leaving them devoid of forecasting entirely. Satellites 
could solve these problems too. Polar-orbiting satellites could locate balloons 
once every twelve hours, ideally, receive data from the balloons’ instruments, and 
relay it to a ground station. Geosynchronous satellites could do this nearly con-
tinuously. If long-lived balloons could be developed to make a global network of 
them economically feasible, satellite-tracked balloons launched from a handful 



d e v e l o p i n g  s a t e l l i t e  m e t e o r o l o g y     41

of ground stations could provide wind and temperature measurements over most 
of the globe. 

Between 1960 and 1975, NASA’s Meteorological Programs Offi ce, in collabora-
tion with the National Oceanic and Atmospheric Administration’s (NOAA) Envi-
ronmental Satellite Service, the University of Wisconsin, and the National Cen-
ter for Atmospheric Research (NCAR), developed and tested these two sets of 
technologies. This effort relied heavily on trials with the new satellite instruments 
using aircraft and balloon fl ights that were, in essence, inexpensive proof of 
method tests. These also occasionally revealed unexpected instrument capabili-
ties, suggesting potential new uses for them. By the early 1970s, these new mea-
surement technologies seemed capable of producing global meteorological data-
sets, permitting the construction and validation of global numerical prediction 
models.

imaging the global atmosphere

The fi rst major goal of the NASA meteorological satellite program was the im -
provement of satellite imaging capabilities. On behalf of the Weather Bureau, it 
sought higher-resolution daylight imaging, new capability to produce imagery of 
the Earth’s night side, and, to serve the real time needs of the Defense Depart-
ment, an imaging system of lower resolution that could continuously transmit to 
less sophisticated ground stations than the primary satellite command and data 
stations. Finally, the agency sought imagery from geosynchronous orbit, which 
would permit more frequent imaging of most of the Earth’s surface than the polar 
orbiters did.

Nimbus 1, launched 28 August 1964 into a polar orbit intended to cross the 
equator at the same time each day (a sun-synchronous orbit), carried three types 
of imaging equipment: an Advanced Vidicon Camera System (AVCS), the Auto-
matic Picture Transmission (APT) system desired by the Defense Department, 
and a High Resolution Infrared Radiometer (HRIR). The vidicon and APT sys-
tems were both television-based systems that operated in the visible light portion 
of the electromagnetic spectrum. They differed in image quality and in the length 
of time required to transmit an image. The Nimbus 1 APT produced an 800-line
scan image in 8 seconds, and transmitted it via a television signal, stretched over 
200 seconds. Each image was about 1660 kilometers square, with a resolution of 
about 3 kilometers at the point directly below the satellite (referred to as nadir 
viewing). The AVCS on Nimbus 1 had three cameras that stored their images on 
a tape recorder for playback on ground station command. The three were arranged 
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with one pointing directly downward with the other two angled 35 degrees to 
either side to produce a wider image. They also produced an 800-line scan, but 
the resolution was three times that of the APT camera, or about 1 kilometer. The 
tape recorder could store two orbits’ worth of images, which could be transmitted 
to one of the two ground stations in four minutes. 

The HRIR provided the satellite’s nighttime capability. It was a single-channel 
scanning radiometer operating between 3.5 and 4.1 microns with a scan spot of 
about 6 kilometers in diameter. Its analog output was tape-recorded and played 
back to the ground station, which prepared two outputs: a data tape containing 
the raw radiance data and a fi lm-strip-like photo facsimile. The photo facsimile 
provided the nighttime cloud imagery that the Weather Bureau sought for fore-
casting purposes, but the raw data proved more interesting to researchers. The 
sensor’s data represented the radiance temperatures of surfaces within its fi eld of 
view, and it could measure radiance temperatures between 210 and 330 de  grees 
K. (The Earth’s average is 280 degrees K.) In theory, at any rate, it could there-
fore provide the temperatures of cloud tops as well as that of land and oceanic 
surfaces.3 This would be very useful data. The temperatures of cloud tops could 
be related directly to their altitudes, a meteorologically useful quantity. Global 
ocean surface temperatures would also be very useful to meteorologists, as well as 
to oceanographers. And land surface temperatures would supplement, though 
hardly replace, the measurements provided by meteorological ground stations. 

One major challenge the satellite program’s researchers faced in achieving 
these measurements was that the sensor produced an average temperature of the 
scene that it scanned. If the scene were free of cloud-free ocean or land, then the 
resulting temperature would relatively accurately represent that of the surface. 
Similarly, if the scene beneath the scan spot were entirely overcast, the cloud-top 
temperature would be accurate. If the scene consisted of both clouds and land or 
water surface, however, the sensor would give an incorrect result. Such cloud-
contaminated scenes were both inevitable and a big problem. Human researchers 
could compare the photographic and data outputs to select cloud-free scenes for 
evaluation, but the manpower requirements for this made it operationally infea-
sible. Finding ways to improve sensor resolution to increase the number of cloud-
free scenes and use data processing equipment to screen out cloud-contaminated 
ones automatically took several more years and a good deal of research.

Nimbus 1 did not operate for very long. After twenty-six days, its power system 
failed. The solar array paddles froze in a single position, which the project engi-
neers blamed on the bearing lubrication leaking out into space. Without the 
ability to track the Sun as the satellite orbited, the solar arrays could not produce 
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enough electricity to keep the satellite functional and it died. During its short life, 
however, it accomplished most of its goals. It produced more than 27,000 images 
and it demonstrated that the HRIR scanner could produce useable nighttime 
images. The HRIR’s data was also the subject of numerous scientifi c publications 
delineating its benefi ts and drawbacks, including a lively series of articles on the 
cloud height measurement challenge.4 Finally, its control system achieved a 
pointing accuracy of better than 1 degree, which permitted its images to be accu-
rately related to the Earth’s surface in the absence of clear terrain features. Its 
primary failure was in not achieving its desired lifespan. 

NASA essentially repeated the Nimbus 1 mission in May 1966, with the launch 
of Nimbus 2. This vehicle carried the same instrumentation, with the addition of 
a copy of the TIROS fi ve-channel infrared radiometer, renamed the Medium 
Resolution Infrared Radiometer (MRIR) to distinguish it from the HRIR. The 
MRIR was included to help defi ne ways to evade the cloud-contamination prob-
lem. One channel duplicated the HRIR’s channel at lower resolution. Others 
sensed the 6.9-micron water vapor emission band, permitting mapping of the 
water vapor distribution of the atmosphere; the 15-micron carbon dioxide band, 
permitting analysis of the distribution of carbon dioxide in the troposphere; the 
broadband 5- to 30-micron band for heat budget studies; and a visible light chan-
nel for measuring refl ected solar radiation. Unfortunately, although Nimbus 2
functioned for 978 days, it suffered repeated tape recorder failures that under-
mined its science mission. The medium-resolution infrared imager shared the 
telemetry system’s tape recorder, which failed in July, three months into the mis-
sion, rendering it useless. The mission engineers were able to shift the telemetry 
data onto the high-resolution system’s recorder, reducing its useable scientifi c 
data, but that recorder failed in November. The AVCS recorder had failed in 
September, leaving only the APT system functioning for the remainder of the 
satellite’s lifespan.

Despite the short lives of its radiometer instruments, Nimbus 2 succeeded in 
demonstrating several important capabilities. A group of scientists at Goddard 
used the Nimbus 2 HRIR dataset to demonstrate that, while the sensor could not 
give reliable sea surface temperatures in the daytime due to refl ected sunlight, its 
nighttime data revealed the outlines of the major ocean currents and provided 
details on the temperature structure of the ocean surface.5 The MRIR’s data dem-
onstrated that water vapor distribution in the atmosphere could be mapped from 
space, and it showed that, as most atmospheric scientists had expected, carbon 
dioxide was essentially uniformly distributed in the troposphere. The carbon diox-
ide result was particularly important to the meteorological program’s future plans, 
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which postulated using the radiances of carbon dioxide molecules to derive the 
temperature at different altitudes in the atmosphere. Non-uniform distribution 
would make that impossible. Finally, it showed that television cameras were not 
necessary for the production of “cloud pictures” for forecasting—as Bill Stroud 
had expected during the International Geophysical Year (IGY) program, visible 
and infrared channel radiometers could do the job just as well once engineers 
achieved a desirable resolution. After Nimbus 4, no further television-based sys-
tems fl ew in the meteorological satellite research and development program, and 
they were also deleted from the operational satellite program after 1972.

geosynchronous imaging

When Ed Cortright had fi rst proposed an intensive meteorological satellite de -
velopment effort in 1959, it had included a second major component, Aeros. 
Aeros was to be a meteorological satellite in an orbit high enough that it would 
have the same angular velocity as the Earth’s surface, permitting it to remain 
essentially stationary with respect to the surface. Known variously as synchronous, 
geosynchronous, and geostationary satellites, these offered two tantalizing possi-
bilities in the early space age. First, as novelist Arthur C. Clarke had pointed out, 
they could serve as telecommunications relay stations, offering high capacity and 
global coverage with only a small number of vehicles. To meteorologists, and 
particularly the U.S. Weather Bureau, which operated a continental-scale tele-
graph network in order to acquire timely weather data, geosynchronous telecom-
munications satellites promised faster (and maybe less expensive) data distribu-
tion. More directly, cameras and/or imaging radiometers on such satellites would 
be able to generate multiple pictures of an entire hemisphere of the Earth every 
hour. The polar orbiters’ primary drawback was that their twelve-hour orbits did 
not permit detection and tracking of short-lived severe storms—thunderstorms, 
tornados, and the like—because such storms rarely lasted more than a few hours. 
An imaging geosynchronous satellite could photograph the entire lifecycle of 
these storms, at the very least helping research meteorologists understand their 
evolution.

Aeros itself, however, was never approved or funded. Instead, the meteorologi-
cal satellite program piggybacked the fi rst demonstrations of geosynchronous 
imaging’s potential on a pair of experimental satellites developed under the Offi ce 
of Application’s Advanced Technology Satellite (ATS) program. The ATS satel-
lites were derivatives of Syncom, a geosynchronous communications satellite 
developed by Hughes Aircraft for NASA and fi rst orbited in July 1963.6 The ATS 
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program’s goal was demonstration of advanced satellite technologies in geosyn-
chronous orbit, including stabilization and control systems, data processing, and 
telecommunications capabilities. Of the fi ve planned missions, the fi rst and third 
were to be spin-stabilized like the TIROS satellites, while the rest were demon-
strations of gravity gradient three-axis stabilization schemes.

William Stroud, head of Goddard’s Aeronomy and Meteorology branch, had 
taken the decision to place imaging experiments aboard some of the ATS satel-
lites after receiving the results of three study contracts with Republic Aviation, 
RCA, and Hughes Aircraft. Republic had been tasked with the study of a com-
plete geosynchronous meteorological satellite system, while RCA had been asked 
to investigate the feasibility of putting a TIROS into a highly eccentric orbit that 
would briefl y reach geosynchronous altitude. This they intended as an experi-
ment to help determine the optimum resolution for a geosynchronous satellite 
camera. Finally, they had tasked Hughes with examining the potential for plac-
ing a camera on the advanced version of Syncom being developed via the ATS 
project.

At a briefi ng to Goddard Center Director Harry Goett in November 1963,
Stroud had argued that based on these studies, the most effective approach to 
getting a geosynchronous imaging capability was to act as an experimenter in the 
ATS program. His initial plan was to propose placing two AVCS units on each of 
the spin-stabilized ATS launches, and to do the same for the later gravity-gradient 
stabilized satellites. Because the spin-stabilized ATS satellites rotated at a hun-
dred revolutions per minute, the images from this experiment would be smeared 
without some kind of electronic image motion compensation, and development 
of suitable circuitry was part of the effort. Stroud also proposed equipping some 
of the ATS satellites with dedicated communication circuits for relaying weather 
data and for broadcasting weather forecast maps.7

Over the next several months, however, the effort to develop motion compen-
sation circuitry to permit putting AVCS cameras on the spin-stabilized ATS satel-
lites foundered. The task proved too diffi cult for the relatively short time horizon 
before the fi rst ATS launch scheduled for late 1966. Inability to resolve the motion 
compensation problem caused Goett to recommend not fl ying cameras on the 
ATS program’s spinners after a design review in December 1964.8 They would 
have to wait for the later gravity-gradient missions.

Three months before, however, Suomi and a colleague had submitted an 
informal proposal for a storm patrol experiment on one of the spin-stabilized ATS 
satellites.9 They had devised an imaging system that employed the satellite’s hun-
dred rotations per minute spin as part of its scan motion, leading to its common 
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name, the spin-scan camera. Unlike the early TIROS cameras, their system uti-
lized line scanning, imaging a narrow (approximately 10 kilometers wide) hori-
zontal swath of the Earth on each rotation of the satellite. A motorized mirror 
would provide vertical scanning of the Earth in a thousand discrete steps. Imaging 
of the full Earth disk would take ten minutes, and they proposed transmitting the 
data to Earth in real time and reassembling the image on the ground to eliminate 
the data storage problems plaguing Nimbus. Most important, their system did not 
require the troublesome motion compensation circuits that plagued the in-house 
Goddard effort. 

The Weather Bureau’s new director, Robert M. White, liked Suomi’s proposal. 
It would get the much-desired geosynchronous capability quickly and inexpen-
sively, as the ATS program was already funded and only the camera needed devel-
opment. As he explained in a memo to David S. Johnson, however, it threatened 
an already-approved effort at Goddard to launch a TIROS into a highly eccentric 
orbit that would take it up to geosynchronous altitude for a few hours. This was 
an experiment to determine the optimum resolution for a future satellite camera, 
and the program offi ce was concerned that leapfrogging this TIROS K mission 
with an ATS would result in the loss of approved resources to something else.10

Further, the amount of time available between the proposal and the date at which 
the spin-scan camera had to be ready for the integration and testing phases prior 
to launch was too short. Typically instruments underwent extensive testing to 
demonstrate their space-worthiness prior to being integrated into a satellite, but 
there was barely a year left before the instrument had to be ready for integration 
if it were to make the fi rst ATS launch. White told Johnson that at a meeting of 
the joint Satellite Program Review Board meeting at the end of January 1965
Suomi had contended that his camera could be ready by the November deadline; 
NASA’s representatives had not believed him.

White suggested to Johnson that he should press for a quick resolution of the 
controversy by approaching an appropriate person at NASA. Ultimately, Homer 
Newell’s intercession proved necessary to get the spin-scan camera on the fi rst 
ATS fl ight. The camera was built by a Hughes subsidiary, Santa Barbara Research, 
under a contract to the University of Wisconsin’s Space Science and Engineering 
Center, which had been founded by Suomi and Robert Parent, with grants from 
NASA, the Environmental Sciences Services Administration (ESSA), and the 
State of Wisconsin in 1965. A substantial engineering effort by the company, 
aided by parallel delays in the satellite development effort related to thermal regu-
lation, permitted it to meet a somewhat later launch date in August 1966.
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The spin-scan camera worked as expected, producing spectacular full-disk 
images of the Earth. It posed signifi cant challenges for researchers, however. 
Spin-stabilized satellites precessed, or wobbled, in orbit slightly and the images 
had to be carefully (and manually) aligned to notable features on the ground. To 
trace the formation of storms or other cloud structures, researchers aligned a 
sequence of images on a light table and then copied them to movie fi lm. The fi lm 
loops then allowed qualitative study of storm evolution. The process was labor-
intensive and expensive, limiting its operational usefulness. But it provided infor-
mation about storm origins that had never been available before, making it attrac-
tive to a few researchers—especially if more effi cient ways of producing the movie 
loops could be generated.

The ATS 1 camera was followed into space by a color version aboard ATS 3 in 
November 1967. This camera produced the fi rst color images of the full Earth 
ever made, and its images became the subject of a number of scientifi c investiga-
tions. Plate 1 shows Earth on 18 November, from a position over the Atlantic. At 
ESSA’s request, NASA positioned ATS 3 over the American Midwest during the 
spring of 1968 for a Tornado Watch Experiment. The satellite caught the genesis 
of several severe storms, and meteorologist Tetsuya Fujita at the University of 
Chicago turned its photographs into fi lm loops for study.11 Others combined ATS 
3 imagery of a tornado event on 23 April with rawinsonde data to examine the role 
of convective warming in storm evolution.12 The National Hurricane Center in 
Miami conducted a similar study during that year’s hurricane season. This ex -
periment caught the complete lifecycle of Hurricane Gladys, the fi rst hurricane 
to have its entire lifecycle observed.13

The following year, ATS 3 supported a large field experiment near Barba-
dos known as the Barbados Oceanographic and Meteorological Experiment 
(BOMEX). Conceived by Jule Charney, who had become interested in improv-
ing numerical models’ performance in the tropics, and led by Joachim Kuettner, 
a German meteorologist who had worked with von Braun’s group in Huntsville 
on the Mercury program, BOMEX was designed to try to measure the energy fl ow 
between ocean and atmosphere. The experiment consisted of four special observ-
ing periods carried out by a 500-kilometer-square network of radar-equipped ships, 
research aircraft fl ights, and satellite data collection. NASA parked ATS 3 over the 
observing area to provide cloud imagery to compare to data collected by the sur-
face network. In the experiment’s fi nal days, the surface network and ATS 3 cap-
tured the formation of a small-scale, rapidly developing disturbance that peaked 
in three hours. Several groups of researchers used the ground and satellite obser-
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vations to analyze the disturbance’s formation; Suomi used the datasets to estab-
lish a correspondence between cloud refl ectance in the visible and microwave 
radar regions of the electromagnetic spectrum.14

The following year, Robert H. Simpson, director of the National Hur ricane 
Center, wrote that ATS 3’s imagery had allowed meteorologists to de  scribe the 
dominant circulation modes of a hurricane. This had been impossible before, 
because observations in the tropics were so scattered that no one had been able 
to assemble a coherent concept of hurricane evolution. The movie loops had 
permitted tracking of entire storms, determination of wind speeds (via cloud 
tracking), and derivation of vorticity and wind shear. Wind shear derivation per-
mitted identifi cation of formation spots for storms, because hurricanes could not 
develop in regions of high wind shears. Further, the imagery clearly showed that
hurricanes tended to develop in low-pressure troughs that extended from the 
Central Atlantic to the Caribbean. Prior to the availability of the geosynchronous 
imagery, he concluded, “we were not able even to determine that this trough had 
day-to-day continuity, much less describe it in great detail on a day-by-day 
basis.”15

The successes of the two ATS fl ights triggered an initially rapid movement 
toward an operational prototype of a dedicated geosynchronous weather satellite. 
Known as SMS, short for Synchronous Meteorological Satellite, NASA formally 
proposed this program in its fi scal year 1970 budget. Two of these SMS satellites 
would precede the fi rst NOAA-funded operational satellite, GOES (Geosynchro-
nous Operational Environmental Satellite). The Space Science and Engineering 
Center (SSEC) and Santa Barbara Research altered their spin-scan camera for 
the SMS fl ights to give it an infrared capability, replacing its television-like pho-
tographic apparatus with an imaging radiometer possessing eight visible light and 
three infrared channels. They also added a telescope that would permit high-
resolution imaging of smaller portions of the Earth, so researchers could study 
storm formation in more detail. The revised instrument became known as the 
Visible and Infra-Red Spin-Scan Radiometer (VISSR, pronounced “visor”) and 
fi rst fl ew aboard SMS 1 in May 1974. The long gap between ATS 3 and SMS 1
resulted from the selection of a different spacecraft contractor, Philco-Ford Astro-
nautics, which had diffi culties engineering the vehicle. It proved not to matter, 
however, as ATS 1’s and ATS 3’s cameras functioned for more than a decade.

By 1970, therefore, the Meteorological Satellite Program Offi ce had met the 
Weather Bureau’s demands of the late 1950s for cloud imagery from space with 
three different series of satellites, TIROS/TOS, Nimbus, and ATS. Instrument 
technologies devised by researchers at the Goddard Space Flight Center and at 
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the University of Wisconsin had decisively demonstrated the superiority of radi-
ometers over television-based systems for imaging, and television was discarded 
during the following decade. Scientists had begun using the satellite images for 
research. Imaging was only one component of the global observing system NASA 
and the Weather Bureau sought during the decade, however. The agencies also 
sought the ability to produce temperature and wind profi les of the atmosphere to 
feed numerical weather prediction models.

measuring atmospheric quantities

One of the two principal challenges meteorologists interested in global forecast-
ing faced was obtaining wind profi les of the global atmosphere, particularly in the 
Southern Hemisphere, where the ratio of water to land was much higher than 
in the Northern Hemisphere and the equatorial belt. The numerical prediction 
programs needed wind data in order to predict the movement of the high and 
low pressure fronts that were the basis of weather forecasts, and balloons were 
the primary method of gaining wind measurements (aircraft reports were also 
widely used along major air routes). The now-traditional radiosonde and rawin-
sonde balloons suffered from limited geographic coverage and from lifespans 
measured in hours, however, making them poorly suited to the goal of global 
wind measurements. 

In 1959, Vincent Lally, a meteorologist who specialized in balloon measure-
ments, postulated that two thousand superpressure, or constant-volume, balloons, 
equipped with thin-fi lm electronics and relaying their data via satellite, could 
provide the global temperature, pressure, and wind measurements that numerical 
weather prediction required. These Global Horizontal Sounding Technique 
(GHOST) balloons could have lifetimes of more than sixty days. Superpressure 
balloons, by their nature, remained at a single altitude without the need for bal-
last, and they could be placed at a variety of altitudes to provide data at several 
different levels in the atmosphere. Lally called these satellite satellites, refl ecting 
their status as an auxiliary to the space-based platform that served as tracking sys-
tem and data relay.16

One of Lloyd Berkner’s fi nal efforts as chairman of the National Academy of 
Science’s Committee on Atmospheric Sciences had been production of a ten-year 
plan for atmospheric research in the United States. One of its recommendations 
had been the establishment of a national laboratory for atmospheric research, and 
in 1960 a consortium of research universities submitted a proposal to the National 
Science Foundation (NSF) to build and operate this facility. The NSF accepted 



50    a t m o s p h e r i c  s c i e n c e  a t  n a s a

their proposal, and the universities created an independent nonprofi t corporation, 
the University Corporation for Atmospheric Research, to run it.17 The facility 
itself was known universally as NCAR, and went into operation in 1961 in tempo-
rary quarters on the University of Colorado’s campus in Boulder. Its founding 
director was Walter Orr Roberts, a solar physicist. One of Roberts’s fi rst actions 
had been to create a scientifi c ballooning facility. There was great scientifi c inter-
est in balloons, in astronomy in particular—Princeton astrophysicist Martin 
Schwarzchild had fl own a large solar telescope into the stratosphere during the 
late 1950s and planned a still larger one for the 1960s—and a balloon facility 
would help interest scientists in other disciplines in NCAR. Their interest and 
support, Roberts hoped, would help secure NCAR’s future.

Roberts hired Lally away from Teledynamics, a corporation that had held a 
contract from the air force to develop a world weather forecasting system (Project 
433L in the air force’s jargon), to run the balloon facility. The series of decisions 
that had led to weather satellites being placed in a civilian agency had also led to 
placement of global forecasting hopes in the civilian National Weather Service, 
however, and Teledynamics’ contract was eventually cancelled. Lally moved to 
NCAR in 1961, and the new balloon facility, located in Palestine, Texas, to avoid 
heavily traveled air routes, had opened in 1963.18 After getting the facility into 
operation, and some successful early tests of his constant-level balloon system 
from Japan, Lally withdrew from running the balloon facility to concentrate on 
the development of his balloon system. 

The fi rst complete test of his GHOST system took place in 1966. Launched 
from Christchurch, New Zealand, in March, the balloons carried a solar-powered 
transmitter whose signals were tracked by an international network of ground sta-
tions. The GHOST balloons performed well at high altitudes, with one balloon 
making seventeen circumnavigations of the Earth in 192 days and others fl ying 
up to six months. At lower altitudes, lifespans were much shorter, averaging ten 
days. Icing was the principal culprit. Supercooled droplets in clouds crystallized 
on the thin balloon surfaces, and the extra weight brought the balloons down. 
Surface treatments for the balloons might resolve this, Lally argued in a Science
article, but if not higher-altitude balloons could measure lower-level winds using 
a tethered instrument package.19

With the basic balloon technology demonstrated, Lally started working with 
researchers at the Goddard Space Flight Center on a means to track the balloons 
from space.20 The system they devised was called the Interrogation, Recording, 
and Location System (IRLS). The balloon’s payload consisted of a solar array to 
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power the electronics, a low-power satellite transmitter, and the scientifi c instru-
ments. Each balloon would be programmed with its own code; on each orbit, 
operators at the satellite’s ground station would program IRLS to query specifi c 
balloons. The initial fl ight version had a 20-kilobyte memory module that permit-
ted it to interrogate twenty platforms per orbit. The satellite determined the plat-
form’s location by the radio signal’s round-trip time based on its own position; in 
the absence of modern satellite navigation systems, this was one of the few avail-
able options. The research group at Goddard, led by principal investigator Charles 
Cote, included buoys and other platform types in this fi rst set of experiments to 
determine if the system could adequately track drifting oceanic buoys and land 
vehicles. The fi rst satellite experiments were carried out with only two balloon-
borne platforms.21

Nimbus 3 carried the fi rst edition of the IRLS into space. This proved able to 
locate surface platforms to within about 2 kilometers, although with a directional 
ambiguity caused by its use of range-only measurement. A platform could be 
anywhere on the circumference of a range circle drawn around the satellite’s posi-
tion, and the system therefore required additional information to provide a posi-
tive location. The balloons carried a sun-angle sensor that provided a line of 
bearing. This line intersected the range circle at two points, and therefore a bal-
loon could be in either position. Most of the time, only one of these positions 
would make sense meteorologically, but under certain circumstances this direc-
tional ambiguity would result in missing an interesting atmospheric phenome-
non. The project team at Goddard had arranged for testing with a pair of Lally’s 
GHOST balloons, with oceanic buoys, and with wildlife biologists for animal 
tracking, refl ecting an effort to demonstrate the fl exibility of satellite tracking 
technologies. The balloon testing was reasonably successful given the known con-
straints of the system, and it was fl own again in an improved form on the subse-
quent Nimbus 4 mission.

The improved IRLS still contained the location ambiguity of the original, but 
this version could track a useful number of platforms. The science team had 
proposed using the IRLS/GHOST balloon system to carry out an investigation of 
the equatorial stratosphere’s circulation.22 In preparation, Lally’s GHOST team 
had carried out a series of test launches from Ascension Island during 1968 and 
1969, tracking them intermittently using ground stations.23 This set of tests led to 
modifi cation of the balloons, and during 1970 a science team led by Richard J. 
Reed of the University of Washington carried out launchings of twenty-six bal-
loons to altitudes of 20 and 24 kilometers . Of these, eight balloons at 20 kilometers 
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and three balloons at 24 kilometers were successfully tracked by IRLS for more 
than one month. The resulting data demonstrated the existence of long-period 
waves in the stratosphere.24

NASA ceased supporting the Southern Hemisphere constant-level balloon 
program after Nimbus 4, however, because NOAA had agreed to let the French 
Centre National d’Études Spatiales (CNES) provide a tracking system for its 
operational satellites (thus saving NOAA money). The French system, known as 
EOLE, used balloons that were essentially the same as Lally’s, but the satellite-
based tracking system operated on a different principle that offered the ability to 
track larger numbers of balloons. The balloon-based transmitters required were 
also simpler than those for IRLS, making the EOLE system potentially less expen-
sive to use operationally. France launched a prototype EOLE satellite in 1968,
and the full EOLE experiment took place in late 1971. After NASA’s Wallops 
Island facility placed the satellite into orbit with a Scout rocket 16 August 1971, the 
Laboratoire de Météorologie Dynamique conducted launches of 480 constant 
level balloons from three sites in the Republic of Argentina. These fl ights were to 
200 millibars, in the stratosphere, and represented the fi rst large-scale experimen-
tal verifi cation of theoretical models of stratospheric circulation.25

development of radiometry

Meteorologists sought the balloon tracking system as a means of measuring wind 
and temperature in the atmosphere. But the GHOST satellite-balloon systems 
were only one possible approach, although it was one that deployed a technology 
very familiar to meteorologists. The primary alternative was radiometric sound-
ing, which would rely on the atmosphere’s emissions of energy. In a famous 1959
paper, Lewis D. Kaplan had argued that an infrared spectrometer capable of sens-
ing the emissions of carbon dioxide might be able to produce a temperature and 
moisture profi le of the atmosphere.26 Earlier, other researchers had pointed out 
that measurement of the radiance intensity of carbon dioxide could be trans-
formed mathematically into a temperature reading; Kaplan expanded this reason-
ing to contend that one could also infer a vertical temperature profi le from the 
spectral distribution of the carbon dioxide emissions. Due to the way the atmo-
sphere transferred radiation, measurements in the center of the carbon dioxide 
band could only come from the top of the atmosphere, while measurements from 
the wings of the spectral band would come from deeper down.

This radiance data could then be converted into temperatures using a math-
ematical inversion model. The model had to be based on detailed empirical 
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knowledge of the atmosphere, including its composition and its normal tempera-
ture and pressure profi les. Kaplan was also very clear in this paper that the instru-
ment had to be designed for a specifi c inversion model. It wouldn’t do to build an 
instrument out of what happened to be available and then try to fi gure out what 
its data meant later. Theory had to precede hardware, or the very complexity of 
the atmosphere’s radiation transmission processes would defeat meteorologists’ 
attempts to decipher the data.

Kaplan, who moved to the Jet Propulsion Laboratory (JPL) in 1961, had placed 
his fi rst instrument on the Mariner 2 mission to Venus, but his article had set in 
motion a great deal of research into the mathematical foundation of a successful 
instrument for future Nimbus missions. At the Weather Bureau, David Wark took 
Kaplan’s method, simplifi ed it by limiting the problem to derivation of strato-
spheric temperature structure (where the cloud contamination problem would 
be rare), and developed a model for a six-channel spectrometer sensing specifi c 
intervals in the 15-micron carbon dioxide band.27 Perhaps their most important 
early fi nding was that reduction of the data required that the instrument have an 
onboard calibration source to permit accurate, nearly continuous evaluation of 
the measurement errors. Otherwise, errors destabilized the calculations very 
quickly, rendering the results useless.

NASA and the Weather Bureau sponsored construction of a breadboard pro-
totype of an instrument based on this model by the Barnes Engineering Com-
pany. This prototype was subjected to ground testing by researchers at the National 
Weather Satellite Center to, as one co-experimenter put it, “obtain a qualitative 
estimate over of the prevailing atmospheric temperatures over a limited distance, 
and to show how variations in this temperature could be detected by the spec-
trometer.”28 This fi rst test set, carried out during May and July 1962, was simply to 
determine whether the instrument and its associated model would be able to 
detect temperature changes at a distance. In qualitative terms, the experiment was 
successful, producing results that were at least reasonable. Quantitatively, how-
ever, the results were poor. The datasets were contaminated by signifi cant ran-
dom noise, and limitations of the very simple instrument required sampling the 
four channels’ data sequentially, not simultaneously. 

The instrument team also carried out a set of ground experiments using a com-
mercial eight-channel spectrometer to investigate the possibility that additional 
channels might improve accuracy. Some of the additional channels overlapped 
infrared wavelengths that atmospheric water vapor absorbs, causing the measured 
radiances in these channels to be much weaker than they would be in a dry atmo-
sphere. This effect had to be removed from the calculation. In their paper describ-



54    a t m o s p h e r i c  s c i e n c e  a t  n a s a

ing the experiment, the researchers used local radiosonde data to remove the 
water vapor effect while acknowledging that this was self-defeating.29 If one 
needed a water vapor profi le from radiosondes to resolve a satellite instrument’s 
temperature profi le, the satellite instrument served no purpose—the radiosonde 
also provided a temperature profi le. And one could not extract a water vapor 
profi le from the satellite instrument and then use that profi le to calculate the 
temperature profi le. Further, they found that the additional carbon dioxide chan-
nels did not signifi cantly improve the results. They concluded, in essence, that a 
different distribution of the instrument’s channels was necessary. The future satel-
lite instrument needed channels selected to provide a water vapor profi le inde-
pendent of the carbon dioxide radiance channels. 

Wark’s experimental team was satisfi ed enough with the qualitative success of 
the ground tests to sponsor a second-generation instrument for balloon testing. 
This instrument contained six carbon dioxide channels and a window channel to 
permit measurement of surface and cloud-top temperatures. It was equipped with 
a blackbody cooled by liquid nitrogen to simulate the space look that was the 
obvious calibration choice—the temperature of space was both known and 
unchanging—and was redesigned to be fl yable on a high-altitude balloon. They 
had three copies made by Barnes Engineering, and these were tested in altitude 
chambers to evaluate their response to the altitude and pressure changes they 
would experience during a balloon ascent from the ground to 3 kilometers. 

The team carried out the fi rst balloon ascent with the instrument on 11 Sep-
tember 1964 at NCAR’s balloon facility in Palestine, Texas. In addition to the 
experimental temperature profi le instrument, the balloon carried cameras to pho-
tograph the clouds and terrain beneath it, several different temperature instru-
ments to help identify atmospheric temperature effects on the instrument, and 
broadband radiometers to measure the entire incoming and outgoing radiative 
fl ux from the atmosphere. During the fl ight, the chase team used additional in -
struments on the ground and in a pair of aircraft to collect more data to compare 
to the balloon instrument’s. The Palestine fl ight lasted seven hours and produced 
satisfactory data from all but one carbon dioxide channel, and the instrument was 
recovered with only minor damage. The following spring, the team performed a 
second fl ight at Sioux Falls, hoping to evaluate the instrument’s performance at 
profi ling a drier, colder polar air mass. Interference from a radio beacon on the 
balloon gondola, however, generated so much noise in the resulting readings that 
the data could not be resolved.

Writing about the results of this three-year-long series of experiments in 1967,
Wark’s team remarked that while neither fl ight experiment was fl awless, they were 
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each successful in that they revealed “hidden possibilities of failure of a satellite 
instrument and therefore contributed strongly to anticipated success” in the fu -
ture satellite instrument.30 The fi ve useable channels of data from the fi rst fl ight 
resolved to temperature curves that were very similar to, but not exactly like, those 
produced by local radiosonde measurement. Despite the similarity, however, 
Wark and his colleagues noted that the derived profi les did not meet their scien-
tifi c standards and were not competitive with the local radiosonde results. 

They traced the fl aws to the empirical information they had used as an input 
to the calculations. The inversion equations needed to convert radiances to tem-
peratures were nonlinear, and these generally could not be solved in a way that 
produced a unique solution. Instead, multiple solutions were almost always pos-
sible for a given set of data. But most of these solutions would be physically 
implausible. A solution that indicated a temperature of 1000 degrees C in the 
Earth’s troposphere would clearly not be correct. One obvious way to constrain 
the range of possible solutions to ones that were physically reasonable was to use 
a database of past temperatures, and the team had constructed an average sum-
mer profi le from ninety August and September radiosonde fl ights taken during 
preceding years to use in transforming the instrument’s data. They concluded that 
the atmosphere on the day of the fl ight had been signifi cantly different near the 
tropopause than this average profi le they had used. The inversion mathematics 
forced the derived temperature closer to the average profi le than was warranted 
by the atmospheric conditions on the day of the test, producing the difference 
between the radiosonde and derived temperatures. The team concluded that in 
constructing the empirical profi les necessary to resolve the inversion equations, 
researchers had to be careful to choose soundings that refl ected the full range of 
the atmosphere’s variability. Otherwise they would not get accurate results. 

A space-borne version of the Weather Bureau’s infrared temperature sounder 
went into orbit onboard Nimbus 3 on 14 April 1969. This fl ight provided the fi rst 
demonstrations that space-based sensors could produce relatively accurate tem-
perature profi les of the Earth’s atmosphere. NASA and the Weather Bureau had 
arranged for two weeks of special observations to evaluate the performance of the 
Satellite InfraRed Sounder (SIRS), launching radiosondes during satellite over-
passes to provide in situ temperatures to compare with the instrument’s derived 
temperatures. The historic fi rst sounding, taken the day of the launch, was over 
Kingston, Jamaica, and produced a very satisfactory match. Conditions at Kings-
ton were clear, providing an easy test for the new technology, but soundings taken 
under other conditions were also relatively good. In writing up their results for 
Science, principal investigator David Wark remarked that the main limitation in 
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deriving accurate temperatures came from accurately determining the boundary 
condition, the surface temperature or the cloud-top temperature.31 Improved 
measurement in the window region of the atmosphere might help alleviate this 
by giving the temperature of the cloud tops.

Nimbus 4, launched 8 April 1970, carried aloft a set of incremental advance-
ments to the Weather Bureau’s SIRS instrument. This version of SIRS employed 
a mirror to permit scanning across the satellite’s track, increasing its coverage. It 
also had additional infrared channels chosen to allow inference of both tempera-
ture and water vapor profi les and a window channel that permitted determination 
of surface or cloud-top temperature, an addition necessary to overcome the chal-
lenge of establishing the boundary conditions for the inversion equations. This 
version of SIRS was transitional, however, in the sense that its replacement was 
already in development. By the time it reached space, the Weather Bureau had 
developed a new cloud-clearance methodology that needed a somewhat different 
instrument.

During 1967 and 1968, William L. Smith, who had joined the Weather Bureau’s 
satellite center in 1966 from the University of Wisconsin, and Harold Woolf, who 
had come from MIT in 1963, had developed a method for removing the effects of 
clouds from the soundings. It required interpolation between the radiances of two 
adjacent scenes in the relevant carbon dioxide and window channels to derive an 
equivalent clear-scene radiance.32 That equivalent radiance could then be used 
in the inversion equations to produce a temperature. Their method drove the 
de  velopment of a new sensor scheduled for the Nimbus 5 fl ight. Known as the 
Infrared Temperature Profi le Radiometer, this had two new window channels and 
generated a matrix of scan spots each 32 kilometers wide. The scan spots provided 
the series of independent scenes necessary for the decontamination process at the 
cost of some additional complexity in the instrument. 

The Weather Bureau’s approach to remote sensing of the atmosphere was not 
the only possible radiometric approach available. The Weather Bureau instru-
ments were essentially diffraction grating spectrometers that measured specifi c, 
narrow wavelength bands. This reduced the amount of data transmitted by the 
instrument and therefore the amount of data processing required to resolve it, but 
at the cost of eliminating detail from the derived profi les. In essence, it produced 
an average temperature of a thick slab of atmosphere. This made it fundamentally 
different from the temperature set produced by a radiosonde, which provided a 
vertical, and nearly continuous, set of point measurements. Another approach, 
taken by Rudolf Hanel of the Goddard Space Flight Center, was to sample the 
entire carbon dioxide radiance band using a Michelson interferometer.33 Con-



d e v e l o p i n g  s a t e l l i t e  m e t e o r o l o g y     57

verting its output required a different mathematical technique using Fourier 
transforms, and the large amount of data presented an enormous data processing 
task. The advantage of an instrument based on this technique was that it pre-
served the fi ne vertical structure of the atmosphere and therefore promised the 
most accurate profi les if its data processing challenges could be overcome. Hanel’s 
IRIS fl ew on Nimbus 3 and Nimbus 4, demonstrating that the basic technique 
was sound. One could produce temperature profi les from an interferometer. 
These fl ights also demonstrated that, at least from the standpoint of operational 
utility, the interferometer approach was undesirable. The data processing burden 

A portion of the Earth’s infrared spectrum from the IRIS instrument 
on Nimbus 4. The image also indicates (with numbered arrows) the 
segments of the spectrum sampled by William L. Smith’s SIRS instru-
ment. From: W. L. Smith, “Satellite Techniques for Observing the 
Temperature Structure of the Atmosphere,” Bulletin of the American 
Meteorological Society, 53:11, November 1972, p. 1076.

280

270

260

250

240

230

220

210
500 550 600

15 �m CO2 Band as Observed
by the Nimbus 4 IRIS

650 700

Wavenumber

3

750 800 850

Te
m

pe
ra

tu
re

 (�
K)

2

5

1

6

7

4



58    a t m o s p h e r i c  s c i e n c e  a t  n a s a

imposed by the instrument was beyond the computing capacity available to the 
Weather Bureau, and the Nimbus program dropped the interferometer approach 
from subsequent fl ights.

One interesting result of Hanel’s IRIS fl ight was the fi rst observational deter-
mination of the greenhouse effect of the Earth’s atmosphere. It was very well 
accepted by the early 1970s that the Earth was about 33 degrees C warmer than it 
would be in the absence of the atmosphere, but this knowledge was based upon 
theoretical calculation and on laboratory measurements of the radiative charac-
teristics of various trace gases. But the effect had never been measured in the real 
atmosphere. IRIS, whose spectral range covered the entire infrared spectrum, was 
able to make the necessary measurements, revealing the details of the infrared 
spectrum of the atmosphere. Hanel published his results in 1972.34 IRIS also went 
to Mars in 1971.

During the late 1960s, fi nally, JPL’s Moustafa Chahine began working on a 
new temperature retrieval method that would not require the statistical database 
that the Weather Bureau’s did to constrain the range of possible temperature solu-
tions. Such a database would obviously not be available for the other planets, and 
Chahine wanted a method that would allow temperature sounding of any plan-
etary atmosphere. His so-called physical relaxation technique was fi rst used to 
invert data from the Pioneer 10 mission to Jupiter. The temperature instrument 
on this fl ight was a four-channel infrared spectrometer, and the results, while poor 
compared to radiosonde methods on Earth, were the fi rst such measurements for 
one of the gas-giant outer planets.35 More channels with better accuracy would 
improve the results, and Chahine was able to get funding for a balloon-based 
instrument for Earth sensing from NASA after this demonstration.

He also began working with Lewis Kaplan, Jule Charney, and John Shaw to 
develop a new cloud clearance scheme based on the use of additional shortwave 
infrared channels to help distinguish cloudy scenes from clear ones. NSF funded 
modifi cation of the balloon instrument to use the new method, which was tested 
in a series of airplane fl ights near Port Charles, Louisiana, in 1975. This eighteen-
channel spectrometer demonstrated the ability to provide temperatures accurate 
to within 1 degree K, even in the presence of high cloud fractions, suggesting bet-
ter atmospheric soundings could be had from a 1980s generation of space-borne 
instruments.36
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microwave remote sensing

Both SIRS and IRIS utilized the infrared spectrum, an approach that suffered 
from the reality that cloud cover almost completely absorbed infrared radiation. 
Hence neither instrument could produce temperature profi les below clouds; 
instead, they read the cloud-top temperature. This would result in errors in 
numerical forecasts using the data. In the case of a persistent overcast, these errors 
would grow very rapidly as successive soundings failed to produce data. Another 
approach was available, however. The atmosphere was also largely transparent to 
microwave radiation, which would penetrate most types of clouds, including all 
of the known persistent types. Atmospheric oxygen radiated in the microwave 
region, and this permitted determination of atmospheric temperature in the same 
way carbon dioxide infrared radiances did. The technologies employed to make 
microwave instruments derived directly from astrophysics, where microwave re -
mote sensing had been fl ourishing since the early 1950s.

The fi rst microwave temperature instrument, however, went to Venus. In 1962,
NASA’s JPL launched its fi rst successful planetary spacecraft, Mariner 2, equipped 
with a two-channel microwave radiometer. This instrument had been chosen to 
resolve a controversy over Venus’s surface temperature, which according to Earth-
based radiotelescopes seemed to be more than 500 degrees C. This was contro-
versial because Venus was not close enough to the Sun to have a temperature this 
high without a far stronger greenhouse effect than Earth possessed, but which few 
astronomers thought was possible. A strong enough greenhouse effect seemed to 
require an atmosphere several hundred times as rich as Earth’s in carbon dioxide, 
or else a gas that was a much stronger absorber in the infrared spectrum. Yet the 
Mariner radiometer confi rmed that the high temperature was real, leading to 
many efforts over the next decade to try to explain how it was possible. It also 
helped spark interest in using microwave radiometers to sense Earth.

At a NASA-sponsored symposium on passive microwave sensing techniques 
held in July 1962, Michael L. Meeks of MIT’s Lincoln Laboratory, which special-
ized in microwave technologies, had led an extensive discussion of the oxygen 
spectrum and its potential relationship to atmospheric temperature. Attendees 
in  cluded Morton Stoller, NASA’s director of applications; William Stroud, Rudolf 
Hanel, and William Bandeen from Goddard Space Flight Center; Lewis Kaplan; 
and Vern Suomi. Meeks, along with Harvard College Observatory’s A. E. Lilley, 
had carried out laboratory experiments designed to characterize the emission and 
absorption characteristics of oxygen at atmospheric and a selection of lower pres-
sures.37 A series of thirty-six emission lines could be distinguished in oxygen’s 



60    a t m o s p h e r i c  s c i e n c e  a t  n a s a

spectra from above the atmosphere, in theory, at least, which could be used for 
temperature profi ling. 

Victor Chung, an MIT graduate student working under Alan Barrett, pre-
sented another possible use for microwave sensing at this meeting. He had inves-
tigated techniques for sensing water vapor concentration and precipitable water. 
This relied upon emissions at 22.2 gigahertz, known as the water vapor resonance 
line.38 W. E. Vivian, of the Conductran Corporation, presented a method of using 
microwave emissions to determine sea state, even in overcast conditions. The fact 
of these water vapor emissions caused radio astronomer Frank Drake, of the 
National Radio Astronomy Observatory, to comment that it probably explained 
why the microwave radiometers used on radio telescopes had three to fi ve times 
less useful sensitivity than they did in theory—they were being contaminated by 
atmospheric emissions. He explained that at the Green Bank Observatory, Torleiv 
Orhaug had undertaken research to characterize water vapor emission impact on 
the telescope’s sensitivity, fi nding that it was almost always controlled by atmo-
spheric water vapor, and that rainstorms appeared clearly in the telescope’s data. 
This, he concluded, while highly annoying to radio astronomers, should make 
“all meteorologists joyful.”39

During the next several years, several of Alan Barrett’s graduate students at 
MIT carried out various investigations of microwave techniques. William B. Lenior 
completed a PhD thesis on microwave temperature profi ling.40 He re  ceived a 
NASA grant to carry out balloon experiments with a microwave radiometer; in an 
initial series of fl ights out of NCAR’s Palestine, Texas, balloon facility, he received 
disappointing results. He found that the observed radiance intensities did not 
match those predicted by theory. But he later found that he had not accurately 
accounted for the antenna’s performance. In a second set of balloon experiments 
carried out during July 1965, he verifi ed that the oxygen emissions did be  have in 
accordance with theory.41 Also under a NASA grant, graduate student David Stae-
lin carried out solar extinction experiments using the 8.5-meter antenna at the 
Lincoln Laboratory during 1964, showing that passive microwave sensing could 
provide water vapor profi les and possibly total liquid water content.42

Staelin recalled many years later that Goddard’s William Nordberg was the 
driving force behind the Nimbus series’ microwave instruments. From this re -
search area, two types of instrument gradually emerged. Goddard’s instrument, 
for which Thomas J. Wilheit, Jr. was principal investigator, was a mapping radi-
ometer. Known as the Electrically Scanned Microwave Radiometer (ESMR), this 
instrument’s center frequency was 19.35 gigahertz. It was fi rst test-fl own onboard 
NASA’s Convair 990 research aircraft during May and June 1967. In fourteen 
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fl ights, twelve over water, Goddard’s research team found the instrument could, 
as they expected, determine surface temperatures, map ice fi elds and the sea/land 
boundary, and detect areas of heavy rainfall.43 Only thick cumulous clouds 
affected the instrument, showing up as regions of high brightness and offering a 
potential means of deriving the liquid content of the clouds. Surface emissivity 
affected the temperatures generated from the instrument’s data, but for over-water 
use this was essentially irrelevant as the water surface had a constant, known emis-
sivity. Hence the instrument could derive sea surface temperatures even in the 
presence of most clouds. It could also measure the spatial extent of sea ice.

The other type of microwave device generated in this research program was 
the much-desired temperature profi le instrument. MIT’s David Staelin was prin-
cipal investigator for what was eventually named the Nimbus E Microwave Spec-
trometer (NEMS). This was a fi ve-channel radiometer, with two water vapor 
channels intended to derive water vapor and liquid water content of oceanic 
clouds as well as sea surface temperatures, and three oxygen channels designed 
to produce temperature profi les of the stratosphere. NEMS fl ew on Nimbus 5 in 
1972, demonstrating that the basic principles it was based on were correct, and it 
was followed in 1975 by a scanning version, the Scanning Microwave Spectrom-
eter (SCAMS), on Nimbus 6.

The principal disadvantage of the microwave instrument was that its horizon-
tal resolution was much poorer than that of the infrared instrument, a drawback 
that called for retaining both. Its vertical resolution was also poor. A disadvantage 
that emerged in the testing program was that while its performance in the upper 
troposphere and stratosphere was equal to or better than that of the infrared instru-
ment, its performance in the lower troposphere was inferior. Hence the micro-
wave approach by itself was not seen as a complete solution to the sounding 
problem. Instead, the weather satellite program adopted both infrared and micro-
wave sounders.

The operational sounding instrument that emerged from the NASA-NOAA 
program was named the TIROS Operational Vertical Sounder (TOVS), retaining 
the famous TIROS name while no longer having anything in common with the 
TIROS series of vehicles. TOVS consisted of three units: Bill Smith’s High Reso-
lution Infrared Spectrometer (HIRS), which was essentially the same as his Infra-
red Temperature Profi le Radiometer with additional channels; the Stratospheric 
Sounding Unit, a version of the United Kingdom’s Selective Chopper Radiome-
ter; and the Microwave Sounding Unit, Staelin’s instrument. The three instru-
ments fl ew individually on Nimbus 6, launched in 1975, which served as a func-
tional prototype for TOVS. The Nimbus 6 mission also helped to work bugs out 
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of the retrieval algorithms, cloud clearance schemes, and data processing system 
for the operational series of satellites that replaced the Improved TIROS Opera-
tional System (ITOS) series beginning in 1977.

At the same time that NASA and NOAA were fi nalizing the design of the 
sounders for the operational weather satellites intended for the late 1970s, NASA 
researchers at the centers were beginning to explore still more new techniques for 
making atmospheric measurements. Some of these were means of making tradi-
tional meteorological measurements more accurately, while others were intended 
to make new measurements. The Goddard Space Flight Center built and fl ew 
two new Earth Radiation Budget instruments on Nimbus 6 and 7, trying to im -
prove upon Suomi’s simple instrument.44 Also at Goddard, Donald Heath be -
gan developing and fl ying instruments designed to measure stratospheric ozone 
production and loss, fl ying his fi rst instrument on Nimbus 4 in 1970. Finally, at 
Langley Research Center, James D. Lawrence began assembling a research group 
to do atmospheric remote sensing using various kinds of lasers. Lasers promised 
to be able to measure aerosols, cloud particles, water vapor, and certain trace 
gases in the atmosphere at much higher resolution than other techniques. Lasers 
were new devices, however, and two decades would elapse before they reached 
space.45

NASA, NOAA, and SSEC, fi nally, embarked on a joint effort to develop a 
version of the spin-scan camera used on the geosynchronous satellites that would 
provide temperature soundings. The value of adding sounding capabilities to the 
geosynchronous satellites was primarily to improve severe storm forecasting. The 
short time horizons of midwestern storms meant that the twelve-hour orbits of 
the polar orbiters would rarely detect them. The geosynchronous satellites, how-
ever, could produce a sounding every thirty minutes with an appropriate instru-
ment, eventually leading to improved storm forecasting and better warning times. 
Known as the VAS instrument, short for “Visual/infrared spin-scan radiometer 
Atmospheric Sounder,” this instrument fi rst fl ew on GOES 4, launched in 1980,
and was the basis for an extensive severe storms research program during that 
decade.46

By the mid-1970s, then, NASA and its collaborators had developed a set of instru-
ments for producing global meteorological data using both radiometric and bal-
loon methods. To some degree, the instruments’ capabilities overlapped. GHOST, 
ITPR, and SCAMS all were able to produce temperature profi les in the at -
mosphere. They were not equal, to be certain. GHOST proved to be limited to 
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higher altitudes, preventing it from generating wind and temperature data from 
the lower atmosphere, which remained necessary data for the forecast models. 
Each of the radiometric sensors had specifi c weaknesses that other sensors were 
chosen to complement. The new instruments were hardly perfect, possessing 
calibration problems, large errors, diffi culties in the presence of clouds, and some 
reliability problems. Yet they provided the fi rst source of daily global meteorologi-
cal data ever realized.

The remote sensing technologies that were the basis of the meteorological 
satellite instruments came originally from astrophysics, where practitioners had 
developed them for examining the atmospheres of other planets. Because NASA 
was the space agency and during the 1960s carried out extensive planetary science 
as well (see chapter 4), it had been a natural home for planetary astronomers and 
astrophysicists. In turn, their ideas and technologies had infl uenced the develop-
ment of meteorological capabilities. This fertilization would recur as NASA 
moved into atmospheric chemistry during the 1970s, as new demands were placed 
on the agency.

Finally, the joint NASA–Weather Bureau success at producing technologies 
for global datasets enabled the execution of an international atmospheric research 
program during the 1970s intended to realize the forecasting gains made possible 
by these new sensing technologies. Known as GARP (Global Atmospheric Re -
search Program), an idea of Jule Charney’s that came to fruition after Lally’s 
GHOST balloon system provided the fi rst inkling that global data might be possi-
ble in 1966, this program marked the achievement of a truly global meteorology.



Constructing a 
Global Meteorology

c h a p t e r  t h r e e

Does the fl ap of a butterfl y’s wings in Brazil set off a 
tornado in Texas?

—Edward Lorenz, 1972

In early 1961, President John F. Kennedy’s science advisor, MIT physicist Jerome 
Wiesner, had asked the National Academy of Sciences’ Committee on Atmo-
spheric Science to propose a ten-year program for the profession. The report, 
drafted by meteorologist Sverre Petterssen, called for establishment of a set of new 
international institutions to further expand meteorology’s reach.1 An International 
Atmospheric Science Program should carry out scientifi c research on the global 
atmosphere, an International Meteorological Service Program should provide 
global-scale forecasting, and a World Weather Watch should sustain a global 
atmospheric observation system. These recommendations formed one basis of 
UN Resolution 1721, “International Co-Operation in the Peaceful Uses of Outer 
Space.”2

In 1950, the United Nations had established a World Meteorological Organiza-
tion (WMO), and this was the entity tasked with implementing the meteorologi-
cal portions of Resolution 1721.3 The WMO staff generated a report recommend-
ing the establishment of the World Weather Watch’s observation capability within 
the WMO, while arguing that the atmospheric research program was properly the 
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domain of the International Council of Scientifi c Unions (ICSU). Resolution 
1802, adopted in December 1962, had accepted this arrangement.

The principal architects of the WMO’s report were the Soviet Union’s acade-
mician V. A. Bugaev and the Weather Bureau’s chief of research, Harry Wexler. 
Wexler had been personally involved in postwar meteorology’s fi rst great advance-
ment, the construction of workable numerical weather prediction models during 
the late 1940s and through the 1950s, and was an important promoter of scientifi c 
internationalism via his International Geophysical Year (IGY) efforts.4 He was 
also, of course, a supporter of satellite-based meteorology, funding Vern Suomi’s 
fi rst satellite instrument for the IGY, establishing the Weather Bureau’s satellite 
center, and, until his untimely death in 1962, serving as a highly respected advo-
cate of satellite meteorology. He had believed that the union of these two great 
new technologies of numerical prediction and satellite data could produce truly 
global forecasts that might eventually be accurate to periods of a month. 

NASA’s role in the Global Atmospheric Research Program (GARP) that 
evolved during the late 1960s was as a provider of new technologies and support 
for large-scale fi eld experiments. GARP’s principal purpose was to provide qual-
ity-controlled global meteorological datasets for use in improving future numeri-
cal prediction models, and therefore the goals of the program were unobtainable 
without space-based measurements and telecommunications. But GARP required 
fi eld experiments, too, to provide ground truth for the space-based measurements 
and to collect data that could not yet be gained from satellites. In keeping with the 
longstanding geophysical tradition of fi eld science, these expeditions were inter-
national in organization and very large in scope. GARP’s fi nal fi eld experiment, 
the First GARP Global Experiment (FGGE) of 1979, fi nally achieved Charney’s 
dream of a global, quality-controlled, extensive meteorological dataset.

forming garp

Science writer James Gleick, in his history of chaos science, remarked that GARP 
was founded in “years of unreal optimism about weather forecasts.” There was, he 
continued, “an idea that human society would free itself from weather’s turmoil 
and become its master instead of its victim.”5 The linkage of satellite observation 
to numerical forecasting would, in this view, permit not only month-long forecasts 
but eventually weather control. John von Neumann had believed that weather 
control could eventually result from this research area, and he was hardly alone. 
Robert M. White, head of the Weather Bureau and eventually the National Oce-
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anic and Atmospheric Administration (NOAA), then believed weather control 
was within reach. Nobel Laureate Irving Langmuir did too, spending many years 
on cloud seeding research. NASA’s Homer Newell was routinely asked about the 
relevance of NASA’s meteorological research for weather control during his an -
nual budget testimony before Congress, suggesting the importance of the issue to 
the agency’s funders. 

The program that became GARP started as an American initiative. Acting in 
its capacity as U.S. representative to the ICSU, the National Academy of Sciences 
had asked Jule Charney to serve as the organizer of the American proposal for 
WMO’s research program. Charney’s plan was based on three principles: the 
atmosphere was a single system such that disturbances in one area propagated 
around the world in four to fi ve days; a new approach to observational techniques 
based on both satellite-derived quantitative data and satellite-relayed in situ data 
was necessary to improve prediction; fi nally, high-speed digital computers were 
capable of coping with the torrent of data such satellites could provide.6 Its observ-
ing system was based on Vincent Lally’s constant-level satellite-balloon system, at 
this point still an unknown quantity.

In March 1964, Morris Tepper, Jule Charney, and Philip Thompson visited 
colleagues in London, Paris, Geneva, and Brussels to explain Charney’s proposal 
and seek their reactions. Here they found great enthusiasm for Charney’s plan, 
with the only expressed concern being the balloon subprogram. The French 
 government’s space research establishment, Centre National d’Études Spatiale 
(CNES), had already gotten approval for a satellite-balloon tracking experiment 
that was originally to be launched in 1967 from Algeria.7 During negotiations over 
who would pay for the eventual operational global observing system, the French 
government had agreed to fund the satellite-balloon subsystem, and EOLE was 
the result. 

The balloon program, however, raised two potential challenges. First, the Eu -
ropean scientists all emphasized that the potential impact of the balloons on air-
craft needed to be investigated. Jet aircraft operated at altitudes near those the 
balloons needed to be at to provide data on the desired wind velocities, and the 
balloon payloads needed to be designed so that they would not damage aircraft. 
The second was that the balloons probably could not fl y over the Soviet Union. 
During the 1950s, the United States had fl own intelligence cameras and radiation 
detectors over the USSR, causing a diplomatic fi asco that resulted in complete 
ban on balloon overfl ights. This meant that the Global Horizontal Sounding 
Technique (GHOST) and EOLE balloon fl ights would have to be confi ned to 
the Southern Hemisphere. This restriction would signifi cantly impair the utility 
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of the balloon system for the operational global observing system unless the USSR 
could be recruited into the effort.

Three months after the three American delegates’ visit to Europe, ICSU agreed 
to form a Committee on Atmospheric Sciences to plan the global experiment. At 
its fi rst meeting in Geneva, held during February 1965, this committee agreed that 
the research program should be directed at understanding the general circulation 
of the troposphere and lower stratosphere and should contain two elements.8 In 
a theoretical element, the program should develop dynamical, that is, numerical, 
models of the general circulation of the atmosphere that included radiation, 
momentum, and moisture movement on local and regional scales as well as the 
global scale. Second, the program should specify the observational needs of global 
atmospheric research, including the technological capabilities of its sensors and 
its telecommunications system, and carry out full-scale observation programs over 
time-limited periods. 

Prior to the second meeting of the ICSU’s Committee on Atmospheric Sci-
ences in April 1966, Charney had assembled the formal American proposal for 
the research program. Titled The Feasibility of a Global Observation and Analysis 
Experiment, Charney’s proposal became known as the Blue Book for the color of 
its cover.9 It also divided the research program into two problem areas: exploita-
tion of space and data processing technologies to provide global observations, and 
improvement of scientifi c understanding of turbulent transport of matter and 
energy in the atmosphere. ICSU’s committee, in turn, proposed carrying out the 
global experiment in 1972. The year would be “designated as a twelve-month 
period for an intensive, international, observational study and analysis of the 
global circulation in the troposphere and lower stratosphere.” In preparation, 
researchers would carry out a series of other investigations. Tropical circulation 
was poorly understood, and as the tropics were where most of the Sun’s radiation 
reached Earth, a tropical subprogram was essential. Energy exchange between 
the atmosphere and land and ocean surfaces was also a poorly understood process, 
but one essential to accurate long-range weather prediction, and an observational 
program to determine the dynamics of these energy fl ows was vital. Finally, design 
studies of a global observing system that could meet the scientifi c needs of the 
research program had to be carried out. 

By the end of the year, however, it was already clear to the committee’s mem-
bers that their chosen date was highly unrealistic. Neither the satellite-based tem-
perature profi le instrument nor the balloon-tracking system would reach space 
before 1969 due to the loss of Nimbus B; even if they worked as expected, their 
project scientists would need several more years to understand their capabilities 
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and limitations. Subsequent, improved instruments would not be available until 
1974 or 1975. No one expected that the fi rst pair of operational geosynchronous 
satellites would be available until those later dates either—and it was absurd to 
believe in 1966, when satellites routinely failed in a few months, that the spin-scan 
cameras on the two Advanced Technology Satellite (ATS) satellites would still be 
sending back pictures in 1972. Furthermore, the subprograms themselves were 
going to require a good deal of effort. Design studies for the global observing sys-
tem required numerical simulation on large computers whose time was expensive 
and often diffi cult to acquire. The tropical subprogram would involve an inter-
national fl otilla of ships that had to be loaned by national governments, a com-
plex, time-consuming process. For all these reasons, the global experiment had to 
be postponed to 1976.

In early March 1967, at the third meeting of the Committee on Atmospheric 
Sciences, the scientist-delegates began to discuss the details of what they now 
called GARP. NASA’s Morris Tepper, chairman of the Committee on Space Re -
search’s meteorological subcommittee, had established three panels to look at 
different aspects of the future observing system at the previous meeting, and at this 
meeting the chairmen of these panels presented their fi ndings. UCLA meteorolo-
gist Yale Mintz, who specialized in numerical modeling, told the committee that 
what modelers needed was a set of global observations of the atmosphere extend-
ing over a few months, up to a year. Such a dataset would provide a detailed, 
global snapshot of the atmosphere that model researchers could use to initialize 
global prediction models and a set of real-world results to compare to the models’ 
output forecasts. This was the only way the models could be improved. William 
Nordberg presented the status of temperature profi le instruments for satellites. 
And J. E. Blamont, from France’s Centre National de la Recherché Scientifi que, 
presented the status of the satellite-balloon research. Preliminary experiments 
with the National Center for Atmospheric Research’s (NCAR) GHOST and the 
French EOLE balloon systems, had shown mixed results. Flights at high altitudes 
had gone relatively well, with some of the balloons surviving more than two hun-
dred days. But lower-altitude balloons (500 millibars and below) tended to ice up. 
This panel concluded that “there [was] little likelihood of the availability of a 
global balloon-satellite observing system by 1972.”10

The outcome of this meeting was a set of recommendations on the struc-
ture, timing, and contents of the proposed global program. Completion dates for 
the major fi eld experiment should be moved to 1972–73 and for the fi nal global 
experiment to 1975–76. The group asserted that a large-scale tropical observation 
subprogram should be the primary fi eld experiment, to be carried out in the 
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1972–73 period. Finally, they recommended that the somewhat unwieldy commit-
tee structure be replaced by a special joint scientifi c committee that could pro vide 
a unifi ed front for GARP and that could carry it out relatively unhindered by the 
three organizations that supported it (ICSU, WMO, and the International Union 
of Geodesy and Geophysics [IUGG]).11 Their recommendations were accepted 
by the three sponsoring organizations later that year, and the new committee be -
came the GARP Joint Organizing Committee.12

This third meeting left the details of the global experiment unplanned, how-
ever, and the Committee on Atmospheric Science’s chairman, Bert Bolin of the 
Stockholm Meteorological Institute, another veteran of Charney’s numerical 
group at Princeton, arranged for a Study Conference to be held in Stockholm in 
early July 1967 to complete them. He invited specialists in all the different sub-
fi elds of meteorology that the global research program had to address—boundary 
layer fl ux, air-sea interaction, convective processes, meso-scale phenomena, at -
mospheric radiation—and have them work with the numerical modelers to defi ne 
the program.13 At this conference, the global program took its (mostly) fi nal form. 
The conference ratifi ed the importance of the tropical subprogram and pushed 
its date back to 1974, when they hoped better satellite instruments and the satel-
lite-balloon system would fi nally be available, although the group retained the 
1975–76 date for the global experiment. 

The two-year American budget formulation cycle ensured that nothing much 
happened to get GARP going until 1969, however. In the words of NOAA’s Robert 
White, NOAA’s GARP offi ce had to “mark time” while waiting for funds to come 
through. This had the fortunate result that GARP offi ces at NASA and NOAA 
received their go-aheads just as one element of the future observing system, the 
in  frared sounder, got its fi rst successful space-borne test. The successful retrieval 
of tropospheric temperatures by the Nimbus 3’s Satellite InfraRed Sounder (SIRS) 
instrument team served as an additional stimulus to American GARP efforts. 
Morris Tepper took the retrievals up to a meeting with Robert Jastrow, Jule Char-
ney, and Milton Halem in Jastrow’s offi ce at the Goddard Institute for Space 
Studies (GISS) in New York, where the data convinced the three men that it was 
fi nally time to start carrying out the detailed design studies that would result in 
the eventual GARP experimental observation system.14 The Nimbus 5 and 6
launches with improved temperature sounders and balloon tracking systems were 
already in the development pipeline, and these were scheduled to be in orbit by 
the time all the rest of the infrastructure necessary to carry out the research pro-
gram was in place.

After Tepper’s meeting at GISS, he established a planning committee to map 
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out a GARP strategy for NASA. He obtained permission to establish a GARP 
project offi ce at Goddard Space Flight Center in Maryland, with Harry Press as 
the project manager and Robert Jastrow the project scientist. At the 1969 meeting 
of the Joint Organizing Committee, the structure of GARP was fi nalized, and 
NASA became responsible for specifi c tasks within it. GARP would consist of the 
large tropical experiment known as GARP Atlantic Tropical Experiment (GATE); 
a Data Systems Test (DST) that would carry out an evaluation of the global ob -
serving system; and the FGGE, which would produce its fi rst global datasets. In 
the United States, the National Academy of Sciences was tasked with handling 
the planning and Academy president Philip Handler appointed Jule Charney to 
chair the U.S. Committee for GARP. NOAA became lead agency, with NASA 
re  sponsible for the hardware development for the global observing system and for 
the DST. The space agency was also responsible for carrying out simulation stud-
ies necessary to support the detailed planning for the DST and the FGGE.15

Finally, NOAA contracted the planning of the tropical fi eld experiment to NCAR 
in Colorado.

simulation studies

A crucial component of GARP planning were simulation studies carried out by 
GISS, the Geophysical Fluid Dynamics Laboratory (GFDL) at Princeton, and 
NCAR. Using numerical prediction models, these studies addressed two impor-
tant questions: the optimum confi guration of the future global observing system, 
and the realistic time horizon of predictions using it. The fi rst question would 
affect the technologies chosen for the global observing system, and how much 
building and operating it would cost. The second was aimed at understanding 
what GARP actually had the potential to achieve. Despite the enthusiasm for 
month-long forecasts, it was not at all clear by late in the decade that this was even 
theoretically possible.

After seeing the temperature soundings from Nimbus 3’s SIRS instrument in 
April 1969, Jule Charney had asked Robert Jastrow and Milton Halem at GISS to 
collaborate on a study to determine whether in situ wind measurements were 
really necessary for the proposed global observation system. GISS had been 
founded by Jastrow at Columbia University in New York in May 1961. GISS served 
as a center for theoretical modeling and data analysis studies, which Jastrow had 
believed NASA needed for its science program. The university location would 
foster better links with the scientifi c community, and much of GISS’s early work 
had been in the development of atmosphere models of Venus and Mars. 
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By this time, Charney had grown disenchanted with the constant-level balloon 
system. The balloons’ short lives at low altitudes made a balloon-based observing 
system expensive to maintain at all the different altitudes the numerical models 
needed. He had also had a thought that the models might not actually need wind 
measurements in any case. At a numerical simulation conference in Tokyo in 
1968, Charney had postulated that since wind in the real atmosphere derived 
from temperature differences, one might be able to simulate this process in the 
model by continuously inserting temperatures while the model was running.16

This historical temperature data would, he thought, permit the model to generate 
wind fi elds in the lower atmosphere accurately without any need for an actual 
wind measurement. Winds from the upper atmosphere, necessary to provide a 
check on the calculations, could be obtained from either the constant-level drift-
ing balloon system that both the United States and France were working on or 
from another of Vern Suomi’s ideas, wind vectors derived by tracking clouds using 
geosynchronous satellite cloud imagery. 

This was the thesis that Charney wanted GISS to evaluate. GISS’s Halem 
obtained a copy of the Mintz-Arakawa two-level general circulation model from 
Yale Mintz at UCLA to run the experiments with. Using GISS’s IBM 360-95
computer, he, Jastrow, and Charney performed simulation experiments to in -
vestigate Charney’s idea. In a fi rst set of experiments, they sought to determine an 
op  timum period between temperature insertions. Insertion too frequently created 
spurious gravity waves in the model atmosphere, and they established twelve 
hours as the optimum period. Then they simulated the results that two potential 
observing systems might give. Temperature profi les generated by a barebones 
observing system consisting of two Nimbus satellites orbiting twelve hours apart, 
and nothing else, produced winds of useable accuracy, but only if their tempera-
ture errors were 0.25 degrees C or less. This was far better than what the SIRS 
sounder obtained. Simulations of a more robust observing system consisting of 
the two Nimbuses, upper troposphere and stratospheric winds from satellite-
tracked balloons, and surface pressures from satellite-monitored buoys provided 
much more satisfactory results.17

In their resulting article, the three men merely concluded that their simplifi ed 
model had only shown the possibility that historical temperature data insertion 
could result in accurate wind fi elds. Other researchers needed to do much more 
experimentation with more sophisticated models to check and refi ne this conclu-
sion. Halem recalls that the paper was nonetheless greeted with a great deal of 
skepticism.18 A lot of researchers were surprised that one could insert temperature 
data at all during the model run without causing spurious oscillations. The 
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numerical prediction models were initial state models. Operators fed them obser-
vational data at the beginning of a run and then left the model alone to calculate 
the desired length of time; the models were not designed to be updated. In fact, 
the tendency of global circulation models to destabilize when fed new data, or 
sometimes simply reject the real-world data and continue using their internally 
calculated results, turned out to be a very diffi cult challenge for researchers in 
numerical modeling. Eventually, Charney’s “direct insertion” methodology fell 
out of favor and was replaced by a more complex, but more effective, methodol-
ogy called “four-dimensional assimilation.”

The article also served as a preliminary study of what a global observing system 
would have to consist of to produce the desired outcome of GARP, thirty-day 
global weather predictions. GISS undertook more studies during the second half 
of 1969 to further help defi ne the GARP observing system, leading to considerable 
unease in the profession about the achievability of their goals. Halem and Jastrow 
found that with the error limits set by GARP planners of 3 meters per second for 
winds, 1 degree C for temperatures, and 3 millibars for surface pressure, they 
could achieve skillful predictions of only three to four days. Reducing the wind 
error alone to 1 meter per second could increase predictability to eight days, but 
to reach two weeks, the upper altitude wind observations had to have errors of less 
than 0.5 meter per second, the temperature soundings less than 0.5 degree C, and 
the surface pressure 0.5 millibar.19 These errors were far beyond the state of the 
technical art. As Halem put it thirty-three years later, “with GARP error limits, we 
wouldn’t be able to make monthly forecasts. And that disturbed people.”20 Indeed, 
these numerical experiments showed that two-week forecasts were impossible 
within either the proposed GARP error limits or those imposed by the state of 
observation technologies.

Turning their attention to studies of what might be achievable within the limi-
tations of near-term satellite technology, Jastrow, Halem, and their team at GISS 
found that the GARP Observing System probably would not need wind informa-
tion from balloons or surface pressures from buoys to meet its requirements, 
except in the tropics. Indeed, through further simulations with the Mintz-Arakawa 
model, they determined that GARP error limits for winds and surface pressures 
were too generous and actually destructive of forecast accuracy. Based on the 1 to 
2 degrees C error that the Nimbus 3 SIRS instrument was achieving, Jastrow and 
Halem reported, insertion of historical temperature profi les during the model 
runs produced wind and pressure fi elds that were more accurate than GARP error 
specifi cations for winds and pressures. Adding wind and pressure data at GARP 
error limitations produced worse forecasts than using the temperature data alone. 
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They concluded that GARP wind and pressure error specifi cations should be 
tightened to 1.5 meters per second and 2 millibars, respectively, and that if obser-
vations confi rmed these simulation results, the global observing system would not 
need ongoing measurement of wind velocities by the satellite-balloon system.21

The GISS team also carried out simulations directed at other aspects of the 
observing system. At Suomi’s request, they analyzed the potential utility of vertical 
temperature profi le instruments like those on the polar orbiters on geosynchro-
nous satellites.22 First, they examined the impact of geosynchronous sounding, 
without corresponding polar-orbiting satellites. Jastow and Halem reported that 
the geosynchronous sounders alone would result in inferior forecasts. This was 
due to their inability to provide soundings above 60 degrees latitude, which the 
satellites could not see from their equatorial orbits. The poles were crucial to wind 
determination, and without polar soundings the wind errors grew very rapidly. 
When added to the soundings provided by two polar orbiters, however, geosyn-
chronous satellite soundings resulted in a substantial reduction in wind error. 
More important, the simulation studies showed that the geosynchronous sound-
ing data could substitute for the loss of one polar-orbiting satellite’s sounder, pre-
venting a reduction in forecast skill and providing a valuable backup capacity. 
Hence, temperature sounders on geosynchronous satellites would be a useful 
addition to the global observing system.

Finally, the GISS team studied the need for a side-scanning capability in the 
satellite sounder. The SIRS instrument on Nimbus 3 was fi xed and only observed 
the atmosphere directly below the satellite (nadir viewing), which meant that it 
did not provide complete global coverage in each orbit. Instead, it sounded a rela-
tively narrow swath of the Earth and only repeated each swath every few days. 
This, Jastrow and Halem reported, was insuffi cient for a two-polar orbiter observ-
ing system. It would not provide temperatures of a large enough portion of the 
atmosphere to accurately control the wind and pressure fi elds in the circulation 
model. The satellite instrument needed to scan at least 30 degrees to either side 
of the satellite’s track to ensure nearly complete coverage of the Earth on every 
orbit. They also found that four polar-orbiting satellites without side-scanning 
instruments would achieve the same results, but with obviously greater costs.23 In 
planning for GARP, a side-scanning capability had already been assumed for the 
polar orbiters, however, and this result ratifi ed GARP planners’ intentions.

Other simulation studies were also carried out for GARP. Akira Kasahara at 
NCAR and Joseph Smagorinsky, director of GFDL at Princeton, conducted 
simulation experiments aimed at determining the overall predictability of the 
atmosphere.24 This was a controversial subject, as earlier experiments by MIT 
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meteorologist Edward N. Lorenz had indicated that GARP’s goal of long-range 
weather forecasting was impossible. He had found that using the same initial data, 
his simplifi ed model would output the same results for the fi rst few days of a 
forecast and then start to diverge. Eventually, the forecasts from successive runs 
bore no relationship to each other at all. Early on, he recognized that when he 
had entered the initial state data into the model, he had rounded the numbers to 
fewer decimal places than the computer used, introducing a small error—much 
smaller than the measurement errors of real instruments. This small error then 
grew as the computer worked through its iterative calculations. The growth and 
propagation of error had been enough to produce the forecast divergence he had 
witnessed. Lorenz expanded this result in a 1963 paper to argue that his results 
suggested that the weather was so sensitive to initial conditions that the meteoro-
logical profession’s dreams of monthly forecasts would never be realized.25 One 
could never measure the initial state of the atmosphere precisely enough to ac -
complish it.

Lorenz’s paper was well-known, but highly controversial, in the small com-
munity of numerical prediction researchers. While he had explained something 
that they had seen happen with their own models for more than a decade, his 
explanation was one that challenged the foundation of their beliefs. Numerical 
researchers like Charney, Smagorinsky, and Philip Thomas had been trained in 
the new physics-based meteorology, and the physics community prided itself on 
its ability to achieve prediction. Physicists were all trained to believe that once one 
understood the mathematics underlying a phenomenon, one could predict its 
future states accurately, forever. Yet this belief was based upon an assumption that 
errors would remain small throughout a calculation. 

From a big-picture perspective, Lorenz’s argument was that this would not be 
true for nonlinear phenomena. Errors would inevitably grow as the calculations 
progressed, eventually overwhelming the original data. Hence, Lorenz’s argu-
ment was one that physicists, and even most meteorologists, did not accept easily. 
It was a denial of a central tenet of their science. The simulation experiments 
carried out between 1969 and 1971 at GISS, NCAR, and GFDL, however, served 
as further confi rmation that Lorenz was correct. The inability of the GARP 
observing system to achieve prediction lengths beyond a week refl ected the inher-
ent sensitivity of the model to the data it was fed. Simulation studies of predict-
ability continued for several more years, but the principal remaining question was 
whether these simulation studies were adequate refl ections of reality. This could 
not be known until the GARP observing system was built and its data used to 
confi rm this disturbing limit to predictability.
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Finally, the observing system simulation experiments led to the downgrading 
of the constant-level balloon system’s priority. By the Joint Organizing Commit-
tee’s 1971 meeting in Toronto, it was already clear that a satellite-balloon system 
covering the entire Southern Hemisphere was unnecessary. The ability to use 
temperatures in place of winds at most altitudes had reduced the need for a wind-
fi nding system to a single altitude that was referred to as a reference level, which 
would provide a check on the model calculations. But simulation studies had 
demonstrated that a balloon system would not produce the data meteorologists 
wanted. In the simulations, the balloons tended to cluster in certain areas, leaving 
other areas without coverage. This clustering tendency reduced the usefulness of 
the system to operational forecasting models, which needed the data to be rela-
tively uniform in spatial distribution. EOLE therefore became an experiment to 
determine whether the simulations were accurate representations of the (still rela-
tively unknown) Southern Hemisphere’s general circulation when it was fi nally 
carried out in 1973, and the Southern Hemisphere reference level need was fi lled 
by a drifting buoy system. 

The remaining need for a balloon system seemed to be for determination of 
winds in the tropics. The substitution of temperatures for winds in the tropics did 
not work because the equations that inferred the winds from temperatures, in 
Vince Lally’s words, “blew up.” They required a non-zero Coriolis force acting on 
the air masses being measured, and at the equator the Coriolis force was zero. 
Hence, prediction models routinely had large errors in their tropical winds that 
propagated into the mid-latitudes, and an equatorial observing system in addition 
to the satellite sounders seemed necessary. In three sets of studies, NCAR, GISS, 
and GFDL researchers examined the question of what kind of system was really 
necessary. 

There were two possibilities for a tropical wind system: a variation of the con-
stant-level balloon system Lally named Mother GHOST (formally the Carrier 
Balloon System), and the use of winds derived from tracking clouds via imagery 
from the geosynchronous satellites. The Mother GHOST was a large GHOST 
balloon that remained at 200 millibars while releasing dropsondes on command 
relayed to it via geosynchronous satellite. The dropsondes would provide a verti-
cal wind profi le while allowing the Mother GHOST to stay at an altitude high 
enough for a relatively long life. The alternative, cloud-tracked winds, depended 
upon successful development of a way to produce them quickly and inexpen-
sively. Suomi’s Space Science and Engineering Center (SSEC) was working on 
a system that replaced the fi lm-loop-based method with a computer-based semi-
automated one known as WINDCO. It would only provide winds at two altitudes, 
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however, simply because the people doing the altitude assignment could only 
usefully distinguish between high- and low-altitude clouds.

The studies carried out by the three simulation study centers produced mixed 
results at fi rst, with GISS fi nding that there was no improvement in wind errors 
through use of either system based on studies with the two-level Mintz-Arakawa 
model. Using Smagorinsky’s nine-level model, the GFDL staff had found that the 
data did improve forecasting. Further studies by all three organizations indicated 
that the difference resulted from the vertical resolutions of the models, with the 
more realistic nine-level models consistently showing improved forecasts from 
use of the tropical wind data.26 The Mother GHOST system was the only one that 
resulted in tropical wind errors within the error limits that the Joint Organizing 
Committee had specifi ed; the cloud-tracked winds improved the wind errors at 
all latitudes, but still resulted in wind errors in the tropics that were greater than 
desired. Hence, Mother GHOST was approved for the FGGE. For the earlier 
tropical experiment, a constant-level balloon system proposed jointly by NCAR 
and SSEC, the Tropical Wind, Energetics, and Reference Level Experiment 
(TWERLE) was selected to provide a check on the cloud-tracked winds, as 
Mother GHOST would not be available in time.

By 1973, then, the global observing system for GARP consisted of a permanent 
system composed of two polar-orbiting satellites provided by the United States 
and fi ve geosynchronous satellites providing complete, and to some degree over-
lapping, coverage of the Earth between 60N and 60S latitudes. Two of these 
were to be provided by the United States, with one additional satellite each from 
Japan, the Soviet Union, and the European Space Agency. These satellites would 
form the space portion of the World Weather Watch system during and after 
GARP. A series of special observing systems would complement the permanent 
system during the global experiment’s intensive observation periods: a Southern 
Hemisphere drifting buoy system to defi ne the surface reference level that in the 
Northern Hemisphere was provided by ground stations and weather ships, and 
Mother GHOST to provide tropical wind profi les. These studies had also shown 
that neither monthly nor two-week forecasts would result from the technologies 
planned for the 1970s. Instead, they would probably achieve forecasts of four to 
fi ve days—the same forecast length already available from the conventional sur-
face data.

At GISS, Jastrow had responded to all the interest in extending forecast length 
by hiring meteorologist Richard Somerville to lead an effort to improve the Mintz-
Arakawa model. The Mintz-Arakawa model had an extremely effi cient scheme 
for calculating the motion of air around the world and Somerville kept that 
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dynamical core, but his group began reworking most of the rest of the model 
processes. They expanded the number of atmosphere levels from two to nine, to 
improve the vertical fi delity of the model, and wrote a new radiative transfer code. 
Jastrow was still interested in longer-range forecasts, and pushed them to make a 
model that could make “farmer’s forecasts,” as he called them. These would be 
seasonal forecasts, aimed at helping farmers choose the best crops for the next 
growing season. The new model was completed in 1974, and the group fi rst used 
it to ex  plore some old questions, including whether day-to-day solar variability 
affected the weather.27

gate and the dsts

The fi rst major GARP experiment was the tropical experiment that had been part 
of the original GARP proposal. Originally named TROMEX, for Tropical Meteo-
rological Experiment, and intended for the equatorial Pacifi c, it evolved through 
several iterations into GATE. Carried out simultaneously was a set of DSTs in -
tended to identify problems with the observing system’s hardware and software. 
Planners for both GATE and the DSTs understood that properly handling the 
data stream from the observing systems was the largest challenge facing them. 
The scientifi c purpose of GARP experiments was collection of high-quality data-
sets for use in future research; the experiments would fail if the data was unusable. 
Similarly, if the data could not be processed in near real time, it would not be 
useful to the global operational forecasting system GARP was to demonstrate for 
the future World Weather Watch. The GATE and DST experiences proved en -
lightening.

One of the central questions in synoptic-scale meteorology during the 1960s
was how energy moved from the tropics, which received the majority of the Earth’s 
overall solar input (insolation), into the mid-latitudes and then to the poles. At its 
highest level, the process was well understood. Solar radiation passed through the 
atmosphere and was absorbed by the oceans, heating the surface. Evaporation 
from the surface then carried the energy into the atmosphere. When this water 
vapor condensed into rain, this energy, technically called the latent heat of evapo-
ration, was released, heating the surrounding air. Because the atmosphere is 
mostly transparent to the incoming sunlight, this is the primary mechanism for 
transfer of solar energy into the atmosphere. What meteorologists did not know 
were the details of how this happened—how much energy was received, on aver-
age, by each kilometer of ocean, how much water evaporated and recondensed, 
and most important for their global forecasting ambitions, how the small-scale 
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convective systems that resulted from this process affected the synoptic-scale 
motions of the atmosphere they wanted to predict. This last question was the 
central scientifi c objective of GATE.

The fi rst Television-Infrared Observations Satellite (TIROS) satellite had pre-
sented meteorologists with some intriguing data from the remote tropical oceans. 
Its cloud photographs had revealed the existence of very short-lived, small (i.e., 30
to 100 kilometers), but intense convective systems. They had been labeled cloud
clusters for their appearance in these images. The clusters formed and dissipated 
within twelve hours, usually appearing and disappearing between two orbits of the 
satellite. These cloud clusters were an obvious mechanism for energy transfer, 
and they had caught the interest of Jule Charney and Vern Suomi, among many 
others. Because study of them offered the potential to provide important insights 
into the dynamics of the energy transfer process, they became GATE’s central 
phenomenon.

In late October 1968, Suomi hosted a study group in Madison to speculate 
about the potential linkage of these cloud clusters to larger-scale phenomena, 
prepare a preliminary tropical cloud climatology from the prior year’s satellite 
imagery, and formulate recommendations on how to construct a ship-based obser-
vation network that would permit study of the full life-cycle of the clusters. They 
produced a recommendation that the experiment be conducted around the Mar-
shall Islands using an overlapping set of ship networks, with a meso-scale array to 
study the clusters themselves and a second array covering ten times the fi rst’s area 
to permit linking the meso-scale data with synoptic-scale phenomenon.28 GATE 
would also require the satellite-based global observing system in order to com-
plete the series of linkages from the small scale to the global. In particular, the 
experiment depended upon the geosynchronous imaging satellites, whose ability 
to produce images of the same area in relatively rapid succession would be cru-
cial, and it needed a tropical balloon system to better defi ne winds. These recom-
mendations became the basis of the formal National Academy of Science’s pro-
posal to the U.S. government regarding GATE.29

The study group at Madison had chosen the Marshall Islands because the 
cloud clusters were quite common, occurring every four to fi ve days, and because 
the region was logistically feasible. The chain had a large number of small, unin-
habited islands that could be used as observing stations, thus reducing the num-
ber of ships required, and there were airfi elds available at Kwajalein and Eniwetok 
islands for logistical support and to host aircraft-based experimenters. However, 
these were military installations and that led to the shift of the tropical experiment 
to the Atlantic. The tropical experiment, while principally planned by the United 
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States, was an international experiment. There would be a substantial number of 
Soviet ships involved—as it turned out, the Soviet Union provided more ships to 
GATE than any other nation—and hosting them at the American naval station at 
Kwajalein for the experiment period of nearly a year was infeasible. The experi-
ment area was therefore replanned into the equatorial Atlantic, with an enlarged 
ship array as a substitute for fewer island-based observing stations.

The Nixon administration’s March 1970 approval of the National Academy of 
Science’s plan for American participation in GARP permitted detailed interna-
tional negotiations over funding as well as ship, aircraft, and satellite availability 
to go ahead.30 By late 1971, the experiment had taken on its fi nal form. There were 
to be three special observing periods during the summer of 1974, each three weeks 
long. A network of thirty-eight ships, organized into three nested arrays straddling 
the equator, would stretch from the east coast of South America to the west coast 
of Africa.31 The ship array was be supplemented by thirteen aircraft, whose mis-
sions would be planned daily based upon the next day’s forecast and adjusted on 
the fl y through use of imagery from a geosynchronous imaging satellite. Initially, 
the experiment was to be run from the British Meteorological Offi ce’s facilities in 
Bracknell, England, but after a diplomatic row caused by the expulsion of Soviet 
diplomats on charges of espionage, Bracknell became politically unacceptable.32

Senegal offered use of a new facility at Dakar’s airport for the experiment’s head-
quarters, and this became home to the experiment’s Scientifi c Management 
Group. The Dakar site had the advantage of putting the management group in 
the same location as the aircraft, facilitating mission planning, at the cost of re -
quiring construction of a ground station for receipt of the satellite imagery.

NASA’s primary contribution to GATE was a set of satellites for the global 
observing system and experiments related to those satellites. NASA Goddard had 
scheduled the launch of the prototype of NOAA’s Geosynchronous Operational 
Environmental Satellite (GOES), SMS 1, for mid-1973, and this would be parked 
over the experiment area to provide the overhead imagery the planners consid-
ered crucial. It would also provide the experiment data link support and NOAA’s 
Weather FAX service to permit rapid distribution of forecast maps. Goddard was 
also responsible for providing Nimbus 6 to the experiment. In many respects, this 
was a functional prototype for NOAA’s next generation of polar-orbiting weather 
satellites. It carried the prototypes of Bill Smith’s High Resolution Infrared Spec-
trometer (HIRS), David Staelin’s Scanning Microwave Spectrometer (SCAMS), 
and John T. Houghton’s Pressure Modulated Spectrometer. These three instru-
ments were to be functionally unifi ed into the TIROS Operational Vertical 
Sounder on TIROS N, the actual hardware prototype of the new operational 



GATE ship array (center), with GATE land-based observation locations marked on continental areas. From Joachim P. Kuettner, “General 
Description and Central Program of GATE,” Bulletin of the American Meteorological Society, 55:7 (July 1974), p. 713.
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satellite due for launch in the late 1970s. Nimbus 6 also carried the tracking and 
communications equipment for the TWERLE experiment, which was an evolu-
tion of the Interrogation, Recording, and Location System (IRLS) system demon-
strated on earlier satellites. NASA also provided other support to GATE, includ-
ing its tracking ship USNS Vanguard, Ames Research Center’s Convair 990, and 
data processing facilities at both Goddard and GISS. But the satellites were the 
centerpiece of NASA’s GATE effort.

The satellites also turned out to be its primary challenge. SMS 1 suffered devel-
opment problems related to Goddard’s choice of a contractor that lacked the 
necessary expertise and resources to complete it on schedule, and its launch date 
slid from mid-1973 to June 1974. It reached orbit barely in time for the experi-
ment, whose ships left port 15 June for the fi rst observing period. Its delay caused 
a great deal of concern on the U.S. Committee for GARP, because it was the only 
geosynchronous satellite to have infrared imaging capability and the Scientifi c 
Management Group intended to use the nighttime cloud imagery in its aircraft 
mission planning. The agency was less fortunate with Nimbus F, which did not 
launch until well after GATE. Its delay was a product of instrument development 
problems. The contractor for the HIRS instrument had not been able to deliver 
it in time. Hence, the satellite observing system that ultimately supported GATE 
consisted of the still partly operational Nimbus 5, SMS 1, the still-functioning 
ATS 3, and two operational NOAA polar-orbiting satellites, NOAA 2 and NOAA 
3. These carried the earlier version of Smith’s temperature profi le instrument, the 
Vertical Temperature Profi le Radiometer (VTPR), and the Advanced Very High 
Resolution Radiometer (AVHRR).

In addition to these changes in the satellite observing system, there were other 
changes in NASA’s support for GATE during the three years between acceptance 
of the 1971 plan and its conduct in 1974. NCAR’s Paul Julian and Robert Steinberg 
from the Lewis Research Center in Cleveland had conceived a way to acquire 
wind data from commercial airliners equipped with inertial navigation systems.33

These sensed wind motions automatically, and Julian and Steinberg’s idea was to 
equip the navigation systems with recorders and pick up the resulting tapes when 
the aircraft landed. These would only provide wind data for a very narrow set of 
altitudes, and only along airline fl ight routes. But several routes overfl ew the 
GATE array, and NASA and NOAA arranged contracts with several airlines fl ying 
those routes to install recorders and collect the data tapes. They also equipped a 
U.S. Air Force C-141 that had a daily route over the array for the experiment.34

GATE’s three fi eld phases took place between June and September 1974. By 
this time, GATE had evolved to include fi ve hundred different experiments orga-
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nized into a Central Program and fi ve subprograms: a synoptic-scale program, a 
convective-scale subprogram, a boundary-layer subprogram, a radiation subpro-
gram, and an oceanographic subprogram.35 The Central Program’s objectives 
were to examine the interaction between smaller-scale tropical weather phenom-
ena and the general circulation and to improve numerical modeling and predic-
tion methods. Each of the subprograms supported the Central Program in some 
way. The synoptic-scale subprogram supported it through description of synoptic-
scale disturbances within the experiment region and by providing the datasets 
for numerical models. The convection subprogram included the cloud cluster 
investigation that had been important to GATE’s foundation as well as a budget 
experiment vital to understanding scale interaction. The boundary-layer subpro-
gram included surface fl ux measurements needed for the convective studies and 
for efforts to parameterize convective processes. The radiation program focused 
on radiative heating and cooling rates and processes, also necessary quantities for 
parameterization efforts, while the oceanographic subprogram was aimed at 
ocean-atmosphere forcings.36

In his early comments after GATE fi eld phase, experiment director Joachim 
Kuettner, a veteran of the NASA Mercury program and a meteorologist who had 
specialized in mountain-induced waves in the atmosphere, wrote that “it [was] 
common experience that no fi eld project achieves 100% of its goal.” Atmospheric 
scientists had to work in the “laboratory” of the Earth’s atmosphere, and between 
its vagaries and those of the machinery of the observing systems, they were gener-
ally lucky to get a majority of the observations they sought. In GATE’s case, the 
availability of real-time and near-real-time data relayed via satellite had allowed 
the Scientifi c Management Group to identify parts of the observation system that 
were not performing as expected and either fi x them or compensate for them—
repositioning ships with unreliable wind-fi nding equipment from more to less 
important areas, replacing ships with mechanical diffi culties, or reassigning air-
craft missions. He estimated that GATE accomplished about 80 percent of the 
observations intended for it, with the most disappointing results coming from the 
conventional surface stations of the World Weather Watch.37

Originally, GATE and the DSTs had been scheduled to coincide. GATE’s 
requirement for data from conventional, special, and space-borne observing sys-
tems had made it an obvious opportunity for verifi cation of the data transmission 
and processing system that was to be the basis of a future American global fore-
casting system. The DST project offi ce at NASA Goddard had generated a set of 
four tests to be carried out on individual pieces of the observing system, such as 
processing of geosynchronous imagery to extract wind velocities from cloud 



c o n s t r u c t i n g  a  g l o b a l  m e t e o r o l o g y     83

motions, between 1972 and the beginning of GATE. During GATE, a fi fth test 
encompassing all of the observing systems would be carried out, followed by a 
sixth, and fi nal, test during the 1974–75 winter—one could not be certain that the 
observing systems functioned well in all conditions without testing them in the 
best and worst seasons, after all. The delayed launches of SMS 1 and Nimbus F, 
both intended to be functional prototypes of the operational GOES and TIROS 
N series satellites, however, forced the postponement of the DST series. Hence 
the two full-up tests were carried out for sixty-day periods in August–October 1975
and January–March 1976.38

The results of the fi nal two DSTs were somewhat disturbing. Portions of the 
tests went very well. The TWERLE experiment, for example, carried out launches 
of 393 instrumented, constant-level balloons to 150 millibars altitude in the tropi-
cal Southern Hemisphere between October 1975 and January 1976. The RAMS 
tracking system performed essentially as expected, giving a location accurate to 
within about 3 kilometers, and demonstrating a form of clustering that had not 
been seen with the mid-latitude EOLE experiment. A substantial number of bal-
loons clustered in the Gulf of Guinea region, which project scientist Paul Julian 
interpreted as verifying analyses from conventional data that suggested large-scale, 
long-duration divergence. TWERLE’s RAMS system also successfully tracked 
and received data from drifting buoys, an important part of the future global ob -
servation system.39

But the DSTs also demonstrated that any future global observation system 
needed to have much greater quality control in its data processing path. The 
quality control challenge derived from the use of cloud-tracking to derive wind 
velocities and from the well-known cloud clearance diffi culties with the infrared 
temperature profi le instruments. During the early 1970s, Suomi had developed 
a method of partially automating the cloud-tracking process that allowed deriva-
tion of wind velocities from geosynchronous satellite imagery. Initially called 
WINDCO, and later McIdas, the system utilized a midi-computer as a work-
station, a remote mainframe for processing, and a television-quality monitor that 
was linked via a lookup table to the much-higher-resolution image data. This 
per mitted operators to work with the high-resolution data without actually having 
to display it—video displays with suffi cient resolution to display the 120-megabyte
satellite images did not exist.

One of the principal diffi culties of tracking clouds in successive images had 
been that the satellite’s own motion was imperfect, and it had to be subtracted 
from the overall cloud motion. WINDCO did this using two corrections, one 
based on the satellite’s known motion from the satellite tracking system, and 
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one based on registration of the images to an obvious landmark on Earth. The 
WINDCO operator chose a landmark visible in successive images with a light 
pen, and the computer made the necessary corrections to its model of the satel-
lite’s motion. The operator could then select clouds for tracking and produce the 
wind set. Suomi liked to call this method of combining human intelligence with 
automation man-interactive computing, and this was the genesis of the system’s 
fi nal name, the Man-Computer Interactive Data Access System (McIdas). 
 McIdas, demonstrated for NASA and NOAA offi cials in April 1972, became the 
means of production of the cloud-tracked wind sets for GATE and for the DSTs 
in 1974–75.40 SSEC was assigned responsibility for receiving and archiving the 
satellite imagery during these experiments and producing four sets of wind data 
each day. 

But when GISS and the National Meteorological Center tried to use the wind 
sets in their experimental global models during 1976 and 1977, they found the 
data had damaging errors. The principal fl aw was in the operator’s assignment of 
altitude to the clouds being tracked, and thus to the resulting wind vector. The 
datasets were supposed to contain wind vectors at two levels, and the operators 
had not been able to reliably distinguish between upper- and lower-level clouds. 
Although the number of errors was actually small in relation to the size of the 
dataset, the erroneous winds had large impacts on the resulting forecasts. 

Similarly, the temperature profi les derived by the National Environmental 
Satellite Service from Smith’s infrared temperature sounder on Nimbus 6 con-
tained substantial errors. Some of the errors derived from the cloud clearance 
problem, while others occurred under specifi c meteorological conditions. The 
automated inversion method that Smith and Hal Woolf had developed proved not 
to give accurate results under all conditions. The erroneous temperatures caused 
forecast errors just as the wind errors had. Writing for the record in November 
1977 about the temperature sounding challenge, one member of the U.S. Com-
mittee for GARP commented that the committee had concluded that the data 
processing methods used during the FGGE should not be the same as those used 
during the DSTs. A special effort to check the quality of the sounding retrievals 
during the experiment was going to be necessary.41

Most disturbing of all to GARP participants, however, was the National Meteo-
rological Center’s assessment that the satellite temperature profi les did not signifi -
cantly improve forecast skill in the Northern Hemisphere.42 This determination 
was independent of the problem of erroneous soundings; even when they were 
weeded out and discarded, the National Meteorological Center’s forecast model 
produced essentially the same results as it did when given only the conventional 
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radiosonde data. In the Southern Hemisphere, where almost no conventional 
data existed, the satellite data improved forecasts signifi cantly, bringing Southern 
Hemisphere forecasts to nearly the same level of skill as those in the Northern 
Hemisphere. This ratifi ed the results of the Observing Systems Simulation Exper-
iments, which had suggested that this generation of satellite sounders would only 
produce skillful four- to fi ve-day forecasts. But GARP planners, most of whom 
represented Northern Hemisphere nations, had expected that satellite data would 
extend Northern Hemisphere forecasts beyond the four to fi ve days possible with 
conventional data. Instead, the DSTs had suggested that the satellite soundings 
produced no benefi t to their nations at all. 

The results of the DSTs were troubling, but their purpose, after all, had been 
to evaluate the functioning of the data processing system prior to GARP’s primary 
goal, the FGGE (also known internationally as the Global Weather Experiment). 
In that sense, the DSTs had been very successful. While GARP planners could 
not address the disappointing predictability outcome prior to the FGGE—this, 
they understood, required a new generation of satellite sensors, new prediction 
models, or both—they could fi x the quality control problem. In January 1978, the 
First GARP Global Experiment Advisory Committee met in Madison to work 
out how NASA, NOAA, and SSEC would deal with it. At this meeting, NOAA’s 
Bill Smith argued that the satellite sensors already provided most of the data nec-
essary to produce better outcomes.43 Assignment of altitudes to the clouds tracked 
to produce winds could be done more accurately if the McIdas operators had 
access to the cloud-top temperature data provided by the window channel since 
cloud temperature was directly related to altitude. Similarly, McIdas operators 
could cross-check temperature soundings with the National Meteorological 
 Center’s analysis charts, and with cloud imagery to evaluate them if these were 
made available to the operator. In this way, trained meteorologists’ subjective 
judgment could be used to check the performance of the automated cloud clear-
ance process. 

While having to use humans to inspect the results of the automated sounding 
results slowed the process somewhat, only a small fraction of the twenty thousand 
soundings generated by TIROS N’s HIRS instrument each day would require 
human intervention. A set of automated fi lters that compared soundings to nearby 
radiosondes already threw out obviously bad measurements. Another set of fi lters 
that compared the soundings from the infrared instrument to those from the 
microwave instrument was under development at the National Meteorological 
Center. Because the two instruments had signifi cantly different resolution, instead 
of automatically discarding soundings that differed, these fi lters would fl ag them 
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for inspection. Under certain meteorological conditions, one would expect the 
large-area microwave sounding to differ from the higher-resolution infrared result 
without either of them being incorrect. Meteorologists could identify these and 
validate or reject the sounding. This was another area McIdas’s ability to display 
multiple data sources graphically would help speed the process.

As a result of this meeting, the committee recommended that SSEC develop 
and implement McIdas software to enable its use for these quality control mea-
sures. In a “special effort,” the FGGE datasets would be checked by meteorolo-
gists using McIdas; later in the year, SSEC proposed for and won this task. It also 
built a McIdas system for NOAA’s National Environmental Satellite Service for 
operational use. As a result of these recommendations, the Goddard GARP proj-
ect offi ce restructured the data fl ow path for the FGGE, linking SSEC’s McIdas 
terminal to a mainframe computer at GISS for the data processing and to the 
National Meteorological Center so that forecast analyses could be imported 
directly into McIdas.44

Finally, recognition that full automation of the retrieval process would not 
produce data of suffi cient quality caused the National Environmental Satellite 
Service’s director, David Johnson, to adopt Suomi’s man-interactive data process-
ing concept for the operational system post-FGGE. McIdas overcame one of the 
central problems of the early space age: the ability to produce overwhelming 
amounts of data without a corresponding capacity to analyze it all. McIdas’s graph-
ical display of large datasets maximized its human operators’ capabilities while 
preserving the digital nature of the data. While it did not reduce the data torrent, 
McIdas put the data in a form more meaningful to humans, allowing its operators 
to apply knowledge and judgment in evaluating the data.

the first (and last) garp global experiment

The FGGE, renamed the Global Weather Experiment (GWE) as it became clear 
to the GARP Joint Organizing Committee that it would not be followed by fur-
ther global experiments, was fi nally carried out in two special observing periods, 
January–March 1979 and May–July 1979. Initially planned to encompass an entire 
year of detailed observation, the GWE was reduced to two sixty-day intensive 
observation periods by a combination of lack of funds and lack of interest. The 
purpose of the experiment was the production of datasets for use in improving 
numerical forecast models; originally, GARP planners’ beliefs in the possibility of 
month-long forecast had generated the need for larger, longer-term datasets. By 
1979, GARP’s founders no longer believed that thirty-day forecasts were possible, 
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and they could not justify the cost of a full year’s detailed, quality-controlled data-
sets. Their apparent inability to provide a great leap in forecast length or skill had 
reduced politicians’ interest in the program, with a consequent reduction in fi  -
nancial support. The two sixty-day periods would provide enough meteorological 
diversity for model improvement. 

The GWE also served as an operational test of the prototype of the new Ameri-
can operational polar-orbiting satellite, TIROS N, and this was the source of 
GWE’s delay from its originally planned year of 1976 to 1979. NASA’s TIROS N 
effort had started in 1971 but had soon run into troubles. In this case, the troubles 
were not primarily technological. In 1972, the Offi ce of Management and Budget 
(OMB) had embarked on one of its occasional “streamline the government” ini-
tiatives and put TIROS N on hold while it investigated whether the nation should 
continue to maintain two separate polar-orbiting weather satellite programs, the 
Defense Department’s Defense Meteorological Satellite Program (DMSP) series 
and the NOAA series. 

OMB’s preference was to eliminate the civilian program. This had sparked a 
meeting of the U.S. Committee for GARP to discuss the issue, and the committee 
decided to advocate in favor of the civilian program.45 Vern Suomi and Richard 
Reed recruited National Academy of Sciences president Philip Handler into the 
effort, and Handler raised the subject with the director of the White House Offi ce 
of Science and Technology Policy, Russell Drew, resulting in a meeting on 15
October 1973. Suomi followed that meeting up with a letter delineating the sci-
entifi c requirements imposed on the satellite sensors by the GWE experiments: 
the sounder’s accuracy needed to approach 1 degree C, which required use of 
both infrared and microwave sounders. Because France was providing the balloon 
and drifting buoy tracking and data system for the GWE, the United States also 
had a commitment to provide space and an appropriate interface on the satellite 
for it. These were the vital requirements for the GWE, Suomi had argued, and 
whatever system OMB chose needed to support them.46

To a degree, OMB relented after the scientists’ intercession. The two polar 
orbiter programs remained separate, but NASA was required to use the Defense 
Department’s satellite and modify it to take the instruments it and NOAA had 
developed over the previous decade. The name TIROS N remained attached to 
the project, however, and the delay pushed its launch back to October 1978. The 
fi rst NOAA-funded operational version of the satellite, NOAA 6, followed it into 
orbit in June 1979.

One more satellite was supposed to join the GWE constellation, Seasat. Devel-
oped at the Jet Propulsion Laboratory (JPL), Seasat carried a radar altimeter to 
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precisely measure the height of the ocean surface. Sea surface height varied with 
wind, current, and temperature, and this measurement was of interest to physical 
oceanographers. Seasat also carried a scatterometer, permitting it to indirectly 
measure wind velocity at the ocean surface. If this experiment worked out, the 
sea surface wind measurement would provide a replacement for the lower- altitude 
variants of the constant-level balloon system that had been too short-lived to be 
of use.47 This would be particularly useful for tropical forecasting, where winds 
could not be inferred from temperature histories by the prediction models 
accurately.

Seasat was launched on time, but failed in orbit after 106 days. It returned 
enough data to demonstrate that the scatterometer and surface height functions 
produced good results, but did not function long enough to be used during the 
GWE. It took NASA many years to repeat the experiment because it could not 
reach agreement with the U.S. Navy to help fund it. Instead, NASA eventually 
arranged a joint effort with France known as TOPEX/Poseidon to replace the sur-
face height measurement, and with Japan to replace the scatterometer. Neither of 
these fl ew before 1990, however. Seasat’s loss reduced the completeness of GARP 
datasets, meaning, for example, that surface wind measurements in the Monsoon 
Experiment’s area would be less than desired. Further, of course, its data would 
not be available for operational forecasting, which NASA had hoped to achieve. 

During the GWE, the satellite network was supplemented by all the special 
ob  serving systems developed during the preceding decade: dropsondes, the South-
ern Hemisphere drifting buoy system, and an equatorial constant-level balloon 
system much like TWERLE. There had been a great deal of concern about these 
during the preceding few years, because the experiment’s funding nations did not 
provide enough money to carry them all out. Vincent Lally’s Carrier Balloon 
System had been intended as the source of vertical wind profi les for comparison 
to model-produced wind fi elds, but its high cost, combined with doubts about the 
utility of its data—the constant-level balloons’ tendency to cluster meant large 
data gaps—had resulted in its cancellation in favor of aircraft-based dropsondes. 
France cancelled its funding of the ARGOS tracking system, and the system was 
salvaged by a donation from the Shah of Iran. The Soviet Union was unable to 
meet its commitment of a geosynchronous meteorological satellite, and NASA, 
NOAA, and the National Science Foundation (NSF) had to scrounge for the 
funds necessary to revive the now-mothballed ATS 3 for the duration of the exper-
iment, and constructed a ground station in Europe to serve it. 

Despite all of these departures from the original plans, the observing systems 
performed as expected during the two intensive observing periods, as did the 
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revised data processing procedures. NOAA P-3 and C-130, and USAF WC-135 and 
C-141 aircraft fl ew dropsonde missions from Hickam Air Force Base and Acapulco 
International Airport, Howard Air Force Base, Ascension Island, and Diego Gar-
cia to provide tropical wind measurements. Boeing 747 airliners equipped with 
the Lewis Research Center’s automatic data reporting system submitted 240,000
observations via the geosynchronous satellites. NOAA provided and operated 
sixty-four drifting buoys in the Southern Hemisphere for the reference-level ex -
periment, supplementing a larger international fl otilla. 

Hence, all of the preparation that had gone into getting ready for FGGE paid 
off in an experiment that was essentially anticlimactic. The datasets were pre-
pared and archived between 1979 and 1981 and became the basis of future research 
on prediction models. Because the special observing periods were carried out in 
conjunction with another large-scale fi eld experiment in the Indian Ocean, the 
Monsoon Experiment, the data was also in high demand for research into the 
lifecycle of these annual events. This was precisely what GARP’s founders had 
hoped for, and the smoothness of the FGGE and the quality of its data after all 
the delays and disappointments they had experienced refl ected both their hard 
work and their ability to adapt when things did not quite work out the way they 
had hoped.

what hath garp (and nasa) wrought?

GARP had been founded to advance two sets of technologies, numerical models 
and satellite instruments, and to use them to enhance human knowledge of atmo-
spheric processes and to increase forecast lengths. It’s fair, then, to ask what it 
actually achieved. Writing in 1991, the European Center For Medium Range 
Forecasting’s Lennart Bengtsson credited the post-GWE global observing system, 
the development of data assimilation schemes for non-synoptic data, and improved 
numerical models with having achieved fi ve-day forecasts in the mid-latitudes 
with the same level of skill as one-day Northern Hemisphere forecasts had had in 
the early 1950s.48 While this was far from the two-week forecasts Charney and 
many others had hoped for in the mid-1960s—and the monthly forecasts pre-
dicted earlier in the decade—it was consonant with the results of the Observing 
System Simulation Experiments and with the DST results. The convergence of 
these different experiments on the same number produced, over time, a great deal 
of confi dence within the meteorological profession that the models represented 
the atmosphere’s large-scale processes relatively accurately. 

Bengtsson also addressed a highly controversial subject: whether better models 
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or the addition of satellite data had resulted in these gains. Several examinations 
of this subject had resulted in the conclusion that improvements in the models 
had produced most of the gains.49 When run using only the FGGE satellite data, 
the prediction models’ forecasts degraded about a day faster than when run using 
only the conventional data. The model researchers believed that because the 
satellite measurements were volumetric averages and tended to wash out the fi ne 
vertical structure of the atmosphere, they resulted in analyses that consistently 
underestimated the energy available in the atmosphere, leading to earlier forecast 
degradation. Satellite advocates believed that the assimilation schemes for the 
data were at fault, because they treated the satellite data as if it were radiosonde 
data delivered at non-synoptic times. Instead, the satellite data was a fundamen-
tally different kind of measurement, and assimilation schemes designed for it 
would show better results.50

In giving the Royal Meteorological Society’s Symons Memorial Lecture in 
1990, NOAA’s Bill Smith contended that both of these arguments had validity. But 
pointing to a surprising recent study that showed rapid improvement in forecast 
skill between the end of the GWE and 1986, followed by a plateau of skill in 
subsequent years, Smith argued that improvements in model physics and assimi-
lation schemes following the GWE had achieved all that was possible with the 
current, late 1970s generation of satellite instruments. He conceded that their 
poor vertical resolution was responsible for the lack of signifi cant positive impact 
the satellite data had on Northern Hemisphere forecasting. Future improvements 
in forecast length and skill required a new generation of satellite instruments with 
much greater vertical resolution.51

Smith believed that future instruments could produce radiosonde-like data, 
and in 1979 had proposed an interferometer-based instrument known as HRIS— 
the High-Resolution Interferometer Spectrometer.52 A Michelson interferometer 
like Hanel’s InfraRed Inferometer Spectrometer (IRIS), but higher in spectral 
resolution, this technique would not produce the volumetric averages that Smith’s 
spectrometer-type earlier instruments did. Instead, it would produce a continuous 
atmospheric profi le, exactly like a radiosonde. His proposal was funded by NASA 
and NOAA, and began to fl y on NASA’s ER 2 in 1986. It took a second form as a 
satellite instrument called CrIS, the Crosstrack Infrared Sounder, which was 
designed to supplant the infrared sounding unit on the TIROS N series in the late 
1980s.

But no new instruments fl ew before the turn of the century, refl ecting GARP’s 
principal shortcoming—it did not live long enough to carry out its full program. 
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The FGGE had not been intended to be the last GARP global experiment; in -
stead, it was to have provided the data necessary to design better models (which 
did happen) and, aided by those new models, to build and fl y improved satellite 
sensors (which did not). The reason GARP did not complete its program, Smith 
had not bothered to tell his audience of practitioners, was that NASA had restruc-
tured its satellite instrument development programs in ways that unintentionally 
led to a two-decade-long hiatus in new instruments for the polar orbiters.

The fi rst generation of NASA’s leadership retired during the late 1970s, and the 
new leadership did not think well of the approach the old Meteorological Pro-
grams Offi ce had taken toward instrument development. Shelby Tilford, who 
became head of NASA’s Upper Atmosphere Research Program (UARP) in 1977,
and later head of its overall Earth sciences program, recalls that the confl ict had 
been over the relationship between instrument developers and model developers. 
Within NOAA, the National Environmental Satellite Data and Information Ser-
vice (NESDIS) designed instruments and operated the satellites, while the Na -
tional Weather Service developed models. The confl ict had come to a point when 
NOAA/NESDIS had sent over to NASA requirements for a next-generation sen-
sor and the model developers at the National Weather Service had refused to 
verify them. Indeed, they took a position of rejecting the value of satellite data 
entirely. Because the satellite data did not produce better forecasts than the radio-
sondes, the Weather Service only employed the satellite data from the Southern 
Hemisphere and used the radiosonde data in the Northern Hemisphere. Tilford 
saw little sense in continuing to spend money on a program to develop sensors 
whose data would not be used. So NASA and NOAA leaders agreed to end the 
Operational Satellite Improvement Program in 1982.53

They did not, however, intend meteorological satellite instrumentation devel-
opment to end. Instead, the two agencies agreed to incorporate new instrument 
development into NASA’s atmospheric sciences program, with the agency sup-
porting both the instruments and the models needed to use them. This would 
prove the value of satellite remote sensing to science as GARP studies had not, 
and perhaps eventually permit overcoming the resistance to satellite data that had 
grown in the National Weather Service. The new instruments could be transi-
tioned to NOAA after NASA had demonstrated their capabilities. Yet the election 
of Ronald Reagan in 1980 undermined this plan. Reagan’s budget offi cials believed 
that the government should not provide operational functions, such as the meteo-
rological satellite systems, and sought to privatize them. While this effort failed, 
in the process, the administration cut both NASA and NOAA budgets substan-
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tially. This left NOAA without the ability to fi nance even incremental improve-
ments to the weather satellite series, and the instrument generation of 1978, with 
only minor updates, continued to fl y through the end of the century.54

In pursuit of GARP, and driven by their own ambitions to remake meteorology 
into a global science, NASA, NOAA, NCAR, and SSEC produced a technologi-
cal legacy of sophisticated global models and instruments to feed them that had 
been dreams when they had started in 1960, and in a few cases that had not been 
thought of at the time. They made mainstream the use of simulation studies, 
graphical display of data, and remote sensing. Yet they did not achieve what they 
had set out to do: provide a revolutionary increase in forecast length.

Instead, what GARP and its myriad supporting studies accomplished was a 
powerful demonstration of the unpredictable nature of the atmosphere. In the 
process, it also provided a large, expensive case study of the limits of the belief 
system postwar scientists had gained from physics. The ability to predict phenom-
ena, the ultimate test of a physical theorem’s correctness, was not fully applicable 
to meteorology. Instead, regardless of the quality or completeness of meteorolo-
gists’ understanding of atmospheric processes, one could not predict the weather 
into an indefi nite future. The weather, and the atmospheric processes that pro-
duced it, had a strong element of chaos at its root.

This issue of limits to predictability, and the directly related idea that tiny, even 
immeasurable, changes can have global effects, was profoundly disturbing. It was 
quickly adopted in the public sphere, achieving a cultural resonance as the “but-
terfl y effect,” the name given it by Ed Lorenz in a 1972 lecture—a butterfl y fl ap-
ping its wings on one side of the world could change the weather on the other.55

But within the scientifi c community, this exploding of the belief that once one 
fully understood a phenomenon one could make accurate long-range predictions 
left in its wake a community that had to rebuild itself around the notion of uncer-
tainty. One could make probabilistic forecasts with suffi cient understanding of a 
complex phenomenon, but the deterministic, long-range predictions the postwar 
meteorology community had thought was in its reach was impossible. 

The Joint Organizing Committee of GARP voted itself out of existence in 
1980. Or, rather, voted to transform itself into the Joint Scientifi c Committee of 
the World Climate Research Program. GARP’s goal had been twofold, to improve 
weather forecasting and to investigate the physical processes of climate; having 
done what seemed possible with the weather, its leaders turned to Earth’s climate. 
Interest in climate research had grown throughout the 1970s, in part due to 



c o n s t r u c t i n g  a  g l o b a l  m e t e o r o l o g y     93

NASA’s planetary studies and in part due to increasing evidence that humans had 
attained the ability to change climate by altering the chemistry of Earth’s atmo-
sphere. NASA would never play as large a role in the World Climate Research 
Program (WCRP) as it had in GARP. But its role in climate science would far 
surpass its role in weather forecasting. One of Robert Jastrow’s young hires at 
GISS, radiative transfer specialist James E. Hansen, would become one of the 
foremost climate specialists in the world during the 1980s, and one of the most 
controversial.
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c h a p t e r  f o u r

Yale Mintz painted this immense canvas of applying 
numerical models to every atmosphere in the solar 
system. It was a beautiful vision.

—Conway Leovy, February 2006

During the long years of the Global Atmospheric Research Program (GARP), 
NASA’s space science organization had been busily exploring what space scien-
tists call the terrestrial planets, Mercury, Venus, and Mars. These three, unlike the 
giant outer planets, are made of rock and metal, in roughly the same amounts as 
Earth. At the beginning of the space age, there was a great deal of expectation 
within the scientifi c community that at least the nearer two, Venus and Mars, 
would be climatically like Earth. Indeed, most scientists of the late 1950s assumed 
that an annual “wave of darkening” across the face of Mars represented the bloom 
of plant life of some form in a Martian spring.1

The 1960s proved shocking to the scientifi c community, as the Mariner space-
craft built by the Jet Propulsion Laboratory (JPL) proved that these worlds were 
radically unlike Earth. Despite having developed out of the same material, and in 
Earth’s and Venus’s cases, with only a small difference in orbital distance and thus 
solar intensity, they had each evolved in very different directions. Only Earth had 
apparent life; by the late 1970s, the others were judged not merely dead worlds but 
ones incapable of hosting any kind of life. This forced the community to think 
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very hard about the relationship between atmospheric chemistry and climate. 
This work on planetary climates caused NASA scientists to become involved in a 
brewing debate over whether humans were changing Earth’s climate.

James R. Fleming links the modern theory of greenhouse warming to the work 
of Guy S. Callendar, who demonstrated a gradual increase of carbon dioxide in 
the Earth’s atmosphere and made important new measurements of the infrared 
spectra of a number of gases, including water vapor and carbon dioxide, and Gil-
bert Plass, who made new measurements of carbon dioxide’s spectral characteris-
tics and built the fi rst modern infrared radiative transfer computer code. Their 
work, published between 1939 and 1958, revived and put into its modern form the 
hypothesis that human emissions of carbon dioxide might cause the Earth to 
warm.2 Spencer Weart traces the subsequent evolution of global warming theory 
through the work of Roger Revelle, Hans Suess, Charles Keeling, and more recent 
hypotheses of abrupt climate change.3

With the exception of Plass, whose work spanned Earth and planetary atmo-
spheres, these scientists were all Earth scientists. They were interested in the cli-
mate dynamics of Earth. But NASA, as the space agency, had little direct interest 
in fostering Earth science during the 1960s. Its meteorological satellite program 
was an applications program aimed at fostering better weather forecasting by the 
Weather Bureau. It was not aimed at making NASA itself an Earth science power-
house. But NASA gradually became one during the 1970s and 1980s, with its 
institutional interests centered around the very large question of global climate 
change.

NASA, however, came to an institutional interest in climate studies via a some-
what different route than had Earth scientists. Astronomers were also interested 
in the atmospheres and climates of other planets, and in fact the Weather Bureau’s 
Harry Wexler had let a contract to Seymour Hess shortly after World War II to use 
the Lowell Observatory’s telescopes to try to understand the general circulations 
of the Mars and Venus atmospheres. Wexler hoped these would provide clues to 
the general circulation of Earth’s atmosphere, which could not yet be seen from 
a suitably large distance to make large-scale sense of. This effort didn’t succeed, 
as even the largest telescopes could not see enough detail.4

It was from NASA’s interest in fostering planetary astronomy that it reached an 
interest in studying Earth’s climate. By 1970, it was already clear that humans 
were altering the chemistry of Earth’s atmosphere. And the late 1970s nearly saw 
the end of American planetary science. This would help bring the space agency 
back to Earth.
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the venusian atmosphere

Two years after the fi rst Television-Infrared Observations Satellite (TIROS) 
weather satellite went into Earth orbit, NASA’s JPL had succeeded in sending a 
spacecraft to visit Earth’s twin planet, Venus. Of the nine major planets in the 
solar system, Venus was known to be the closest in mass to the Earth, and it had 
long been suspected of having conditions on its surface similar to those of Earth’s 
Carboniferous period (345–280 million years before present).5 Very high tempera-
tures and sea levels, and a nearly planetary-scale tropical climate, marked the 
Carboniferous. Life was so abundant and rich that most of the world’s major coal 
beds were laid down during this period. Venus was expected by many to be a 
somewhat warmer version of this period, although there were a handful of indica-
tions that this wasn’t true. As late as 1955, reputable scientists could still publish 
arguments that Venus was covered by a worldwide ocean.6 This idea did not sur-
vive the very fi rst mission to Venus, however. Venus turned out to be extraordi-
narily hot. By the end of the decade, it was believed instead to have been the 
victim of a runaway greenhouse effect that had left its surface the temperature of 
molten lead—even though the planet surface received less energy from the Sun 
than did Earth.

In a series of meetings held at California Institute of Technology in late 1960
and early 1961, the Space Science Board (SSB) of the National Academy of Sci-
ences had discussed the state of knowledge of the atmospheres of Venus and Mars. 
Will Kellogg of RAND Corporation served as chairman, and a familiar group of 
astronomers, atmospheric scientists, and remote sensing specialists had gathered, 
Lewis Kaplan, Yale Mintz, and Carl Sagan among them. With the space age just 
beginning and the possibility of gaining a closer perspective on, and thus better 
measurements of, these planets, the collected scientists hoped to provide a sci-
entifi c strategy for answering some of the outstanding questions about them. A 
key question about Venus regarded its surface temperature. In June 1956, scientist 
Cornell Mayer at the Naval Research Laboratory (NRL) had announced radiote-
lescope measurements of Venus that showed the planet radiating strongly in the 
microwave region.7 They argued that this implied Venus’s surface temperature 
averaged 600 degrees K, a clear refutation of the Earthlike Venus consensus. 

In 1960, while still a student, Carl Sagan had made one of the fi rst attempts at 
explaining how Venus could maintain a surface temperature of more than 600
degrees K. Using the known radiative characteristics of various gases, he con-
structed a model atmosphere for Venus composed primarily of carbon dioxide, 
including small amounts of water vapor to explain the Venusian atmosphere’s ap -
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parent absorbitivity in the far infrared. To achieve the high temperatures, Sagan 
calculated that Venus’s atmosphere needed to have a carbon dioxide abundance 
equivalent to 3 to 4 times the mass of Earth’s entire atmosphere; assuming that 
the ratio between nitrogen (the dominant gas in Earth’s atmosphere) and carbon 
di  oxide remained the same, Venus’s atmosphere would be about 300 times as 
dense as the Earth’s. This was a radically different concept of Venus, and left it, in 
Sagan’s words “a hot, dry, sandy, windy, cloudy, and probably lifeless planet.”8

Sagan’s model, however, had not been widely accepted within the scientifi c 
community. It was criticized, for example, because under the gas pressures repre-
sented within the mainstream scientifi c literature, carbon dioxide did not display 
suffi cient infrared opacity. Sagan, however, had used values drawn from boiler and 
steam engineering literature representing much higher pressures, where carbon 
dioxide displayed strong “pressure broadening” of its infrared absorption lines. He 
argued that carbon dioxide could reach 99 percent infrared opacity under these 
conditions, suffi cient to produce extreme surface temperatures.

Another model of the Venus atmosphere was presented at this meeting, the 
aeolosphere. In this model, the Sun’s energy was deposited high in the atmo-
sphere, and intense winds carried heat to the surface. The strong winds kept the 
surface permanently shrouded in dust. This dust also served as a strong infrared 
absorber, keeping the surface perpetually hot. In this model, virtually no light at 
all would reach the planet’s surface, rendering it extraordinarily hot and dark.9

Spacecraft measurements might be able to distinguish between these measure-
ments by examining the microwave emissions of the planet, and JPL’s Mariner R 
spacecraft, which was scheduled for launch in 1962, would carry a microwave 
spectrometer to test these hypotheses.

It was also possible that the surface was not as hot as NRL’s observers had 
thought, although Kellogg and Sagan considered this lingering hope “for low 
temperatures and a habitable surface . . . rather dim.”10 It was possible that the 
microwave radiation that Mayer had detected was not from the planet’s surface 
but from a highly energetic ionosphere. This hot atmosphere/cold surface model 
might permit the surface to remain at a more reasonable temperature. 

The notion of a habitable Venus was dispelled by the earliest spacecraft-based 
measurements. In 1962, the United States achieved its fi rst successful planetary 
mission with the Mariner 2 mission to Venus. This was a fl yby mission, with the 
vehicle passing about 35,400 kilometers from Venus during mid-December. Mari-
ner 2 carried both infrared and microwave radiometers for examining the planet. 
The microwave radiometer, whose experiment team included Alan Barrett from 
MIT, provided the telling surface measurement. The instrument had been de -
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signed to enable selection between the hot surface/cold atmosphere model and 
the cold surface/hot atmosphere model by scanning across the planet disk. If the 
microwave radiation intensity increased toward the limb of Venus, the thin cres-
cent of atmosphere between the planet surface and space, this would indicate that 
the atmosphere was the source of the radiation, not the surface. Similarly, if the 
limb darkened, or showed less microwave intensity than the surface, then the 
source would be a hot surface. The Mariner data clearly indicated that the second 
case was true.11 Venus had a very hot surface.

This left open the important question of why it did, and a number of theoreti-
cally inclined researchers tackled this question during the decade.12 In 1969, for 
example, Andrew P. Ingersoll of the California Institute of Technology proposed 
that a water vapor–induced runaway greenhouse effect had occurred on Venus. 
On Earth, atmospheric water vapor remained in equilibrium with surfaces of 
liquid water because, given the current composition of the atmosphere, incident 
solar fl ux was insuffi cient to cause continually increasing evaporation. Instead, 
the colder upper atmosphere forced water that evaporated from the surface to 
precipitate back out, maintaining a stable, if delicate, balance. On Venus, where 
incident top-of-the-atmosphere solar fl ux was considerably higher than on Earth, 

Mariner Venus 1962. JPL image P2009, courtesy NASA/JPL/Caltech.
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this had not happened. In his calculations, water vapor outgassing from the young 
planet had never condensed as it largely had on Earth, producing a greenhouse 
effect that continually increased in intensity.13 James Pollack, Carl Sagan’s fi rst 
graduate student and head of Ames Research Center’s atmospheric modeling 
group, made similar calculations the same year.

Researchers at the Goddard Institute for Space Studies (GISS) in New York 
added carbon dioxide to the evolution of the Venusian greenhouse the follow-
ing year. They started from an assumption that the amount of carbon dioxide 
in the Venusian atmosphere was approximately the same amount held in the 
Earth’s crust in the form of carbonate minerals. The formation of these miner-
als, however, is temperature dependent and also requires the presence of water. 
In the absence of liquid water, which their model of Venus’s climate evolution 
indicated had never been possible, nearly all of the carbon dioxide outgassed by 
the young planet would remain in the atmosphere instead of being deposited in 
rock. This would maintain the greenhouse effect as water vapor disintegrated in 
the upper atmosphere under solar bombardment and the hydrogen escaped into 
space. Over billions of years, hydrogen escape would gradually remove all of the 
water vapor from the atmosphere, leaving the dense carbon dioxide atmosphere 
behind.14

There were also alternative theses to the greenhouse model. One of these was 
Richard Goody’s deep convective model. Goody had argued the majority of 
Venus’s atmospheric energy was deposited in the high cloud layer on the sunward 
side of the planet and was carried to the planet’s night side by large-scale zonal 
currents. There, of course, radiatively cooling air masses would descend, bring 
energy into the lower atmosphere, and eventually return to the day side. Many 
scientists believed that even the very thick carbon dioxide atmosphere of Venus 
could not have suffi cient infrared opacity to generate Venus’s high surface tem-
perature through the classical greenhouse effect alone; very little solar energy was 
thought to reach the surface through the cloud layers, and hence this small 
amount would have to be entirely retained by the atmosphere to maintain the 
high surface temperature. That did not seem possible, and Goody’s dynamical 
model was designed to overcome the limitations of Sagan’s simple radiative 
model.15

These theoretical studies were also stimulated by the increasing tempo of 
spacecraft operations at Venus. In 1967, the American probe Mariner 5 had made 
a fl yby of Venus. This spacecraft was not equipped for extensive atmospheric 
investigation, although it did confi rm the very high surface temperature via radio 
occultation. More detailed investigation of the predicted extreme surface condi-
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tions was carried out by the Soviet Union with a series of atmospheric entry probes 
and landers beginning the same year. The fi rst of these was Venera 4, which suc-
cessfully entered the Venusian atmosphere on 18 October, the same day as the 
Mariner 5 fl yby. It released thermometers, gas analyzers, a barometer, and an 
atmospheric density probe. These showed that the atmosphere was more than 90
percent carbon dioxide. The temperature and pressure reached 535 degrees K and 
18 atmospheres before the probe failed.16 Initially, the Soviet mission scientists 
had thought the probe had reached the surface; Sagan and Pollack later demon-
strated that it had not, instead failing while still descending on its parachute. Yet 
it was judged a highly successful mission, and a nearly continuous series of Venera 
spacecraft followed: two more atmosphere entry probes in 1969, the fi rst success-
ful Venus lander in 1970, a second lander in 1972, and still more in 1975, 1978,
1981, and 1984. The last pair carried two French constant-level balloons as well, 
designed to fl oat in the cloud system.17

The composition of the Venus clouds was fi nally fi gured out in 1972, based not 
on spacecraft data but on ground-based observations. The key measurement was 
of the index of refraction of the clouds’ primary constituent. This was hardly a 
new quantity. Every optically transparent substance has an index of refraction, but 
as astronomer Ronald Schorn reports in his history of planetary astronomy, no 
one had thought to check the clouds’ index against those of known substances. 
Two persons fi nally suggested the answer nearly simultaneously late in 1972: God-
frey T. Sill and Louise G. D. Young.18 They proposed droplets of sulfuric acid as 
the most likely culprits. Sulfate aerosols were common products of volcanic erup-
tions on Earth, providing an obvious mechanism by which they might have been 
injected into the Venusian atmosphere. In 1974, James Pollack at the Ames Re -
search Center obtained measurements of the near-infrared spectra of the clouds 
using a Learjet aircraft equipped with an infrared telescope. Comparison of these 
refl ected spectra to laboratory spectra of strong solutions of sulfuric acid provided 
confi rmation. The Venus cloud sheet was sulfuric acid.19

The Soviet 1972 lander provided important new data on both the atmosphere 
and surface. A photometer aboard Venera 8 demonstrated that sunlight equivalent 
to an overcast day on Earth reached the Venusian surface through the thick cloud 
mantle, making photography feasible. The amount of light was only 2 to 3 percent 
of the total received at the top of the atmosphere, but this suggested that the 
greenhouse model of the atmosphere was roughly valid. Further, the wind mea-
surements made during the lander descent showed very high-velocity winds in 
the upper atmosphere that fl owed from the sunlit side to the dark side. Onboard 
measurements demonstrated that the cloud layers—there appeared to be three 
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layers in the Soviet data—extended far deeper into the atmosphere than previ-
ously believed. And, fi nally, the probe found that the atmosphere was essentially 
adiabatic from the surface to 50 kilometers.

Pollack’s group at Ames used the availability of a new supercomputer at Ames, 
the ILLIAC IV, to construct a numerical model of Venus’s general circulation 
during 1974 and 1975. This was based on Yale Mintz’s general circulation model 
of the Earth’s atmosphere modifi ed with a new radiative transfer scheme based on 
one developed by Andrew Lacis and James Hansen at GISS. There were several 
striking results from their calculation. The fi rst was that the cloud layer absorbed 
a substantial part of the incoming solar radiation, leading to substantial heating 
of the surrounding atmosphere on the sunward side of the planet (as predicted 
by Goody and others). Much more solar energy was deposited in their model 
cloud layers than at the surface, in opposition to the way energy is deposited on 
Earth. High-altitude zonal winds carried energy to the night side of the planet, as 
expected.

Another surprising fi nding was that the sulfate aerosol clouds were also strong 
absorbers in the thermal infrared spectrum, and therefore enhanced the overall 
planetary greenhouse effect. This appeared to resolve some problems with the 
greenhouse model caused by insuffi cient infrared opacity several critics had 
pointed out. Further, the cloud absorption in both the visible and infrared ren-
dered the thick cloud layers essentially adiabatic and isothermal. And a shear 
zone, a region in which horizontal wind speeds changed dramatically, appeared 
at the base of the lowest model cloud layer. Both the adiabatic cloud region and 
the shear zone were consistent with the measurements made by the Venera 
probes.20

In 1975, NASA gained new start approval for a dual-spacecraft mission named 
Pioneer Venus. Based at Ames Research Center, this mission had two goals: radar 
mapping of the surface of Venus, and examination of the chemical and thermal 
characteristics of the atmosphere by a set of entry probes. The concept for the 
mission came from Richard Goody, who had recruited to his cause Donald Hun-
ten, Nelson Spencer from the Goddard Space Flight Center, and Vern Suomi; in 
1969, the four had prepared a mission plan titled A Venus Multiple Entry-Probe 
Direct-Impact Mission. It had not been well-received by NASA, as the four were 
quite critical of the way the Venus program was currently being carried out by the 
agency. Goody had appended a note to the report that argued that the agency’s 
Venus missions were not being designed to investigate specifi c scientifi c ques-
tions, a comment virtually guaranteed to alienate NASA management (and that 
of JPL, which was responsible for the Mariner missions). Goody wanted measure-
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ments from within the Venusian atmosphere to compare to his circulation model, 
and NASA did not seem interested in providing them.21

But the leaders of both the Goddard Space Flight Center and Ames Research 
Center, who would compete to carry it out, found it in their interests to pursue 
the project. Their advocacy kept the concept alive, aided by an Ames demonstra-
tion in 1971 that a high-speed entry was possible with existing technologies. The 
Soviet Venera plans then motivated NASA leadership to take the proposal seri-
ously, forming a Pioneer Venus Science Steering Group in January 1972. NASA 
sought new start approval from Congress for fi scal year 1974 in anticipation of a 
1977 set of launches; the delay of approval to fi scal year 1975 set the effort back to 
a 1978 launch.22

The two Pioneer Venus spacecraft were known as the Orbiter and the Bus. The 
Orbiter’s job was radar mapping of the planet’s surface, although it also carried 
instruments designed to investigate the upper atmosphere, above the cloud layers. 
The key instruments needed to investigate the lower atmosphere and the Venu-
sian greenhouse effect were housed by the Bus. It carried three small probes and 
a large probe, each of which had instruments to measure solar and infrared fl ux 
in the local atmosphere, temperature, pressure, and the optical properties of par-
ticulates. The large probe also carried a gas chromatograph, to measure the abun-
dance of various atmospheric gases, and a neutral mass spectrometer. Finally, the 
Bus itself was designed to enter the atmosphere carrying a second neutral mass 
spectrometer. Only the large probe had a parachute to slow its descent. The small 
probes and the Bus free-fell during entry. The small probes had heat shields to 
permit them to descend all the way to the surface, while the Bus was expected to 
burn up at an altitude of 80 kilometers or so, above the cloud layers. 

All fi ve entry spacecraft entered the atmosphere on 9 December 1978. The 
large probe and all three small probes descended through the atmosphere, impact-
ing the surface eventually at about 32 kilometers per hour. The instrumentation 
also functioned relatively well, although the important heat fl ux instruments 
failed (oddly simultaneously) at 12 kilometers altitude. They also displayed behav-
ior that made their data unreliable, so the data could not be used to detail the 
energy fl uxes within the atmosphere. However, the temperature, pressure, and 
wind profi les of the atmosphere made by the probes corroborated those made by 
the preceding Soviet landers, clearly showing very similar adiabatic conditions, 
shear zones, and cloud structure. The data was also generally in keeping with 
Pollack’s model of the atmosphere. One major difference between the modeled 
atmosphere and the measured one, however, appeared in the convective stability 
of the lower atmosphere. Pollack’s model had shown a relatively rapid overturning 
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of the lower atmosphere, as had some others. The data from the probes showed 
the lower atmosphere to be convectively stable, with very low wind velocities. The 
extremely dense lower atmosphere transported heat so effi ciently that it main-
tained uniform surface temperatures even without high velocities; in the absence 
of sharp surface temperature gradients, there was no mechanism to drive strong 
convection.23

By the end of the fi rst two decades of space exploration, Venus had been trans-
formed from a potentially habitable planet into an extraordinarily uninhabitable 
one. Most, and perhaps all, of its carbon dioxide had wound up in its atmosphere, 
unlike Earth’s, where the majority had been sequestered away in sedimentary 
rock. The perpetual yellow haze that had been visible to Earth-bound astrono-
mers had turned out to be a sulfuric acid cloud sheet that simultaneously refl ected 
away most of the incoming solar energy and enhanced the infrared greenhouse 
effect that kept the planet so hot. Finally, the atmosphere’s circulation appeared 
radically different, with enough energy being deposited within the cloud sheet to 
produce high-velocity zonal circulation that carried heat to the planet’s perpetual 
dark side, while the deep atmosphere was relatively quiet. Venus had evolved 
along a far different route than had Earth, despite its similar size and overall 
composition.

the martian atmosphere

Mars, even more than Venus, had been seen as a potential abode of life prior to 
the space age. In 1877, Italian astronomer Giovanni Virginio Schiaparelli had 
re  ported the existence of canali on Mars, leading to a series of speculations about 
liquid water on Mars and the existence of an old, and perhaps superior civiliza-
tion, on the planet. This line of thought had reached its peak with the work of 
American astronomer Percival Lowell. Working largely during the 1890s, Lowell 
contended in both the scientifi c and the popular press that an “annual wave of 
darkening” on Mars represented the seasonal growth patterns of irrigated agricul-
ture—and thus evidence of an inhabited, and civilized, planet.24 While most of 
the scientifi c community had not accepted that the canali were evidence of life, 
they were seen as evidence of liquid water and therefore also of Earthlike condi-
tions. Things turned out to be a bit more complicated than that.

In 1963, Hyron Spinrad, a recent PhD graduate of the University of California, 
Berkeley, completed a seminal study of the atmospheric radiation of Mars using 
the 100-inch refl ecting telescope at Mount Wilson that undermined the case for 
liquid water on Mars. On the night of 12–13 April, Spinrad obtained a near-infra-
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red spectrum of Mars that showed that there was, in fact, water in the Martian 
atmosphere, but the amount was tiny. Initially, he estimated the amount as having 
been 5 to 10 microns of precipitable water, to put it in conventional Earthly mete-
orological terms. This was a controversial fi nding, as the spectra appeared at the 
limit of detectability. They were also too faint to reproduce, so his plates could 
not be seen by others without traveling to California. Since other astronomers 
could not examine his evidence, it was easy for them to disbelieve his result.

Spinrad’s plate also displayed absorption lines for carbon dioxide. This was 
entirely unexpected. The carbon dioxide absorption bands are relatively weak, 
and Spinrad’s ability to detect them at all meant that there was a great deal of the 
gas in the Martian atmosphere—more than in Earth’s, in fact. Finally, it occurred 
to Spinrad to wonder whether carbon dioxide was the primary gas in the Martian 
atmosphere, as it was in Venus’s (but not, of course, Earth’s). If that turned out to 
be the case, then his measurement suggested a surface pressure of only 35 milli-
bars, well below the fi gure generally accepted at the time.25 By comparison, the 
average sea level pressure on Earth is 1013 millibars; the lowest pressures at sea 
level occur in the middle of hurricanes and typhoons, but had never been seen 
below 870 millibars.

His fi ndings were extremely important to NASA, whose engineers needed to 
know Martian atmospheric pressure and density accurately for the design of atmo-
spheric entry and landing systems, so the head of NASA’s astronomy program 
called a meeting in Washington to try to come up with a consensus answer. In -
stead, estimates ranged from 8 to 100 millibars—although the 8 millibars estimate 
was a half-joke made by Lewis Kaplan, based on the remote possibility that the 
Martian atmosphere was entirely carbon dioxide.26

The issue of Martian atmospheric pressure was largely settled in 1965, by the 
fi rst spacecraft to reach Mars successfully. This was JPL’s Mariner 4, which fl ew 
by the planet on 15 July 1965 at a distance of about 9600 kilometers. Mariner 4
carried a camera but no atmospheric sensors; nonetheless, it provided important 
information about the Martian atmosphere. The photographs sent back showed 
an unexpectedly crater-pocked, desert-like Mars, effectively discrediting the vision 
of a planet inhabited by advanced sentient life and fi nally debunking the Martian 
canali. Mars lacked even the fl ora expected to be the cause of the “wave of darken-
ing.” This Moonlike surface proved that Mars had a very thin atmosphere. A thick 
atmosphere would have burned up incoming meteorites. And the craters’ exis-
tence also showed that Mars no longer had a signifi cant hydrologic cycle. On 
Earth, craters are buried by erosional processes led by liquid water; on Mars, they 
clearly lasted for billions of years.
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But Mariner’s science team also used the vehicle’s radio to obtain a better 
measurement of atmospheric pressure. Shortly before launch, a JPL engineer 
proposed using the radio transmissions for an occultation experiment. As the 
spacecraft passed behind Mars from Earth’s perspective, its radio signal would be 
altered by the Martian atmosphere in ways that were detectable from Earth and 
that would provide information on the atmosphere’s temperature and pressure. 
His proposal caused some anguish for JPL and Mariner management, as it meant 
not transmitting imagery, the mission’s primary objective, during the experiment. 
But they agreed to it, and the resulting fi ndings clarifi ed the status of the Martian 
atmosphere considerably. The atmospheric density was about 1 percent of Earth’s, 

Mariner 4 image showing ancient, cratered terrain on Mars, taken in July 1965. The 
largest crater visible in the image is 151 kilometers in diameter; other, younger cra-
ters are superimposed on top of it. A ridge running from the lower left corner of the 
image cuts through the crater wall as well. JPL image 02979, courtesy NASA/JPL/
Caltech.
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with a surface temperature of about 180 degrees K and a pressure between 4 and 
7 millibars.27 This was, roughly, the same as the estimate Lewis Kaplan had half-
jokingly made several years earlier—and stunningly low.

Two more Mariner fl yby missions visited Mars in 1969. Mariners 6 and 7,
equipped with identical cameras but no atmospheric instruments, fl ew past the 
planet in July and August of that year, returning additional photographs of a dead, 
and heavily cratered, surface. At the same time, several different astronomy groups 
confi rmed the 1963 detection of water vapor in the Martian atmosphere, again 
using infrared spectroscopy. They also were able to demonstrate that the water 
vapor content varied with latitude and season. This helped lead a JPL group 
under Crofton “Barney” Farmer to design a spacecraft-based instrument to pro-
vide more detailed measurements from Mars orbit; this became the Mars At -
mospheric Water Detector and would fl y on the 1976 Viking mission.28

The Mars exploration effort achieved its fi rst orbiting spacecraft in 1971, with 
Mariner 9 (its twin, Mariner 8, made its home on the bottom of the Atlantic 
Ocean). As Mariner 9 approached the planet, ground-based astronomers detected 
a brilliant cloud that rapidly spread to cover the Noachis region. In two weeks, it 
covered the entire visible disk of the planet. The spacecraft went into orbit 13
November, and the images it returned showed a completely featureless Mars. The 
dust storm had covered the entire planet. Mariner 9 had been intended to map 
the planet photographically in preparation for a 1976 landing attempt by the 
Viking project; the vast dust storm seemed to make that impossible. The only 
visible features were Nix Olympica and three other peaks that protruded above 
the storm. This revealed to the camera team that they were the largest volcanoes 
in the solar system by far, dwarfi ng anything on Earth, but it did not help them 
accomplish their primary mission.29

Mariner 9 also carried a copy of Rudy Hanel’s Infrared Interferometer Spec-
trometer (IRIS) instrument, developed originally for the Nimbus meteorological 
satellite series. Initially intended to produce atmospheric temperature profi les, 
it could also generate other useful information. Hanel’s team used the data to 
determine the abundance and distribution of water vapor in the Martian atmo-
sphere, fi nding 10 to 20 precipitable microns over most of the planet. They also 
found a seasonal change, in which water vapor disappeared from the south polar 
region and reappeared in the north polar region. And they prepared detailed 
analyses of the spectral characteristics of Martian carbon dioxide, which differed 
from Earthly characteristics slightly due to the very low pressure. IRIS could also 
provide surface temperature measurements through the extremely dry Martian 
atmosphere. Hanel’s group at Goddard used the surface temperatures to help 
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them construct a pressure map for Mars; they also were able to construct topo-
graphic maps for several regions of Mars by using surface pressure measurements 
to estimate altitudes.30

The IRIS data also sparked a great deal of interest in the radiative properties of 
the suspended dust in the Martian atmosphere, particularly within Pollack’s group 
at the Ames Research Center. The temperature profi les produced by the instru-
ment showed that the dust had the effect of absorbing sunlight and heating the 
atmospheric layer around it, while simultaneously, the lack of energy reaching 
the Mars surface caused it to cool rapidly. The atmosphere adjacent to the surface 
therefore cooled as well. This had led to a temperature profi le that was essentially 
fl at between the dust layer and the surface—put in meteorological terms, the 
lapse rate was nearly zero. The very high daily surface temperature range (a prod-
uct of the very dry, thin atmosphere) also narrowed, from about 75 degrees C to 
35 degrees C. Finally, because the heat distribution in the atmosphere changed, 
the circulation also changed. A lofting effect attributed to solar heating of the 
dust-laden atmosphere resulted in the dust being transported as high as 50 kilo-
meters.31 On Earth, this altitude represented the boundary between the top of the 
stratosphere and the thermosphere, where even extreme volcanic events had 
never been known to deposit particulate matter. These data showed a Martian 
atmosphere whose behavior was extraordinarily strange, and very unlike Earth’s. 
It also eventually led to the famous nuclear winter hypothesis.32

Mariner 9 is perhaps best known for its revelations about the Martian surface, 
however, not the atmosphere. After the planetary dust storm fi nally ended in late 
December, the imaging team began to produce the photographic map of the 
planet that was their primary goal. In the process, they found that the images from 
the previous fl yby missions had been highly misleading. While Mars certainly had 
Moonlike cratering, it also had vast volcanoes, and still more interestingly, vast 
chasms and canyons.33 To the geologists on the imaging science team, many of 
these looked like the natural drainage structures on Earth—extensive dendritic 
patterns, outwash plains, and deltas. There was no visible water to have made 
them, but the signs of past water were unmistakable, unless reasoning by Earth-
analogy, which was all that was available to the geologists, was itself misleading.

The science team ruled out other substances relatively quickly. A surface pres-
sure 5 times Earth’s would have been necessary to allow liquid carbon dioxide to 
carve such channels, and Mars did not have it. While wind also causes erosion, 
Earth winds did not cut winding, tributary-laden channels the way water did. 
Imagery of the Tharsis region clearly showed braided channeling, a common 
feature of outwash plains on Earth. Further, many of the river channels appeared 
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to come from regions of chaotic terrain that seemed similar to glacial regions on 
Earth, where subsurface heating had led to the collapse of permafrost-laden ter-
rain. Hence the imaging teams concluded that Mars had once had extensive 
surface water that had since gone missing.34 The fascinating scientifi c questions 
then became, what happened to it? And, how could Mars, with its thin wisp of an 
atmosphere, have once had a climate capable of supporting liquid water on the 
surface?

Mariner 9 photo showing what mission scientists thought was an ancient runoff fea-
ture. JPL image P12753.tif, courtesy NASA/JPL/Caltech.
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Mariner 9 ran out of maneuvering fuel and was shut down 27 October 1972,
having radically altered the scientifi c community’s beliefs about Mars. The sci-
ence teams turned to evaluating the reams of data it had sent them. One impor-
tant line of research that emerged was the effort to conceive of a Martian climate 
that could have hosted an oceanic surface. One of the fi rst papers to appear on 
this came from Carl Sagan. In a 1972 paper, Sagan had argued that Mars had two 
stable climates, one warm, with a surface pressure approaching Earth’s, and its 
current cold age. Then in early 1973, he and two of his students, Brian Toon and 
P. J. Gierasch, published a paper in Science that reported on a study they had 
done of the effects of orbital obliquity, solar luminosity, and polar cap albedo on 
Martian climate.35

Using a general circulation model of the Martian atmosphere that had been 
adapted from Yale Mintz’s Earthly general circulation model, for the 1973 paper 
they examined poleward heat transport in the present atmosphere as a means of 
estimating the overall stability of the present climate. Then, assuming varying 
amounts of carbon dioxide in the polar caps, at the time thought to be primarily 
carbon dioxide with a lesser amount of water ice, they had evaluated the effect of 
larger amounts of atmospheric carbon dioxide on Martian surface temperatures. 
An all-carbon dioxide atmosphere of 40 millibar surface pressure seemed enough 
to permit water at the equator; if much larger amounts of carbon dioxide had been 
available in the remote past, as the giant Martian volcanoes suggested was possi-
ble, a water-enhanced greenhouse effect of 30 degrees K could have permitted 
average equatorial temperatures to exceed water’s freezing point.

They then turned to an examination of what could have caused the transfer of 
suffi cient carbon dioxide from the polar caps to the atmosphere and back, starting 
with orbital variations. Their circulation model indicated that a 15 percent 
increase in energy absorbed at one pole was necessary to create the necessary 
conditions. They turned to orbital mechanics for their answer. A Czech scientist, 
Mitrofan Milankovitch, had argued in a series of papers prior to World War II that 
Earth’s ice ages had been driven by very slow, small changes in the Earth’s orbit. 
His work had not received wide acceptance prior to the 1970s, however. This is 
partly because the four large glaciations believed to have happened during the 
past 20 million years were not enough—Milankovitch’s analysis suggested that 
there should have been many more.36 But Sagan and his colleagues, who were 
astronomers, not Earth scientists, chose to apply Milankovitch’s reasoning to 
Mars.

The two major components of orbital climate forcing are distance from the 
Sun and obliquity (the wobble of the spin axis). Planetary orbits are not perfectly 
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circular; instead, they are elliptical and vary slowly. Sagan’s analysis of the Mar-
tian orbit found it too stable and circular for distance from the Sun to have 
changed enough to produce the necessary alterations in insolation. The observed 
obliquity, however, was quite suffi cient to raise polar temperatures and produce 
the necessary outgassing of whatever carbon dioxide was present.37 This would 
occur on a cycle of about a hundred thousand years. Hence Sagan’s team con-
cluded that “the atmospheric pressure on Mars has been both much larger and 
much smaller than present values during a considerable portion of Martian his-
tory.”38 Current models of solar luminosity changes suggested that the Sun was at 
its long-term minimum intensity; if correct, its gradual increase over the next 
several million years could also produce a warmer Mars. Finally, decreasing the 
albedos of the poles (making them darker and more absorptive) also appeared 
capable of producing such changes. In fact, their model was most sensitive to 
albedo change. Only a 4 percent reduction in polar albedo was necessary to pro-
duce the same effect as a 15 percent increase of insolation. There were, then, at 
least three ways to construct a warmer, wetter, and possibly living Mars that were 
physically realistic.

The three were arguing that only relatively small changes were necessary to 
bring about a radical shift in Martian climate. This was a direct attack on a long-
held belief that the planets, once their catastrophic period of formation was over, 
were basically stable. Mars not only had changed since its formation, it would 
change again. Humans had the misfortune to have evolved when Mars (and 
Earth) were in cold modes (at least Sagan thought it a misfortune, as he would 
not get to witness a habitable Mars), but a warmer Mars would occur, eventually. 
Stability of planetary climates could no longer be assumed.

The fi nal Mars mission of the decade was Viking, which consisted of two 
orbiter/lander pairs. The orbiters were modifi ed Mariners, designed and built by 
JPL, while the landers were the responsibility of Langley Research Center, which 
also managed the overall program. The fi rst landing had been scheduled for 4 July 
1976, but was postponed when the chosen landing site proved unsuitable; the 
actual fi rst landing was on 20 July, at a site on the Chryse plain. The landers drew 
the most attention by far, as they returned the fi rst surface images of Mars and 
be  cause they were equipped primarily to look for life in the Martian soil. This 
they did not fi nd. Instead, they found no evidence of organic compounds in the 
soil. Very high levels of ultraviolet radiation reached the surface of Mars, and this 
appeared to have destroyed whatever organic matter had once existed. The Mar-
tian environment appeared to be self-sterilizing.39

The orbiter data, however, painted a somewhat more positive picture of Mars, 
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at least for those willing to satisfy themselves with a Mars that might once have 
harbored a warmer, wetter past. Barney Farmer, a British infrared spectroscopist 
who had been hired to establish a spectroscopy lab at JPL in 1966, had designed 
an infrared-based instrument for the Viking orbiters called the Mars Atmospheric 
Water Detector. Over the four-year life of the fi rst orbiter, this provided a detailed 
examination of the variations of water in the atmosphere. A clear pattern emerged 
from this data. The Martian atmosphere was nearly saturated over the summer-
time pole but dried almost completely during the winter season. Yet the relation-
ship between the polar cap and water vapor content was not absolute—water 
vapor appeared to be generated outside the polar regions as well. Writing in the 
Journal of Geophysical Research, Farmer and his colleague Peter Doms argued 
that the data suggested water ice was bound within the surface material of Mars 
through all latitudes poleward of 40 degrees.40 If true, Mars had vastly more water 
than had been supposed on the basis of the extent of the polar caps, and certainly 
more than the tiny amount in the atmosphere. But if the regolith planet-wide held 
water ice, then Martian oceans during the planet’s warm periods became conceiv-
able, and it would certainly explain where the water that had formed the surface 
features went. It was still there, frozen into the subsurface. To optimists like Sagan, 
oceans’ worth of water meant a Mars that might well have had life in the past, and 
could have it again when the planet returned to its warmer self.

In the time span of a decade, then, Mars in the human imagination went 
from a living world to a Moonlike dead one, and thence fi nally to one that might 
once have had (and might again) have life. The possibility of life was critically 
dependent on the Martian climate, which had turned out to be currently inhos-
pitable to life as 1970s scientists understood it to be, but good observational evi-
dence suggested had not always been so. This effort to understand Mars drew 
scientists to make broad analogies to the planet they thought they understood 
better, Earth, and to construct rather speculative arguments on very limited data. 
Farmer’s argument regarding the ice content of the Martian regolith, while physi-
cally plausible, was based on a chain of inferences, not direct measurement; he 
would not be shown to be correct until 2002, long after he had retired. Similarly, 
Sagan’s model of Martian climate change was based on a good deal of calculation 
and extrapolation, and on very little data. Actual measurements that suggested 
that his vision of cyclic changes in the Martian climate might be correct did not 
appear until 2004, when new surface data from a pair of geological robot landers 
clearly showed layered sedimentary deposits. The timescale, however, remained 
unmeasured, and the consensus as of 2005, several years after Sagan’s death, was 
that Mars’s warm period had been confi ned to its fi rst billion years.41
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Sagan’s willingness to engage in what were to many scientists improvable 
speculations made him highly controversial. But space science itself was increas-
ingly controversial during the decade because of how it was being conducted. 
The effort to understand the Martian surface, and the related climate that could 
explain it, caused the Mariner and Viking science teams to engage in interdisci-
plinary research. Farmer, for example, was by training a spectroscopist originally 
interested in trying to measure the Sun’s infrared spectrum. Water in the Earth’s 
atmosphere made that diffi cult, and he had had to develop expertise in the infra-
red signature of water vapor to accomplish his measurements. This, of course, had 
made him an obvious person to make measurements of Martian water vapor. But 
he had gone far beyond that, establishing an argument regarding the distribution 
of water ice in the Martian subsurface. 

This was problematic, because the scientifi c disciplines provide the social 
infrastructure for the sciences: physicists determined what methodologies were 
acceptable in physics, established standards of evidence for physics, edited the 
physics journals, and operated the all-important peer review system for phys-
ics, as did geologists for geology, astronomers for astronomy, and meteorologists 
for meteorology. While the boundaries were permeable to a degree, with physi-
cists colonizing all of these other fi elds during the period, this was a one-way 
exchange—meteorologists did not switch to physics. Understanding the complex-
ity of the terrestrial planets’ atmospheres seemed to require collaborative research 
between members of very different disciplines. The mechanisms of science, par-
ticularly peer review, did not handle this well. The controversy remained subdued 
and relatively minor as long as the planetary scientists only studied other plan-
ets—no one else much cared what planetary scientists had to say about cold, dead 
Mars. But this changed when they began to turn their insights, and instruments, 
on the Earth.

reckoning with the earth

In 1972, Sagan and George Mullen had published a short paper in Science that 
encompassed the climate histories of both Earth and Mars. Their motivation was 
a thorny problem deriving from stellar astronomy and fusion physics. Specialists 
in both these fi elds believed the Sun had been substantially dimmer when it had 
fi rst formed four and a half billion years ago. Known as the Faint Early Sun 
hypothesis, this meant that Earth should have been a frozen ball of ice for most 
of its history. But the geological evidence available in the 1970s was that it had 
never been one. This required explanation. By the end of the decade, the expla-
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nation had become highly controversial. The brilliant independent scientist 
James E. Lovelock extended Sagan’s reasoning about the Earth’s physical climate 
into an argument that life itself was responsible for the Earth’s comfortable 
climate.

Sagan and Mullen began their analysis of the Earth’s past climate with a dis-
cussion of the greenhouse effect that maintains Earth’s current average surface 
temperature about 30 degrees K higher than it would be in the absence of an 
atmosphere. They then turned to the Faint Early Sun hypothesis, reviewing the 
various estimates of the Sun’s evolution, which ranged from luminosity changes 
of 30 to 60 percent. They chose 30 percent to be conservative, and then ran the 
Sun backward to evaluate the effect on surface temperatures. Average tempera-
tures in their simple radiative model dropped below the freezing point of seawater 
2.3 billion years ago. The geologic evidence available in the 1970s was relatively 
clear, however, that the Earth was largely ice-free as far back as 3.2 billion years, 
and life clearly existed in the form of algal mats called stromatolites at 2.8 billion 
years. (In this paper, Sagan accepted some rather controversial microfossils as 
extending life back to 3.2 billion years as well.) There was thus a substantial con-
fl ict between what should have happened and what had actually happened, and 
their purpose was to explain it.

They believed that only a much stronger greenhouse effect than the current 
Earth’s atmosphere provides was necessary to keep the Earth from freezing under 
the faint early Sun. The two therefore sought an atmospheric composition that 
was more in keeping with the Earth’s climate history. They needed a gas that was 
a strong absorber in the mid-infrared, as the carbon dioxide bands were relatively 
saturated—they accepted as true Syukuro Manabe’s calculation that doubling the 
carbon dioxide content of the Earth’s atmosphere, in the absence of any other 
feedback processes, would result in a 2 degrees C increase in average surface 
temperature. This was not enough to counter a 30 percent dimmer Sun. 

The molecule they found most suitable was ammonia. In the presence of oxy-
gen, this gas is highly reactive and would not last the necessary billion or so years, 
but the early Earth’s atmosphere had no oxygen. There was some evidence from 
oceanic clay minerals that ammonia had been a minor constituent of the Earth’s 
atmosphere in its youth; there was also evidence from a very famous experiment 
by chemists Stanley Miller and Harold Urey that showed an ammonia-bearing 
atmosphere was necessary for the formation of amino acids, the basic constituents 
of living organisms. They thus postulated that Earth’s early atmosphere was a 
mixture of carbon dioxide, water vapor, and ammonia, with additional minor 
greenhouse contributions from methane and hydrogen sulfi de. Their model re -



114    a t m o s p h e r i c  s c i e n c e  a t  n a s a

quired that small amounts of ammonia remained in the atmosphere up to the 
Precambrian-Cambrian boundary (570 million years before present), but this 
they found plausible even with the evolution of small amounts of atmospheric 
oxygen somewhere between 1 and 2 billion years ago. The origin of photosyn-
thetic life in the early Cambrian, and subsequent production of the modern oxy-
genated atmosphere, would then have resulted in the removal of the ammonia. 
They concluded that “the evolution of green plants could have signifi cantly 
cooled off Earth.”42

British chemist James E. Lovelock, one of the handful of scientists in the late 
twentieth century able to make a living as an independent consultant, then 
expanded on this argument to contend that life itself was responsible for Earth’s 
comfortable climate. Lovelock had started serving as a consultant at JPL in the 
early 1960s, working with a group of scientists on the question of life detection on 
other planets, specifi cally Mars. In his popular book Gaia: A New Look at Life on 
Earth, he recounts that he wound up at odds with his research group fairly quickly. 
They wanted to look for signs of life in the soil (on Earth, of course, soil teems 
with living things), but Lovelock disagreed with that approach. He thought that 
the most obvious place to look for telltale signs of life was in the atmosphere. His 
key insight was that a planet with abundant life would have an atmosphere in a 
state of extreme chemical disequilibrium.43 In other words, it would contain 
chemicals that would long ago have been stripped out by reactions with the solid 
surface or have been destroyed in reactions with other gases. This led him to 
reinterpret the history of Earth’s atmosphere, and the climate that it regulates.

Lovelock began from an idea that the most general function of living organ-
isms was to reduce entropy. Entropy, a thermodynamic quantity that had to con-
tinually increase generally, but could be reduced locally with the consumption of 
energy, cannot be directly measured. And in any case, living processes were not 
the only natural processes known to reduce entropy. Hence this was not a useful 
formulation of the problem. Instead, he started to look at living processes as fac-
tories, which reduce the entropy of the materials going into them while increas-
ing the entropy of their surroundings via their waste products. Waste products 
were the key. Just as factories deposit some of their waste in the atmosphere, so 
did living things. Lovelock, early on working with Dian Hitchcock and later Lynn 
Margulis, started looking at the gaseous waste products produced by life: oxygen, 
carbon dioxide, nitrogen, ammonia, and methane.44

When Lovelock was writing, the Earth’s atmosphere consisted of 21 percent 
oxygen, by volume, 78 percent nitrogen, with the remaining 1 percent made up 
of various trace gases. Carbon dioxide, for example, was 0.03 percent of the atmo-
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sphere’s volume. Yet in terms of chemical equilibrium, this was highly improba-
ble. Over the Earth’s billions of years of existence, oxygen, a highly reactive gas, 
would have been extracted by chemical weathering of surface material and be, as 
it was on Venus and Mars, undetectable. Similarly, the most chemically stable 
form of nitrogen was in the form of nitrate ions in the oceans, not as a noble gas 
in the atmosphere. Hence in a chemically stable version of the Earth, the atmo-
sphere would be mostly carbon dioxide, as were the atmospheres of Mars and 
Venus, and contain neither nitrogen nor oxygen.45

Lovelock was not the fi rst to recognize the unstable nature of the Earth’s atmo-
sphere. Rather, he was building on a minority view in geochemistry. In the major-
ity view, the Earth’s unlikely atmosphere was explained as a product of planetary 
outgassing, with the oxygen provided by the photodissociation of water vapor in 
the upper atmosphere. The resulting hydrogen, as it had on Venus, would then 
escape into space, leaving oxygen free in the atmosphere. Yet this view did not 
comport with evidence available by the late 1960s regarding the dissociation rate 
of water in the upper atmosphere, or with the rates of consumption of oxygen in 
the weathering processes. Nor did it square with the interplanetary view. Lacking 
both a magnetic fi eld and an ozone layer, Venus experienced much larger high-
energy fl uxes at the top of its atmosphere than Earth did, which would lead to a 
higher dissociation rate and more rapid hydrogen escape and oxygen production. 
And, of course, whatever water Venus had once had was gone. But there was no 
measurable residual oxygen. Hence the majority view no longer explained the 
available evidence.

Lovelock credits Swedish chemist Lars Gullen Sillen as being the fi rst to 
 question the control mechanism for oxygen, nitrogen, and carbon dioxide.46 But 
Love lock extended Sillen’s point to argue that life itself maintained the relative 
abundances of these gases. Photosynthetic plants consumed carbon dioxide and 
released oxygen, while animal life consumed oxygen and released carbon dioxide. 
The trace amounts of methane in the atmosphere, about a billion tons, were 
already well-known to be a mostly biological byproduct.47 The presence of these 
gases was, for Lovelock, the ultimate proof of life, and in a 1965 article for Nature,
he set out his argument that the atmosphere was the place to search for Martian 
life.48

But in the process of thinking about how to fi nd life, he began to reconceive 
the Earth as a single, self-regulating organism. After a 1969 presentation in Bos-
ton, he began working with Lynn Margulis, then Sagan’s wife, to refi ne and fl esh 
out the idea. They eventually published two important articles in 1973 and 1974
in which they described their hypothesis. They started out by telling a story about 
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the Earth’s climatic evolution that began with Sagan and Mullen’s model of the 
Earth under the faint early Sun.49

Sagan and Mullen had argued that the early Earth had needed ammonia in its 
atmosphere to compensate for the much dimmer early Sun. Margulis and Love-
lock looked at the problem of the faint early Sun somewhat differently, however, 
asking how the Earth’s temperature had remained essentially constant during 3
billion years of gradual solar intensity increase. Their reading of the geologic 
evidence suggested that the Earth had not varied in globally averaged tempera-
ture by more than 10 degrees C in the past 3.5 billion years. During that time, 
solar luminosity had increased by 40 to 60 percent. Yet a virtually unchanging 
climate seemed highly unlikely given what was known about the solar system at 
the time. Following Sagan and Mullen, Manabe, and Rasool and De Bergh, they 
accepted that only a 10 percent change in solar luminosity was necessary to pro-
voke either a runaway greenhouse effect and evaporation of the oceans, or alter-
natively bring about an iceball Earth. But that had not happened. Instead, despite 
the slowly warming Sun, the Earth’s temperature had remained effectively con-
stant. This is what Lovelock and Margulis sought to explain.

They began their story with the need for an early ammonia-laden atmosphere 
to keep Earth largely ice-free, and then presented evidence for the very early 
evolution of life. The 1960s and early 1970s had seen a number of important dis-
coveries of microfossils in some of the most ancient rocks still accessible on the 
Earth’s surface, extending the history of life back to about 3 billion years. More 
important, these discoveries had expanded the variety of early life. The discovered 
fossils were prokaryotes (blue-green algae), and these displayed what Margulis 
and Lovelock called “metabolic versatility.” They existed via a wide variety of dif-
ferent metabolic processes, and as a result generated a variety of different waste 
products. They were also widespread, and certain types formed large structures—
the stromatolites Sagan had mentioned. These were distributed globally by the 
late Precambrian, and had been in existence for about 1.2 billion years. One of 
the most common metabolic cycles for prokaryotes on the present Earth results 
in the production of oxygen from carbon dioxide; Margulis and Lovelock argued 
that these vast stromatolite beds were the likely source of the oxygen that gradually 
became present in the Earth’s atmosphere during the Precambrian.50

The transition from an anoxic, ammonia and carbon dioxide atmosphere to 
the present oxygen-rich one should have destabilized the Earth’s climate by dra-
matically reducing the atmosphere’s greenhouse capacity, but it had not. This 
led them to argue for active control of climate. They used the metaphor of a 
planetary engineer, whose employer had assigned him a planet and directed him 
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to maintain a specifi c set of temperature and acidity specifi cations for several 
billion years. Then they reviewed the tools available to the engineer for tempera-
ture control: control of the planet’s radiation balance, its surface emissivity, the 
composition of its atmosphere, and the distribution of suspended particulates. As 
seemed to be the case with Mars, small changes in planetary albedo could effect 
sizeable changes in temperature. The engineer could change this by, for ex -

Margulis and Lovelock’s demonstration of Earth’s climate stability. 
Reprinted from James Lovelock, Gaia: A New Look at Life on Earth, revised 
edition (Oxford University Press, 1995), p. 20.
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ample, darkening the polar regions, something Harry Wexler had studied briefl y 
during the 1950s. Similarly, organisms could impact albedo by changing their 
colors, by changing the color of the sediments they trapped and fi xed, and even 
by altering the color of snow and ice. The same was true of surface emissivity. The 
global distribution of stromatolites would have allowed them to alter the Earth’s 
overall emissivity through changes in their surface porosity and composition, for 
example.

Organisms also altered the chemical composition of the Earth’s atmosphere, 
impacting its radiative qualities. Nearly all organisms either consumed or pro-
duced carbon dioxide. Ammonia, the gas Sagan and Mullen had proposed as 
maintaining the Earth’s warmth under the faint early Sun, was also a “very active 
product of microbial metabolism.” It was a waste product of many organisms, 
and was also consumed by nearly all bacteria and fungi. Hence, while the amount 
of it in the current atmosphere was vanishingly small, this was because virtually 
all of the billion or so tons produced each year by biologic processes were also 
being consumed. To Margulis and Lovelock, microbial consumption explained 
the near-disappearance of ammonia from the early atmosphere; ammonia-fi xing 
microbes would have thrived on the young Earth, and as they drew down the 
atmospheric reservoir of ammonia would have been increasingly pressured into 
environments where they would be in contact with ammonia producers. This 
would have had a large radiative impact on the Earth’s atmosphere, as under the 
faint early Sun removal of ammonia at too high a rate would have sent the Earth 
into an iceball mode from which it could not recover. Indeed, their reading of the 
Earth’s chemical history suggested a crisis for its thermal equilibrium in the late 
Precambrian, but the geologic record did not seem to contain evidence of one.51

They took this as evidence of active control of the climate by biologic actors, 
postulating that selection pressures on local populations produced a response to 
the cooling Earth that eventually counteracted it.

The need for an active control agent led the two to conceive of the Earth as 
a single organism they named Gaia, for the Earth goddess of the ancient Greeks 
(also known as Ge, from which derived the names for geology and geography).52

Greek philosophy had been based on the notion of a balance of nature, which was 
essentially what their vision of a self-regulating Earth implied. This naming was 
the fi rst source of controversy for their hypothesis, because it imbued the Earth 
with a quasi-religious mysticism that did not comport well with the belief systems 
of most of their scientist peers—particularly physical scientists. Their metaphor 
of a planetary engineer, while intended to help simplify the explanation, was not 
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well-received either. It implied a conscious regulator, which was not what they 
were arguing. In the same article they deployed this metaphor in, they also 
explained that Neodarwinian mechanisms of selection were the means by which 
planetary control was maintained.53 This did not protect them from vocal criti-
cism by their biologist peers, who eventually forced them to reformulate the hy -
pothesis with more care toward the details of the current evolutionary synthesis. 

In their seminal 1974 Icarus article, Margulis and Lovelock commented that 
“probably a planet is either lifeless or it teems with life. We suspect that on a 
planetary scale sparse life is an unstable state implying recent birth or imminent 
death.”54 The combination of living processes and evolutionary ones was so pow-
erful, in their view, that organisms could remake a planetary environment to 
facilitate their own spread. Hence over the eons of deep time, life would take over 
a planet, make it more suitable, and eventually be found everywhere. In this view 
of life, there were no marginal environments. Life would be found in any local 
environment of an inhabited planet—or nowhere. This did not bode well for 
NASA’s dreams of fi nding life on Mars, or anywhere else in the solar system. If life 
existed at all off Gaia, it would be readily apparent from its impact on the compo-
sition of the Martian or Venusian atmospheres. Radiotelescopes, and telescope-
aided infrared spectroscopy, were all one needed.

Stripping away the mysticism inherent in the Gaia label, the two were present-
ing a view of the Earth that could be grasped by systems engineers, a profession 
that specialized in (nonliving) feedback control systems. In his 1979 popular exe-
gesis of the Gaia hypothesis, Lovelock devoted a chapter to cybernetic theory, the 
mathematical basis for feedback systems. For Earth scientists, Margulis and Love-
lock were presenting a view of the world that required examination of complex, 
interlocking feedback loops. Some of these feedback loops, such as the hydrologic 
cycle that was of great interest to meteorologists, were primarily physical. At least 
in the 1970s, evapotranspiration was perceived as only a minor participant in the 
water cycle. Other obvious cycles, such as the carbon cycle, were both physical 
and biological. Understanding them required the very interdisciplinary research 
that the American scientifi c community did not consider serious science, and was 
not set up to foster. In fact, they expressed the hope that their hypothesis would 
change that particular scientifi c dynamic.55

Taken in a larger view, Lovelock and Margulis were arguing that the Earth’s 
climate had been fundamentally altered by the evolution of life. Living things 
affected the chemistry of the atmosphere, altering its composition. Changing the 
atmosphere’s chemistry affected its radiative characteristics, and over geologic 
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time, these biogenic changes had produced the Earth’s current comfortable cli-
mate. Life, they were arguing, had achieved the ability to make planetary-scale 
changes eons ago. This early life, however, had done so unwittingly. They did not 
weigh in on whether humans had achieved this ability as well, but in these papers 
did not need to. Lovelock, in fact, had already demonstrated that human emis-
sions of chlorofl uorocarbons (CFCs) had changed the composition of Earth’s 
atmosphere, but he did not yet perceive the consequences. And Charles David 
Keeling, by the early 1970s, had conclusively demonstrated that human emissions 
of carbon dioxide were also changing the composition of the atmosphere. As 
carbon dioxide was a greenhouse gas, humans had clearly achieved the power to 
change the Earth’s climate. 

NASA Chief Scientist Homer Newell remarked in his 1980 memoir that space 
science had proven to be integrative.56 Planetary science had drawn on many 
scientifi c disciplines to develop new knowledge about the other planets during 
the 1960s and 1970s. At the same time, that knowledge had informed thinking 
about the Earth and its processes. The Earth is, at least from the standpoint of 
planetary scientists, just one of the several terrestrial planets in the solar system; 
its processes are not governed by different rules. Planetary research had also forced 
the scientifi c community to begin placing Earth in the context of its sister rocky 
planets Mars and Venus, and begin to think about why it had turned out so differ-
ently from what they believed was a similar beginning. This was one thread of the 
increasing interest in Earth’s climate within the scientifi c community; Earth was 
a great deal closer than the other terrestrial planets, and due to the presence of 
water and life, it was also a good deal more complex.

The question of climatic evolution was, at one remove, a question of chemis-
try. On Mars and Venus, non-biologic chemical processes had produced very 
different outcomes; on Earth, however, the biosphere clearly played a substantial 
role in making the Earth chemically different from the other terrestrial planets. 
What the biosphere’s role was could not be quantifi ed, at least during the 1970s.
But the mere claim that the Earth’s climate was actively, if not consciously, regu-
lated by life itself was highly infl uential. It caused great controversy in the scien-
tifi c community, which was not prepared to accept that the thin green layer on 
the planet’s surface could have such great impact. 

It also caused great controversy in the public arena, but for a slightly different 
reason. Humans had achieved the power to fundamentally alter the conditions of 
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life on Earth. The consequences of this ability were not yet known, and were not 
yet knowable, given the state of knowledge of the early 1970s. But recognition that 
humans might alter the atmosphere’s chemistry enough to change the Earth’s 
climate produced rapid demands by scientists and by political activists alike to 
fi gure out what those consequences might be.



NASA Atmospheric Research 
in Transition

c h a p t e r  f i v e

By studying and reaching a quantitative understanding of 
the evolution of planetary atmospheres we can hope to 
be able to predict the climatic consequences of the accel-
erated atmospheric evolution that man is producing on 
Earth.

—W. Wang et al., 1976

One major factor in the transition of NASA’s meteorological satellite program 
from an applications program into a more scientifi c one was a change in the 
American political scene: environmentalism. The 1950s and 1960s had witnessed 
a few dramatic air pollution events that had resulted in mass deaths and many 
more that had generated clear, if apparently only temporary, hazards to citizens’ 
health. Local and regional antipollution groups had formed in response, and then 
they “went national” because they had simply been unable to overcome resis-
tance to regulation at lower levels of the nation’s political system. Further, of 
course, they could not avoid the reality that the air was in constant motion. Con-
trolling air pollution in one state meant nothing if its neighbors chose not to 
impose regulation.1

In the late 1960s, these local antipollution groups found common cause with 
the national wilderness conservation groups. This alliance proved very infl uen-
tial, achieving several major pieces of legislation. President Lyndon B. Johnson 
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signed an Air Quality Act in 1966, and his successor, Richard M. Nixon, signed a 
series of stronger environmental laws: the Endangered Species Conservation Act 
in 1969, and in 1970 the National Environmental Policy Act and the Clean Air 
Act. Nixon also created the Environmental Protection Agency (EPA) and the Na -
tional Oceanic and Atmospheric Administration (NOAA) the same year by execu-
tive reorganization.2

NASA played its own, if unwitting, role in promoting environmentalism. The 
photographs returned by its geosynchronous satellites and later by the Apollo 
astronauts were the fi rst images ever taken of the whole Earth. NASA’s imagery of 
the “Big Blue Marble”—the name given to a 1970s world news show aimed at 
children—presented the Earth as a spaceship fl oating in a black void. These 
images were politically powerful, depicting the Earth without the arbitrary politi-
cal boundaries that were familiar to most citizens and revealing its fi nite, inter-
connected nature. Environmentalists incorporated the images into a worldview, 
using them to argue for a politics based upon internationalism and long-term 
sustainability. Widely deployed by Earth Day 1970, they became the root of a 
global environmental consciousness.3

In the scientifi c community, this larger public interest was paralleled by inter-
est in disentangling the connections between the biosphere, atmosphere, and cli-
mate regulation. The planetary atmospheres research carried out during the fi rst 
decade of the space age had made obvious that understanding these connections 
was important. And by the early 1970s, it was already clear to the leaders of the 
atmospheric science community that humans had the ability to alter the chemis-
try of the atmosphere. But it was not clear what the impacts of those changes were, 
or might be in the future. Driven by both highly public controversies and the 
scientifi c community’s interest in new research questions, NASA began to con-
struct new research programs around them. Hence, the confl uence of environ-
mental concern and planetary science produced a shift in NASA’s Earthly atmo-
spheric research program toward environmentally relevant research.

new directions in atmospheric research

In July 1970, MIT had sponsored a workshop aimed at challenges the new empha-
sis on environmental quality posed for the scientifi c community. Organized as 
part of national planning for the 1972 United Nations Conference on the Human 
Environment, the Study of Critical Environmental Problems (SCEP) rapidly 
became a scientifi c classic. It represented an explicit acknowledgment by leading 
scientists that humans had achieved the capacity to alter the global environment. 



124    a t m o s p h e r i c  s c i e n c e  a t  n a s a

The study’s report, known as Man’s Impact on the Global Environment: Report 
of the Study of Critical Environmental Problems, summarized what was known 
and, more important, what was not known about humanity’s impact on natural 
systems.4

Meteorologist William Kellogg chaired a working group on climatic effects 
that a number of human activities might have on the Earth’s climate.5 Kellogg’s 
group included Morris Tepper from NASA, Robert Fleagle from the University 
of Washington, Joseph Smagorinsky from the Geophysical Fluid Dynamics Labo-
ratory (GFDL), Charles David Keeling from the Scripps Institution of Oceanog-
raphy, Hans Panofsky from Penn State, and several others. Their tasking included 
reviewing the scientifi c knowledge about the potential impact of increasing car-
bon dioxide concentration in the atmosphere, the effect that a fl eet of supersonic 
transports (SSTs) might have on climate and on the stratospheric ozone layer, and 
the possibility that aerosols—particulate matter in the atmosphere—might act to 
cool the Earth by refl ecting sunlight away. 

The SCEP’s meeting was in part provoked by the early evidence that humans 
were changing the characteristics of the global atmosphere. During the Interna-
tional Geophysical Year (IGY), Wexler and Roger Revelle had arranged for mea-
surements of carbon dioxide to be made by Keeling at the Mauna Loa Observa-
tory in Hawaii. While Keeling had troubles sustaining support for this research 
over the ensuing decade, by 1970 the trend was already quite clear: carbon dioxide 
concentration as measured at the observatory was increasing. His measurements 
also compared very favorably with other sets of measurements made elsewhere. 
Due to the well-known fact that carbon dioxide is a greenhouse gas, the phenom-
enon of human-induced global warming became a matter of public debate.6

The numerical modeling community that had developed around weather 
modeling had begun experimenting with the use of models in climate studies 
during the 1960s. There were various types of models, used for various purposes. 
Atmospheric column models considered the impact of changes in various feed-
back processes on a single column of air, permitting detailed study of certain 
processes without high computing costs. Soviet researchers had used such a 
model in 1966 to examine the impact of removing the Arctic ice cap on Arctic 
surface temperatures, for example. Radiative-convective models permitted exami-
nation of radiative transfer, convection, and poleward transport within a two-
dimensional sliver of atmosphere that stretched from equator to pole. These mod-
els achieved computational effi ciency by assuming the average temperature at 
any point on a circle of latitude is essentially the same as any other point on that 
circle, which is roughly true of the real earth (topography, which the models did 
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not contain, notwithstanding). At this level of abstraction, there was no need to 
waste computational resources simulating horizontal transport.

Finally, more complex, three-dimensional general circulation models derived 
from numerical weather prediction models had also been developed in several 
places during the 1960s to enable simulation experiments with the global climate. 
This was possible because the weather prediction models settled into representa-
tions of Earth’s current climate if left to run long enough, regardless of the initial 
conditions they had been started with. Hence, while as weather models they were 
sensitive to initial conditions, as climate models they were not. They refl ected 
both the short-term instability of the always-changing daily weather and the long-
term stability of average weather patterns—climate. 

To experiment with the Earth’s climate, researchers could alter one of the 
inputs or processes within the model. At GFDL, Syukuro Manabe and Richard 
Wetherald had adapted Smagorinsky’s weather prediction model to examine the 
sensitivity of the Earth’s climate to several possible changes: in the solar constant, 
the amount of energy received from the Sun; in carbon dioxide concentration; in 
the stratosphere’s water vapor content; or in the distribution of albedo. Their 1967

Keeling’s record of average carbon dioxide concentration measurements at Mauna Loa. 
This version is updated to 2006. Courtesy: Ralph Keeling, SIO.
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paper concluded, for example, that quintupling the concentration of water vapor 
in the stratosphere would raise surface temperatures by an average of 2 degrees C, 
while doubling the concentration of carbon dioxide would raise average surface 
temperatures between 1.3 and 2.3 degrees C, depending on various distributions 
of water vapor.

Their model contained many simplifi cations. It considered only steady-state 
conditions and did not deal with transitional periods. It did not have an ocean, 
which would act to slow the warming process through its vast heat capacity, per-
haps by millennia. It used the average latitudinal values of albedo as they were 
then known from ground and satellite studies, and could not simulate albedo 
changes from, for example, changing patterns of cloudiness caused by warming. 
Hence the model was not the end product of a long-standing line of research that 
had replaced simplifying assumptions with observations and resolved all the 
potential ambiguities. Instead, it represented the beginning of a new research 
fi eld. 

These early results were controversial within the scientifi c community and on 
Kellogg’s review panel, and many years later in an article that represents his own 
coming to terms with climate science, Kellogg explained one aspect of the con-
troversy.7 Climate warmers in the SCEP panel had argued that increases of radia-
tively signifi cant trace gases, including carbon dioxide, chlorofl uorocarbons 
(CFCs), and methane, would inevitably produce warming at the Earth’s surface. 
A group of climate coolers, however, had focused on the refl ective impact of 
aerosols—particulates including both anthropogenic pollutants and naturally 
occurring dust, soot, and the like. They had argued that increasing anthropogenic 
aerosols from industrial emissions would have a net cooling effect because they 
would refl ect solar radiation back into space. As aerosol concentrations in the 
atmosphere increased, less and less solar radiation would reach the Earth’s sur-
face, and the Earth system would cool. The confl ict in the group could not be 
resolved because while both effects would occur, no one knew which one would 
be dominant. Both mechanisms were physically plausible, but no one had made 
the necessary measurements to demonstrate which effect would be more power-
ful in the real atmosphere. Aerosols had also not been made part of the climate 
research models. In addition to lack of information on aerosol effects, researchers 
had insuffi cient computing power to simulate them in any case. Because of this 
divide, his working group could only produce recommendations calling for more 
research into greenhouse gases, aerosols, and climate models.

Kellogg’s group also considered another question that in 1970 was of great 
controversy: whether SSTs, airliners that could fl y faster than the speed of sound 
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within the stratosphere, would alter the Earth’s climate. There were a number of 
ways this might happen. All internal combustion engines produced water vapor 
as an exhaust product, and a fl eet of SSTs would put millions of pounds of water 
vapor into the normally dry stratosphere. This water vapor might freeze into con-
trails, clouds of ice crystals that would refl ect sunlight and thus induce cooling; 
conversely, increasing the water vapor content of the stratosphere could warm 
it, altering the thermal balance between the troposphere and the stratosphere 
and producing surface warming. Manabe and Wetherald had used their early cli-
mate model to simulate this second scenario as well, fi nding that a quintupling of 
stratospheric water vapor might raise average surface temperature about 2 degrees 
C. However, this amount of increase seemed unlikely to Kellogg’s review com-
mittee, and they concluded that a fl eet of fi ve hundred SSTs would raise strato-
spheric water vapor content globally only slightly, from 3.0 parts per million to a 
projected 3.2 parts per million.8

The MIT study had been aimed at global environmental change, a subject 
that virtually required the space agency’s participation, and Morris Tepper had 
been invited to take part in it as a member of Kellogg’s climate panel. Just as 
space-based meteorological measurements were necessary to produce global 
meteorology, space technology was necessary to begin assessing the human im -
pact on the environment. Yet the ability to measure atmospheric constituent gases 
and particles from space did not exist yet, and for these research areas the monitor-
ing working group advocated the improvement of ground- and aircraft-based mea-
surements. For gases, in situ measurements seemed best, while for particulates, a 
prominent new measurement technology was lidar. Like radar, lidar measured 
backscattered radiation, but lidar instruments transmitted energy at much smaller 
wavelengths. Lidar instruments, however, were far too large for space-borne use 
at this point in their development. A lidar system developed at the Langley 
Research Center between 1967 and 1969 utilized a 48-inch mirror to capture 
enough refl ected radiation to enable measurement, much too large to squeeze 
onto any reasonable satellite. Hence the SCEP study only included a single rec-
ommendation for near-term space instruments, calling for a program to develop 
a follow-on to Vern Suomi’s heat budget instrument that would be able to mea-
sure albedo changes on the order of 1 percent per ten years.9

The emphasis on the Earth’s heat budget derived from research done by 
Thomas Vonder Haar, one of Vern Suomi’s graduate students. Using instruments 
similar to Suomi’s original experiment placed aboard the civilian Television-Infra-
red Observations Satellite (TIROS) satellites and aboard classifi ed Defense Mete-
orological Satellite Program (DMSP) satellites, Vonder Haar had been able to 
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construct seasonal maps showing the latitudinal variation of the Earth’s energy 
budget.10 In his data, the tropics received more energy from the Sun than the 
region radiated back into space (thus the tropics were the Earth’s primary energy 
source), while the polar regions were energy sinks, radiating more energy to space 
than they received from the Sun. This was not at all surprising to meteorologists, 
or to oceanographers, for that matter. The Earth’s weather patterns and ocean 
currents were universally believed to be energy conveyors that functioned to move 
energy from the tropics to the poles.

What was surprising about Vonder Haar’s result was that his data showed the 
Earth was warmer and darker than the general scientifi c consensus held. In 1957
Julius London had published an albedo atlas of the Earth based on ground and 
airborne measurements, and he had developed an estimate that the Earth’s over-
all albedo was 35 percent.11 In other words, the Earth refl ected away 35 percent of 
the incoming solar radiation, absorbing the remaining 65 percent. Vonder Haar’s 
data, however, gave a global average of 30 percent. While no one had expected 
London’s estimate to be perfect, the size of this difference was very surprising. The 
5 percent albedo difference translated into 40 percent more energy absorption by 
the Earth than expected. 

The following year, MIT sponsored a smaller international conference to 
review the SCEP report. At this panel on “Inadvertent Climate Modifi cation” 
thirty atmospheric scientists, climatologists, and oceanographers gathered at Wijk, 
outside Stockholm, for three weeks during June and July.12 This group added 
detail to the research and monitoring agendas suggested by the earlier document. 
In addition to improved, and ongoing, measurement of the Earth’s energy budget, 
they recommended monitoring global cloudiness patterns, the distribution of 
snow, ice, and atmospheric particulates, and sea surface temperatures, and deter-
mination of the solar constant (or, alternatively, determining its variation). They 
also recommended development of means to monitor the temperature distribu-
tion of the upper ocean layers, and of joint atmosphere-ocean climate models, 
recognizing that global atmospheric models alone could not adequately defi ne all 
of the processes involved in regulating the Earth’s climate.

Immediately after the Stockholm conference, NASA’s Langley Research Cen-
ter hosted a conference on the potential uses of remote sensing technologies in 
carrying out pollution- and climate-related research. Morris Tepper chaired the 
conference, while Will Kellogg, Vern Suomi, and oceanographer George Ewing 
headed working groups on detection of gaseous and particulate constituents of the 
atmosphere and water pollution. The resulting study detailed the techniques that 
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might be used for measuring a wide variety of atmospheric substances, including 
oxides of nitrogen, hydrogen sulfi de and sulfur dioxide, ozone, and fl uorocarbons. 
It also specifi ed the accuracies that would be necessary for effective monitoring. 
Published as Remote Measurement of Pollution, this conference report marked 
the beginning of NASA’s transition toward environmental research.13

These three reports, taken together, represent the beginnings of sustained sci-
entifi c concern that humans had obtained the power to change the fundamental 
conditions under which life on Earth existed. The global view offered by the space 
program had brought with it the price of recognition that modern, Western indus-
trial civilization had the ability to permanently alter the global ecosystem—and 
quite possibly had already done so unwittingly. But it was not directly the climate 
controversy that got NASA involved in environmental research. Instead, the 
ozone confl ict that broke out over SSTs, its own Space Shuttle, and CFC use was 
the trigger for NASA’s involvement.

institutionalization of atmospheric chemistry

The pollution study done at Langley in 1971 had its roots in the controversy over 
whether SSTs would cause climate change. Kellogg’s panel had concluded that 
they would not, but a new issue, ozone depletion, was raised shortly after the 
SCEP study was published. NASA leadership decided to apply the agency’s skills 
to determining whether SSTs would destroy the stratospheric ozone layer, initiat-
ing a process of institutionalization of stratospheric research.14 By the end of the 
decade, NASA was the lead agency for answering policymakers’ questions about 
stratospheric ozone depletion. 

The existence of the Earth’s ozone layer was well-known within the scientifi c 
community, if not within the general public, by the time the SST controversy 
began. In 1881, Irish chemist W. N. Hartley had hypothesized that high concentra-
tions of ozone existed at high altitudes and served to block ultraviolet radiation, 
and in 1913 French physicist Charles Fabry proved Hartley correct. In 1926, Eng-
lish physicist Gordon Dobson had designed an optical instrument to precisely 
measure these high-altitude ozone concentrations, and he established a small but 
worldwide network of observing stations during the ensuing decade. Finally, in 
1931, geophysicist Sydney Chapman had established the mechanism by which 
ozone was created in the stratosphere.15 He believed that oxygen molecules, 
which consist of two oxygen atoms bonded together, would be blasted apart by 
solar radiation. The resulting highly reactive oxygen atoms would then bond to 
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other oxygen molecules, forming ozone. By 1940, therefore, the small number of 
scientists interested in the upper atmosphere believed they had a basic under-
standing of the ozone layer.

During the 1960s, stratospheric research received a boost from the Atomic 
Energy Commission (AEC). The AEC’s above-ground nuclear weapons testing 
injected vast amounts of detritus into the stratosphere, including nitrogen oxides, 
and the agency sought understanding of how this affected the stratosphere. Fur-
ther, the testing regime had produced an interesting conundrum. The weapons 
tests, AEC scientists thought, should have been producing a slight, but measur-
able, decrease in stratospheric ozone concentration, but data from the ground-
based Dobson ozone monitoring network suggested that ozone concentration was 
actually increasing. The increase stopped in 1968 and concentrations stabilized 
for a few years, but this seemingly strange episode indicated that the stratosphere 
was more complex than scientists had previously thought.

Shortly after MIT’s 1970 SCEP report was published, a scientist at Boeing 
Scientifi c Laboratories, Halstead Harrison, responded to the idea that water vapor 
from SST exhaust might change the Earth’s climate with an article published in 
Science. Using new reaction constants derived by meteorologist Paul Crutzen and 
a computer model of the atmosphere he had adapted from one designed for Mars, 
Harrison argued that the water vapor produced by a fl eet of 850 SSTs would 
deplete the ozone column by 2 to 3.8 percent. Most of this reduction would occur 
in the Northern Hemisphere due to its high concentration of air routes, produc-
ing a temperature rise on the Earth surface of about 0.04 degrees K.16 This amount 
of change was trivial—indeed, it was unmeasurable, and hence it corroborated 
the SCEP report. One could not separate such a tiny change from all of the 
Earth’s natural variations. 

But Harrison’s article unexpectedly opened a new and far more controversial 
issue. Atmospheric physicist James E. McDonald of the University of Arizona, a 
member of the National Academy of Sciences’ Panel on Weather and Climate 
Modifi cation, read Harrison’s article and found his admission that ozone deple-
tion would occur startling. McDonald had accepted his own panel’s earlier con-
clusion that signifi cant ozone depletion would not occur, and thus there were no 
biological effects to worry about. But Harrison’s argument caused him to recon-
sider that conclusion. By 1970, medical scientists believed that ultraviolet radia-
tion caused certain kinds of skin cancer.17 If depletion of the protective ozone 
layer that Harrison predicted did occur, then skin cancer incidence would in -
crease signifi cantly. Indeed, McDonald believed there was a sixfold magnifi cation 
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factor. Each 1 percent reduction in ozone concentration would produce a 6 per-
cent increase in skin cancer occurrence.

The Transportation Department’s SST offi ce had formed a climate impact 
study committee, and McDonald fi rst approached this group with his newfound 
concern, but he was rebuffed. So McDonald made his analysis known to SST 
opponents—exactly how is unrecorded—and Representative Henry Reuss (D, 
Wis.) invited him to testify in House hearings on the SST held on 2 March 1971.
The seriousness of McDonald’s testimony was undermined, however, by his side-
interest in UFOs and extraterrestrial visitation. McDonald had argued for what 
historian Steven Dick has called the extraterrestrial hypothesis, that the best ex -
planation for UFOs was that they were from other planets. He had been quite 
outspoken during the late 1960s about this, earning the enmity of some of his col-
leagues and, of course, making himself an easy target of ridicule.18

The political expediency of attacking McDonald’s credibility to undermine his 
scientifi c testimony in the public’s eyes worked, but only briefl y. The scientifi c 
community largely accepted that McDonald’s assertion of skin cancer risk was 
correct if ozone depletion occurred. The controversy that exploded throughout 
the Western world in the years following McDonald’s testimony was thus over 
whether the SST, or any other pollutant, would damage the ozone layer. The next 
round in what Lydia Dotto and Harold Schiff have called the “ozone war” was 
fi red by Berkeley professor Harold Johnston, a specialist in ground-level ozone 
chemistry, after he attended a Transportation Department conference in Boulder, 
Colorado, in mid-March.19

Johnston had been invited by the conference’s organizer, University of Wis-
consin physicist Joe Hirschfelder. A member of the Transportation Department’s 
stratospheric impact panel, Hirschfelder had come to believe that the Transporta-
tion Department was trying to bias the panel by limiting its data to that provided 
by Boeing. He demanded access to other sources of data, and eventually the de -
partment relented.20 Hirschfelder was allowed to organize a conference and invite 
a small number of university scientists, including McDonald. The group con-
vened on 18 March 1971, the same day the House was voting on whether to con-
tinue SST funding. Johnston rapidly became annoyed at the proceedings. In addi-
tion to a very tense atmosphere, the conferees seemed to accept the conclusions 
of the SCEP study that nitrogen oxides would not be a signifi cant cause of ozone 
depletion. Johnston’s knowledge of ozone chemistry suggested to him that this 
was wrong.

Johnston spent much of that night working out calculations showing that these 
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gases would be far more potent ozone scavengers in the stratosphere than the 
group expected, and in the morning he handed out a handwritten paper that 
estimated NOx–derived depletion of 10 to 90 percent. His effort did not help 
much, and at an impromptu “workshop” organized by Hirschfelder in the men’s 
washroom and held in a small conference room that afternoon the discussion 
stayed on water vapor–induced depletion.21 Participant Harold Schiff, a scientist 
from York University in Toronto, recalled that Johnston lashed out at the group 
for ignoring the NOx reaction, and this fi nally prompted the other chemists to 
grapple with Johnston’s idea—if only in self-defense. Schiff reported that the cen-
tral question in that afternoon’s argument was that no one knew what the strato-
sphere’s natural concentration of nitrogen oxides was, as no one had ever mea-
sured it. Without that basic piece of information, one could not produce a credible 
estimate of NOx–induced ozone depletion. If the stratosphere already had a high 
concentration of nitrogen oxides, then the amounts injected by a fl eet of SSTs 
would not matter. If, on the other hand, the stratosphere had none at all, SSTs 
would be devastating. Johnston tended toward the “devastating” end of the spec-
trum, while his colleagues were not willing to make that leap. The conference 
thus ended with a recommendation that more research was necessary to deter-
mine whether or not the SST was a threat to the ozone layer.22

Johnston was not satisfi ed with that result. Back in Berkeley, he turned his 
calculations into a paper, which he sent out to several colleagues, including 
Hirschfelder, three of his colleagues at Berkeley, and David Elliot of the National 
Aeronautics and Space Council on 2 April 1971. On 14 April, Johnston sent a 
substantially revised version to Science. The journal’s editors, in turn, sent it out 
for peer review in keeping with its policy, and the reviewers recommended that 
Johnston rewrite it. They deemed the paper unsatisfactory for two reasons. First, 
Johnston had not cited an article by Paul Crutzen, then working in Sweden, that 
indicated the stratosphere might have a high sensitivity to nitrogen oxides.23 Sec-
ond, Johnston’s tone was unacceptable. Scientists were supposed to be coldly dis-
passionate in their writing, in order to appear unbiased and objective. Johnston 
was not, contending that an SST fl eet could cut ozone concentration over the 
Atlantic corridor in half and allow enough radiation to reach the Earth’s surface 
to cause widespread blindness. Publication of Johnston’s paper was thus delayed 
while he rewrote it.

But reaction to it was not. Johnston’s preliminary 2 April draft had been leaked 
to a small California newspaper, the Newhall Signal, causing the University of 
California’s Public Relations Offi ce to release it. Sensational summaries of John-
ston’s draft sped east on the wire services and on 17 May, two days before a Senate 
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vote on an attempt to restart the SST program, the story made the New York 
Times. A lengthy follow-up article by the Times’ famed science editor Walter Sul-
livan on 30 May put the issue solidly before the public.24 According to Johnston, 
he reported, SSTs, no matter who built, sold, and operated them, could have 
devastating consequences for humanity. 

Sullivan’s article on Johnston’s fi ndings also drew senatorial attention. Senator 
Clinton Anderson (D, N.Mex.), who chaired the Senate Committee on Aeronau-
tical and Space Sciences, wrote to NASA administrator James Fletcher about 
Sullivan’s piece on 10 June.25 After summarizing Sullivan’s description of the NOx

reaction, Anderson commented that “we either need NOx-free engines or a ban 
on stratospheric fl ight.” Then he laid the ozone issue squarely on the space 
agency. Paraphrasing the NASA charter, he reminded Fletcher that it was NASA’s 
job to ensure that the aeronautical activities of the United States were carried out 
so as to “materially contribute to the expansion of human knowledge of atmo-
spheric phenomenon” and to “improve the usefulness, performance, safety, and 
effi ciency of aeronautical vehicles.” In short, fi guring out the ozone mess was 
NASA’s job, and Anderson encouraged Fletcher to establish a program to fi nd out 
whether or not stratospheric fl ight was the kind of threat Johnston had made it out 
to be. 

Science published Harold Johnston’s paper in its 6 August issue, producing a 
public resurgence in the issue and substantial concern in the White House that 
the problem would not go away without some concrete action, especially after a 
National Research Council (NRC) analysis concluded that the hypothesis had 
merit.26 And because the ozone controversy was framed in terms of human health 
effects, not mere environmental damage, it promised to have substantial political 
ramifi cations.27 Certain Democrats with presidential ambitions would happily 
take ozone as a cause, and Democratic senators Birch Bayh of Indiana and Frank 
Church of Idaho quickly introduced the grandly named Stratospheric Protection 
Act of 1971.28 Senator Henry Jackson also introduced a bill mandating a strato-
spheric research program, and his passed in late September.29 The law placed 
responsibility for a four-year stratospheric research program in the Department of 
Transportation and provided a budget of $20 million to carry it out. This became 
known as the Climate Impact Assessment Program (CIAP).

ciap

CIAP’s central scientifi c question was whether stratospheric fl ight, by supersonic 
or subsonic aircraft, would cause ozone depletion. This depended on investigat-
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ing a host of lesser questions regarding the chemistry and circulation of the strato-
sphere. CIAP’s research program thus had several segments. The program offi ce 
sponsored efforts to measure various trace gases in the stratosphere to determine 
their concentrations; it supported laboratory measurement of the reaction con-
stants, or the speed, of key reactions; and it funded an effort to determine the 
emissions levels of aircraft engines at simulated fl ight altitudes. Finally, it sup-
ported efforts to produce theoretical models of ozone chemistry. The models 
would serve as syntheses of all the individual bits of knowledge about the strato-
sphere generated during the research program, and they would provide the pre-
diction of future ozone damage that the panel was expected to provide.

CIAP was structured into a set of fi ve subprograms, the largest of which (in 
terms of funding) was the atmospheric measurements program. The measure-
ment program’s strategy was to “focus ongoing work toward the specifi c objectives 
of CIAP,” not to start new research programs or develop new measurement tech-
niques. These would take longer to accomplish than available to the program. 
Instead, CIAP supported additional measurements by existing groups in order to 
accelerate research that would probably have been done anyway, but on a longer, 
less intensive schedule. At the University of Wyoming, for example, David Hof-
man, Ted Pepin, and James Rosen were experienced in measuring aerosols at 
high altitudes using balloon instruments, and in June 1972 they carried out 
launches to measure particulates in the stratosphere for CIAP. Barney Farmer of 
the Jet Propulsion Laboratory (JPL) used an infrared interferometer to measure 
nitrogen oxide in the stratosphere in March 1973; Harold Schiff of York Univer-
sity, one of the participants in the earlier SST confl ict, made the fi rst vertical 
profi le measurements of nitrogen oxide for CIAP late in 1972 and reported the 
results in early 1973.30

These new measurements had the effect of substantially reducing the expected 
impact of an SST fl eet, by demonstrating that the natural concentration of nitro-
gen oxides in the lower stratosphere was at the high end of the range of concentra-
tions used in the projections made independently by Hal Johnston and Paul 
Crutzen. The high natural level of nitrogen oxides meant that the amount added 
by SSTs would be a relatively minor increase, leading to a lower SST impact. This 
also had the effect of explaining a minor scientifi c mystery remaining from the 
above-ground nuclear weapons testing program. These tests had injected very 
large amounts of nitrogen oxides into the stratosphere, particularly during a period 
of very intensive testing during 1961–62. Yet there had been no measurable de -
crease in ozone concentrations. The 1961–62 testing series had injected about the 
same quantities of nitrogen oxides into the stratosphere as several hundred SSTs 
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would, providing the only signifi cant real-world experiment available to test the 
chemical models. The authors of CIAP monograph #1 had assessed the utility of 
this data to predicting SST effects and found it wanting; the model predictions of 
depletion based on the amounts injected during the tests were within the mea-
surement error of existing detection equipment, making it impossible to deter-
mine whether or not depletion had occurred.31 Yet the high natural concentration 
of nitrogen oxides explained why the nuclear testing program had not produced 
measurable ozone reductions.

The nuclear weapons testing data did not lead to the rejection of SST impact, 
however. The weapons-derived injection was impulsive, occurring over a very 
short period of time and not continually, and hence its effects would differ signifi -
cantly from SST injection. Continuous injection of nitrogen oxides by SSTs 
would produce a new steady-state level of nitrogen oxides in the stratosphere, 
which did not happen from the testing program. In addition, one of the key deple-
tion reactions was quite slow, meaning that it did not produce depletion during 
the short-term weapons tests, but it would within the context of a new, higher 
steady-state level of nitrogen oxides. Hence, the CIAP fi nal report found that, 
using the new measurements taken during the program, a post-1995 fl eet com-
posed of 40 Concorde-type SSTs and 820 of the Boeing-type SST could produce 
13 to 17 percent depletion in the Northern Hemisphere.32

But that isn’t what the CIAP executive summary said. Instead, it had been 
written to emphasize a “future technology” SST whose low-emission combustors 
would limit depletion to a “minimally detectable” level of 0.5 percent. This, in 
turn, had been based upon a new research program at the NASA Lewis Research 
Center, which had been established in 1971 to investigate the possibility of lower-
emission jet engines. Its chief combustion researcher, Richard Niedzwicki, had 
believed that a sixfold reduction in nitrogen oxides emissions was possible in the 
next decade or so from new combustor technology, and this became the basis of 
the CIAP executive summary’s “future SST.” Because reporters only read (at 
most) the executive summary, and largely did not catch the subtle sleight-of-hand 
played within it, the news articles that came out of the press conference announc-
ing the report’s publication claimed that CIAP had exonerated the SST when it 
had done quite the opposite.33 The Washington Post’s headline for the story, for 
example, was “SST Cleared on Ozone.”34

The CIAP scientists were understandably outraged at what they saw as a delib-
erate attempt to mislead the public about the SST’s impact. The executive sum-
mary’s whitewash of the fi ndings led to vituperative attacks on their community, 
their competence, and their professionalism in newspaper editorials whose writers 
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were mislead by the executive summary. A lively debate occurred in the “Letters” 
section of the premier scientifi c journal in the United States, Science, over the 
controversy as well. Tomas Donahue, a space scientist at University of Michigan, 
who had agreed on behalf of the American Geophysical Union to sanction a 
review of the study, disclaimed responsibility for the summary’s published form, 
placing the blame squarely on the Transportation Department’s Grobecker and 
Cannon.35 Cannon, in turn, spent much of the year trying to repair the damage 
done to the department’s, and his own, credibility within the scientifi c commu-
nity by the executive summary’s “technological optimism,” as Harold Schiff 
put it.36

The Department of Transportation’s apparent inability to keep its desired spin 
out of the program’s fi ndings was unacceptable within the atmospheric science 
community. It was their fi rst taste of the politicization of science, a problem that 
had affl icted physics during the 1950s and 1960s. In physics, the confl ict had been 
over nuclear weapons, nuclear policy, and, during the 1960s, the community’s 
participation in weapons programs. In atmospheric science, the confl ict shaping 
up was over damage to the Earth’s ecosystems by modern technologies. By the 
time the CIAP report emerged from its committees in late 1974, there was already 
a claim that another common industrial product might destroy the ozone layer. 
This expanded the scope of the confl ict considerably. It also led to NASA taking 
control of the ozone research program as the atmospheric science community 
sought a more neutral patron than the Department of Transportation had proved 
to be. 

founding the nasa research program

The CIAP report’s conclusions were highly uncertain. There were a large num-
ber of still unmeasured rate constants and atmospheric quantities. The models 
used to synthesize the new data and make predictions were new and had not yet 
been rigorously checked against observations. Nor was there yet a statistically 
signifi cant body of observations against which to check model performance. 
Finally, the ability to measure key trace species in the atmosphere was inadequate. 
New measurement techniques needed to be developed. Hence there was a great 
deal of research left to do to fully understand and characterize stratospheric pro-
cesses. The CIAP effort was a beginning, in that sense, not an end. 

Further, during CIAP’s lifespan, a new ozone controversy had started that was 
unrelated to the SST but directly impacted NASA. Chlorine was implicated in 
stratospheric ozone depletion during 1973 by researchers working on a compo-
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nent of the Space Shuttle’s Environmental Impact Statement. The Shuttle’s solid 
rocket boosters would release chlorine compounds during their ascent into space, 
and according to this research these might also cause depletion like that suspected 
from SSTs. The combination of the remaining uncertainty from CIAP, the direct 
threat to the Shuttle program posed by the potential for chlorine-induced deple-
tion, and both internal and external advocacy for a larger NASA role in environ-
mental research led the agency to essentially take over CIAP’s program.

NASA had been directly involved in CIAP. After Senator Anderson’s initial 
request in 1971 that NASA begin a stratospheric ozone research program, NASA 
administrator James Fletcher, who was a chemist by training, had established an 
Ad Hoc Group on the Catalytic Destruction of Ozone at NASA headquarters to 
discuss how the agency might investigate the possibility of SST-induced ozone 
depletion. This group, which was co-chaired by Morris Tepper and George 
Cherry, included members drawn from the Lewis and Ames Research Centers, 
the Goddard Institute of Space Studies (GISS), Goddard Space Flight Center, 
and various offi ces at headquarters. It also included a representative from the 
Department of Transportation’s CIAP, who briefed the group in October on what 
CIAP had planned. The agency leadership’s goal for this group had been coordi-
nation of NASA’s research with that undertaken by other organizations in order 
to avoid duplication and to ensure that NASA’s unique capabilities were used to 
greatest effect. The Lewis Research Center in Ohio, for example, arranged to 
place sampling equipment on commercial airliners designed to help characterize 
the chemistry of the upper troposphere and lower stratosphere, while also arrang-
ing with NOAA offi cials to have that agency carry out the actual chemical  analyses. 
Lewis also started efforts to examine combustion processes to identify ways to 
reduce nitrogen oxides production and to measure the actual constituents in jet 
engine exhaust, which was made diffi cult by the high-temperature, high-velocity 
fl ow conditions.37

NASA’s other research centers initiated efforts as well. At the Langley Research 
Center, the ozone question had interested several members of the aerophysics 
division. Bill Grose, who had spent the 1960s calculating reentry trajectories for 
space capsules, recalls that he and others recognized that with the manned space 
program going largely out of business due to the gap between Apollo’s end and 
the Space Shuttle’s expected 1980 fi rst fl ight, NASA would not need much reentry 
work. So Grose’s group bootstrapped themselves into atmospheric science, ini-
tially working on the science necessary to produce sensors for trace gas detection 
and monitoring, including NOx and ozone.38 At JPL, NASA headquarters spon-
sored the development of new stratospheric remote sensing technologies, expand-
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ing a laboratory kinetics group under William B. DeMore, hiring Joe Waters, one 
of David Staelin’s students, to develop a microwave-based instrument for detec-
tion of the active chlorine species chlorine monoxide, and supporting the devel-
opment of a balloon-based infrared interferometer for measurement of a variety 
of stratospheric trace species. 

A reorganization at headquarters in early 1972 reinforced this movement toward 
a more permanent effort. Administrator James Fletcher had split the Offi ce of 
Space Science and Applications into an Offi ce of Space Science and an Offi ce of 
Applications in order to increase the stature of applications programs in the 
agency. Charles Matthews, a Langley veteran who had moved to Houston with 
the Space Task Group in 1962, was assigned to head the new Offi ce of Applica-
tions in Washington.39 He was not given a staff suffi cient to run his programs, 
however, and devolved authority to lead centers. The Goddard Space Flight Cen-
ter became the lead center for atmospheric sciences, Marshall Space Flight 
 Center became lead for communications satellites, and after some struggle, Lan-
gley Research Center was designated lead center for environmental sciences. 
This was somewhat a misnomer, as technically environmental science was a sub-
discipline of biology that investigated the relationship between organisms and 
their environments. But in practice, the research the Langley offi ce supported 
concerned questions of human impact, investigating the relationship between 
human activities and the atmosphere.

NASA’s movement into the study of human impact on the atmosphere was 
accelerated and made permanent by the agency’s determination that its Space 
Shuttle and the solid rocket boosters used on certain expendable launch vehicles 
might also cause ozone depletion. The Shuttle program offi ce at the Johnson 
Space Center was required to prepare an Environmental Impact Statement on 
the Shuttle by the 1970 National Environmental Policy Act, and for the atmo-
spheric portion they had contracted with the University of Michigan. Ralph Cice-
rone and Richard Stolarski found that the exhaust from the Shuttle’s solid rocket 
boosters would release chlorine, a highly reactive element known to destroy 
ozone, directly into the stratosphere.40 Their June 1973 report was initially buried 
by the program offi ce in Houston, Stolarski recollects, but NASA headquarters 
reversed that decision quickly and scheduled a workshop on the problem, held in 
January 1974.41 In the meantime, at a conference in Kyoto, Japan, Cicerone and 
Stolarski presented a paper on volcanic chlorine as a potential ozone scavenger—
omitting mention of the Shuttle and of NASA’s support for their research at 
NASA’s request. Paul Crutzen also presented a paper that discussed chlorine 
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chemistry at this meeting. The Kyoto meeting thus put the chlorine problem in 
the air, so to speak. 

By this time, a general consensus had formed within NASA that CIAP was 
not going to effectively answer important questions about the stratospheric ozone 
because it was too short-term. The program’s time limitation had inhibited the 
development of sensors capable of sampling the many chemical species neces-
sary to develop a complete understanding of ozone’s complex chemistry because 
scientists could not design, build, test, and deploy sensors in CIAP’s four years 
and therefore were not bothering to try. Bob Hudson, who briefed chief scien-
tist Homer Newell, deputy administrator George Low, and administrator Jim 
Fletcher on the Shuttle problem on 13 February 1974, pointed out that of the ten 
chemical species that were important to the Shuttle’s ozone problem, accurate 
sensors for only four existed.42 Fletcher and Low left this meeting unhappy with 
the slow pace of sensor development and with the determination to implement a 
headquarters-directed program to continue stratospheric research once CIAP 
ended.43

The ozone problem became a statutory responsibility for the agency after the 
British journal Nature published a paper by F. Sherwood Rowland and Mario 
Molina, who argued in mid-1974 that photochemical decomposition of CFCs 
would release large quantities of chlorine monoxide into the stratosphere.44 Love-
lock had already documented the widespread presence of CFCs in the Earth’s 
atmosphere, and he had calculated that based on the concentration of these gases 
in the atmosphere, virtually all of the billions of pounds that had been manufac-
tured were still in the atmosphere. In other words, they were not being removed 
by chemical or biological processes. If, in fact, there were no chemical processes 
removing CFCs from the troposphere, eventually the atmosphere’s circulation 
would move CFCs into the stratosphere. There, Rowland and Molina argued, 
they would decompose under the high radiation fl uxes into fl uorine and chlorine 
compounds, some of which were known from laboratory studies to be ozone 
scavengers.

Compared to the billions of pounds of CFCs produced every year for use in 
spray cans, air conditioners, and refrigerators, the Shuttle’s exhaust was utterly 
trivial, and its impact was quickly dismissed. Revelation that mundane everyday 
items like CFC-propelled hair spray could be ozone destroyers—and thus cancer 
risks—quickly produced a media fi restorm and caused Congress to move with 
unaccustomed speed. December 1974, the same month the controversial CIAP 
report was released, witnessed the fi rst House hearings on the CFC issue and the 
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following month, the Senate Committee on Aeronautical and Space Sciences 
convened hearings on the ozone problem.45

NASA leaders chose to seek an explicit leadership mandate over the nation’s 
stratospheric ozone research from Congress after Hudson’s February briefi ng. A 
Stratosphere Research Program that had started gelling in headquarters was ini-
tially funded by pulling small amounts of money out of several other programs, 
and it became the core of much larger research program once Congress took 
up the CFC problem. Deputy Associate Administrator John Naugle explained to 
Edward Todd at the National Science Foundation (NSF) in December that 
NASA was interested in both the leadership role in answering the short-term 
congressional concerns about CFCs and in constructing an ongoing stratospheric 
research program, and asked him to pass along the agency’s interest to H. Guyford 
Stever, the president’s science advisor.46 NASA was rewarded with a congressional 
edict handing stratospheric ozone research to the agency, embodied in its fi scal 
year 1976 authorization bill and continued in 1977 amendments to the Clean Air 
Act.

Under the agency’s new mandate, it became responsible both for carrying out 
an ongoing research program into stratospheric processes and for producing an 
assessment of the state of knowledge about the stratosphere every four years. 
NASA headquarters created the Upper Atmosphere Research Program (UARP) 
within the Offi ce of Space Sciences that year, administered by Ron Greenwood, 
who moved from the Langley Research Center. Greenwood reorganized NASA’s 
rather scattered stratospheric research activities, expanding the Langley Research 
Center’s Environmental Quality Offi ce, under James D. Lawrence.47 At God-
dard, Nelson Spencer perceived that the stratosphere was “the next big thing” and 
invited Robert Hudson and Richard Stolarski, then at the Shuttle Environmental 
Effects Project Offi ce in Houston, to move north and establish a new stratospheric 
research branch.48 The UARP’s focus was on model, process, and laboratory 
 studies, and in situ measurement technologies, while satellite instrument devel-
opment remained in the Offi ce of Applications. The UARP also became respon-
sible for assembling a quadrennial assessment of the state of ozone science for 
Congress.

One of the fi rst efforts the UARP undertook was expansion of NASA’s labora-
tory capabilities in order to gain a better understanding of the rates at which many 
of the chemical reactions involved in the chlorofl uorocarbon reaction sequence 
happened. It employed several laboratories at universities, at NOAA, and at JPL, 
to make the measurements. JPL’s Bill DeMore hired a number of new laboratory 
kineticists to carry out the measurement effort, including Robert T. Watson, who 



Plate 1. One of the fi rst full-
disk color images of the 
Earth from space, taken 18
November 1967 by ATS-3.
Courtesy University of 
Wisconsin.



Plate 2. Antarctic ozone 
hole image, from TOMS 
instrument data, 1987.
Courtesy NASA.



Plate 3. The 1991 Antarctic ozone hole, as seen by the JPL Microwave Limb Sounder. 
The white circle at the pole represents a data gap caused by UARS’s inclined (non-polar) 
orbit. The images to the left represent concentration of the active ozone destroyer chlo-
rine monoxide in the stratosphere, while the images to the right show ozone concentra-
tions in the stratosphere. JPL Image P-45745, courtesy NASA/JPL/Caltech.



Plate 4. The 1997–98 El Niño as seen by TOPEX/Poseidon. The white area to the right 
(against the Peruvian and Central American coasts) is very warm water, while the purple 
area to far left is cold water. During an El Niño event, the large pool of warm water 
forms in the Western Pacifi c, then moves eastward along the equator to the west coast of 
North and South America. JPL image PIA01164, courtesy NASA/JPL/Caltech.



Plate 5. Top image, cloud long-
wave forcing as calculated by the 
ERBE team from their data. In 
effect, this is the portion of the 
overall greenhouse effect attribut-
able to heat absorption by clouds. 
Bottom image, cloud shortwave 
forcing, or refl ectivity. ERBE’s 
scientists found that cloud refl ec-
tivity outweighed cloud heat 
absorption, so clouds produce a 
net cooling of the Earth. 
Reprinted with permission from 
V. Ramanthan et al., “Climate 
and the Earth’s Radiation Bud-
get,” Physics Today (May 1989),
fi g. 7. Copyright 1989, American 
Institute of Physics.



Plate 6. “Shiptracks,” an example of the secondary aerosol effect. Sulfate emissions from 
ship engines cause the water droplets in clouds to be smaller, making the clouds more 
refl ective. JPL PIA03433, courtesy NASA/JPL/Caltech.



Plate 7. CERES data visualization. This shows average outgoing long-
wave radiation from Earth for a single day, 4 May 2003. White repre-
sents areas of low thermal emission; in the tropics, these are areas in 
which high-altitude clouds are the radiating surface. Yellow represents 
areas of the highest thermal emission, generally arid regions where lit-

tle atmospheric water vapor exists to reduce the fl ow of heat from the 
Earth’s surface to space. The image was produced jointly by Langley 
Research Center and Goddard Space Flight Center for National Geo-
graphic magazine. Color, courtesy NASA.



Plate 8. Seasonal aerosol distribution for 2001–2002, from the MISR instrument on EOS. 
PIA04333.tif, courtesy NASA/JPL/Caltech.
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became manager of the UARP in 1980; Mario Molina, who joined the lab in 1980;
Randall Friedl; and James Margitan.49

The UARP also funded instrument development. Moustafa Chahine, the 
chief scientist at JPL, had hired Joe Waters, a former student of David Staelin’s, 
to develop a shuttle-borne microwave instrument. That project was quickly trans-
formed into an aircraft- and balloon-based instrument to measure the critical 
species chlorine monoxide, which was most directly involved in ozone destruc-
tion. JPL already had a spectroscopy laboratory that specialized in molecules that 
were active in the microwave region, founded to enable planetary spacecraft to 
conduct remote sensing of other atmospheres. JPL also had an infrared spectros-
copy laboratory established in the early 1960s; one of its founders, Barney Farmer, 
started developing an infrared-range Fourier transform spectrometer for balloon 
use. This measurement method promised the ability to measure most of the trace 
species involved in the suspected depletion reactions except chlorine monoxide, 
making it a valuable complement to the microwave instrument.

Not all of the instrument development was carried out in NASA facilities. One 
important example was another chlorine monoxide instrument, this one devel-
oped by James G. Anderson. Initially, this in situ instrument development started 
with funding from the Shuttle Effects Program Offi ce, but moved to the UARP 
in 1978. Anderson, who had started developing rocket-borne instruments for mea-
suring radical species under space scientist Charles Barth in Colorado, moved to 
the University of Michigan in 1975 and Harvard University in 1978. His series of 
instruments after 1976 were balloon- and aircraft-based.50

defining pollution satellites

The 1972 conference on remote sensing of pollution had led NASA to defi ne the 
fi nal satellite in the Nimbus series as a “pollution patrol” satellite. While it 
retained its experimental meteorological functions too, it was the fi rst NASA sat-
ellite to carry a number of instruments aimed at various pollutants. Launched in 
1978, this mission was named Nimbus 7. Its instruments were primarily intended 
to examine questions related to stratospheric ozone depletion, albeit based on the 
chemistry of the nitrogen oxides depletion hypothesis of the early 1970s. Nimbus 
7 had two successors, also devised in the late 1970s: a single-instrument mission 
called SAGE (Stratospheric Aerosol and Gas Experiment), and a very compre-
hensive mission, the Upper Atmosphere Research Satellite (UARS).

Don Lawrence, as head of Langley’s Environmental Quality Offi ce in the mid-
1970s, was double-hatted as the head of the NASA applications program’s effort to 
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develop satellite sensors for environmental research. This was a product of the 
lead center concept, and it allowed Lawrence to demand that proposers of instru-
ments be selected by peer review of instrument proposals. The Nimbus 7 payload 
was therefore selected by a review committee composed of NASA, NOAA, and 
university-based scientists out of a group of forty proposals. Of the four instru-
ments chosen for the pollution aspect of the mission, Langley-based researchers 
had proposed three and Goddard one. This marked Langley’s entrance into the 
Earth science business. 

Langley’s M. Patrick McCormick had proposed Stratospheric Aerosol Mea-
surement (SAM) II, a solar extinction instrument, to measure aerosols in the 
upper atmosphere. This was based on a balloon instrument devised by James 
Rosen, David Hofman, and Ted Peppin at the University of Wyoming, whom 
McCormick had worked with during his PhD thesis work on lidar-based remote 
sensing. Because SAM II viewed the Sun directly through the atmosphere during 
a satellite’s “sunrise” and “sunset,” this instrument had an advantage of simplicity, 
high signal-to-noise ratio (the Sun being the most powerful signal in the solar 
system), and a correspondingly high vertical resolution. It was also self-calibrating. 
Its principal disadvantage was that it could measure only a narrow swath of atmo-
sphere during each orbit, so it did not really produce global measurements. An 
earlier version, named Stratospheric Aerosol Monitor, fl ew in a single-channel, 
astronaut-tended form on the Apollo-Soyuz Test Program mission in 1975. As 
originally designed for Nimbus 7, SAM II had three channels, for detecting aero-
sols, ozone, and atomic species.51

The second ozone-related instrument selected for Nimbus 7 was jointly pro-
posed by James Russell III of Langley and John C. Gille of the National Center 
for Atmospheric Research (NCAR). This was the Limb Irradiance Monitor of the 
Stratosphere (LIMS), and was based on an earlier instrument Gille had fl own on 
Nimbus 6. The earlier instrument, Limb Radiance Inversion Radiometer, had 
been designed to measure emissions from carbon dioxide and ozone as a means 
of measuring stratospheric temperature and circulation. The LIMS instrument 
added channels to permit measuring vertical profi les of ozone, water vapor, nitric 
acid, and nitrogen dioxide concentrations in the stratosphere. Nitric acid and 
nitrogen dioxide were two of the chemicals proposed as ozone depletion mecha-
nisms by Paul Crutzen and Hal Johnston, and Russell and Gille hoped to deter-
mine their concentrations in the atmosphere. Because the instrument measured 
emission of the thin crescent of atmosphere between the Earth’s surface and 
space—the Earth’s limb—getting a useful signal-to-noise ratio meant cryogenic 
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cooling of the detectors. The cryogen would gradually evaporate, meaning the 
instrument had a short expected lifespan.

Russell and Gille also added an internal blackbody that the instrument’s scan 
mirror would see once per scan, providing a known warm data point for use in 
calibration; a second known cold data point came from having the mirror look at 
space once per scan. These two data points would allow the project scientists to 
evaluate the instrument’s degradation; since space’s emissions never change, for 
example, a change in the instrument’s measurement of space would actually 
refl ect a change in the instrument. The addition of calibration capabilities to 
LIMS refl ected the application program’s increasing effort to obtain scientifi c 
credibility for space observations. Lawrence, McCormick, Russell, and their co-
workers recognized that improving the standing of space science in the larger 
scientifi c community required renewed attention to the fundamentals of scien-
tifi c practice. In operational terms, this meant engineering the instruments for 
credibility. 

The third Langley instrument, MAPS, was proposed by Hank Reichle. Its goal 
was measurement of carbon monoxide, which could serve as a tracer. Carbon 
monoxide had a residence time in the troposphere of several weeks, and could 
therefore be used to follow air parcels as they moved through the atmosphere. 
Carbon monoxide was also an important part of the reaction chain for ground-
level ozone, an important pollutant. This instrument, however, was deleted from 
the payload before launch. The high infl ation of the 1970s affected NASA as it did 
everyone else, driving up costs and forcing the Nimbus program management to 
make cuts. An evaluation panel led by Vern Suomi reviewed all the instruments 
assigned to Nimbus 7, and MAPS, whose technology was deemed not ready, was 
one casualty. It later fl ew in 1981, on the second Space Shuttle engineering fl ight. 
This review also affected McCormick’s SAM II, which had two of its three chan-
nels eliminated. The ozone and atomic spectra channels were deleted, leaving 
only the aerosols channel. Nimbus 7 already carried an ozone instrument, Don-
ald Heath’s TOMS/SBUV. McCormick had wanted the ozone channel so that he 
could use its data to separate ozone’s signal from the aerosol signal, permitting 
him to evaluate particulate size. Since TOMS/SBUV would not see the same 
piece of atmosphere that SAM II would, its data could not be used for this. He 
did not win this argument, however, and had to wait for a future opportunity.

The non-LaRC instrument devoted to chemistry on Nimbus 7, Heath’s 
TOMS/SBUV (Total Ozone Mapping Spectrometer/Solar Backscatter UltraVio-
let), was based on two earlier instruments Heath had fl own on Nimbus 4, the 
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Monitor of Solar Ultraviolet Energy (MUSE) and the Backscatter Ultraviolet 
Spectrometer (BUV). The MUSE had been designed to measure solar ultraviolet 
output, which was an open scientifi c question during the 1960s. It could not be 
measured from the ground due to absorption by the ozone layer, and could only 
be estimated from balloon-based measurements. When this instrument had fl own 
in 1970, there were no known sources that would permit onboard calibration 
checks, so its results, like many other NASA experiments during the decade, had 
been suggestive, not defi nitive. It had appeared to show extreme variability in 
solar ultraviolet output, which would be problematic for instruments using back-
scattered ultraviolet radiation to measure atmospheric constituents. This had 
been the purpose of its companion instrument, the BUV. This had measured 
backscattered solar ultraviolet radiation at twelve wavelengths to produce vertical 
profi les of ozone concentration. But because of the apparent variability in solar 
UV output, removing the effect of solar irradiance changes from the backscat-
tered data required simultaneous measurement of both incoming solar ultraviolet 
and the backscattered radiation as well as the ability to provide continuous cali-
bration of both measurements. While the BUV instrument had a calibration 
source, the MUSE instrument did not, and hence the ozone profi les Heath’s 
team produced were, again, suggestive, not defi nitive.

For TOMS/SBUV, Heath had added a solar-viewing capability to the BUV 
instrument and had devised a calibration method for it using a mercury-argon 
lamp. The Solar Backscatter Ultraviolet (SBUV) shared a diffuser plate (meaning 
only one subsystem could operate at a time) with the Total Ozone Mapping 
Spectrometer (TOMS) subsystem. The SBUV did not scan across the satellite 
track, however, so it did not produce a complete global map of ozone distribution. 
Instead, it provided vertical profi les of ozone concentration in the upper strato-
sphere. The TOMS instrument scanned, but did not produce vertical profi les. 
The TOMS produced total column measurements, refl ecting the total amount 
of ozone in the column of air being viewed.

Nimbus G was launched 24 October 1978, becoming Nimbus 7 once in orbit. 
It was expected to carry out a fi ve-year mission but remained in operation until 
1994. In addition to representing NASA’s adoption of environmental research as 
part of its fundamental mission, Nimbus 7 was the last of its series. NASA’s pri-
mary project during the 1970s had been its Space Shuttle, which was supposed to 
provide routine, inexpensive, launch-on-demand service. All post-1980 payloads 
had to be compatible with the Shuttle’s payload bay, and the Nimbus bus was not. 
New buses were being developed by several aerospace companies for deployment 
by the Shuttle using the Canadian Space Agency’s robotic arm. This was also true 
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of robotic probes to other planets. Nimbus 7 was thus the end of an era, in one 
sense, representing the abandonment of expendable launch vehicles.

But it was only the beginning of NASA’s stratospheric chemistry effort. Two 
other satellite projects were formulated during the fi nal years of the decade. One 
was part of the short-lived Applications Explorer Program. A Goddard-initiated 
effort, this was aimed toward missions that required orbits that the Shuttle would 
not be able to reach. The satellites to be developed under it would be small, 
sized for launch on the Scout rocket. This was a very simple solid fuel rocket that 
could put a small satellite into high-inclination, near-polar orbit. The fi rst satellite 
in this effort was the Heat Capacity Mapping Mission. The second was an im -
proved version of Pat McCormick’s SAM instrument, SAGE. Because of Nimbus 
7’s Sun-synchronous orbit and the SAM II’s placement on the satellite, SAM II 

A wireframe drawing of the Nimbus 7 satellite. Courtesy NASA.
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could obtain data only from the polar regions. But people affected by ozone 
depletion mostly lived in the mid-latitudes, and a different orbit was necessary to 
measure those parts of the atmosphere with an occultation-type instrument. In a 
high-inclination orbit, SAGE would be able to see into the mid-latitudes, and as 
the orbit precessed, it would sweep across most of the atmosphere. Between SAM 
II and SAGE, therefore, McCormick’s aerosol data would cover most of the 
Earth.52

NASA also began developing a plan for a larger follow-on to Nimbus 7, this 
one aimed at the central questions of nitrogen oxides and CFC-induced ozone 
depletion. Eventually known as the UARS, this mission was comprehensive in 
scope. Shelby Tilford hoped that it would answer all the major scientifi c ques-
tions related to ozone depletion claims; it was therefore the largest Earth observa-
tion satellite fl own to date. Late in 1977, Tilford assembled a working group at JPL 
to defi ne the scientifi c requirements for the mission. His group had defi ned a 
two-satellite mission for launch in 1983 and 1984 into inclined orbits by the Shut-
tle. The satellites would carry instruments for monitoring solar ultraviolet output, 
which affected ozone production, and measuring stratospheric circulation and 
temperature as well as those for chemistry investigations. Simultaneous measure-
ments of all these was necessary to improve understanding of stratospheric pro-
cesses. To understand the relationship between stratospheric circulation and 
ozone concentrations, for example, researchers needed datasets that represented 
both at the same time. Similarly, one needed simultaneous measurements of the 
source molecules for the radical species suspected of causing ozone depletion and 
the sink molecules that served to remove them from an active state. 

The question of how to accomplish some of the more diffi cult trace species 
measurements caused some controversy on the panel. The source species in par-
ticular were diffi cult to measure because they were weak emitters. Hence the 
panel report contained an explanation of the advantages and disadvantages of 
various measurement techniques for measurement of each chemical. Limb 
occultation-type instruments similar to the SAM and SAGE instruments were 
expected to be relatively easy to develop, and would have low data rates and 
potentially long lives, but because they only took measurements during satellite 
“sunrise” and “sunset,” would require thirty to sixty days to produce a set of global 
measurements. Emission-sensing spectrometers could measure more species and 
produce a global dataset on nearly every orbit, but would be larger, would be 
more expensive to develop, and would require more power and a higher data 
transmission rate from the satellite. This would further increase the program’s 
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costs. They might also require cryogenic cooling, which would result in relatively 
short lifespans.

As fi nally approved in 1981, the UARS represented a compromise between the 
two approaches. Joe Waters’s microwave limb-scanning emission radiometer was 
adopted. This was aimed at sensing of the critical radical chlorine monoxide as 
well as ozone and water vapor. Two different infrared spectrometers, one pro-
posed by Lockheed and one by Oxford University, were accepted for sensing a 
variety of chlorine, nitrogen, and fl uorine species. The Lockheed instrument was 
cooled by a solid cryogen, providing a limited lifespan but very high resolution; 
the Oxford instrument relied on a mechanical cooler that was less effi cient but 
longer lived. One occultation instrument, the Halogen Occultation Experiment, 
by Langley researcher James Russell, overlapped some of the species sensed by 
these other two instruments, permitting evaluation of its utility as a monitoring 
instrument.53 It did sense one unique trace gas, hydrogen fl uoride, a critical mea-
surement for silencing critics who insisted that CFCs were not the major source 
of chlorine in the stratosphere. 

In addition, the UARS had chosen for it two instruments for measuring winds, 
one from the University of Michigan and one from York University in Canada. 
These were aimed at different levels of the atmosphere, overlapping between 70
and 120 kilometers altitude to permit comparison. Also chosen were four instru-
ments to measure solar energy, in order to examine the relationship between 
changing energy input to the atmosphere and changes in the circulation and 
chemistry of the stratosphere and mesosphere. SOLSTICE, from Gary Rottman 
at the University of Colorado and SUSIM from the Naval Research Lab (NRL) 
were both designed to examine solar ultraviolet output, a key factor in ozone 
production. The Particle Environment Monitor from the Southwest Research 
Institute was aimed at high-energy radiation. Finally, an updated version of the 
Solar Max experiment ACRIM was accepted to continue monitoring total solar 
output.54

cooling of the ozone war

Between the launch of Nimbus 7 in 1978 and the year 1985, the political confl ict 
over stratospheric ozone cooled considerably. This was due to several factors: the 
United States had banned the use of CFCs as propellants, although other nations 
had not; the laboratory and atmospheric measurements programs NASA spon-
sored produced a declining trend in the projected severity of CFC-induced deple-
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tion, and the supersonic future failed to win favor with the airline market, elimi-
nating that point of confl ict entirely. This did not result in a loss of support for the 
NASA research program, however. Because the CFC ban was neither total nor 
global, ozone depletion was still an important scientifi c, and policy, issue. Policy-
makers still needed a scientifi c answer to whether CFC production would result 
in substantial ozone depletion, and this helped assure funding. 

One of the major questions left over from the CIAP program of the early 1970s
was whether the reaction rate constants used by the ozone chemistry models were 
accurate. Many of the rate constants used in the models were known not to be 
constants but rather upper or lower limits, meaning that the actual rate could be 
signifi cantly different. Hence during the late 1970s, NASA sponsored remeasure-
ment of the major rate constants. In the short run, this remeasurement effort 
caused some problems for the research community by causing the ozone deple-
tion predictions to vary widely over short periods of time. A new rate measure-
ment from the NOAA Aeronomy Lab caused a sudden downward jump in de -
pletion estimates for SST emissions, for example.55 But the same new rate 
measurement caused a doubling of the depletion expected from CFCs. The rapid 
changes in estimates, as diplomat Richard Elliot Benedick somewhat dryly put it, 
caused some credibility problems for the atmospheric science community.56

What should happen as a science matures is convergence—one normally expects 
that as better measurements are integrated into models, the range of model out-
puts would converge toward a correct answer. But instead, as more rates were 
measured, the model projections continued to vary widely. This produced a great 
deal of doubt in the policy community about the actual severity of the ozone 
problem, and whether steps to ameliorate it really needed to be taken.

The fi rst of the quadrennial NASA assessments of the ozone question was due 
in 1981, and it approached the issue somewhat differently than its predecessors 
from the National Research Council (NRC). The NRC reports were contracted 
by EPA and contained policy recommendations. The person tasked with organiz-
ing the NASA assessment, Robert T. Watson, decided not to follow that precedent. 
Instead, he wanted a rigorous assessment of the state of knowledge without the 
policy aspect. He also wanted the report to speak for a considerably larger portion 
of the atmospheric research community. There had been competing reports on 
the ozone question. NRC had produced them for EPA, the United Kingdom’s 
Meteorology Offi ce had produced one for the British government, and the World 
Meteorological Organization (WMO) had produced them for the UN. Each re -
port drew on different groups of specialists and arrived at different conclusions, 
producing still more controversy and uncertainty. Watson, who had been a post-
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doctoral fellow in Hal Johnston’s laboratory before moving to JPL in 1976 and 
then to NASA headquarters in 1979, decided to invite all these different organiza-
tions to participate in a single assessment process and produce a single, compre-
hensive report.57

Watson intended the theme of the report to be the comparison of theory to 
measurements. The 1981 effort marked the fi rst time that comprehensive satellite 
data was available for a number of trace species, and it offered the opportunity to 
compare satellite data to in situ and ground-based data as well as to theoretical 
predictions. It also marked the fi rst availability of relatively comprehensive two-
dimensional transport-kinetics models. The one-dimensional models used in the 
previous assessments contained chemistry but made little effort to account for the 
motion of the atmosphere, a limitation based largely on the lack of computing 
power available for chemical modeling. The two-dimensional models simplifi ed 
circulation through the use of longitudinal averaging, taking advantage of the 
relatively small longitudinal variation of meteorological phenomena to reduce 
the computing burden imposed by fully three-dimensional circulation. They 
promised better assessment of the latitudinal variation of ozone production and 
loss, hopefully permitting more realistic comparison to the newly available global 
datasets.

These new global datasets contained signifi cant uncertainties, and the authors 
of the assessment chose to explicitly explain them. The Nimbus 4 BUV instru-
ment, for example, had shown a continuous and large decrease in stratospheric 
ozone, and the authors of chapter 3 reported that Donald Heath’s assessment of 
this was that it was mostly an artifact of instrument degradation while in orbit. He 
had, they explained, tried two methods to compensate for the decay. In one 
attempt, he had normalized the data to one of the more reliable ground-based 
Dobson stations. In the other, he had compared the BUV data to the more recent 
Nimbus 7 TOMS/SBUV data, which should have been more reliable. Both 
attempts led to derived trends showing ozone decline in the lower stratosphere. 
But at higher altitudes, the two methods led to divergence. One trend became 
positive, while the other remained negative. Several explanations for this were 
possible, and the chapter authors went into them in some detail. They fi nally 
concluded that there appeared to be a downward trend in ozone concentrations 
that was in line with model predictions, but also stated that determining an actual 
ozone trend was “one of the most challenging research problems of this time.”58

The explicit, detailed discussion of the uncertainties in the data was designed 
to help begin restoring credibility in the assessment process. This continued 
through their analysis of model results. The authors included discussion of ten 
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models and their outputs, the scenarios used as inputs to them, and how recent 
changes in rate constants had altered the output. One model that Watson recalled 
many years later as having been particularly good had been developed by a 
DuPont researcher; this one showed steady-state decline in ozone concentrations 
(which might occur sometime in the mid-twenty-fi rst century) of between 7 and 
24 percent, depending on the choice of rate constants.59 For 1980, it had projected 
a decline of 0.5 to 0.7 percent, generally in line with the other models and with 
what the observational data suggested had occurred. 

The predictions of ozone decline made in this assessment were considerably 
lower than those of the 1979 assessment, helping to cool the ozone controversy. 
In one sense, it deprived activists of a propaganda tool. But the deliberate effort 
to explain the sources of uncertainty in both data and models, and the decision 
to avoid making policy recommendations, helped begin restoring scientists’ cred-
ibility among policymakers. The lack of an executive summary removed a poten-
tial fl ashpoint of controversy, for even done honestly, such summaries inevitably 
simplifi ed discussion in ways that could be construed as enhancing or reducing 
uncertainty. And there were considerable uncertainties remaining.

The process of constructing the assessment also provided some less obvious 
benefi ts to the research community. NASA’s effort to draw university, corporate, 
and foreign researchers into the process brought disparate voices and viewpoints 
together, permitting them to work out disputes and to assess each other’s compe-
tence and knowledge of the issues at hand. Resolving differing interpretations at 
the workshop also helped keep controversies out of the scientifi c journals, where 
they could be exploited by political and economic interests. This was important 
because while the United States had enacted a partial ban on CFCs, no other 
nation had. European governments were highly resistant to the idea of a ban, 
while certain American manufacturers were beginning to perceive that it might 
be in their interests to promote a ban, which would position them to gain a large 
share of a new market for substitutes to CFCs. They had a head start because of 
the U.S. ban, and, of course, European manufacturers were well aware of that 
fact. Bringing European scientists into the assessment process helped reduce sus-
picions that the motivation behind the American scientifi c effort was really an 
economic one; while it did not guarantee that the European governments would 
accept their scientists’ results, it helped assure they would receive essentially the 
same information. 

The process also served to further NASA resolve to improve the quality of its 
observational data. The problem of instrument decay in space was a challenging 
one. It was not clear what all the sources of degradation were. Decay in its optics 
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was one possibility that was widely suspected to have occurred with the BUV 
instrument but was very diffi cult to prove. The steps taken with the Nimbus 7
TOMS/SBUV to improve its calibration abilities would not necessarily detect 
degradation in the instrument’s optical path, for example. Optical decay was also 
diffi cult to compensate for, since it would not necessarily be linear, or affect all 
wavelengths that traveled through the optical material equally. To fully examine 
this potential problem essentially required using an independent measurement 
of the same radiances being received by TOMS/SBUV, which could only be done 
by another instrument viewing the same scene at the same time. This meant a 
second satellite instrument, or, better yet, an instrument that could be returned 
from space so that it could be checked after its fl ight.

The Space Shuttle promised such a capability; indeed, the ability to retrieve 
satellites from space had been one of its major selling points. Tilford and Watson 
had begun discussing its use for such comparative measurements the previous 
year, and Heath at Goddard had started investigating the possibility of a Shuttle-
based version of the SBUV instrument. Because it was relatively small, it could 
be fl own in conjunction with other payloads and therefore be fl own relatively 
frequently. For its fi rst few years, the Shuttle would only be capable of equatorial 
and inclined orbits, not polar ones, but careful choice of launch windows could 
still provide opportunities for overlapping measurements with Nimbus 7 during 
one- to two-week Shuttle missions. This instrument became known as SSBUV.60

Tilford also funded the development of a Shuttle-borne infrared interfer ometer 
that had been proposed by Crofton B. “Barney” Farmer. Farmer had been hired 
by JPL in 1966. He had done his PhD research at Kings College, London, on the 
infrared spectrum of the Sun by dragging an infrared interferometer up Mount 
Chacaltaya in Bolivia to get above as much of the atmosphere’s water vapor as 
possible. His fi rst task at JPL had been building an infrared spectroscopy lab, 
which JPL’s management had thought necessary to support their planetary explo-
ration goals. Later he built balloon-based interferometers for measuring the solar 
spectrum, for nitrogen and chlorine trace species in the stratosphere, and an in -
strument for the Viking project to measure the global distribution of water vapor 
in the Martian atmosphere. Farmer had proposed his Shuttle instrument after not 
being selected for the Voyager mission to the outer planets. Known as ATMOS 
(for Atmospheric Trace Molecule Spectroscopy), this was a very high spectral 
resolution Michelson interferometer that promised the most comprehensive mea-
surement of nitrogen and chlorine trace species in the stratosphere yet carried 
out. Tilford thought ATMOS would be a revolutionary instrument, and supported 
it over the next decade even as its development overran signifi cantly.61
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Tilford and Watson also supported a set of Balloon Intercomparison Cam-
paigns in 1982 and 1983 that were designed to demonstrate new instrument capa-
bilities and to examine instrument errors. Because many previous balloon-based 
measurements had been made by different investigators using different instru-
ments at different times, it was impossible to know whether differences in mea-
sured values represented natural variation in the atmosphere’s chemistry or merely 
measurement error. Watson’s purpose in holding the balloon intercomparisons 
was to get as many instruments on the same balloon gondola as possible, so that 
they would all measure the same piece of atmosphere at the same time. That way, 
the measurement errors could be quantifi ed.62

The Balloon Intercomparison Campaigns were fl own out of NCAR’s balloon 
facility in Palestine, Texas. They used some of the largest stratospheric balloons 
to date in order to hoist the multi-instrument gondolas. Not all of these fl ights 
were successful. On two occasions, balloons disintegrated right after launch, caus-
ing Watson to turn to JPL’s machine shops to make new gondolas so the instru-
ments could be refl own. Another balloon, this one with JPL spectroscopist Barney 
 Farmer’s high-resolution infrared interferometer onboard, performed properly 
until the ground station commanded the gondola’s release. The balloon was too 
high for the parachute to deploy properly, and when it fi nally did the metal joint 
connecting the parachute to the gondola shattered. The gondola and its instru-
ments were crushed into the ground. Farmer, whose interferometer was destroyed, 
remembers that Watson got him the $2 million he needed to build a better one 
the day after the accident.63 Known as the Mark IV, the new instrument would 
get its fi rst fi eld trial in a cargo container in Antarctica in 1986.

JPL’s Joe Waters, whose microwave spectrometer fl ew on a different balloon in 
that series, commented many years later that they had been pushing the balloons’ 
limits to operate at the 40 kilometers altitude the chemistry required. The acci-
dents weren’t all that surprising. But the campaigns accomplished their primary 
purpose, with the results narrowing the measurement uncertainty range for sev-
eral key trace species. They also demonstrated the capabilities of several new in -
struments, some of which were intended to check the performance of the UARS 
after its launch by balloon- and aircraft-based underfl ights.

The 1970s witnessed two new major scientifi c questions emerge, climate change 
and ozone depletion. Ozone depletion became highly controversial during the 
decade, and NASA leaders chose to seek leadership of the issue. At least during 
the decade, the agency did not suffer for this decision. Instead, it used the oppor-
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tunity to improve the quality of its research and the respectability of its program 
within scientifi c circles. It embarked upon a series of efforts to develop new instru-
mentation and expand laboratory facilities, improving its research capabilities 
through the next decade.

The agency also attempted to fi x a science assessment process that was not 
working, and in fact, was harming the science community by producing a multi-
plicity of divergent knowledge claims. The public image of science was that it 
produced an objective certainty—reliable knowledge. This was an illusion. Work-
ing scientists all know that scientifi c knowledge is uncertain, particularly in fi elds 
undergoing rapid change, as stratospheric chemistry clearly was. But science that 
was to be a basis for costly economic decisions needed to achieve some degree of 
certainty, and a very signifi cant degree of credibility. It had not done that during 
the 1970s, and would not until late in the 1980s. But it was a crucial beginning 
toward building a consensus view.

Finally, the beginning of the ozone wars led NASA to start studying ways to 
improve the reliability and credibility of its instruments. Its leaders sought ways 
to provide calibration records for their instruments, either from more effective 
on  board calibration mechanisms or by supporting ground-, airplane-, or balloon-
based instruments that could be used to check space-borne measurements’ qual-
ity. This raised their costs, of course, but it also meant the agency was better pre-
pared when the ozone wars reerupted.



Atmospheric
Chemistry

c h a p t e r  s i x

The Martian surface is fried by ultraviolet light because 
there’s no ozone layer there. So the nearby planets pro-
vide important cautionary tales on what dumb things we 
should not do here on Earth.

—Carl Sagan, 1992

During the 1980s, NASA’s planetary program essentially ended. The fi rst plane-
tary launch of the decade was the 1989 Galileo mission, which did not arrive at its 
target planet, Jupiter, until 1995. Due to the Challenger explosion, the Mars 
Observer mission approved in 1985 did not launch until 1993. It disappeared right 
before arriving at Mars, an apparent victim of an explosion.1 The Magellan high-
resolution radar-mapping mission to Venus did not launch until 1989. There were 
two causes of this cessation of a vibrant and successful planetary science program. 
The fi rst was the budgetary environment of the fi rst several years of the decade. 
President Ronald Reagan had not initially been a supporter of space exploration, 
and he and his budget director had imposed budget rescissions that ended a num-
ber of programs and blocked all new mission starts.2 While this changed eventu-
ally, the interruption ensured no data until the 1990s.

The second reason for the hiatus in space science was the failure of the Space 
Shuttle to deliver on its promise of inexpensive, reliable space access. Instead, the 
Shuttles were relatively quickly recognized as unreliable and extraordinarily ex -
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pensive. Late in 1984, the Reagan administration began to look for a new launch 
vehicle, and after the 1986 Challenger accident began to force payloads off the 
Shuttle and onto expendable rockets again.3 The Upper Atmosphere Research 
Satellite (UARS) had to be redesigned after the Challenger explosion, producing 
a cost explosion that put its ultimate price tag over the $1 billion mark. This 
money came out of other programs, as did the cost of making fi xes to the Shuttle 
and of delaying and modifying other missions like Galileo.4 The increasing costs 
of approved missions meant fewer new approvals.

With no new missions, the only planetary data scientists had to work with for 
the decade was from the Voyager outer planet fl yby missions launched in 1977,
which had encounters with Jupiter in 1980, Saturn in 1981, Uranus in 1986, and 
Neptune in 1989. Many planetary scientists therefore turned to more Earthly 
questions, in search of intellectual stimulation and funding. There were plenty of 
available scientifi c questions, but two stood out that were of global interest and 
had national support: atmospheric chemistry and climate change. NASA began 
to devise a global climate observing system in the late 1970s, but this did not begin 
to garner political support, and therefore funding, until 1989. Instead, NASA’s 
major atmospheric science effort during the 1980s was its atmospheric chemistry 
program. There were two primary efforts: Robert Watson’s Upper Atmosphere 
Research Program (UARP) and Robert “Joe” McNeal’s Tropospheric Chemistry 
Program.

These programs did not rely on space hardware, however. The UARS that 
was supposed to be the backbone of the stratospheric research program during 
the 1980s did not get a ride into orbit until 1991. A single fl ight of the Jet Propul-
sion Laboratory (JPL) Atmospheric Trace Molecule Spectroscopy (ATMOS) 
instrument in 1985 and the aging TOMS/SBUV onboard Nimbus 7 were the 
only sources of space-based ozone chemistry data during the decade, and they 
were insuffi cient to answer the major scientifi c questions. Aircraft-, balloon-, and 
ground-based research were the basis of NASA’s atmospheric chemistry program 
in the 1980s. When UARS fi nally launched, it provided corroboration and dem-
onstrated the global extent of stratospheric conditions measured locally by these 
other means. But it was not the source of fundamental advances in knowledge. 
The head of NASA’s Earth Observations Program, Shelby Tilford, believed that a 
proper research program needed to be comprehensive, involving laboratory-, air-
craft-, and model-based studies as well as providing for spacecraft instrument 
development; these proved the salvation of the agency’s scientifi c reputation as 
UARS sat in storage.
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tropospheric chemistry

In 1978, Jack Fishman, a researcher at the National Center for Atmospheric Re -
search (NCAR), and Paul Crutzen published an analysis of tropospheric ozone 
that launched an extensive series of investigations during the 1980s.5 Ground-
level ozone, while a pollutant that caused health problems for humans, was 
largely considered to be chemically inert in the troposphere. In the troposphere, 
ozone was produced by photolysis of nitrogen oxides, which are industrial emis-
sions and are also generated within internal combustion engines. It is destroyed 
by plant life. The scientifi c community believed until the late 1970s that the pri-
mary natural source of ozone in the troposphere was the stratosphere. Ozone-rich 
stratospheric air descended into the troposphere somewhere in the high mid- 
latitudes (although the “where” was rather speculative) and was eventually 
removed at the ground.

Fishman and Crutzen argued that this could not be true. There was much 
more land in the Northern Hemisphere than in the Southern Hemisphere, and 
thus greater ozone destruction. For them to have roughly the same ozone concen-
trations, stratospheric descent into the Northern Hemisphere had to be much 
larger than into the Southern Hemisphere. But there was no evidence that this 
was true, and, they contended, no theoretical basis for believing it either. There 
had to be a signifi cant ozone production in the troposphere to make up the dif-
ference. This had to be particularly true for the Southern Hemisphere, where 
much less industrial activity occurred but where tropospheric ozone levels were 
nonetheless similar to Northern Hemisphere levels. They speculated that pho-
tolysis of carbon monoxide could provide some of the additional ozone, but there 
were other possibilities as well, including as yet unidentifi ed sources of nitrogen 
oxides.6

Combined with interest in chemical cycling triggered by James Lovelock’s 
speculations about climate regulation, this argument set in motion a tropospheric 
chemistry program at NASA that effectively paralleled the UARP. Called origi-
nally the Air Quality Program, and later the Tropospheric Chemistry Program, 
like the UARP, it was comprehensive in nature, involving laboratory studies, 
model development, and fi eld experiments. The fi eld component was the Global 
Tropospheric Experiment (GTE), a name that failed to refl ect its true nature as a 
continuing series of instrument development and fi eld studies lasting from 1982
through 2003.

The manager for the Tropospheric Chemistry Program from its founding 
through 1999 was Robert “Joe” McNeal. McNeal had started the National Sci-
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ence Foundation’s (NSF) tropospheric chemistry program in 1978, after working 
as an atmospheric chemist at the Aerospace Corporation in Santa Monica for 
more than a decade. NSF’s program managers rotated every two years, and in 
1980 Shelby Tilford asked McNeal to come to NASA to create a tropospheric 
chemistry program there. Atmospheric chemistry was just beginning to become 
institutionalized within the government, and McNeal recalls that his initial focus 
was on fi guring out what NASA’s contribution to the fi eld could be. Whereas 
NASA had been made lead agency for stratospheric chemistry, no one had been 
for tropospheric chemistry. So his fi rst task was to assess what NASA’s capabilities 
were, what unique abilities it possessed vis-à-vis other research agencies, and what 
it could contribute to the new research area.7

Atmospheric chemistry was, in McNeal’s view, a “measurement limited” fi eld. 
The trace species that were important were present in the atmosphere in minute 
quantities, at one part per billion and in some cases one part per trillion levels. 
The ability to measure at these tiny levels was new, and just as was true for strato-
spheric chemistry, the number of chemical species that could be measured was 
small. Further, no one had attempted to systematically evaluate which techniques 
gave the best results—the intercomparison problem. Finally, the laboratory instru-
ments that could measure to these levels could not be taken into the fi eld, which 
was where researchers wanted to make the measurements, and so development 
of instruments that could be put into an airplane or on a balloon was an obvious 
priority. The Upper Atmosphere Research Offi ce was performing this role for 
stratospheric chemistry, and the development and intercomparison of instru-
ments for fi eld research became one part of McNeal’s area.8

McNeal also believed that one of NASA’s primary strengths as a research orga-
nization was management resources. The fi eld experiments that he anticipated 
carrying out during the 1980s would involve the efforts of hundreds of people 
from many different universities and government agencies, and hence coordina-
tion was a signifi cant challenge. Further, a global-scale effort would involve col-
laboration with other governments, which was something that NASA, which 
maintained its own foreign affairs staff, could also handle. Finally, it also had 
research aircraft that were relatively underutilized and thus available in the ear-
lier years of the program, stationed at the Ames Research Center in California 
and at Wallops Island in Virginia.

McNeal chose Langley Research Center to manage the day-to-day operation 
of the Tropospheric Chemistry Program. He had met Don Lawrence and his 
chief scientist at the time, Robert Harriss, during a “get acquainted” visit, and had 
been impressed with their knowledge and interest in this general research area. 
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Harriss had been hired away from Florida State University for an ocean science 
program at Langley Research Center, but this was terminated when the oceans 
program manager at NASA headquarters had decided to centralize physical 
oceanography at JPL. Harriss had then become Lawrence’s chief scientist. Har-
riss’s own specialty was biogeochemistry, and he focused on the exchange of gases 
between the ocean surface and the tropospheric boundary layer, the perfect skill 
set for the program McNeal intended to forge. So McNeal asked Harriss to be the 
project scientist for the effort, and assigned the project management function to 
Langley, with the caveat that Lawrence had to keep the project management 
functions separate from the science functions. That way, Langley’s scientists 
would have to compete alongside researchers from other NASA centers, other 
agencies, and universities.9

Early the following year, a small group of atmospheric chemists and meteo-
rologists met at NCAR in Boulder to discuss the scientifi c questions pertinent to 
the new fi eld. This group sent a letter report to NSF calling for a coordinated 
study of tropospheric chemistry; NSF then asked the National Research Council 
(NRC) to form a committee to draft this plan. NRC formed a Panel on Global 
Tropospheric Chemistry, chaired by University of Rhode Island biogeochemist 
Robert Duce, to carry out this task. Harriss and McNeal formulated their scien-
tifi c program from this committee’s deliberations and report.10

One of the central themes of the committee’s discussions was that while knowl-
edge of tropospheric chemistry was growing explosively, the research being done 
was crisis-driven. It was formulated in response to short-term policy needs. It 
lacked the comprehensiveness that was necessary to produce a well-integrated 
understanding of the full range of the atmosphere’s chemical processes and fl uxes. 
Anthropogenic sources of ozone-generating trace gases were well-inventoried in 
North America and Europe due to the decades of pollution research carried out 
there, but the policy focus of the research had resulted in relative neglect of 
source gases of natural origin as well as of origins outside the developed world. 
Hence, one of the committee’s recommendations was that the proposed program 
be long-term in nature, not focused on the immediate problems of the early 
1980s.11

In the NRC committee’s view, progress in atmospheric chemistry was also 
being inhibited by the tendency of individual scientists to focus on a small piece 
of the overall challenge. In one sense, of course, this was vital. As was the case in 
stratospheric chemistry, for example, one needed individual reaction rate mea-
surements in order to lay the foundations for chemical models. But building a 
better understanding of biogeochemical cycles also required that studies be car-
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ried out at larger scales. Investigation of sources and sinks within the biosphere, 
of transport from one region to another, and of the chemical transformation and 
removal processes all needed to be performed to fully understand the complex 
chemical cycles. Such studies would require the participation of many scientists 
in organized fi eld experiments, drawn from a variety of specialties.

The biogeochemical cycles that were of most interest were those of nitrogen, 
sulfur, and carbon. The committee recommended investigating potential natural 
sources of these trace gases in places relatively remote from industrial society: in 
Arctic tundra, tropical rainforest, the open ocean, and African savanna. Further, 
they recommended studying the chemical impact of biomass burning on the 
atmosphere. From basic chemistry, biomass burning had to be a source for these 
trace gases, but the magnitude of its impact on the global atmosphere was 
unknown.12

Finally, the committee argued that new instruments with faster response times 
needed to be developed and validated. Existing instrumentation largely did not 
respond quickly enough to changing levels. This made it diffi cult to link chemical 
concentrations to specifi c air masses so that the chemicals could be traced to their 
sources. Since one focus of the proposed program was on transport, being able to 
credibly trace gases to their sources was an important factor. Fast-response instru-
ments seemed to be possible for a number of important species, and the commit-
tee sought support for their development.13

Thus, the fi rst part of the program McNeal and Harriss assembled was instru-
ment development and comparison. This became known as the Chemical Instru-
mentation Test and Evaluation (CITE) series of missions. The fi rst of these, car-
ried out in July 1983, will serve to illustrate the CITE series. Harriss recalled later 
that the initial focus was on getting an instrument to measure the hydroxyl radical. 
Hydroxyl was suspected of being the atmosphere’s cleanser, able to bond with and 
convert other chemically active trace species and remove them from the atmo-
sphere. But it was extraordinarily diffi cult to measure because of its chemical 
reactivity. It was also present in minute quantities, in the parts per quadrillion 
range. A number of scientists believed they had effective hydroxyl instruments, 
yet there was a great deal of doubt in the chemistry community that they really 
produced good results. Hence, the fi rst instrument comparison done by the new 
GTE for hydroxyl and two trace species related to it, carbon monoxide and nitric 
oxide.14

The fi rst CITE experiment was held at Wallops Island, Virginia, and took 
place in two phases, ground-based and airborne. GTE’s project offi ce had 
arranged for a cluster of trailers to be set up at the northern end of the island, open 



160    a t m o s p h e r i c  s c i e n c e  a t  n a s a

to the expected sea breeze, with the trailers equipped with necessary test and air 
handling equipment to support the experimental equipment. McNeal had ac -
cepted proposals from researchers at ten different institutions for this experiment, 
including the Ames, Langley, Wallops, and Goddard centers, the University of 
Maryland, National Oceanic and Atmospheric Administration (NOAA), Georgia 
Institute of Technology, Washington State University, and Ford Motor Company. 
Three different measurement techniques for each chemical were chosen, with all 
but one being in situ sampling instruments. The one remote sensing instrument 
was a lidar proposed by Ford Company researcher Charles C. Wang; this was in -
tended to measure hydroxyl via laser-induced fl uorescence.15

The experimental procedure that the GTE project team established was to test 
the nitric oxide and carbon monoxide instruments against samples of known test 
gas concentrations as well as against ambient air samples fed to them through 
common manifolds. Hence, the three carbon monoxide instruments, for exam-
ple, would sample essentially the same atmosphere at the same time via a single 
air duct. This could not be done for the hydroxyl instruments, however, because 
one was a remote sensing lidar. Further, no laboratory standard gas mixtures for 
hydroxyl existed because of the molecule’s extremely short lifespan to test these 
instruments against. For hydroxyl, the strategy was simply to compare the ambient 
measurements in the hope that they would at least be within the same order of 
magnitude. 

The ground test results for carbon monoxide and nitric oxide were defi nitive 
in the eyes of the GTE experiment team. The two groups of instruments agreed 
to within 10 percent, with no detectable biases in any of the instruments. Given 
that atmospheric variability of these trace species was much higher than the 
instruments’ demonstrated error levels, these were excellent results. The hydroxyl 
measurements, however, were disappointing. The three instruments all had oper-
ational diffi culties, and there were few periods of overlapping data by the end of 
the experiment. It was therefore impossible to draw any conclusions about their 
levels of agreement that would have any statistical relevance. The conclusion the 
GTE team drew from this was that none of the hydroxyl instruments they had 
tested was capable of producing reliable measurements.16 In fact, hydroxyl proved 
so diffi cult to measure that GTE did not get a reliable hydroxyl instrument until 
1999.

After the disappointing hydroxyl results, but with good results from many other 
instruments, Harriss convinced McNeal that it was still worth conducting fi eld 
experiments to begin characterizing fl uxes of carbon, sulfur, and nitrogen in and 
out of the biosphere. This led to measurement campaigns in Barbados, Brazil, 
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and the Alaskan and Canadian Arctics. These missions went by the acronym 
ABLE (for Atlantic [Arctic] Boundary Layer Experiment), and involved use of the 
NASA Electra aircraft to measure trace species at very low altitudes in the atmo-
spheric boundary layer as well as the establishment of ground measurement sta-
tions for comparison and to establish the existence of specifi c sources.17

boundary layer experiments

In July 1981, while the new tropospheric chemistry program was being organized, 
Harriss had arranged for a new instrument from the Langley Research Center, the 
Differential Absorption Lidar (DIAL), to be fl own on the NASA Electra from 
Wallops Island, Virginia, to Bermuda. The DIAL had been developed by a group 
led by Edward V. Browell to detect aerosols via a backscatter technique. It could 
also measure ozone. The DIAL system produced a continuous profi le of the 
 aerosol and ozone content of the air either above or below the aircraft, and still 
more useful, it produced its output in real time.18 It could therefore be used to 
guide the aircraft toward interesting phenomena. And because it produced a con-
tinuous readout, it could also be used to examine the continuity of atmospheric 
structure.

On the July 1981 fl ight, and a second set of fl ights to Bermuda in August 1982,
Harriss, Browell, and some of their colleagues used the DIAL and some compan-
ion instruments designed to sense ozone and carbon monoxide to trace the move-
ment of haze layers from the continental United States eastward into the Atlantic. 
These haze layers extended more than 300 kilometers into the Atlantic from the 
U.S. East Coast, clearly demonstrating the existence of long-range transport of 
pollutants. More interesting to the team, the lidar returns clearly showed that the 
layers of aerosols maintained a consistent vertical structure over great distances. 
They did not blend together as the air mass moved. This fact offered the ability to 
link individual layers to specifi c sources. Hence chemical transport could be stud-
ied in detail. Based on the vertical distribution of ozone and aerosols, their initial 
data supported the Fishman-Crutzen hypothesis that ozone was produced within 
the boundary layer due to surface emissions.19

In 1984, Harriss’s group mounted a similar expedition to Barbados also named 
ABLE. Their target was study of the Saharan dust clouds that blew westward over 
the island. These had been known since at least the 1840s, when naturalist Charles 
Darwin had witnessed them, but Browell’s DIAL system allowed investigation of 
the transport mechanism. The lidar revealed that the dust actually formed many 
very thin layers that remained distinct over very long distances. This was useful 
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knowledge, as the lack of mixing meant that specifi c air parcels could conceivably 
be traced to their origins. 

The next fi eld mission, ABLE 2, was considerably more complex an undertak-
ing than its predecessors. In November 1981, Hank Reichle’s Measurements of Air 
Pollution instrument had fl own aboard Space Shuttle Columbia, and had re -
turned a surprising result: there appeared to be high concentrations of carbon 
monoxide over the Amazon basin. This was unexpected, as carbon monoxide is 
a combustion product that at the time was typically associated with industrial 
emissions.20 Instead, this appeared to be from biomass burning. In 1977, for exam-
ple, the National Academy of Science had evaluated biomass burning’s contribu-
tion to global carbon monoxide concentrations as about 3 percent, a number that 
could not possibly be true given Reichle’s new data. Figuring out where this 
anomalous concentration of carbon monoxide was coming from was the scientifi c 
basis for ABLE 2. To accomplish this, McNeal worked with Luis Molione of the 
Brazilian space agency, Instituto Nacionãl de Pesquisas Espaciais, to arrange 
logistics, identify potential Brazilian collaborators, and gain all the necessary per-
missions. This was not an easy thing to do, as Brazil’s government at the time was 
a military dictatorship and not particularly interested in science or in having its 
territory overfl own by the aircraft of other governments. But Molione was able to 
get the government to grant permission for the experiment, and was also able 
establish a parallel ground-based program that continued after the GTE portion 
was over.21

The ABLE 2 fi eld experiment was carried out during two phases, in order to 
capture data from the two dominant tropical seasons, wet and dry. Chemical 
conditions would obviously be different, affecting biogenic emissions. Hence, the 
fi rst fi eld phase of the experiment was carried out during 1985’s dry season, July 
and August, with the NASA Electra operating out of Manaus, Brazil. Surface 
measurement stations were established at Reserva Ducke, a biological preserve 
about 20 kilometers northeast of Manaus, on the research vessel R/V Amanai, and 
on an anchored fl oating laboratory on Lago Calado. A tethered balloon station, 
radiosonde and ozonesonde launches, and a micrometeorological tower com-
pleted the experimental apparatus. The surface measurements included enclo-
sures designed to identify specifi c emission sites; by establishing the location of 
specifi c emissions, the science teams could link surface emissions to the airborne 
measurements. They also provided some of the most interesting results of the 
experiment.

The science team encountered astonishing chemical conditions as the dry 
season evolved. In the nineteen research fl ights, the GTE group measured carbon 
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monoxide levels above the forest canopy that slowly increased through the experi-
ment period. These eventually averaged 3 to 6 times that of the “clean” tropical 
ocean atmosphere. The primary source for these high levels were agricultural 
fi res that had been set to clear fi elds; the haze layers produced by burning had 
carbon monoxide concentrations more than 8 times that of the clean atmosphere. 
By early August, the haze layers were clearly visible in imagery from the Geosyn-
chronous Operational Environmental Satellite (GOES) satellites, and covered 
several million square kilometers.22 This fi nding was the most signifi cant of the 
expedition, strongly suggesting that biomass burning was capable of infl uencing 
tropospheric chemistry on a global scale.

There were other interesting results. Steven Wofsy of Harvard found that the 
rainforest was a net source of carbon dioxide at night and a net sink during the 
day, with the forest soil appearing to be the dominant emission source. Rivers 
were net sources of carbon dioxide regardless of diurnal affects, and wetlands 
showed a weaker diurnal cycle than the forest soils. Another discovery by Wofsy’s 
group was that the forest soil was a large producer of nitric oxide and isoprene. 
This was a surprise because the forest soils in the mid-latitudes were not signifi -
cant producers of these chemicals, and thus were not implicated in ozone pro-
duction. But the levels being emitted by the Amazonian soils were high enough 
to initiate substantial ozone production, leading the researchers to conclude that 
the natural emissions of the rainforests infl uenced the photochemistry of the 
global troposphere.

The wet season expedition, carried out in April and May 1987, was consider-
ably less dramatic. The science teams deployed a similar arrangement of ground-, 
tower-, balloon-, and aircraft-based measurements to examine the chemistry of the 
boundary layer in the rainy season. This permitted them to measure the “respira-
tion” of the rainforest, via monitoring carbon dioxide levels within and above the 
canopy, as well as the fl uxes of other chemicals. One signifi cant fi nding was that 
nitric oxide emissions from the soil were much higher from pasturelands than 
from the rainforest soil itself. Hence continued conversion of rainforest to crop or 
pastureland could itself affect the chemistry of the atmosphere.

GTE’s next set of fi eld expeditions were to the Arctic. Harriss and his col-
leagues believed that the lightly inhabited Arctic region was an area that was likely 
to be very sensitive to the effects of anthropogenic changes in the atmosphere. 
The soils in the region were high in carbon content that might be released as the 
Earth warmed, providing a potential positive feedback effect, and ground data 
suggested that even the most remote areas of the Arctic were being affected by air 
pollution from mid-latitude sources. Because of the complex linkages among 
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atmospheric trace gases and the biosphere, and because in winter Arctic air 
masses moved southeastward across North America, the changing chemistry of 
the Arctic could also impact air pollution in the mid-latitudes. The Arctic, like 
the Amazon, had largely been neglected, however, justifying fi eld research in the 
region. These expeditions became known as ABLE 3A, carried out during July 
and August 1988, and ABLE 3B, carried out during July and August 1990.23

The fi rst phase of the Arctic boundary layer expedition took place primarily in 
Alaska, with the Wallops Electra operating out of Barrow and Bethel for most of 
the experiment. As in the Amazonian expeditions, the GTE project offi ce had 
erected a micrometeorological tower as well as placing enclosure measurements 
in selected areas to sample soil emissions. The mission scientists had been par-
ticularly interested in the methane emissions of the lowland tundra, which was 
dominated by peatland and shallow lakes, and placed their ground instrumenta-
tion in the Yukon-Kuskowkwim Delta region for this study. Methane emissions 
were known to be widely variable, dependent on the wetness or dryness of the soil 
and on soil temperature. Other recent examinations of tundra emissions had in -
dicated that methane emissions increased as temperatures rose; since methane is 
a greenhouse gas, this would provide a positive climate feedback. In the eyes of 
Harriss, it would also provide an early warning system for global environmental 
change, as one could monitor the methane emissions as a proxy measurement for 
soil warming. The ABLE 3A results from the enclosure and aircraft measurements 
of methane emissions confi rmed this earlier work; the Arctic tundra was very 
sensitive to temperature, exhibiting a 120 percent increase in methane emissions 
for a 2 degree C increase in temperature.24

The mission scientists also measured nitrogen species. The Arctic region was 
widely believed to be a net sink for tropospheric ozone, with destruction processes 
outweighing the combined effects of tropospheric production and intrusions of 
high-ozone air from the stratosphere. The ability of the region to continue destroy-
ing ozone depended upon concentrations of nitrogen oxides remaining low so 
that the Arctic troposphere itself did not become a source of ozone; given their 
growing awareness of the ability of long-range transport to move pollutants across 
thousands of miles, it was not clear this would be the case. McNeal had chosen 
two groups of scientists to make the nitrogen oxides measurements, one led by 
Harvard University’s Stephen Wofsy, the other by John Bradshaw from Georgia 
Institute of Technology. Their results indicated that the region was, as expected, 
a net sink for nitrogen species and ozone during summer. However, doubling the 
nitrogen oxides levels would transform the Arctic into a net source of ozone, and 
growing levels of industrial pollution being transported in could achieve that.25
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ABLE 3B expanded on these results two years later with a deployment to the 
Canadian subarctic region around Hudson Bay. This area was the second largest 
wetland in the world and thus a major source of natural methane emissions; study-
ing it, the study’s scientists believed, would contribute to overall understanding of 
what they called the “chemical climatology” of North America. Their results 
here, however, were remarkably different from the ones in the Alaska experiment. 
Methane fl ux from the wetlands region was much lower than expected, while 
stratospheric intrusions of ozone were higher than they had been in the previous 
expedition. Ed Browell’s DIAL laser system showed that aerosol plumes from for-
est fi res affected a signifi cant portion of the troposphere in the region. Steve Wofsy 
concluded that these fi res were the primary source of hydrocarbons and of carbon 
monoxide in the high latitudes, with industrial emissions contributing less than a 
third of these contaminants. The DIAL laser’s ability to distinguish air masses by 
their aerosol and ozone composition also led the mission scientists to conclude 
that they had found several examples of air parcels transported in from the tropi-
cal Pacifi c, however, raising questions about very long-range transport. The chem-
ical age of these air masses was about fi fteen days, and they contained much lower 
amounts of most of the trace species the mission scientists were looking for than 
the Arctic background air.26 This led Harriss and McNeal to propose shifting 
future missions to the Pacifi c, in order to examine the Pacifi c basin’s chemical 
climate. These expeditions took place later in the 1990s, after some other impor-
tant investigations had expanded knowledge of atmospheric chemistry.

The fi nal major fi eld experiment prior to GTE’s Pacifi c shift took place in 
1992. This was TRACE-A, the Tropospheric Aerosols and Chemistry Expedition-
Atlantic. Planned in conjunction with a major international fi eld experiment to 
characterize the atmospheric impact of biomass burning in Africa, the Southern 
African Fire-Atmosphere Research Initiative (SAFARI), the TRACE-A mission 
was conducted out of Brazil to enable study of transatlantic transport properties. 
The overall initiative had grown out of a meeting in November 1988 at Dookie 
College, Victoria, Australia, that had been held to develop the scientifi c goals for 
a new International Global Atmospheric Chemistry Program. GTE had already 
shown that biomass burning and the associated land-use changes had global-scale 
impacts, but its two Brazilian fi eld expeditions had been too limited in scope to 
establish longer-range processes. With TRACE-A in Brazil, equipped for long 
overwater fl ights, and SAFARI’s scientists to the east in Africa, the scientifi c com-
munity could begin to quantify more fully the chemistry and transport of fi re 
emissions.27

For TRACE-A, GTE switched from the low-altitude, short-range Electra air-
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craft to the higher-altitude, longer-range DC-8 from Ames Research Center. The 
expedition’s goal was to trace the movement of burning-derived aerosol plumes as 
they moved eastward across the Atlantic, and this happened at higher altitudes 
than the Electra was effi cient at. The instrumentation on the DC-8, however, was 
essentially the same. It was equipped to measure tracer species and aerosols as 
well as the reactive gases that produced ozone. The greater range enabled it to 
make fl ights across the entire tropical Atlantic to Africa, permitting it to trace air 
masses through the whole region. This ability enabled the science teams to deter-
mine that the high levels of ozone that Ritchle’s MAPS instrument and that Don-
ald Heath’s Total Ozone Mapping Spectrometer (TOMS) instrument both saw 
over the tropical Atlantic came from reactive nitrogen species, some of which 
fl owed in from Africa, some from South America, and some, in the upper tropo-
sphere, that seemed to be generated in situ. This led the scientists to speculate 
that lighting was a signifi cant source of active nitrogen in the upper troposphere. 
But the fact that polluted air fl owed into the Atlantic basin from both directions 
(at different altitudes) was surprising; the meteorology of the tropics was more 
complex than they had expected.28

The 1980s, then, witnessed a dramatic shift in scientifi c understanding of tro-
pospheric chemistry. While NASA was hardly the only organization studying the 
question, it had the ability to mount large, multi-investigator experiments to 
examine the full range of scales in the atmosphere. McNeal, Harriss, and the 
many other GTE experimenters used that capability to develop new knowledge 
about the biosphere’s interaction with the atmosphere, demonstrating in the pro-
cess that nonindustrial, but still anthropogenic, emissions were substantial suppli-
ers of ozone precursors to the atmosphere. While there is no doubt that the local 
residents of South American and African regions already knew that their activities 
produced polluted air, these expeditions demonstrated the global reach of these 
fi re emissions and caused Western scientists to begin accounting for them in 
global studies. After GTE’s missions of the 1980s and early 1990s, pollution was no 
longer merely a problem of modern industrial states. Instead, the increasing scale 
of biomass burning, tied directly to increasing population pressures in the under-
developed world, contributed at least as much to global ozone pollution as the 
industrial regions.

In the process of carrying out its own research agenda, the Global Tropo-
spheric Chemistry Program also contributed to the scientifi c capacities of the host 
nations. Many of the investigators who participated in the fi eld expeditions were 
funded by the Brazilian and Canadian governments. McNeal’s strategy had been 
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to use the visibility of a NASA visit to raise the visibility of local scientists to their 
own governments, improving their status and funding prospects.

volcanic aerosols

Another area of research NASA entered during the late 1970s was aerosols, parti-
cles suspended in the atmosphere. In trying to understand Venus’s atmosphere, 
James Pollack’s group at Ames Research Center had undertaken detailed studies 
of sulfate aerosol chemistry and radiative impacts. In a similar vein, Brian Toon 
had written his doctoral thesis on a model comparison between Martian climate 
shifts and potential shifts in Earth climate caused by volcanic explosions. He had 
employed data from the Mariner 9 mission and data from historic volcanoes on 
Earth, to conduct his study. He had moved to Ames in 1973 from Cornell, to work 
with Pollack, on the Pioneer Venus project. 

Sulfate aerosols also tended to be injected into the Earth’s atmosphere by both 
human sources (coal-fi red power plants, for example) and volcanoes, and as the 
Mars and Venus efforts wound down, Pollack’s group turned their efforts toward 
understanding how volcanic eruptions on Earth might affect climate. There was 
some historical evidence that large volcanic explosions did cause global cooling. 
In 1815, Mount Tambora in the Dutch East Indies had exploded, turning 1816 into 
a “year without a summer.” Half a world away, in New England, frosts continued 
throughout the summer of 1816, causing widespread crop losses. Speculation at 
the time connected the sudden cold to dust from the explosion; the much better 
recorded (although smaller) Krakatoa eruption of 1883 had been identifi ed as the 
probable cause of a weaker cooling the following year.29

The Krakatoa explosion was the fi rst from which useable information about 
the distribution of volcanic debris was available, primarily from a scattered hand-
ful of astronomical observatories; a better set was available from the 1963 eruption 
of Mount Agung in the Philippines. Pollack’s group used their model to examine 
the response of the model climate system to elevated levels of volcanic debris in 
the stratosphere, fi nding that their model results were consistent with the observed 
cooling from the Agung explosion. This they traced largely to the radiative effects 
of the sulfate aerosols, not to the ash component of the ejecta plume. They con-
cluded that a single, large explosion could produce globally average cooling of up 
to 1 degree K. If a series of such explosions over a period of years occurred, this 
cooling effect could be deepened and prolonged. In their published paper, they 
also discussed a number of sources of potential errors, including the limited avail-



168    a t m o s p h e r i c  s c i e n c e  a t  n a s a

able data and the inability of their model to simulate cloudiness changes (a fl aw 
common to all such models).30

The 18 May 1980 eruption of Mount St. Helens in Washington State happened 
to be well timed. NASA had two satellites with aerosol instruments aboard in 
orbit, Stratospheric Aerosol Measurement (SAM II) on Nimbus 7 and Strato-
spheric Aerosol and Gas Experiment (SAGE) on AEM 2, with which to study the 
evolution of the volcanic plume as well as aircraft-based instruments and ground-
based lidar instruments. Beginning late in 1978, Pat McCormick, Jim Russell, and 
colleagues from Wallops Flight Center, Georgia Institute of Technology, NCAR, 
NOAA, and the University of Wyoming had carried out ground truth experiments 
to evaluate how well the SAM II and SAGE instruments characterized the strato-
sphere’s aerosol layers. To accomplish these intercomparisons, they had employed 
a variety of balloon and aircraft sensors. NASA’s P-3, a large, four-engine aircraft 
originally developed for ocean surveillance, carried Langley’s lidar instrument to 
examine aerosol size and density by laser backscatter measurements. NCAR’s 
Sabreliner, which could fl y in the lower stratosphere, was equipped with direct 
sampling instruments. The University of Wyoming’s balloon group, fi nally, de -
ployed dustsondes, which provided measurements from ground level through 
about 28 kilometers.31

The ground truth experiments were international in scope, starting with fl ights 
from Sondrestrom, Greenland, and then moving to White Sands, New Mexico; 
Natal, Brazil; Poker Flat, Alaska; and fi nally Wallops Island, Virginia. Interna-
tional partners in Britain, France, Italy, and West Germany had also developed 
ground-based lidars to use in evaluating the SAGE data on their own. The re -
searchers had chosen the sites to permit examining performance at both high and 
low latitudes; as luck would have it, while the teams were in Brazil, the volcano 
Soufriere on St. Vincent erupted, permitting the P-3 and SAGE satellite to exam-
ine its plume.32 The Soufi rere measurements suggested that the mass of the mate-
rial lofted in the stratosphere by the eruptions represented less than half of 1 per-
cent of the global stratospheric aerosol loading, leading McCormick to conclude 
in a 1982 paper that the eruption was unlikely to have had any signifi cant climate 
effect.33

Analysis of the Soufriere data had been delayed by the eruption of St. Helens, 
whose location made it a prime opportunity to document the eruption of a large 
volcano. St. Helen’s plume would move west-east across North America, where 
the existing meteorological and astronomical observing network would be able to 
track and record it in great detail. NASA had also been in the process of fi nalizing 
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an agreement with NOAA and the U.S. Geological Survey to initiate a program 
called RAVE (Research on Atmospheric Volcanic Emissions), another of Pollack’s 
ideas, when the eruption began. McCormick’s team at Langley, using the Wallops 
P-3, and groups from Ames Research Center, using a U-2, and the Johnson Space 
Center, using an RB-57, all fl ew missions to characterize the volcano’s emissions 
as the plume moved east, the P-3 from below via airborne lidar and the other two 
aircraft from inside the cloud. The SAGE satellite’s orbit carried it over the plume 
between 20 and 28 May, adding its larger-scale data to the aircraft and ground 
measurements.34

In November, Langley hosted a symposium to discuss the fi ndings of the St. 
Helen’s effort.35 The St. Helens explosion was the fi rst Plinian-type eruption to be 
subjected to modern measurement technology, and it contained some surprises. 
The plume from the initial explosion had reached to 23 kilometers, well into the 
stratosphere. Most of the silica ash had fallen out of the stratosphere quickly, with 
researchers from Ames, Lewis Research Center in Cleveland, and the University 
of Wyoming’s balloon group all fi nding that the ash was no longer present after 
three months. Sulfate aerosols from the eruption, as expected, remained in the 
stratosphere six months later, but St. Helens had turned out to be unusually low 
in sulfur emissions. Based on this, Brian Toon’s group at Ames had therefore pre-
dicted the eruption would not have any signifi cant climate impact. Another sur-
prise to the conferees was that chlorine species in the stratosphere had not in -
creased as they had anticipated. Throughout the several eruption events, chlorine 
remained at essentially normal background levels. Many types of rock contained 
chlorine, and they had assumed that some of this would be transported into the 
stratosphere by the ejecta plume. That had not happened. Instead, the missing 
chlorine became a bit of a mystery. 

If St. Helens’s eruption had not been expected to have a measurable impact 
on the Earth’s climate because it had not propelled large enough amounts of 
sulfates into the stratosphere, the late March 1982 eruption of El Chichón in 
Mexico was another question entirely. It was not a particularly large eruption, but 
whereas St. Helens had been unusually low in sulfur, El Chichón proved unusu-
ally high.36 Located in the province of Chiapas, this explosion produced the larg-
est aerosol cloud of at least the previous seventy years. The cloud impacted the 
operation of satellite instruments that had not been designed to study aerosols—it 
played havoc with the Advanced Very High Resolution Radiometer (AVHRR) 
instrument on the operational weather satellites, for example, invalidating much 
of its surface temperature data, while suggesting that AVHRR might be able to 
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provide information on global aerosol density once appropriate algorithms were 
developed—but the eruption offered the opportunity to study the climate effects 
of these aerosols in a way that St. Helens had not. 

Writing for Geofi sica Internacional, Pat McCormick explained that the erup-
tion’s potential value for testing models of stratospheric transport, aerosol chem-
istry and radiative effects, and remote sensors had caused NASA to organize a 
series of airborne lidar campaigns to examine the movement of the volcano’s 
aerosols from 56S to 90N latitudes, and supporting ground and airborne measure-
ments. (The SAGE satellite had failed late in 1981 due to contamination of its 
batteries and was not available to help follow the movements of the aerosols.) The 
fi rst airborne mission, in July 1982, fl own from Wallops Island to the Caribbean, 
was exploratory, with the researchers trying to determine whether the edge of the 
aerosols cloud was detectable. For a later effort in October and November, they 
orchestrated a series of ground and other in situ measurements timed to coincide 
with their aircraft’s fl ight path to provide data for comparison purposes. These 
fl ights extended from the central United States to southern Chile, to assess the 
spread of the aerosols into the Northern Hemisphere mid-latitudes. Two more 
series of fl ights in 1983 examined the aerosol dispersion into northern high lati-
tudes, into the Pacifi c region, and a fi nal series of fl ights into the Arctic in 1984
reached the North Pole.37

Even without SAGE, however, satellites proved able to provide unexpected 
information about the volcanic plume. Refl ecting the very high density of the 
cloud, the geosynchronous imaging satellites had been able to track it throughout 
its fi rst trip around the world. During this fi rst circumnavigation, it spread to cover 
a 25 degree latitude belt. After it could no longer be followed on the visible-light 
imagery, other satellites could still detect it. The Solar Mesosphere Explorer, 
which had a stratospheric infrared water vapor sensor, was able to follow the mass 
via its infrared signature. It showed that most of the aerosol mass remained south 
of 30N for more than six months, the result of an unexpected stratospheric block-
ing pattern. Similarly, the TOMS instrument on Nimbus 7, which utilized ultra-
violet backscatter for detection, proved able to trace the sulfur dioxide from the 
eruption.

And unlike the St. Helens eruption, the El Chichón eruption was followed by 
substantial ozone losses extending into the mid-latitudes. It was not clear what the 
cause of this was. Using an infrared spectrometer, two researchers at NCAR had 
measured greatly increased levels of hydrogen chloride in the leading edge of the 
cloud as it passed over North America six months later. This was one of the reser-
voir species resulting from the complex ozone depletion reaction, and its pres-
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ence was evidence that chlorine was responsible for the missing ozone.38 It was 
not clear how it had gotten there, however. While they assumed that it was derived 
from chlorine species released from the volcano, that was not necessarily the case. 
No one had actually measured this chlorine species close to the source, and, of 
course, the previous investigation of Mount St. Helens had shown that chlorine 
levels had not been signifi cantly affected. In the El Chichón case, the chemistry 
mystery was further deepened by a clear correlation between maximum aerosol 
density and maximum ozone loss in time and space. This suggested that aerosols 
were somehow involved, but in ways that were not at all obvious or easy to parse 
out. The data from El Chichón itself could not resolve the mystery.

Finally, the predicted climate impact of the eruption was not apparent. In his 
review of El Chichón’s impact on scientifi c knowledge, David Hofmann noted 
that whatever climate impact El Chichón might have had was masked by an un -
usually strong El Niño the following year. El Niño, a phenomenon that causes 
dramatic, short-term meteorological changes, begins with formation of a large, 
unusually warm body of water in the Pacifi c. Eventually, that warm pool forces a 
temporary reversal of the Pacifi c equatorial current, bringing the warm water to 
the west coast of North and South America. There it produces torrential rains, 
which effectively transfer the excess heat of the upper ocean into the troposphere. 
Hence, a strong El Niño translates into general tropospheric warming over a period 
of about six months. By removing El Niño’s effect mathematically, James K. 
Angell of NOAA had argued that the El Chichón cooling had occurred. In effect, 
it had slightly weakened the El Niño that had been forming. The cooling effect 
he found had been slightly weaker than predicted by the climate models, but was 
the same order of magnitude, providing a measure of confi rmation.39 This result 
met with some skepticism, however. While mathematical adjustments to data were 
normal practice in science, they could lead one astray. The only way to prove 
Angell’s point defi nitively would have been to do the eruption over again while 
preventing an El Niño from forming, thus eliminating one variable from conten-
tion. That, of course, was not possible. Confi rmation would have to wait for 
another volcanic explosion to occur.40

holes in the ozone layer

In May 1985, as the fi rst international assessment of the state of ozone science was 
being prepared under the World Meteorological Organization’s (WMO) aus-
pices, researchers at the British Antarctic Survey revealed that there were huge 
seasonal losses of ozone occurring over one of the Dobson instruments located in 
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the Antarctic.41 The 30 percent losses they were seeing were far more than ex -
pected under existing theory; at this point in time, the consensus was that there 
had been about 6 percent depletion globally. Nor had the TOMS/SBUV science 
team reported the existence of deeply depleted regions. If the Dobson instru-
ments were to be believed, both theory and satellites were in error somehow.

The Antarctic Survey’s paper came out when many of the leading stratospheric 
scientists were meeting in Les Diablerets, Switzerland, to review the draft of the 
next major international ozone assessment, which was due that year. This docu-
ment updated the status of the laboratory-based efforts to refi ne the rate constants 
of the reactions involved in the nitrogen and chlorine catalytic cycles involved in 
ozone chemistry and their incorporation into chemical models as well as examin-
ing the recent history of stratospheric measurements. The Balloon Intercompari-
son Campaigns (BIC) that Bob Watson’s offi ce had funded in the early 1980s and 
the fact that the most recent several years of laboratory measurements had not 
produced major changes to reaction constants had resulted in a belief that the 
gas-phase chemistry of ozone was fi nally understood. In reviewing and summariz-
ing all this, however, the 1985 assessment, which was also the fi rst multinational 
assessment sponsored by WMO, had grown to three volumes, totaling just over a 
thousand pages. 

The Antarctic Survey’s announcement thus came as a bit of a shock. Some of 
the conferees at Les Diablerets were already aware of the paper, as Nature’s editor 
had circulated the paper to referees during December 1984.42 The paper’s authors 
had raised the question of a link to chlorine and nitrogen oxides, in keeping with 
the prior hypotheses regarding depletion mechanisms, but did not provide a con-
vincing chemical mechanism. The gas-phase chemistry of ozone did not appear 
to enable such large ozone losses. The paper was too late to incorporate into the 
1985 assessment, however, and the conference did not formally examine it. It was 
much discussed, however, in the informal hallway and dinner conversations that 
accompany conferences. Adrian Tuck, then of the U.K. Meteorological Offi ce, 
recalls that many of the attendees were inclined to ignore the paper, as it was 
based on only the measurements of one station.43 Several earlier attempts to fi nd 
an overall trend in the Dobson data had not succeeded, defeated by the combina-
tion of quite signifi cant natural variation in ozone levels and the inability to 
resolve differing calibrations. The network’s data had gained some disrepute in 
the community because of this. But Tuck had found Farman’s paper well enough 
done to be taken seriously. He knew Joseph Farman, the paper’s lead author, to 
be a very careful researcher. There was clearly something wrong with either the 
Dobson instrument or the stratosphere.
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Farman’s paper caused Goddard Space Flight Center’s Richard Stolarski to 
look again at the TOMS/SBUV data. Farman had written to Donald Heath, the 
TOMS/SBUV principal investigator, well before publishing his paper but had 
not gotten a response. But the TOMS/SBUV should have detected the depleted 
re  gion described in the paper if it were real and not an artifact of the Dobson 
instrument, and Stolarski found that it had. The TOMS/SBUV’s inversion soft-
ware contained quality-control code designed to fl ag ozone concentrations below 
180 Dobson units as “probably bad” data.44 Concentrations that low had never 
been seen in Dobson network data, and could not be generated by any existing 
model. It was impossible as far as anyone knew, and it was a reasonable quality-
control setting based on that knowledge. But the Antarctic ozone retrievals had 
come in well below the 180 unit setting. Their map of error fl ags for TOMS had 
showed the errors concentrated over the Antarctic in October. They had ignored 
it, however, assuming the instrument itself was faulty.

Stolarski had reexamined their data and found that the depleted region encom-
passed all of Antarctica—the “ozone hole” that rapidly became famous—by the 
end of June that year. In August, at a meeting in Austria, Heath showed images 
generated from the data for 1979–83 depicting a continent-sized region in which 
ozone levels dropped to 150 Dobson units.45 Plate 2 shows the phenomenon two 
years later. It was after these images began circulating that a great many atmo-
spheric scientists (and policymakers) began to take the ozone question seriously 
again. On one level, the images offered confi rmation that Farman’s data refl ected 
a real phenomenon and not an instrument artifact, and thus it merited scientifi c 
investigation. They also demonstrated that it was not a localized phenomenon. 
The Dobson measurements were point measurements, taken directly overhead of 
the station, while the TOMS/SBUV data covered the entire Earth.

The TOMS data images placed the depleted region into perspective, in a 
sense, showing the geographic magnitude of the phenomenon. On another level, 
like the older images of the Earth from space, these images were viscerally power-
ful. They evoked an emotional response, suggesting a creeping ugliness begin-
ning to consume the Southern Hemisphere. JPL’s Joe Waters, for one, saw it as a 
cancer on the planet.46 While almost no one lived within the boundaries of the 
depleted region, if it grew very much in spatial extent, it would reach populated 
landmasses. And since no one knew the mechanism that produced the hole, no 
one could be certain that it would not grow.

Susan Solomon at the NOAA Aeronomy Lab had also been struck by the Far-
man paper, but also recalled that a group in New Zealand had measured unusu-
ally low nitrogen dioxide levels.47 In the stratosphere, nitrogen dioxide molecules 
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react with chlorine molecules to form sink species, thereby removing the chlorine 
from an active role in destroying ozone. She speculated that the relative lack of 
nitrogen dioxide could mean increased chlorine levels through some unknown 
mechanism. She also drew on two other bits of recent work to forge a model of 
what that mechanism might be. In 1982, Pat McCormick had published a paper 
based on SAM II data showing the presence of what he called Polar Stratospheric 
Clouds (PSCs). While these had been known since the late nineteenth century, 
they had been thought to be rare—there had been few written accounts of them. 
But they were actually quite extensive, according to his data. 

The other bit of information she drew on was work done during 1983 and early 
1984 by Donald Wuebbles at Lawrence Livermore and Sherry Rowland. They had 
begun investigating the possibility that chemical reactions in the stratosphere 
might happen differently on the surface of aerosols than they did in a purely gas-
eous phase. At a meeting in mid-1984, they had shown data from laboratory exper-
iments that suggested that the presence of aerosols did serve to alter the chemical 
reaction pathways. Their model, which was very preliminary and based on a num-
ber of hunches, had suggested this heterogeneous chemistry could be responsible 
for depletion rates of up to 30 percent.48

The ozone hole extended back to 1979, and therefore could not be related to 
either El Chichón or volcanic activity more generally. There had been no signifi -
cant eruptions between 1963 and 1979, eliminating the possibility that volcanic 
aerosols were to blame. But McCormick’s PSCs were an obvious alternate sus-
pect. While the composition of the PSCs could not be determined from the SAM 
II data, the temperatures they seemed to be forming at were consistent with water 
ice and with nitric acid trihydride—also mostly water. The mechanism Solomon 
and her co-workers proposed depended upon the presence of water, which would 
react with chlorine monoxide to release chlorine. This could only happen if ni -
trogen oxide species concentrations were extremely low, however, because they 
would normally remove the chlorine monoxide into a reservoir species more 
quickly. To get the very low concentrations of nitrogen oxides, a reaction on the 
surface of PSC crystals involving chlorine nitrate was necessary. This reaction 
created nitric acid and chlorine monoxide; this would decompose under the Ant-
arctic sunrise to release chlorine.49

As the TOMS satellite images of the stratospheric ozone spread through the 
atmospheric research community during late 1985, the number of potential 
mechanisms expanded. A group led by Michael McElroy at Harvard University 
proposed a chemical mechanism that also included reactions involving PSC sur-
faces, but was focused on the release of bromine. Various meteorologists proposed 



a t m o s p h e r i c  c h e m i s t r y     175

several dynamical mechanisms, generally postulating ways that low-ozone tropo-
spheric air might have ascended into the stratosphere, causing the hole simply by 
displacing the normally ozone-rich stratospheric air. Finally, Linwood Callis at 
Langley Research Center proposed a solar mechanism. In his hypothesis, odd 
nitro gen produced by high-energy particles hitting the upper atmosphere might 
be descending into the stratosphere, where it would destroy ozone.50 The solar 
cycle had reached an unusually high maximum in 1979, coinciding with the for-
mation of the ozone hole. This mechanism had the happy consequence of elimi-
nating the hole naturally. As solar activity returned to normal in the late 1980s, the 
hole would disappear on its own.

There were, then, three general classes of mechanisms proposed to explain the 
ozone hole by mid-1986: anthropogenic chemical (i.e., variations on chlorofl uo-
rocarbon [CFC] depletion chemistry), natural chemical (odd nitrogen), and dy -
namical. These hypotheses were testable, in principle, by measurements. During 
the preceding years, NASA and NOAA had fostered instruments for stratospheric 
chemistry that could look for chemical species required by the chemical hy -
potheses and had also developed the capacity to examine stratospheric dynamics. 
The instruments aboard the UARS had been intended to measure the key species 
as well as stratospheric temperature and circulation, and had it been available 
would have made selection of the most appropriate hypothesis far simpler than 
the process that actually played out. But while fi nished, it could not get into space. 
Instead, NASA resorted to fi eld expeditions to resolve the controversy.

In February 1986, shortly before a workshop scheduled to discuss the prolifera-
tion of depletion hypotheses, the supporters of a chemical explanation for the 
ozone hole gained a signifi cant boost from JPL. Barney Farmer’s Atmospheric 
Trace Molecules Spectroscopy (ATMOS) instrument had fl own on Space Shuttle 
Challenger (STS-51B) during the fi rst two weeks of May 1985. Capable of measur-
ing all of the chlorine and nitrogen species involved in the photochemical deple-
tion hypothesis except the key active species chlorine monoxide, the instrument 
had permitted the science team to produce the fi rst complete inventory for them 
in the May stratosphere. This included several fi rst detections of some of the trace 
species, and included the entire active nitrogen family and all the chlorine source 
species, including the manmade CFC-11, CFC-12, HCFC-22, and the primary 
natural chlorine source methyl chloride. It also measured the primary sink spe-
cies, hydrogen chloride, and the data showed the expected diurnal variation in 
concentrations.51

The ATMOS measurements were also important in that they were the fi rst 
simultaneous measurement of all the trace species. Previous measurements of the 



176    a t m o s p h e r i c  s c i e n c e  a t  n a s a

various chemicals had been made at different times and places, by different inves-
tigators, using different techniques. This had made it very diffi cult to claim that 
differences between measurements were chemical in causation and not a product 
of experiment errors or natural variations. ATMOS effectively eliminated those 
sources of error. It provided confi rmation that some of the species predicted to 
exist in the stratosphere actually were there, that they existed in approximately the 
expected ratios, and that they varied in the course of a day the way theory said they 
should. While it could not see the poles from the Shuttle’s orbit, and it fl ew at the 
wrong time of year for the Antarctic phenomenon in any case, by demonstrating 
that all of the chemical species required by the CFC thesis existed in the strato-
sphere, it provided a substantial credibility boost.

At a meeting at the Aeronomy Lab in March 1986, the proponents of each of 
the ozone hole theories had their chance to explain it to their peers. While the 
meeting had not been called to plan a research program to demonstrate which, if 
any, of these hypotheses happened to be true, the collected scientists came up 
with one anyway. Adrian Tuck recalls that Arthur Schmeltekopf, one of the labo-
ratory’s senior researchers, pointed out that the instrumentation necessary to 
select between the hypotheses already existed in one form or another.52 For either 
of the chemical mechanisms to be correct, certain molecules had to be found in 
specifi c ratios relative to other molecules. Barney Farmer’s infrared spectrometer 
could measure most of the chlorine and nitrogen species in question. It could not 
fl y on any of the Shuttles, which were grounded due to the destruction of Chal-
lenger that January during a launch accident, and balloons large enough to carry 
it could not be launched from the American Antarctic station at McMurdo. But 
his balloon version, known only as the Mark IV interferometer, would work per-
fectly well as a ground-based instrument. David Hofmann’s ozonesonde and dust-
sonde balloons could provide measurements at various altitudes within the polar 
vortex, permitting evaluation of the dynamical hypothesis, and he was already a 
veteran at making these measurements in the Antarctic. Robert de Zafra at the 
State University of New York, Stony Brook, had developed a microwave spectrom-
eter that could remotely measure chlorine monoxide, the key species Farmer’s 
instrument could not sense. Finding high levels of chlorine monoxide in the 
Antarctic stratosphere was crucial to verifying the anthropogenic chemical hy -
potheses. This too was a ground instrument. Finally, the Aeronomy Laboratory’s 
Schmeltekopf had developed another remote sensing instrument to measure nitro-
gen dioxide and chlorine dioxide. This was a visible-light spectrometer that 
employed moonlight.

The meeting participants did not expect that a single, primarily ground-based 
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expedition would be conclusive. It would not, for example, provide the kinds of 
data necessary to disprove the dynamical thesis. Demonstrating that the upwell-
ing proposed by the dynamics supporters was not happening would require simul-
taneous measurements from a network of sites within the vortex, very similar to 
the meteorological reporting networks used for weather forecasting in the indus-
trialized nations. NASA’s Watson wanted to launch this fi rst expedition in August 
1986, much too short a time to arrange for additional ground stations. Further, 
expedition scientists at McMurdo would only be making their measurements 
from the edge of the polar vortex, not deep within it. This limited the utility of the 
results. Finally, the remote sensing instruments being used would not necessarily 
be seen as credible. Much of the larger scientifi c community still resisted remote 
sensing, preferring in situ measurements. At the very least, in situ measurements 
provided corroboration of potentially controversial results.

To better address these potential criticisms, Watson, Tuck, Schmeltekopf, 
and others also sketched out a plan for a second expedition using aircraft. This 
was based upon the payload designed for a joint experiment planned for early 
1987 that was designed to examine how tropospheric air was transported into the 
stratosphere. Known as STEP, for Stratosphere-Troposphere Exchange Project, 
this had been the idea of Edwin Danielsen at Ames Research Center. Danielsen 
had conceived of ways to use tracer molecules to investigate vertical air motion, 
in  cluding ozone and nitrogen oxides, and had assembled an instrument payload 
for the NASA ER-2 (a modifi ed U-2 spyplane). A key unknown in the transport 
process was how moist tropospheric air dried as it moved into the stratosphere, 
and this question was STEP’s principal target. Two new instruments, an in situ 
ozone sampler devised by Michael Proffi tt at the Aeronomy Lab, and an in situ 
NOy instrument built by David Fahey, also of the Aeronomy Lab, had been cho-
sen for this tracer study, supplemented by a water vapor instrument built by Ken 
Kelly at the Aeronomy Lab, aerosol instruments from NCAR and the University 
of Denver, and nitrous oxide instruments from Ames Research Center and 
NCAR.53 Finally, a new version of James Anderson’s chlorine monoxide instru-
ment rounded out the payload.

The fi rst ground-based expedition to fi gure out the ozone hole was carried 
out between August and October 1986. The NSF, which ran McMurdo Station, 
handled the logistics of moving the thirteen members and their equipment down 
to the Antarctic. Susan Solomon had volunteered to be the expedition leader after 
Art Schmeltekopf had not been able to go. The four experiment teams were all 
able to make measurements successfully, with Hofmann’s dustsondes showing 
that aerosols were descending, not ascending, tending to refute the dynamical 
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hypotheses, while the NOAA spectrometer showed high levels of chlorine dioxide 
and very low levels of nitrogen dioxide, in keeping with the anthropogenic chem-
istry hypothesis and in opposition to the solar cycle thesis. The SUNY Stony 
Brook instrument recorded high levels of chlorine monoxide, again as expected 
under the anthropogenic hypothesis. Only the JPL team could not reduce their 
instrument’s readings to chemical measurements in the fi eld. They needed access 
to computers back in California. But the information from the other instruments 
was suffi cient to convince the researchers that the anthropogenic hypothesis was 
probably correct. The data they had was clearly consistent with the chlorofl uoro-
carbon theory, and clearly inconsistent with the others.

Before the team left Antarctica, they participated in a prearranged press confer-
ence to explain their results, and here they raised what was probably an inevitable 
controversy. Solomon, who was too young to have been a participant in the ozone 
wars of the 1970s, made the mistake of giving an honest answer: that the evidence 
they had supported the chlorofl uorocarbon depletion hypothesis, and not the 
others. Widely quoted in the mainstream press, her statement outraged propo-
nents of the other hypotheses, and they were quite vocal in complaining about it 
to reporters. The most aggrieved parties were the meteorologists who had pro-
posed the dynamical theses. The evidence against the dynamical thesis, Hof-
mann’s aerosol measurements, had not been circulated in the community (it was 
still in Antarctica), so no one could check or absorb it. The team thus returned to 
what appeared to be a vicious little interdisciplinary confl ict, carried out via the 
mainstream press.54

Yet this confl ict in the popular press did not really have an impact on the re -
search effort, suggesting that it had far less reality than press accounts at the time 
suggested. British meteorologist Adrian Tuck, for example, who had been involved 
in the planning for the expedition, did not doubt that both dynamics and chem-
istry had roles in the hole’s formation. The relevant questions involved the details 
of the processes and relative contributions of them, considerations that were not 
well described in the press.

Hence, the media controversy did not much affect planning for the airborne 
experiment. The expedition’s goals had included closer attention to dynamical 
concerns in any case. It was obvious that even if dynamics were not solely respon-
sible for the depleted region, they certainly played a role in establishing the con-
ditions that formed and maintained it.55 The use of aircraft, particularly the fragile 
and diffi cult to fl y ER-2, required a greater meteorological infrastructure for the 
mission whose data would also be available to test the dynamical thesis. Watson 
had been able to convince the Ames Research Center’s leadership to provide the 
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ER-2 as well as the DC-8, equipped with many of the instruments deployed by 
GTE, as well as Barney Farmer’s Mark IV interferometer. Estelle Condon was 
assigned to be the project manager for the expedition. Watson had also chosen 
Adrian Tuck, who had joined the Aeronomy Lab in 1986, as the mission scientist. 
Tuck had gained considerable experience at carrying out airborne sampling mis-
sions in the U.K. Meteorological Offi ce, where he had been originally been hired 
to help fi gure out the Concorde’s impact on the stratosphere.56 Brian Toon from 
Ames was his second, due to his long-standing aerosol research interests.

The airborne mission was fl own from Punta Arenas, Chile, beginning in August 
1986. Condon had arranged for the conversion of one of the hangars at the local 
airfi eld into a laboratory and offi ce complex. Art Schmeltekopf had convinced 
Watson that the principal investigators should be made to convert their instru-
ment’s data into geophysical variables (i.e., into temperature, pressure, concentra-
tions of a particular molecule) within six hours after a fl ight, and post them for 
the other scientists to see. This was intended to solve a perennial problem. In 
many other NASA and NOAA fi eld campaigns, investigators had sent their gradu-
ate students and not come themselves, meaning data did not get reduced until 
long after the expedition was over. Sometimes, it disappeared entirely and no one 
ever saw results. This expedition was too important to permit that. Further, the 
expedition’s leaders needed to know what the results of one fl ight were before 
planning the next. In this effort, some of the instruments needed daylight, and 
some of the observations needed to be done at night. Hence sound planning 
demanded a quick data turnaround. One consequence was that the hangar at 
Punta Arenas had to be converted into fairly sophisticated laboratory complex, 
complete with computers to do the data reduction. Ames’s Steve Hipskind shipped 
four standard cargo containers’ worth of gear there, and rented an air force C-141
cargo aircraft to carry the scientists’ equipment down in August.57

The expedition’s leadership had also established a satellite ground station at 
Punta Arenas just as had been done for GARP Atlantic Tropical Experiment 
(GATE) in 1974. Up-to-date meteorological information was necessary to plan the 
aircraft missions. The ER-2 was very limited in the range of winds it could take off 
and land in, and both it and the DC-8 were at risk of fuel tank freezing if tempera-
tures at their cruise altitudes were too cold. Further, the scientists wanted the 
aircraft to fl y into specifi c phenomena, requiring an ability to predict where they 
would be when the aircraft reached the polar vortex. 

Tuck arranged to borrow a pair of meteorologists who had done forecasting for 
the Royal Navy during the Falklands Islands war from the U.K. Met Offi ce. He 
also chose to use forecast analyses from the Met Offi ce, and a meteorological 
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facsimile link was established to permit near-real-time transmission from Brack-
nell. Further, to ensure the fl ight plans carried the two aircraft into the ozone 
hole, and through and under PSCs, the expedition leaders and pilots wanted 
access to real-time TOMS and SAM II data, and to data from the second-gener-
ation SAGE instrument, launched in 1984. Because the TOMS, SAM, and SAGE 
instruments all required sunlight to operate and the mission leaders wanted the 
DC-8 to make nighttime fl ights, the Met Offi ce also borrowed an algorithm from 
the Centre Nationale des Recherches Météorologiques that computed total 
ozone maps from the High Resolution Infrared Spectrometer (HIRS) 2 instru-
ment on the NOAA operational weather satellites.58 Because HIRS sensed emis-
sion, and not absorption or backscatter, it was independent of the Sun.

About 150 scientists took up residence in Punta Arenas for the expedition that 
August. During the two-month expedition, the research aircraft fl ew twenty-fi ve 
missions, twelve for the ER-2 and thirteen for the DC-8, surprising many of the 
participants. The diffi cult weather conditions in the early spring Straits of Magel-
lan, the thirty-year plus ages of the two aircraft, and the great distance from spare 
parts had caused the expedition’s leaders to hope they would get half that many 
before the winter vortex broke up. Meteorologically, they were lucky, and the 
aircraft ground crews provided sterling service in keeping the aircraft ready. There 
were incidents that colored future expeditions, however. The predicted winds for 
the DC-8’s cruise altitude were off by half (too low) on two occasions, forcing 
emergency aborts due to insuffi cient fuel. And the temperature at the ER-2’s 
cruise altitude also tended to be overestimated, leading to the wing-tip fuel tanks 
freezing. The chief ER-2 pilot, Ron Williams, had expected that, however, and 
had calculated the rate it which it would thaw and become available for the return 
trip. These incidents served as reminders that this research was also dangerous 
business.

The principal technological challenge during the mission turned out to be 
Anderson’s chlorine monoxide instrument. His group at Harvard had had about 
six months to prepare it, and had assembled and fl ight-tested it for the fi rst time 
in June. In the expedition’s fi rst ER-2 fl ight, however, it had failed just as the air-
craft reached the polar vortex. But it worked again when the aircraft landed, lead-

(Opposite) The experiments carried during AAOE. AAOE Equipage: A. F. Tuck, et 
al., “The Planning and Execution of ER-2 and DC-8 Aircraft Flights over Antarc-
tica, August and September 1987,” Journal of Geophysical Research 94:D9 (30

August 1989), 11,183. Reproduced with the permission of the American Geophysical 
Union.
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ing the team to suspect that the intense cold was triggering the failure. One of his 
assistants wrote new software prior to the second fl ight that logged all of the instru-
ment’s activities in hope of determining the fault; this led them to a space-quali-
fi ed connector between the instrument and its control computer that was opening 
under the intense cold.59

Hence the third fl ight, 23 August, produced the fi rst useful data from the in -
strument. This fl ight showed chlorine monoxide approaching levels nearly 500
times normal concentrations within the polar vortex, while ozone, as measured 
by Proffi tt’s instrument, appeared to be about 15 percent below normal. As fl ights 
through September continued, the ozone losses deepened, and the two instru-
ments demonstrated a clear anti-correlation between chlorine monoxide and 
ozone. The most striking correlation occurred on 16 September. The ER-2’s fl ight 
path took it through a mixed area in which ozone and chlorine and ozone moved 
repeatedly in opposition as if locked together, leaving little doubt among the ex -
perimenters that chlorine was responsible for the ozone destruction. By the end 
of the third week of September, the ER-2 was encountering parts of the polar 
vortex in which nearly 75 percent of the ozone at its fl ight altitude had been 
destroyed.60 While correlation did not in and of itself prove causation, none of the 
other hypotheses could explain this piece of evidence.

There was quite a bit of additional data gathered during the expedition that 
was also relevant to theory selection. David Fahey’s experiment produced data 
that strongly suggested that the PSCs were composed of nitric acid ice. It had 
found highly elevated levels of nitric acid while fl ying through them; cloud edges 
were clearly visible in his data. JPL’s Mark IV spectrometer’s data showed vapor-
phase nitric acid increasing toward the end of September, as the stratosphere 
warmed, also suggesting that it existed in a condensed form prior to that. Its mea-
surements of the active nitrogen family also clearly showed that these trace species 
were substantially reduced, corroborating the in situ measurements. Measure-
ments made by Max Lowenstein from Ames Research Center, by Michael Coffey 
and William Mankin from NCAR, and by Barney Farmer’s Mark IV provided 
clear evidence that stratospheric air within the vortex was descending throughout 
the period, not ascending as required by the dynamics theories.61

The evidence gathered during the Airborne Antarctic Ozone Experiment 
(AAOE), then, was clearly consistent with one of the three hypotheses the inves-
tigators had carried into the Antarctic, and equally clearly inconsistent with the 
other two. This left the researchers with little choice but to accept the hypothesis 
that anthropogenic chlorine was the proximate cause of the ozone hole, with the 
major caveat that particular meteorological conditions also had to exist to enable 
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it. This did not necessarily mean that the hypothesis was true in an absolute sense. 
It remained possible that a fourth hypothesis might emerge to explain the observa-
tions even better. But in the absence of a better hypothesis, the expedition’s lead-
ers had little choice but to accept the anthropogenic thesis as the correct one. The 
participants in the AAOE thus drafted an end of mission statement that was 
released 30 September, two weeks after the end of negotiations over an interna-
tional protocol to ban CFCs. The statement concluded that the “weight of obser-
vational evidence strongly suggests that both chemical and meteorological mech-
anisms perturbed the ozone. Additionally, it is clear that meteorology sets up the 
special conditions required for the perturbed chemistry.”62

The anti-correlation between chlorine monoxide and ozone from 16 Sep-
tember 1987. This chart is often referred to as the mission’s “smoking gun” 
result. From: J. G. Anderson and W. H. Brune, “Ozone Destruction by 
Chlorine Radicals Within the Antarctic Vortex: The Spatial and Temporal 
Evolution of ClO-O3 Anticorrelation based on in Situ ER-2 Data,” Journal 
of Geophysical Research 94:D9 (30 August 1989), 11,475. (fi gure 14). Repro-
duced with the permission of the American Geophysical Union.
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A series of scientifi c meetings after the expedition served as forums to discuss 
its results and those of related efforts that had gone on during it. One other signifi -
cant result had to be considered, and its implications for the AAOE’s results 
thought through. Mario Molina and his wife, Luisa Tan, working at JPL, had car-
ried out a series of elegant experiments that demonstrated a third chlorine-based 
mechanism could be the primary cause of the ozone hole. This thesis proposed 
that if the PSCs were mostly nitric acid ice instead of water ice, they would scav-
enge hydrogen chloride and hold the molecules on their surfaces, where they 
became more available for reaction with another chlorine species (chlorine 
nitrate). This second reaction released a chlorine monoxide dimer while trapping 
nitrogen dioxide in the ice. Because nitrogen dioxide was necessary to convert 
active chlorine into inert reservoir species, its removal would permit very high 
concentrations of chlorine to occur. At virtually the same time, researchers in 
Britain isolated the diffi cult-to-measure dimer and quantifi ed the rates of its cata-
lytic cycle.63

At a meeting in Dahlem, Germany, that November, the dynamical and odd 
nitrogen hypotheses were again discarded in favor of a new synthesis centered on 
chlorine chemistry, with meteorology providing some necessary preconditions—
relative confi nement of the vortex and very cold temperatures. The participants 
also attempted to assess the relative contributions of the chemical mechanisms 
suggested by the laboratory efforts. The AAOE data had shown low levels of bro-
mine oxide, limiting the potential impact of the bromine catalytic cycle that 
McElroy had proposed. Solomon’s could not be evaluated. The telltale species 
for her mechanism was hydrogen dioxide, which the expedition had not mea-
sured. Finally, the Molinas’s mechanism was able to explain the observed results 
very closely, leaving it the dominant thesis at the end of the meeting.64

This meeting’s participants also sketched out where the uncertainties still lay 
in their understanding of the ozone hole. The PSCs were one locus of uncer-
tainty. While their composition seemed to be known, what particles served as 
the nuclei for their formation, what temperature they formed at and over what 
range they were stable at, and how large the PSC crystals could grow before they 
sedimented out of the stratosphere were all unknown. The details of the various 
catalytic cycles were unclear, of course, as the inability to test Solomon’s idea 
suggests. Further, none of the chemical models, even those including the hetero-
geneous chemistry, could replicate the observed depletion pattern. The depleted 
region extended downward in altitude more deeply than models predicted, and 
the overall ozone loss predicted by the models remained less than observed. This 
suggested that feedback processes were at work that the models did not capture. 
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Finally, it was not clear whether the Antarctic ozone hole was relevant to the mid-
latitudes where most humans lived. Models tended to treat the hole as if it were 
completely contained in a leak-proof vessel, but to many of the empirical scien-
tists, this was absurd. Most of the Earth’s stratospheric ozone was produced in the 
tropics (where the requisite solar radiation was strongest) and was transported to 
the poles. That also meant the Antarctic’s ozone-poor air would be transported 
out after the vortex breakup in October. The diffi culty, as it had been throughout 
the ozone confl ict, lay in proving quantitatively what was qualitatively obvious.

While the AAOE and National Ozone Expedition (NOZE) II expeditions had 
been in progress, diplomats had been in Montreal negotiating a treaty that would 
cut CFC production by 50 percent. It had been deliberately isolated from the 
expedition’s fi ndings to prevent biasing it with undigested data; scientifi c briefi ngs 
to the conferees had been provided by Daniel Albritton, director of the Aeronomy 
Laboratory, who did not go on the expedition.65 The resulting Montreal Protocol, 
of course, had no force until ratifi ed by national governments, and this was where 
the science results could have an impact.66 Further, the protocol contained a 
clause requiring the signatory nations to occasionally revisit and revise its terms 
in the light new scientifi c evidence—an escape clause, if the science of depletion 
fell apart. Instead, this became a point of confl ict as additional research suggested 
that high depletion rates might be possible in the northern mid-latitudes, produc-
ing pressure for rapid elimination of the chemicals.

In the absence of the Antarctic data, the scientifi c basis for the Montreal Pro-
tocol had been the 1985 WMO-NASA assessment. While this had been limited 
to the gas-phase only chemistry that had been the basis of the prior decade’s re -
search, it had clearly documented that CFCs and their breakdown products were 
rising rapidly in the stratosphere. By this time, the laboratory kinetics work orga-
nized by NASA had also resulted in stabilization of the rate constant measure-
ments. These no longer showed the large swings of the late 1970s, giving confi -
dence that the gas-phase chemistry for the nitrogen and chlorine catalytic cycles 
was reasonably well understood.67 Finally, the assessment had also established a 
clear scientifi c position that ozone depletion in the mid-latitudes should be hap-
pening. From a policy standpoint, however, where the assessment was weak was 
in its demonstration that the depletion expected by the chemists was actually
happening in the atmosphere.68 There were solid economic reasons to keep the 
CFCs fl owing, and powerful economic interests relied upon the lack of evidence 
for real-world depletion to insist that there was no basis for regulation of CFCs. 

But during the busy year of 1986, Donald Heath had circulated a paper prior 
to publication claiming to fi nd very substantial mid-latitude loss based upon the 



186    a t m o s p h e r i c  s c i e n c e  a t  n a s a

Nimbus 7 TOMS/SBUV instrument. Separately Neil Harris, one of Sherry Row-
land’s graduate students, had deployed a new method of analyzing the Dobson 
data. In previous analyses, the annual data from all of the stations had been 
lumped together, which had the effect of masking potential seasonal trends. 
Because the stations were not all of equivalent quality, it also tended to contami-
nate the dataset, making data from the good stations less reliable. Harris decided 
to reexamine each of the twenty-two stations northward of 30N individually, using 
monthly averages instead of annual averages. By comparing pre-1970 and post-1970
monthly averages, he found a clear wintertime downward trend.69 Their trend was 
half that indicated by Heath’s data, but they were at least pointing in the same 
direction.

Hence Albritton and Watson established a new group, called the Ozone Trends 
Panel, to resolve these confl icting bits of evidence to see if there really was a trend 
revealed in the data. The twenty-one panel members reanalyzed the data from 
each of the thirty-one Dobson stations with the longest records by cross-checking 
them against ozone readings from satellite overfl ights and using the re  sult as a 
diagnosis with which to correct the ground station data. This revised data revealed 
a clear trend of post-1970 ozone erosion that was strongest in winter, and that 
increased with latitude. They also performed their trend analysis with the unre-
vised data, which showed the same general trend, but less clearly.70 They were not 
able to confi rm the Solar Backscatter Ultraviolet (SBUV) fi ndings, but it remained 
possible that the instrument was correct. The group found clear evidence that 
ozone in the troposphere was increasing, which would partially mask stratospheric 
ozone loss from the Dobson instruments. This would result in an underestimate 
of ozone erosion from the Dobson network data. Tropospheric ozone would not 
be detectable to the SBUV, however. It might be the more accurate, in this case, 
but the assembled scientists did not have a basis on which to evaluate the SBUV’s 
own degradation.

The panel’s fi ndings were formally released 15 May 1988, one day after the 
American Senate voted to ratify the Montreal Protocol requiring a 50 percent 
reduction in CFC production. Its general conclusions were already well known, 
as Watson and Albritton had briefed policymakers and politicians on them, and 
inevitably, they had been leaked. Yet their formal press conference still drew 
great attention. At it, Watson, Sherry Rowland, and John Gille stated unequivo-
cally that human activity was causing rapid increases in CFCs, and halons in the 
stratosphere, and that these gases controlled ozone. They reported that the down-
ward trend found in the reanalysis was twice that predicted by the gas-phase 
 models. However, they also felt the need to specifi cally reject the TOMS/SBUV 
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data as an independent source of knowledge. The large downward trend in the 
TOMS/SBUV data was, in the panel’s opinion, primarily an artifact of instrument 
degradation.71

Watson also took the occasion to call for more stringent regulation than that 
contained in the protocol, and this caused some controversy. As it stood in 1988,
the protocol would reduce CFC production by half, and it would be capped at 
that level. But this was not enough to him. The inability of models to provide a 
credible prediction of ozone destruction meant that it was impossible to forecast 
a safe level of CFC production that was not zero. Watson believed a ban on the 
chemicals was necessary to restore the stratosphere to its original state. 

The research effort did not stop with ratifi cation of the Montreal Protocol by 
the Senate. There were considerable remaining uncertainties over the precise 
chemical mechanisms behind the unexpectedly high levels of chlorine in the 
Antarctic, and over the meteorological conditions that were necessary anteced-
ents to the hole phenomenon. Further, the protocol contained a clause requiring 
that its terms be reexamined regularly so that it could be adjusted in the light of 
new scientifi c evidence. Since the protocol had been negotiated on the basis of 
the gas-phase chemistry of 1985, it might well need to be altered to refl ect the 
heterogeneous chemistry of 1987. When added to the revised Dobson data show-
ing clear indications of greater ozone loss in the wintertime Arctic than expected, 
these left NASA’s Watson in need of more data. Conditions on the periphery of 
the Antarctic hole were similar to those in the core of the Arctic polar vortex in 
terms of temperature, for example, raising the possibility that as chlorine contin-
ued to increase an Arctic version of the hole might form. Far more people (includ-
ing all the people paying for this research) lived in the Northern Hemisphere than 
did in the Southern Hemisphere, and both the human and political implications 
were obvious. 

Two indications that the chemistry of the Antarctic phenomenon might also 
exist in the Arctic had already been found. On 13 February 1988, the Ames ER-2
had carried its Antarctic payload on a fl ight from its home at Moffet Field north 
to Great Slave Lake, Canada. This was still south of the Arctic polar vortex, but 
the data from the fl ight clearly showed highly elevated levels of chlorine monox-
ide appearing suddenly north of 54N.72 The second indication that Arctic chem-
istry might also be perturbed came from Aeronomy Lab scientists, who had car-
ried the spectrometer used during the NOZE and NOZE II expeditions to Thule, 
Greenland, the last week of January 1988. This was inside the Arctic vortex during 
the time they were present. They had found elevated levels of chlorine dioxide 
and very depressed levels of nitrogen dioxide, suggesting that the wintertime 
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chemical preconditioning that happened in the Antarctic was also happening in 
the Arctic. This did not mean that a similar ozone hole would form, however. As 
Susan Solomon pointed out in the resulting paper, the Arctic stratosphere was 
much warmer, and in the years since records started in 1956, average monthly 
temperatures in the Arctic stratosphere had never fallen to the minus 80 degrees 
C that seemed to be the point at which PSCs formed.73 While PSCs did form 
during shorter periods of extreme cold in the Arctic, the lack of prolonged periods 
of extreme cold suggested that depletion would not reach the extreme levels 
found in the Antarctic.

These fi ndings caused Watson to seek the opinions of Adrian Tuck, Art 
Schmeltekopf, Jim Anderson, and some of the other mission scientists on whether 
to try to do an Arctic expedition modeled on AAOE in the winter of that year or 
whether to wait until the winter of 1989. The principal investigators associated with 
the instruments had been involved in either expeditions or post-expedition confer-
ences of one sort or another since STEP in January 1987, and it was asking a lot 
to send them back into the fi eld in the winter of 1988. They decided—or, rather, 
Watson, Tuck, and Anderson convinced the rest—to mount the Arctic expedition 
sooner rather than later, in January 1989. This mission became the Airborne Arc-
tic Stratospheric Expedition (AASE), fl own out of Stavanger, Norway.74

The AASE made thirty-one fl ights into the northern polar vortex in January 
and February 1989. This particular winter proved to be unusually warm and windy 
at the surface, correlating to an unusually cold, stable stratosphere. The expedi-
tion’s scientists were therefore able to collect a great deal of information about the 
expedition’s primary targets, the PSCs. The resulting special issue of Geophysical
Research Letters contained twenty-three papers on PSCs. The observations con-
fi rmed that both nitric acid and water ice clouds formed, with the nitric acid 
clouds dominating as expected from thermodynamic considerations, and several 
instruments provided characterizations of the nuclei around which the ice crys-
tals formed. The expedition did not settle all of the questions surrounding PSCs, 
unsurprisingly; it was still not clear, for example, how they facilitated the process 
of denitrifi cation. Richard Turco, in his summary of the expedition results, re -
marked that a “consistent and comprehensive theory of denitrifi cation remains 
elusive.”75

As expected, the expedition found that the chemistry of the Arctic polar vortex 
was highly disturbed. The low levels of nitrogen species and high levels of chlo-
rine species mirrored those in the Antarctic, and the fi nal ER-2 fl ight in February 
actually found higher chlorine monoxide levels than had been measured in the 
Antarctic. This confi rmed to the science teams that the same chemical pre-pro-
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cessing that happened in the Antarctic had happened in the Arctic. Based on 
measurements by Ed Browell’s lidar instrument on the DC-8, this resulted in 
ozone destruction just above the ER-2’s cruise altitude. This fi nding was corrobo-
rated by Mike Proffi tt’s ozone instrument and the Ames Research Center nitrous 
oxide tracer measurements. It did not result in a hole like that in the Arctic, how-
ever, because extensive downwelling was simultaneously bringing ozone-rich air 
in from higher altitudes, and because the polar vortex broke down before the Sun 
was fully up.76

Hence the message that the expedition’s scientists took out of the AASE was 
that all of the chemical conditions necessary to reproduce the Antarctic ozone 
hole existed in the Arctic, but that unusual meteorological conditions would have 
to occur in order for one to actually happen. Very cold temperatures would have 
to prevail into March, and the atmospheric waves that normally roiled the Arctic 
stratosphere would have to be quiescent. Such conditions were not impossible. 

The combined results of the Ozone Trends Panel and the four fi eld expedi-
tions caused the Montreal Protocol to be renegotiated. In his history of the proto-
col, Edward Parson explains that the results fi nally produced industry acceptance 
that actual harm had been done by CFCs. CFCs would therefore be regulated 
based on what had already happened, not on what might happen in the future. 
And because the chemicals had lifetimes measured in decades, there was no 
longer any doubt that damage would continue to happen. And further, of course, 
there was still no way to determine what level of chlorine emissions might be 
harmless. It continued to be the case that the models did not refl ect reality—
reality was worse. Hence in a series of meetings culminating in London in June 
1990, the protocol was revised to include a complete ban on the manufacture of 
CFCs, as well as other anthropogenic chemicals that introduced chlorine into the 
stratosphere. CFC production was scheduled to cease in 2000; the other chemi-
cals had deadlines ranging from 2005 to 2040.77

the global view, finally: corroboration

On 15 September 1991, the crew of Space Shuttle Discovery fi nally deployed the 
long-awaited UARS. As it had with the SAGE satellite in 1979, NASA arranged a 
fi eld mission to provide data against which to compare its results. This was 
planned as a second deployment by the ER-2 and DC-8 to the Arctic during Janu-
ary and February 1992. As fortune would have it, however, the catastrophic erup-
tion of Mount Pinatubo in the Philippines in June 1991 provided another natural 
laboratory in which to study the thorny question of mid-latitude ozone loss. The 
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eruption was followed by substantial mid-latitude ozone depletion, and several 
lines of evidence, from the second Arctic expedition, from UARS, from a 1992
fl ight of the ATMOS instrument on Shuttle Atlantis, and from balloon-based 
measurements, all pointed to sulfate aerosols as additional actors in ozone chem-
istry. But the eruption of Pinatubo also launched a fi nal outbreak of the ozone 
wars, leading political critics of the anthropogenic chlorine hypothesis to return 
to long-discredited claims that volcanic chlorine was primarily responsible for 
stratospheric depletion.

During 1991, more disturbing evidence of Northern Hemisphere depletion 
came from Goddard Space Flight Center. In 1989, the TOMS science team had 
found a way to correct the TOMS/SBUV data for instrument degradation by 
exploiting differences in the way the individual channels degraded. This per-
mitted them to produce a calibration that was independent of the Dobson net-
work, and they had then spent two years revising the data archive in accordance 
with the new calibration. This revised data brought the TOMS globally averaged 
depletion measurement to within the instrument error of the Dobson stations. 
The data showed a clear poleward gradient to the ozone loss, with no signifi cant 
reduction in the tropics but loss in the mid-latitudes, increasing toward the poles. 
It also displayed the expected seasonality, with considerably greater loss in winter 
than in summer.78

The vertical distribution of the mid-latitude loss, however, was confusing to the 
research community. The gas-phase depletion chemical models indicated that 
most of the ozone loss should be in the upper stratosphere, but it clearly was not. 
Instead, the ozone loss was concentrated in the 17 to 24 kilometers region, the 
lower stratosphere, and the same altitude that the polar ozone destruction hap-
pened. This suggested that the primary mechanism for ozone destruction in the 
mid-latitudes was heterogeneous chemistry, which required the presence of par-
ticulates. But certainly the PSCs could not be at fault in the mid-latitudes, where 
the stratosphere was much too warm to permit their formation. Some of the mid-
latitude loss could be attributed to movement of ozone-poor air from the collaps-
ing polar vortex into the mid-latitudes, but this did not seem a complete explana-
tion for the phenomenon. So some researchers turned back to the sulfate aerosols 
that were prevalent throughout the stratosphere at this altitude.79

The second Arctic expedition, AASE II, was designed somewhat differently 
from the preceding two airborne missions. It was designed to examine the evolu-
tion of the stratosphere from fall until the end of winter, and at a latitude range 
covering the tropics to the Arctic. The mission’s research goals were primarily 
directed at understanding the mid-latitude depletion phenomenon and whether 
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the severely perturbed Arctic chemistry had anything to do with it. The ER-2 was 
fl own fi rst out of Ames Research Center in October 1991 for six missions, and then 
shifted to Bangor, Maine, at the beginning of October for the Arctic fl ights. These 
continued through the end of March, in order to examine the breakdown of the 
vortex and the distribution of its air to lower latitudes. While Bangor was too far 

Wireframe of the Upper Atmosphere Research Satellite. Because this satellite was 
deployed by the Space Shuttle, it could not reach a polar orbit. Its instruments leave 
a data gap at the highest latitudes. Courtesy NASA.
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from the vortex edge to permit deep penetration, this site had been chosen for its 
lower risk.80 The wind and icing conditions at Stavanger had been more danger-
ous than warranted by a repeat mission, particularly since the major goals of this 
mission did not require reaching far inside the polar vortex.

The AASE II expedition provided a great deal of new information about the 
conditions necessary to produce large-scale ozone destruction in the Arctic. It 
confi rmed the suspicion from the fi rst Arctic expedition that extensive down-
welling of higher altitude air continually introduced fresh ozone, limiting the 
total column destruction. It also demonstrated that the Arctic stratosphere fos-
tered more rapid destruction of chlorine monoxide than did the Antarctic, limit-
ing the chemical’s southward movement as the vortex broke up. This was a prod-
uct of nitric acid photolysis once the Sun had risen far enough to light the 
stratosphere. Because the photolysis rate increased with temperature, the warmer 
Arctic stratosphere destroyed the chlorine monoxide more rapidly. This had the 
effect of further reducing the rate of ozone destruction. In their expedition sum-
mary, Jim Anderson and Brian Toon pointed out that large-scale ozone losses in 
the Arctic would require substantial removal of nitrates via extensive PSC forma-
tion, and that had not happened during the expedition. The Arctic stratosphere 
had been too warm that year.81

However, there had been enough PSC formation that the expedition was able 
to determine that they were not primarily ice after all. Using a lidar instrument 
aboard the DC-8, a team led by Edward Browell of Langley Research Center 
demonstrated that the PSCs were largely composed of droplets in a supercooled 
liquid state. Brian Toon had suggested in 1990 that this might be the case based 
on a thermodynamic study; other measurements made during the AASE had also 
suggested the possibility. The diffi culty in proving the case simply lay in the fact 
that both states existed. There were PSCs composed of ice and others composed 
of liquid, and many PSCs contained both. Disentangling the true state of the 
clouds was diffi cult due to the limited number of measurements available and the 
complexity of the cloud phenomenon. This sent the chemical kineticists back to 
the laboratory, to investigate how the chlorine and nitrate reactions differed 
between the liquid surface and the ice-phase surfaces they had been working with 
previously.82 It also made modeling the cloud phenomenon far more diffi cult, 
since the relative abundance of the different types of clouds, and the ratio of liq-
uid to solid particles in the clouds, now mattered, but there were not enough 
observations available to determine the ratios empirically.

The Mount Pinatubo eruption of 1991 further complicated the chemical pic-
ture. The Pinatubo eruption was the largest volcanic explosion of the century, and 
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its position in the tropics, where tropospheric air ascends into the stratosphere, 
had ensured that its ejecta cloud was rapidly transported throughout the strato-
sphere. Large increases in stratospheric sulfate aerosols were measured in the 
volcano’s wake, and widespread ozone depletion had followed. A tentative mech-
anism to explain sulfate-aerosol mediated ozone destruction had been proposed 
in 1988 based on laboratory studies. This postulated that hydrolysis of certain 
nitrogen species on sulfate aerosol droplets could alter the balance between the 
chlorine and nitrogen catalytic cycles, accelerating the release of active chlorine. 
This might occur outside the polar regions anywhere the stratosphere happened 
to cool enough, explaining some of the observed mid-latitude loss. By increasing 
the sulfate aerosol loading of the stratosphere (and therefore the total surface area 
available for the reaction), a volcanic eruption would accelerate the conversion 
of chlorine from inactive reservoir species to active species, thereby increasing 
ozone loss.83

While the Pinatubo eruption provided new observations that tended to con-
fi rm a role for sulfate aerosols in ozone loss, it also produced a reeruption of the 
ozone war. There was a line of argument in conservative circles that the anthro-
pogenic chlorine depletion hypothesis was being hyped by the scientifi c com-
munity in the interests of increased funding, and this was revived after the erup-
tion.84 The eruption, of course, had been followed by extensive ozone loss and 
thus could easily be blamed for it directly. One simply had to contend that the 
volcano, and not humans, was the original source of the chlorine.

Second, the mission scientists for the AASE II had made an unwise decision: 
they held a press conference midway through the expedition. On 3 February 1992,
James Anderson, Brian Toon, and Richard Stolarski had announced that the 
chemical conditions in the polar vortex were primed for an ozone hole, and one 
might extend as far south as Bangor if conditions within the polar vortex remained 
cold enough through March. This statement was taken up in the press, often 
without the important caveat if conditions remained cold enough, and broadcast 
throughout the nation. It was picked up by Senator Albert Gore, Jr. (D, Tenn.) 
the next day, who used it to attack then-President George H. W. Bush for resisting 
a resolution before Congress to accelerate the phase-out of CFC production by 
fi ve years. Senator Gore proclaimed that Bush would be responsible for an ozone 
hole forming over his home of Kennebunkport, Maine.85

At virtually the same time, but much more quietly, the fi rst chemical maps of 
the Arctic stratosphere produced by Joe Water’s Microwave Limb Sounder team 
at JPL made their way to Washington (reproduced in Plate 3). These put in a 
visual form the relationship between temperature, active chlorine species, and 
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ozone throughout the Arctic stratosphere. Combined with the announced inten-
tion of a major producer, Du Pont, to cease producing most CFCs by 1996 regard-
less of additional regulation, Bush rescinded his instructions to Senate Republi-
can leaders to block the resolution, and it passed without dissent 6 February.

The volcano and the press conference created what Science writer Gary Taubes 
labeled the “ozone backlash.” The Artic hole did not happen; instead, the Arctic 
stratosphere warmed within days of the press conference, eliminating any chance 
of a substantial hole forming. The nonappearance of Senator Gore’s Kennebunk-
port hole triggered a series of attacks by conservative writers. But these were not 
directed primarily at Gore for his exploitation of ozone depletion for political 
gain—of which he was certainly guilty. The attacks were directed at the expedi-
tion scientists and at the larger thesis of CFC-induced ozone depletion. The argu-
ments these writers made was that volcanoes, not CFCs, were the primary source 
of stratospheric chlorine, and included the false claim that no one had ever mea-
sured CFCs in the stratosphere.86

This line of attack, broadcast to millions of people on Rush Limbaugh’s radio 
show, was disturbing enough that Sherry Rowland felt compelled to make it the 
subject of his 1993 presidential address to the American Association for the Ad -
vancement of Science. Framing the controversy as a failure of the scientifi c com-
munity to properly educate the public, Rowland deconstructed the root of this 
claim. A 1980 paper in Science had argued for a volcanic origin for most chlorine 
in the stratosphere. This argument was based upon measurements of chlorine gas 
trapped in bubbles within the ash fall of an Alaskan volcano that had erupted in 
1976, not measurements of chlorine species in the stratosphere. Rowland then 
sketched the ways in which chlorine might be removed from the volcanic plume 
on its way to the stratosphere that the author had not considered, and he pointed 
to the 1982 measurements made by Mankin and Coffey of NCAR in the El Chi-
chón plume. They had documented an increase in hydrogen chloride of less than 
10 percent after this eruption, and that had not appeared until six months after the 
eruption. He then pointed to all the measurements of CFCs in the stratosphere 
that had been made since 1975 to discredit the claim that they had not been 
measured.87

In April 1993, Joe Waters’s Microwave Limb Sounder group at JPL published 
the results of their fi rst eighteen months of operations in Nature. Their data, dis-
played as colored maps of temperature, chlorine monoxide, and ozone, clearly 
showed the expected anti-correlation of ozone and chlorine monoxide in a way 
that made clear the spatial extent of the stratosphere’s altered chemistry. The 
simultaneity of the instrument’s data also provided important corroboration of the 
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temperature dependence of the PSC-accelerated reactions and followed the com-
plete cycle of evolution and collapse of the vortex.88 Eventually, they began to 
make movies from the data showing the complete lifecycle of the phenomenon. 

The following year, the ATMOS science team published an inventory of car-
bonyl fl uoride based on the measurements taken on the 1985 Spacelab 3 fl ight 
and the late March 1992 Atlas 1 fl ight. Carbonyl fl uoride had no natural source in 
the stratosphere, and was produced solely by breakdown of CFCs. It could there-
fore be used to trace the buildup of anthropogenic gases in the stratosphere. The 
team found that between 1985 and 1992, the amount of carbonyl fl uoride increased 
by 67 percent, in keeping with estimates of the amount of CFCs released.89 Simi-
larly, the ATMOS team argued in a separate paper that their measured 37 percent 
increase in hydrogen chloride and 62 percent increase in hydrogen fl uoride be -
tween 1985 and 1992 were in agreement with other ground measurements and 
with the estimates of CFC release. Further, after pointing out that there had 
been no measured increase in the stratospheric burden of hydrogen chloride 
immediately after the Pinatubo eruption, they argued that the sizeable increase 
in hydrogen fl uoride during this seven-year period gave the game away in any 
case.90 The primary origin of these gases was human. The HALOE instrument 
on the UARS, which also measured fl uorine species worldwide, fi nally, corrobo-
rated their results.

In 1995, Paul Crutzen, Mario Molina, and Sherry Rowland received the Nobel 
Prize in chemistry for their 1970s work in ozone chemistry. While the gas-phase 
chemistry that had been the center of their effort during those years had not 
turned out to be the primary mechanism for ozone destruction, they, Hal John-
ston, Richard Stolarski, and Ralph Cicerone had set in motion a complex series of 
research efforts that led eventually to the correct mechanism. These efforts were 
comprehensive in time, space, and methodologies, encompassing laboratory 
kinetic studies, numerical models, balloon and aircraft measurements employing 
direct sampling and remote sensing, and space-borne observations. The twin 
spines of this effort were NASA’s UARP and the NOAA Aeronomy Laboratory; 
without their support, the diffi cult question of ozone depletion would not have 
been resolved as quickly. 

There were weaknesses, however. As the space agency, NASA could have been 
expected to make better use of the global view than it did, and if one merely 
counts up the dollars spent, space viewing was its emphasis. But the long delays 
in getting the UARS into orbit left the agency without the space hardware it had 
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intended to use to solve the ozone question during critical years. It deployed a 
fallback science program using aircraft to carry out its statutory responsibilities; 
when fi nally deployed, the expensive space assets wound up confi rming what the 
scientifi c community already believed. The vibrant aircraft research program 
NASA had maintained primarily as a means of testing and validating new space 
instrumentation wound up being its primary science program. Tying its science 
programs to the Shuttle program had clearly been a mistake. What the science 
program had needed was reliable space access, and the Shuttle had not delivered 
on that promise.

Yet the global view did produce important corroboration, for while the active 
research community seemed comfortable with the results of in situ measure-
ments, the larger scientifi c and policy communities did not fi nd them convincing. 
Satellites provided confi rmation that point measurements made inside the atmo-
sphere adequately refl ected the global atmosphere. Their principal weaknesses 
during the 1980s (besides the lack of reliable space access) had been in the reli-
ability of their calibration. While Pat McCormick’s occultation instruments had 
not had this problem, they also either did not measure the all-important ozone 
(SAM II and SAGE) or did not yet have a long enough record to make a convinc-
ing case (SAGE II). TOMS/SBUV, which fortunately operated for fi fteen years, 
took many years to get a reliable calibration technique. Hence despite the deter-
mined efforts of the UARP to get better satellite data in the 1970s, they did not 
really succeed until the early 1990s.

Modeling, too, proved to be a weakness, although one that was not limited to 
NASA. The theoretical models deployed to study the ozone question, if evaluated 
as means of prediction, were failures. No one generated a model of ozone chem-
istry that accurately predicted ozone depletion. During the 1970s, the real atmo-
sphere showed much less depletion than the models did, while during the 1980s
it showed much more depletion than did the models. The atmosphere proved 
much more complicated than the chemistry community had believed when they 
began this research effort, and contained far more phenomena (and variations of 
phenomena) than the collective intelligence of the research community could 
program into a model. Instead, the models were numerical thought experiments, 
serving as guides to the observational research that needed to be done and helping 
to clarify the relative importance of various chemical and dynamical processes.91

In the fi eld expeditions, they also helped guide decisions about where to send the 
aircraft to obtain desired measurements. They were essential to the ozone research 
program for these reasons. But like the weather forecast models developed during 
GARP, their ability to predict had limits.
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Beginning with the GTE’s early missions, NASA developed the ability to carry 
out large-scale, multi-instrument atmospheric studies that combined in situ and 
remote sensing measurements. New in the late 1970s, by the end of the 1980s they 
were well-established means of gaining new knowledge of the atmosphere. They 
were methodologically complex, requiring not only large-scale participation from 
scientists during the experiment but signifi cant post-expedition coordination as 
well. Program managers began to draw scientists into workshops to compare and 
study data, and in the most contentious areas, they began to organize formal as -
sessments of the state of relevant knowledge. These served multiple purposes. 
They served to accelerate the normal process of scientifi c argumentation that 
takes place in journals, providing forums where interpretations could be argued 
over before being committed to print. They also served to identify areas that were 
not well understood, helping direct future efforts. Finally, in addition to these 
scientifi c purposes, they increasingly served policy purposes. The assessments in 
particular were written to provide scientifi c bases for policy action; by the end of 
the decade, they began to include “Summary for Policymakers” sections, making 
this purpose clear.

The scientifi c community’s knowledge of the Earth’s atmosphere changed dra-
matically during the 1980s. In the 1970s, tropospheric ozone was believed to be 
largely derived from stratospheric injections into the troposphere, with an addi-
tional human industrial component to the ozone budget (smog); by the end of 
the 1980s, atmospheric chemists had demonstrated that photochemical produc-
tion of ozone in the troposphere had a signifi cant biogenic component as well. 
They had also shown that agricultural burning had global-scale chemical impacts 
on the atmosphere. Combined with the dramatic imagery of the ozone hole, they 
had conclusively demonstrated that humans had achieved the ability to funda-
mentally alter the chemistry of the atmosphere.



The Quest for 
a Climate Observing System

c h a p t e r  s e v e n

Human beings are now carrying out a large scale 
geophysical experiment of a kind that could not have 
happened in the past nor be reproduced in the future. 
Within a few centuries we are returning to the atmos-
phere and oceans the concentrated organic carbon stored 
in sedimentary rocks over hundreds of millions of years.

—Roger Revelle and Hans Suess, 1957

NASA’s atmospheric chemistry programs were only one manifestation of the 
agency’s effort to improve scientists’ understanding of the Earth’s atmosphere, 
al  beit a very important one. Another was its effort to establish a climate observing 
system. In 1977, after a National Academy of Sciences study chaired by oceanog-
rapher Roger Revelle argued that increasing greenhouse gas emissions would 
raise global temperatures several degrees by the middle of the twenty-fi rst century, 
the U.S. Congress had passed a National Climate Program Act directing NASA, 
the National Oceanic and Atmospheric Administration (NOAA), the National 
Science Foundation (NSF), the Department of Energy, and other agencies to 
formulate a program of research into climate.1 NASA’s part of this effort was the 
formulation of a space-based research infrastructure for studying global climate 
processes, drawing on its expertise in remote sensing and planetary studies. It 
commissioned its fi rst study of what a comprehensive climate observing system 
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should include in 1979; it launched the fi rst piece of hardware for its Earth 
Observing System (EOS) in 1999, twenty years later.

Interest in climate research was not new to the late 1970s, of course. What had 
changed was the subject’s immediacy. Scientists had tended to see Earth pro-
cesses as slow and relatively insensitive to change before the 1970s. The Earth 
system, in this view, was basically stable and could be perturbed only with great 
diffi culty. But a few pioneering scientists during the decade had argued that this 
view was false. Based on analysis of the Camp Century ice core drawn from the 
Greenland ice sheet, a team of Danish scientists concluded that Earth’s climate 
could change radically in the space of a century. In 1973, Nicholas Shakleton had 
concluded from a million-year sediment core record that there had been many 
glaciations in the Earth’s recent past, not the four previously held to have existed, 
and these were linked to small variations in the Earth’s orbit—the now-famous 
Milankovich cycles. These small variations in the orbit caused equally subtle 
changes in received solar energy, driving vastly larger changes in climate through 
feedback processes that were not well understood. The following year, drawing on 
a range of evidence, including ice core, tree ring, and pollen research, Reid A. 
Bryson of the University of Wisconsin had argued that only small changes in 
either solar output or in atmospheric transmittance of solar radiation would have 
large climatic effects. He had also argued that those effects would appear rela-
tively quickly, fi nding that the major changes leading to the end of the last glacial 
period had occurred within a century or two.2 If these interpretations of Earth’s 
climatic past were true, dramatic climate change could happen on a timescale 
that humans could witness—and that politicians might have to address. 

NASA itself funded some of the earliest studies of the potential severity of 
human-induced warming, at its Goddard Institute for Space Studies (GISS) in 
New York. These made GISS one of the leaders of the reinvigorated fi eld of cli-
mate science. The GISS studies, in company with others made at its parent, the 
Goddard Space Flight Center in Maryland, and still others at Ames Research 
center by James Pollack’s modeling group, all led NASA to propose a Mission to 
Planet Earth. By 1989, when NASA fi nally got approval to begin building it, this 
had become the most expensive science program in American history, expected 
to cost $17 billion through fi scal year 2000.

climate modeling at giss

James E. Hansen, a graduate student from the University of Iowa, had gone to 
work at GISS on various problems related to the Venusian atmosphere. Hansen 



200    a t m o s p h e r i c  s c i e n c e  a t  n a s a

had gotten interested in planetary atmospheres at Iowa, where James Van Allen 
had been an informal mentor, and had developed a mathematical model of aero-
sol scattering in Venus’s cloud cover. This got him involved with both the Pioneer 
Venus mission that was in slow progress during the mid-1970s, and with the devel-
opment of the GISS nine-level weather forecast model, for which he developed 
the solar radiative heating scheme. This task also, he refl ected many years later, 
allowed him to hire Andrew Lacis, also from Iowa State, who became the group’s 
principal radiative transfer specialist.3

At fi rst, like many modelers, Hansen and Lacis had developed a one-dimen-
sional radiative-convective model in order to provide important pieces of the 
physics coding while also being able to study the impact of various greenhouse 
gas concentrations on the model’s equilibrium climate. Working with W. C. Wang, 
they published their fi rst such study in 1976. But the one-dimensional model had 
prescribed feedbacks, which meant that they would not change as the model 
climate did. It wasn’t realistic enough. Hansen wanted to transform the GISS 
nine-level general circulation model that had been used for the Global Atmo-
spheric Research Program (GARP) Observing System Simulation Experiments 
into a three-dimensional climate model to overcome this limitation. He proposed 
a task to do this to NASA in 1975, but it was not initially funded. His philosophy 
had been to develop a coarse-resolution version of the model to permit long inte-
grations within the center’s computing capacity. Unlike a weather model, which 
need only run the equivalent of a few days, a climate model had to be run over 
years and preferably decades. But it was not clear that one could achieve stable 
integration of a general circulation model over decades of time at a coarse resolu-
tion. One of Hansen’s Venusian co-workers decided to try it anyway. It worked.4

The demonstration convinced NASA to support the effort, which started in 
earnest in 1977. Others joined the effort. When Milt Halem moved the weather 
modeling effort down to the Goddard Space Flight Center, Gary Russell, their 
mathematician and principal programmer, stayed at GISS. David Rind came 
over from the Lamont-Dougherty Geological Observatory, bringing over strato-
spheric dynamics expertise as well as strong interest in paleoclimate studies, pre-
fi guring one of GISS’s major contributions to climate modeling as a science: the 
comparison of model results to observations, something Jule Charney had also 
demanded of weather modelers. This had been the whole point of GARP.

More than fi ve years elapsed before Hansen’s team published their fi rst paper 
based on the three-dimensional model, which they eventually named the GISS 
Model II. Years later, they explained that there had been several reasons for the 
long gestation. First, Jastrow had wanted them to focus on the “farmer’s forecast,” 
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the thirty-day forecast, so they experimented on the infl uence of things like sea 
surface temperature on monthly forecasts. Second, they had faced resistance from 
reviewers who would not accept that a low-resolution model could be valid. Han-
sen had used the lowest spatial resolution that would still defi ne the large-scale 
features of the general circulation, so that the limited computing power that he 
had could be applied toward better model physics. There was little point in hav-
ing suffi cient spatial resolution for precise storm tracking when that was not the 
purpose of the model.5

Third, they carried out a great many experimental runs before publishing, 
which they ascribed later to their innate conservativeness. In 1979, well before 
their fi rst publication, Charney had been asked to head another National Acad-
emy of Science summer study of the possibility of global warming, and knowing 
about the GISS effort, he had asked for some of these results. Charney had begun 
the study using the only other extant three-dimensional model, Suki Manabe’s at 
the Geophysical Fluid Dynamics Laboratory (GFDL) at Princeton, and had 
wanted Hansen’s for comparison. The two models differed substantially in their 
sensitivity to changes in carbon dioxide levels, with the GISS model more sensi-
tive than Manabe’s. This had led to what Hansen considered the most useful 
scientifi c outcome of Charney’s effort: a detailed comparison of the two models’ 
component processes aimed at understanding the different outcomes.6 This anal-
ysis, too, had also taken time to carry out.

The differences between the models did not undermine Charney’s confi dence 
that carbon dioxide–induced warming was inevitable, however. The underlying 
theory was unimpeachable: one could not change the radiative characteristics of 
Earth’s atmosphere without a climate response. There was already a century’s 
worth of radiative transfer physics research backing this conclusion. And this is 
what his report ultimately announced, casting the potential warming in a range 
of temperatures based on the two models’ sensitivities. Charney subtracted a half 
degree from the lower result (Manabe’s), and added a half degree to the higher 
re  sult (Hansen’s), to get what has since become the canonical range: 1.5 to 4.5
degrees C. Writing his preface as chairman of the Atmospheric Sciences Com-
mittee, Vern Suomi stated that the group had found “no reason to doubt that 
climate changes will result and no reason to believe that these changes will be 
negligible.”7

The fi nal reason their fi rst three-dimensional model–based publication took so 
long was that they continued experimenting with one-dimensional models to bet-
ter defi ne some of the components of the global model, and in parallel they began 
to develop sets of observational data against which to compare the model outputs. 
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One of these led to the fi rst paper to get Hansen into political troubles, “Climate 
Impact of Increasing Atmospheric Carbon Dioxide” (1981).8 In this study, Hans-
en’s group had studied the model climate’s response to doubled carbon dioxide 
while changing a series of individual feedback processes. By doing this they hoped 
to characterize each feedback process’s relative importance to the model climate’s 
response. They included various humidity, cloud, sea ice, and vegetation feed-
backs in their testing. 

They had also examined the model climate’s sensitivity to its ocean. The 
Earth’s oceans, by storing heat away from the atmosphere, delayed surface warm-
ing by a rate that was diffi cult to determine. The ocean’s surface layer, generally 
called the mixed layer because it was affected by surface winds, would warm in a 
few decades. Because there was thought to be little exchange between the mixed 
layer and the deep ocean, however, the vast heat storage of the deeps would not 
necessarily further slow the rate of surface warming. Then again, there would be 
some mixing of the mixed layer and the deeps over the decades it would take the 
Earth to equilibrate to its new carbon dioxide–enriched climate, so Hansen tried 
to bracket the oceans’ impact on warming by running the model using a mixed-
layer only case and a case in which the mixed layer was coupled to a thermocline 
layer.

Finally, they had developed a set of global temperatures to compare against 
their model. They started in the 1880s, when there were suffi cient instrumented 
stations to defi ne global temperatures, although crudely; after 1900 they felt on 
fi rmer ground. One of their biggest revelations in this study was from this tem-
perature data, in fact. Their dataset showed that global temperatures were “nearly 
as high today as [they were] in 1940. The common misconception that the world 
is cooling is based on Northern Hemisphere experience to 1970.” In other words, 
while the Northern Hemisphere had been cooling, the Southern Hemisphere 
had been warming strongly, offsetting nearly all the Northern Hemisphere cool-
ing. This also meant that the world had warmed about 0.4 degrees C in the past 
century, which was “roughly consistent” with the model-calculated result. The 
temporal pattern of the model warming was not the same, however, until they in -
cluded additional forcings from the known major volcanic eruptions and solar 
variations.

Stating that “the global warming projected for the next century is of almost 
unprecedented magnitude,” they concluded their article with a statement regard-
ing the potential consequences of global warming, positive and negative.9 They 
proposed that due to polar amplifi cation of the warming, there was some danger 
of rapid disintegration of the West Antarctic ice sheet, which unlike the primary 
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Antarctic ice sheet was partly grounded below sea level. The 2 degrees C global 
warming that the model indicated was very likely would place the air temperature 
of this area above freezing, leading to rapid breakup. This ice sheet contained 5
to 6 meters’ worth of higher sea level, meaning that breakup in the twenty-fi rst 
century would inundate large portions of Florida, Louisiana, New Jersey, and 
other states as well. Rapid declines in Arctic sea ice, however, would fi nally open 
the “Northwest Passage” that mariners had sought for centuries, speeding ship-
based commerce.

Finally, they pointed out that all this would become clear relatively soon. Even 
with the lowest possible climate sensitivity, Hansen calculated that the carbon 
dioxide warming signal would emerge from the noise of natural variability by the 
end of the twentieth century. Indeed, these calculations showed that there was 
little difference between the high- and low-sensitivity cases in terms of the next 
two decades. One would only be able to judge the sensitivity of the Earth’s real cli-
mate from direct observations in the fi rst decades of the twenty-fi rst century. This 
realization caused Hansen’s team to look for evidence of the climate’s sensitivity 
to carbon dioxide–induced warming in the Earth’s record of its past climates.

First they had to endure political dislike of their results, however. The New
York Times science writer, Walter Sullivan, had gotten a copy of the study and was 
able to get his story onto the newspaper’s front page. Hansen had won a grant from 

Hansen’s description of the probable delay in near-term surface warming produced by 
ocean heat storage. Source: Hansen, 1981, fi g. 1. Reprinted from Science.
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the Department of Energy during the fi nal year of the Carter administration to 
study the carbon dioxide problem; these results caused the new Reagan adminis-
tration’s Energy Department offi cials to terminate it, costing GISS fi ve research-
ers. Further, at the meeting at which Hansen was informed of this, he was also 
warned not to share his work with collaborators at Pennsylvania State University, 
lest they also lose their funding.10 It had been unwise, perhaps, to speak of the 
potential human consequences of warming during the fi rst of America’s anti-
environmental administrations.

Despite the loss of Department of Energy funding, Hansen and his team con-
tinued to work on the three-dimensional model and study its results in the context 
of paleoclimate data under GISS’s NASA funding. In April 1983, they described 
the details of their three-dimensional Model II in an extensive Monthly Weather 
Review paper, and in 1984 they reported on their fi rst efforts to evaluate the Model 
II against Earth’s climatic past.11 Using the data from the Climate: Long range 
Investigation, Mapping, and Prediction (CLIMAP) study of climate at the peak 
of the most recent ice age, 18,000 years before present, they established the cli-

Hansen’s demonstration of the point at which he thought human-induced surface warm-
ing would become larger than natural variability. Note that this study included only the 
effect of carbon dioxide forcing, not those supplied by other greenhouse gases such as 
methane and chlorofl uorocarbons. From Hansen 1981, fi g. 7. Reprinted from Science.
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matic boundary conditions (trace gas concentrations, sunlight, etc.) needed to 
drive their model. These boundary conditions produced an ice age climate in the 
model to compare to the CLIMAP atlas of ice age temperatures. They then varied 
each of the model feedback processes to see how each affected the ice age Earth’s 
climate, a familiar form of parameter variation. 

This produced an interesting insight into the CLIMAP data that team mem-
bers David Rind and Dorothy Peteet published independently; CLIMAP, accord-
ing to the model, seemed to have tropical sea surface temperatures too high.12

These temperatures had been inferred from plankton embedded in sediment 
cores, leading to further investigations of the CLIMAP methodology and quite a 
bit of controversy over the magnitude of tropical response during warming and 
cooling phases. By the mid-1990s, the GISS model’s analysis had largely been 
accepted as the more accurate picture on the basis of ice cores drawn from tropi-
cal mountain glaciers and other forms of observations. In the 1980s, however, 
Rind and Peteet’s fi nding was not the most controversial outcome of the GISS 
model studies.

The most controversial outcome came from a different part of the analysis. 
Hansen and his colleagues used their temperature record of the industrial era to 
produce a climate sensitivity for Earth to compare to the model and to that sug-
gested by ice age temperatures. This analysis led them to conclude that all of the 
Earth’s feedbacks combined were positive, on all timescales. In other words, what-
ever errors might exist in Model II, the record of the recent past, and the record 
of the ice age past, all agreed that the increasing amounts of carbon dioxide in the 
atmosphere would cause Earth to warm signifi cantly. They put it this way: “We 
infer that, because of recent increases in atmospheric CO2 and trace gases, there 
is a large, rapidly growing gap between current climate and the equilibrium cli-
mate for current atmospheric composition. Based on the climate sensitivity we 
have estimated, the amount of greenhouse gases presently in the atmosphere will 
cause an eventual global mean warming of about 1 C, making the global tempera-
ture at least comparable to that of the Altithermal, the warmest period in the past 
100,000 years.”13

They also argued that the most recent National Academy of Sciences study of 
climate, Carbon Dioxide and Climate (1983), had signifi cantly underestimated 
the potential warming. This study, chaired by the director of the Scripps Institu-
tion of Oceanography, had not accounted for the response time of the ocean 
adequately in its analysis. The researchers had chosen a fi xed fi fteen-year response 
time for the ocean, which was much too short based on the GISS analysis of cli-
mate sensitivity. A fast ocean response meant that much of the carbon dioxide–
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induced warming would already be apparent in surface temperature records, and 
the study’s authors had therefore contended that not much more warming would 
result. The GISS analysis showed a slower ocean response, which meant that 
much of the induced warming was still in the pipeline, and would not become 
apparent in surface temperature records for another decade or two.14 Their analy-
sis suggested that there already was an additional 1 degree C global warming built 
into the climate system by preceding decades’ anthropogenic emissions that 
would slowly manifest in the surface temperature record over the next several 
decades.

This time lag between emissions and the resulting warming meant that waiting 
for global warming to be revealed in the surface temperature records before com-
mitting to policy actions also meant committing to even more warming. Here, 
then, was the point around which scientifi c controversy would rage for another 
decade, and political controversy for at least two more (the political controversy 
was still going on as I write this in 2008): is the Earth getting warmer? Hansen’s 
group already thought it was, based on their analyses. Yet this was a diffi cult ques-
tion to answer, as temperature is diffi cult to measure accurately, particularly over 
Earth’s vast oceans. Hansen’s peers would not agree with him until 1995. A great 
many things had changed by then.

nuclear winter, or, the cold war politics of climate

The aerosols research NASA had carried out during the early 1980s became highly 
controversial in 1983, after publication of a paper by Richard Turco of R&D Asso-
ciates; Brian Toon, Tom Ackerman, and Jim Pollack at Ames Research Center; 
and Carl Sagan at Cornell University. Based on research they had done on the 
Martian and Venusian atmospheres, and on the relationship between volcanism 
and climate on Earth, they proposed the nuclear winter thesis. This postulated 
that the smoke and soot from large-scale nuclear exchange would initiate a sud-
den, dramatic surface cooling by blocking incoming visible light from reaching 
the surface while permitting infrared energy to radiate from the surface into 
space—exactly what happened during the Martian dust storms. While no one 
much cared what happened on Mars, the same thesis applied to 1983 Earth was 
politically salient. Reagan administration offi cials were trying to convince the 
public that nuclear war was “winnable”; this group of scientists was arguing that 
even a “smallish” nuclear confl ict was probably suicidal.

The nuclear winter hypothesis had evolved directly out of research the Ames 
group had done regarding the then-new idea that a large asteroid impact had 
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caused the extinction of the Cretaceous dinosaurs 65 million years ago. In 1980,
physicist Luis Alvarez and his son Walter had proposed that a 10-kilometer-diam-
eter asteroid had collided with the Earth, throwing enough debris into the strato-
sphere to cause a sudden, catastrophic cooling and darkening of the Earth for a 
period of about three years.15 This would have effectively collapsed the Earth’s 
ecosystems, depriving the dinosaurs of their food supplies. No large animals of any 
type had survived this extinction—the largest surviving land animal appeared to 
be a mammal the size of a modern fi eld mouse.

The Alvarezes’ thesis was controversial, however. While they had some geo-
logic evidence to support it, their cataclysmic explanation violated an important 
ideological precept in geology: things do not happen quickly. Geologists worked 
in very long timescales, and the Earth was rarely considerate enough to record 
very short-term phenomena. Further, modern geology (i.e., since the mid-nine-
teenth century) had been built upon the rejection of catastrophism, which was 
tainted by its association with religious explanations of the Earth’s origin. Volcan-
ism was the only geologically acceptable catastrophic process—otherwise, repu-
table geologists studied gradual processes.16 The few impact craters on the Earth’s 
surface were curiosities, not then subject of serious study, and in any case none 
were large enough to be the remains of the Alvarezes’ killer. 

The asteroid impact thesis, however, was backed by enough evidence to de -
serve serious attention, and the Ames group had the ability to address the clima-
tological claims made in their paper. Toon and his colleagues challenged the 
hypothesis on the grounds that the silica ejecta would, as it did in volcanic explo-
sions, fall out of the stratosphere relatively quickly, meaning that it would not 
achieve a global distribution. The nuclear weapons testing program had shown 
that material injected into the stratosphere took about a year to become distrib-
uted globally, and the ejecta from this impact would fall out over about three 
months. What caused longer-term cooling from a large volcanic explosion was 
sulfate aerosols, and an asteroid impact would not inject these into the strato-
sphere. Hence the global cooling scenario the Alvarezes had proposed originally 
could not be right. As Alvarez recounts in his memoir, however, a group from Los 
Alamos demonstrated in 1981 that a very large impact could create a new transport 
mechanism that could spread the ejecta cloud worldwide in at most a few days, 
salvaging the thesis.17 As reformulated, the impact would generate a substantial 
cooling for a shorter period, less than a year, which had the effect of bringing it 
into better alignment with the geological evidence that existed. 

While the impact thesis remained controversial through the next decade, it 
sparked a great deal of thought about other, more obvious and more likely catas-
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trophes. In the late 1970s, leaders of the American anticommunist movement had 
set out to destroy the policy of détente with the Soviet Union, preferring to advo-
cate a more aggressive policy of rollback. They achieved political power in 1980
with the election of Ronald Reagan, who ran for the presidency on a platform of 
rearmament. After his election, Reagan initiated new nuclear and non-nuclear 
weapons development, including the development of mobile intercontinental 
ballistic missiles that would “hide” (in their initial form) in American communi-
ties. Because few in Congress really believed that the American nuclear deterrent 
was inferior to the Soviet Union’s despite the best efforts of conservative propagan-
dists, the administration’s offi cials constructed a new strategic policy to justify the 
new weapons. Deterrence of the Soviet Union was no longer suffi cient. Instead, 
the new policy was “nuclear warfi ghting.”18 Reagan offi cials sought to emphasize 
the usability of nuclear weapons in future wars, with some publicly commenting 
on the “winnability” of nuclear war and the “acceptability” of millions of dead 
(Americans).19

While the rhetorical aggressiveness of these Reagan offi cials was seen in con-
servative policy circles as merely a way of demonstrating American resolve to the 
Soviet leadership, it had the effect of sparking an almost instantaneous revolt 
inside the United States. A nuclear disarmament movement crystallized around 
the concept of a nuclear freeze in 1981. Both the United States and the Soviet 
Union were to agree to cease building and modifying nuclear weapons and deliv-
ery systems for them, which, because the weapon cores decayed over time, would 
lead relatively quickly to mutual disarmament. By the end of that year, there were 
twenty thousand freeze activists in forty-three states. The proposal was endorsed 
by major religious denominations as well as local and state governments, and by 
early 1982 was being openly debated in the U.S. Congress. The suddenness of the 
movement was stunning, and its scale directly threatened the administration’s 
foreign and military policies as well as its reelection hopes for 1984.20

The American government’s promotion of the acceptability of mass death 
caused a great deal of questioning in other governments, particularly those neu-
tral states that would not participate in the war but would still suffer. Paul Crutzen, 
then at the Max Planck Institute for Chemistry, was asked to prepare an article for 
the Royal Swedish Academy of Sciences journal Ambio on the consequences of 
global nuclear war to the stratospheric ozone layer. Nuclear war would, of course, 
inject large amounts of ozone-depleting nitrogen oxides into the stratosphere, and 
unlike the single test detonations of the 1950s would inject it from thousands of 
explosions throughout much of the Northern Hemisphere. In the process of pre-
paring the paper, however, Crutzen found that no one had ever considered the 
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impact of soot, smoke, and aerosols from the post-strike burning of cities, crop-
land, and forests on the hemisphere’s climate. In the context of the Alvarezes’ 
claims about dinosaur extinction, it was an entirely reasonable question to ask if 
the climate effects of nuclear weapons use would be so severe as to cause extinc-
tion of the human species. Working with John Birks at the University of Colorado, 
Crutzen prepared an estimate of the amount of smoke and soot that might be 
result from a nuclear exchange. This, in turn, caused the Ames group to experi-
ment with the nuclear war thesis using their model.21

Using publicly available information on the effects of nuclear weapons, com-
monly used simulations of various scenarios of nuclear exchanges, the Ames group 
investigated how nuclear exchanges of from 100 megatons to 5000 megatons 
might affect global temperatures (the Mount St. Helens eruption, for comparison, 
was equivalent to about 10 megatons). Their one-dimensional radiative-convective 
model suggested that even the smallest exchange they considered could lead to 
subfreezing surface temperatures during the summer months. Larger exchanges 
could lead to fatal radiation doses from fallout, large-scale ozone depletion, and 
reduction of average light levels to 1 to 2 percent of clear-sky for a period of 
months. Their analysis suggested that the majority of the changes would not come 
from debris in the stratosphere, however, but from the smoke and dust in the 
troposphere.22

What happened in their model was that the smoke and dust absorbed the 
incoming visible light and re-radiated it in the infrared, causing heating of the 
upper troposphere while preventing sunlight from reaching the ground. Deprived 
of energy, the ground would cool rapidly. This produced a temperature inver-
sion over much of the Northern Hemisphere, with the upper troposphere much 
warmer than the air near ground level. Rain forms when rising warm, moist air 
cools at higher altitudes; by reversing the temperature structure of the atmosphere, 
the smoke and soot would actually impair precipitation. In turn, this allowed the 
smoke and soot to remain airborne longer, prolonging the effect. While their one-
dimensional model could not simulate changes to global circulation, that there 
would be such changes was obvious to the Ames group. Atmospheric circulation 
is nothing more than an energy transport process, and such a large-scale change 
in the atmosphere’s thermal structure could not help but cause dramatic changes 
to the general circulation.23

The authors commented in their text that there were many uncertainties be -
yond the lack of horizontal circulation in their model. The model did not have 
an ocean, for example, whose high heat capacity would tend to mitigate the cool-
ing effect. Nor was it clear that data drawn from the Hiroshima and Nagasaki 
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bombings and the aboveground testing programs of the 1950s adequately repre-
sented the blast and fi re impacts of multiple detonations. How cities would burn 
after an explosion mattered, for example, and the two destroyed Japanese cities 
were not necessarily representative of how American and Soviet cities would 
burn. Forests and grasslands would burn with less intensity, and thus have still 
different impacts than urban confl agration, but it was again not clear to what ex -
tent nuclear weapons bursts would cause ex-urban fi res. They concluded that 
while there were many effects that they could not quantify, “the fi rst-order effects 
are so large, and the implications so serious, that we hope the scientifi c issues 
raised here will be vigorously and critically examined.”24

In June 1982, as the Ames group was still examining their results, Carl Sagan 
had been approached by executives of the Rockefeller Family Fund, the Henry P. 
Kendall Foundation, and the National Audubon Society about organizing a pub-
lic conference on the longer-term consequences of nuclear war. Sagan agreed to 
help assemble a steering committee to plan the conference. Paul Ehrlich of Stan-
ford University, a biologist and author of the famous Population Bomb, agreed to 
help, as did Walter Orr Roberts, the founding director of University Corporation 
for Atmospheric Research (UCAR), and George Woodwell of the Marine Biologi-
cal Laboratory at Woods Hole. The steering committee decided to base the con-
ference around the Ames group’s results.25 First, they arranged a closed workshop 
at which the TTAPS paper would be subjected to peer review. (The acronym 
TTAPS is based on the initials of the paper’s authors, beginning with Richard 
Turco and ending with Carl Sagan.) If the paper held up, it would become the 
basis for an assessment of its biological implications by a group of prominent 
biologists. The public conference would be scheduled if the TTAPS paper sur-
vived this fi rst effort. 

The workshop was held in Cambridge in April 1983, with about forty physical 
scientists attending to examine the TTAPS paper. This survived, at least according 
to Sagan, one of the co-authors, with only minor revisions, and then was exam-
ined by ten invited biologists. These scientists found the TTAPS paper compel-
ling enough to draft a paper of their own on the biological consequences of the 
nuclear winter scenario, and the public conference was scheduled for 31 October 
1983. Thirty-one scientifi c and environmental groups, including the Federation 
of American Scientists, the Union of Concerned Scientists, the Environmental 
Defense Fund, and the Sierra Club, as Sagan reports, funded the public confer-
ence.26 This “Conference on the Long-Term Worldwide Biological Consequences 
of Nuclear War” included additional discussion of the two papers and the use of 
a satellite link to Moscow so that Soviet scientists could participate remotely. 
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Two more modeling efforts were discussed at the conference. In one, done at 
the National Center for Atmospheric Research (NCAR) by Curt Covey, Stephen 
Schneider, and Starley Thompson, the soot and smoke effects on general circula-
tion of the atmosphere were examined through the use of a three-dimensional 
model. This group found that the major changes in general circulation that the 
TTAPS authors had assumed from their one-dimensional model did occur in 
their three-dimensional model. Three-dimensional fl ow also, again as the TTAPS 
authors had suspected, acted to mitigate the cooling effect of the smoke and 
soot. Their model found land surface temperatures dropping 20 degrees C in July, 
on average, and about half that in an April simulation—still quite dramatic 
enough to ensure massive crop failure. The Soviet effort had found similar results: 
large-scale changes to the general circulation and less, but still severe, surface 
cooling.27

At the conference, George Woodwell commented that what was most impres-
sive in the TTAPS paper was not the result, but how obvious it was. He wondered 
publicly how it could be that no one had thought of it before, drawing comment 
from Tom Malone that apparently the community had needed a Paul Crutzen to 
stimulate their thinking.28 From a qualitative standpoint, all of the processes made 
sense. Putting precise numbers on them was not necessarily possible without run-
ning the nuclear war scenario in the real world, which certainly no one among 
this group wished to see, but they were also not really necessary. The models, in 
this case, had served as digital thought experiments, forcing the assembled spe-
cialists to confront the ramifi cations of atmospheric processes they already under-
stood. Over the next several years, there would be bitter arguments over the num-
bers due to the political and policy ramifi cations of these model studies, but the 
qualitative result—that the human and environmental consequences of nuclear 
war would be catastrophic—did not change.29

The TTAPS and Ehrlich papers were published together in the 23 December 
1983 issue of Science, right behind an editorial penned by the magazine’s pub-
lisher, William D. Carey. Carey congratulated the scientists who had prepared 
these articles for helping to bring to life the “conscience of science.” In his eyes, 
their work represented a display of scientifi c responsibility. Scientists, had, after 
all created nuclear weapons in the fi rst place, and therefore they had responsibil-
ity to “look squarely at the consequences of violence in the application of scien-
tifi c knowledge.”30 Carey’s argument was hardly new in 1983; indeed, many of the 
atomic bomb’s own inventors had turned against their creation during the early 
1950s. This had created a deep schism within nuclear physics between defenders 
of nuclear weapons and their opponents that never healed.31 The late 1960s had 



212    a t m o s p h e r i c  s c i e n c e  a t  n a s a

seen similar demands from the American political left that scientists take respon-
sibility for the consequences of science. But the period of détente had made the 
canyon between these factions irrelevant, and it had seemed to vanish. Reagan’s 
revival of the Cold War had reopened this old wound, forcing the scientifi c com-
munity’s members to take sides again.

Science’s decision to openly praise what were, to a sizeable fraction of the sci-
entifi c community as well as the larger American body politic, antinuclear, lib-
eral/environmentalist tracts, was a defi ning moment. The journal was supposed 
to represent all of American science, not one ideological component of it, and its 
praise for the TTAPS and Ehrlich work, and indirectly the nuclear freeze effort 
itself, enraged conservatives. Paul Ehrlich had written one of the foundational 
works of the American environmental movement, and had served as president of 
Zero Population Growth and of the Conservation Society. This linked him indel-
ibly to the environmental left. Sagan had been active in antinuclear circles as 
well, and he aggressively promoted the nuclear winter thesis, publishing, for 
example, in Foreign Affairs and Parade—far outside the scientifi c realm.32 The 
conservative response, led by Robert Jastrow, who had retired from GISS to take 
a professorship at Dartmouth College, was to form the George C. Marshall Insti-
tute in Washington, a think tank aimed at supporting Reagan’s Strategic Defense 
Initiative (SDI), nuclear power, and nuclear weaponry.33

Studying climate, then, led NASA scientists on both coasts into politically 
dangerous territory. In New York, Hansen had run afoul of the Reagan adminis-
tration’s anti-environmental, anti-regulation beliefs and been punished, while in 
California the Ames researchers had collided with foreign policy—although 
NASA, to be very clear, did not retaliate against them as the Department of 
Energy had against Hansen. Yet regardless of the political ramifi cations, climate, 
whether human-induced or volcanic (or solar, for that matter), was a legitimate 
scientifi c subject. It was also an important policy subject for offi cials interested in 
serving the public good, and not merely the ephemeral politics-of-the-moment. 
There would be substantial ramifi cations of either a dramatic warming or cooling 
of the Earth regardless of causation. 

Hence, while these model and paleoclimate studies had been in progress, 
NASA offi cials had also turned to studies of an observing system to study extant 
climate processes. Vern Suomi, whose colleague Reid Bryson at the University of 
Wisconsin had been one of the fi rst to argue that climate could change in very 
short periods of time, and who had deemed carbon dioxide–induced warming 
inevitable in his introduction to Charney’s 1979 National Academy of Science 
study of the subject, helped orchestrate the fi rst such study.
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the climate observing system report

After passage of the National Climate Program Act of 1978, offi cials from NASA, 
NOAA, and the other science agencies of the federal government had struggled 
for several years to formulate an interagency climate research program. Unlike the 
stratospheric ozone problem, climate research would involve virtually every Earth 
science discipline, and therefore the entire science establishment of the federal 
government. This made coordination very diffi cult. Disciplines were typically 
self-governing, without the directed nature that the stratospheric ozone research 
had taken on, and changing that would take time (and would also face consider-
able resistance). But NASA’s role was relatively clear from the beginning. Its role 
would be the provision of global data, just as it had been in the old meteorology 
program. In fact, the meteorological satellite system formed the basis of the initial 
climate observing system concept.

In February 1980, meteorologist David Atlas, head of Goddard Space Flight 
Center’s Laboratory for Atmospheres, convened a workshop to discuss how a cli-
mate observing system might be structured. His panelists were Vern Suomi, 
Thomas Vonder Haar of Colorado State University, and P. K. Rao of NOAA. Dur-
ing the fi rst day of their two-day meeting, they heard briefi ngs from various other 
specialists on the measurements needs for a climate observing system. Francis 
Bretherton from NCAR, for example, discussed the need for a climate-related 
oceanic monitoring system, while Tom Wilheit from Goddard explained the need 
for global precipitation measurement to understand ocean-atmosphere energy 
exchange. On the second day, the panelists and workshop attendees divided into 
working groups to begin drafting the sections of their report.34

In his opening remarks to the workshop, Suomi had argued for an evolutionary 
observing system based upon the existing operational meteorological satellite pro-
gram, and this became the basis of the workshop’s fi nal report. Climate research 
required long-term data and repeated launching of the same sets of instruments, 
a quasi-operational mode of research that NASA was not interested in but which 
NOAA’s satellite service had been designed for. At this time, NASA and NOAA 
were still linked via the Operational Satellite Improvement Program, and Suomi 
believed that moving instruments from NASA research satellites to NOAA opera-
tional ones via this program was the best way to get to a climate observing system. 
It would limit the number of new satellite development projects, saving money, 
while still permitting all of the relevant scientifi c research to be done.

The climate observing system this group postulated would start with improve-
ments to the suite of operational meteorological satellite instruments, which 
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already measured a number of key climate variables but not with suffi cient accu-
racy or with reliable calibration capabilities. Table 7.1 suggests the complexity of 
the measurement problem. Atmospheric temperature profi le instruments needed 
greater vertical resolution and reduced error limits, while the Advanced Very 
High Resolution Radiometer (AVHRR) needed improved resolution and more 
accurate measurement of sea and land surface temperatures. Additional vital oce-
anic measurements the group expected were to come from a then-planned 
National Ocean Surveillance Satellite (NOSS), which was being jointly devel-
oped by NASA, NOAA, and the U.S. Navy. NOSS was a descendant of the short-
lived Seasat A mission, and was intended to be an operational satellite system like 
the weather satellites with a Shuttle launch tentatively scheduled for 1986. Its 
instruments included a scatterometer for measuring sea surface wind speeds, a 
precision altimeter for measuring sea surface height, the Coastal Zone Color 
scanner derived from Nimbus 7 for measuring ocean biological productivity, and 
a Large Antenna Multifrequency Microwave Radiometer, the only new instru-
ment in the NOSS payload. This instrument would measure sea ice and sea 
surface temperatures, and, the group hoped, provide measurements of soil mois-
ture content and oceanic precipitation, all of which were critical measures of 
climate processes that had not yet been made with decent accuracy.35

The group also drew on three other satellite missions that were already in 
progress for their climate system proposal, the Upper Atmosphere Research Satel-
lite (UARS) project, the Earth Radiation Budget Experiment (ERBE), and Solar 
Max. The trace gases suspected of causing ozone depletion were also greenhouse 
gases, and therefore some of UARS’s measurements were necessary for climate 
research. Some of UARS’s instruments could be migrated to an operational satel-
lite after UARS had proven them effective sometime in the mid-1980s. Only a 
new tropospheric chemistry instrument still needed to be developed for the cli-
mate observing system’s chemistry satellite. 

As the 1970 Study of Critical Environmental Problems (SCEP) group had 
argued, accurate and ongoing measurement of the Earth’s albedo was also impor-
tant to determining whether climate was changing. An ERBE was being devel-
oped at Langley Research Center for a Shuttle launch in 1984; unlike the previ-
ous efforts to measure the Earth’s heat budget, this was a three-satellite mission 
including polar and equatorial orbits to permit understanding the diurnal varia-
tion in the Earth’s energy fl ows. ERBE, in turn, drew on a new total solar irradi-
ance instrument developed for the Solar Max mission, whose purpose was to 
measure a variety of solar parameters during the Sun’s peak activity levels of the 
decade. Solar Max’s total solar irradiance instrument, the Active Cavity Radiom-
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eter Irradiance Monitor (ACRIM), had been developed at Eppley Labs in Dela-
ware and was slightly modifi ed for the ERBE fl ights.36

This group also proposed two new development efforts. One critical set of 
measurements that climate researchers needed were of the cryosphere, the sur-
faces of the Earth that were completely or partially covered by snow or ice.37 These 
were highly refl ective and directly affected the Earth’s albedo. Shrinkage of the 
Earth’s polar ice caps, for example, would expose more of the dark ocean surface 
to sunlight, leading to more heat absorption and thus a warmer Earth (a positive 
feedback). Snow and ice extent were also excellent proxy measures of changing 
average temperatures. Temperature itself was extremely diffi cult to measure accu-
rately, while extent of snow and ice cover was not. The two quantities were clearly 
linked, however. Worldwide shrinkage of ice fi elds, or gradual poleward retreat of 
the annual winter snow line, would clearly indicate a warming world even if a 
warming signal could not be found in error-ridden temperature records. Existing 
passive microwave radiometer technology could measure the spatial extent of 
snow and ice cover, while a new radar or, even better, lidar altimeter could mea-
sure the height of ice sheets above a baseline. 

The other new development program the group supported was a new geosyn-
chronous test platform.38 The spin-stabilized Geosynchronous Operational Envi-
ronmental Satellite (GOES) series of satellites was not suited to many of the new 
instruments that the group wished to mount for climate research, and they advo-
cated the development of a three-axis stabilized geosynchronous platform that 
could support a wider array of instrumentation. They were particularly interested 
in measuring precipitation from geosynchronous orbit, as many convective sys-
tems had lifetimes shorter than the twelve-hour polar orbits used by the weather 
satellites. Their precipitation would not be adequately measured by the polar 
orbiters, but might be from geosynchronous orbit. Since the atmosphere’s pri-
mary energy source was the latent heat of condensation, accurate measurement 
of precipitation was vital to untangling the process of energy exchange between 
surface and atmosphere. A new geosynchronous satellite seemed to be the best 
way to accomplish this measurement.

The incremental development plan the group had in mind would, by 1990,
have resulted in a constellation of eight polar orbiters plus the new geosynchro-
nous platform. Two of the polar orbiters would be improved versions of the Tele-
vision-Infrared Observations Satellite (TIROS) N meteorological satellites for 
operational forecasting use (with ERBE as added payloads); two would be the 
NOSS operational oceanic observation system, each providing chemistry and 
cryospheric measurements; and the remaining two would be NASA research 



table 7.1

Climate Parameter Observational Requirements

  Desired Base Horizontal Vertical Temporal Index
 Parameter Accuracy Requirement Resolution Resolution Resolution No.

Weather Variables (• Basic FGGE Meas.)
 • Temp Profi le 1°C 2°C    500 km 200 mb 12–24 Hrs. 1
 • Surface Pres 1 mb 3 mb    500 km — 12–24 Hrs 2
 • Wind Velocity 3 m/sec 3 m/sec    500 km 200 mb 12–24 Hrs. 3
 • Sea Sfc. Temp 0.2°C 1°C    500 km — 3 Days 4
 • Humidity 7% 30%    500 km 400 mb 12–24 Hrs 5
   Precipitation 10% 25%    500 km — 12–24 Hrs. 6
   Clouds      100 km — 1 Day 7*
   a. cloud cover 5% 20%
   b. cloud top temp. 2°C 4°C
   c. albedo 0.02 0.04
   d. total liq. H2O Content 10 mg/cm2 50 mg/cm2

Ocean Parameters
 Sea Sfc. Temp 0.2°C 1°C    500 km — 1 Month 4a
 Evaporation 10% 25%    500 km — 1 Month 9
 Sfc Sens. Heat Flux 10 W/m2 25 W/m2    500 km — 1 Month 10
 Wind Stress 0.1 Dyne/cm2 0.3 Dynes/cm2    500 km — 1 Month  11
Radiation Budget
 Clouds (Effect on Radiation)      500 km  1 Month 7a
 a. cloud cover 5% 20%
 b. cloud top temp 2°C 4°C
 c. albedo 0.02 0.04
 d. total liq. H2O Content 10 mg/cm2 50 mg/cm2

 Regional Net Rad. Components 10 W/m2 25 W/m2    500 km — 1 Month 16
 Eq.-Pole Grad 2 W/m2  4 W/m2 1,000 km Zones  1 Month 17
 Sfc Albedo 0.02 0.04      50 km — 1 Month 18



 Sfc. Rad Budget 10 W/m2 25 W/m2    500 km — 1 Month 19
 Solar Constant 1.5 W/m2 1.5 W/m2 — — 1 Day 20
 Solar UV Flux 10% per 50Å

  interval  — — 1 Day 21
Land Hydrology and Vegetation
 Precipitation 10% 25%    500 km — 1 Month 6a
 Sfc. Albedo 0.02 0.04    500 km — 1 Month 18a
 Sfc. Soil Moist. 0.05 gm

  H2O/cc Soil 4 levels    500 km — 1 Month 22
 Soil Moisture (Root Zone) 0.05 gm

  H2O/cc Soil 4 levels    500 km — 1 Month 23
 Vegetation Cover 5% 5%    500 km — 1 Month 24
 Evapotranspiration 10% 25%    500 km — 1 Month 25
 Plant Water Stress 4 levels/2 levels     500 km — 1 Month 26
Cryosphere Parameters
 Sea ice (% Open Water) 3% 3%      50 km — 3 Days 27
 Snow (% Coverage) 5% 5%      50 km — 1 Week 28
 Snow (Water Content) +1 cm ±3 vm      50 km — 1 Week 29
Ocean Parameters
 Sea Sfc. Elevation 1 cm 10 cm Variable (As Indicated) 1 Week 12
 Upper Ocean Heat Storage 1 KCal/cm2 5 KCal/cm2    500 km — 1 Month 13
 Temp. Profile 0.2°C 1.0°C Variable — 1 Month 14
 Velocity Profile 2 cm/sec

  (near sfc) 10 cm/sec Variable — 1 Month 15
  0.2 cm/sec

  (at depth) 1 cm/sec Variable — 1 Year 15
Cryosphere Parameters
 Ice Sheet SFC. Elevation 10 cm 1 m 1–3 km — 1 Year 30
 Ice Sheet Horiz. Velocity 50 m/yr 100 m/yr Point targets — 1 Year 31
 Ice Sheet Boundary 1 km 5 km 1–3 km — 1 Year 32

Continued



Variable Atmos. Composition
 Solar UV Flux 10% per 50Å Interval — — 1 Day 21a
 Stratos. Aerosol Opt. Depth 0.002 0.01    250 km N-S

    1000 km E-W 3 km 1 Month 33
 Tropos. Aerosol Opt. Depth 0.005 0.02    500 km 3 km 1 Month 34
 Ozone 0.005 0.02 cm (total)    250 km N-S 3 km 1 Month 35

   10% at  1000 km E-W
   effective alt.

 Stratospheric H2O 0.5 ppm 0.5 ppm    250 km N-S
    1000 km E-W 3 km 1 Month 36

Reasonably Well-Mixed Tropospheric
 Gases (ground-based observations)
 N2O 0.01 ppm 0.03 pm — — 1 Year 37
 CO2 0.5 ppm 10 ppm — — 1 Year 38
 CFM's 0.03 ppb 0.1 ppb — — 1 Year 39
 CH4 0.05 ppm 0.15 ppm — — 1 Year 40

Note: All Climate B parameters are also required by Climate C & X.
*Under "Weather Variables" (Index No. 7), histograms of all four cloud parameters will be generated for 100 km � 100 km boxes.

table 7.1

Continued

  Desired Base Horizontal Vertical Temporal Index
 Parameter Accuracy Requirement Resolution Resolution Resolution No.
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fl ights to provide platforms for ongoing instrument development. These last two 
would replace the Nimbus line of research satellites. The polar orbiters could 
either be based upon the TIROS N satellite bus (designed for launch aboard 
expendable rockets), or upon the NOSS bus, which was being designed for Shut-
tle deployment. Six of the satellites would be operated by NOAA or the Defense 
Department as operational satellites, while the two NASA research satellites 
would remain under NASA control.39

This version of a climate observing system was largely forgotten over the next 
couple of years, however. The November 1980 election of Ronald Reagan dra-
matically altered the political landscape of any future Earth satellite system. Rea-
gan favored shrinking the federal civilian government, and both NASA and 
NOAA were presented with budget rescissions—previously appropriated funds 
being taken back—during the spring of 1981 and took additional cuts in 1982.
NOSS was dropped, the Operational Satellite Improvement Program was termi-
nated, and the Commerce Department began planning to turn NOAA’s weather 
satellites over to the Comsat Corporation—along with a $250 million subsidy to 
operate them. This closed off the instrument migration path from NASA research 
to NOAA operations without replacing it. There was no longer an institutional 
mechanism to bring about the evolution of the weather satellite system into a 
climate observing system. While the effort to transfer the operational weather 
satellites to Comsat failed in the face of congressional hostility, NOAA did not 
receive new funds to develop instruments on its own.40

Yet closing off the pathway to operational use of research instruments did not 
stop interest in a climate observing system within NASA or within the scientifi c 
community. Scientifi c leaders still wanted the research done, and NASA’s Earth 
science and applications community wanted to maintain the vitality of their own 
research. As things stood after the Reagan cuts, only the Upper Atmosphere Re -
search Satellite (UARS) and the ERBE were going concerns, but a number of the 
instrument programs on which David Atlas’s group had based their proposal were 
continuing and their scientists continued to advocate for fl ight opportunities. In 
January 1982, the climate observing system effort began to be linked to NASA’s 
human spacefl ight program. 

toward global habitability

The central focus of NASA Administrator James Beggs’s efforts in the fi rst half of 
the 1980s was promotion of a “permanent human presence in space,” in the form 
of a permanent space station in low-Earth orbit.41 The Soviet Union had main-
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tained a string of temporary space stations during the 1970s and was building a 
permanent one in the 1980s; Beggs’s effort in part was to counter Soviet space 
plans. But selling what would be a very expensive new project in the austere fi scal 
and political environments of the decade was diffi cult, and the agency’s leader-
ship needed to demonstrate its relevance to their funders. The best-known claim 
for the space station project is that it would foster new industries in space material 
processing. To gain scientists’ support, NASA leadership also decided to link a 
climate observing system to the space station. This became the Global Habit-
ability initiative.

A few months after Hansen’s 1981 article was published, in January 1982 NASA 
Deputy Administrator Hans Mark had a brainstorming session with Harvard 
meteorologist Richard Goody and atmospheric chemist Michael McElroy on 
possible new initiatives in the Earth sciences. Mark, who had been director of the 
Ames Research Center during the 1970s, came away convinced that a Earth 
observing system aimed at global environmental change was both technologically 
and politically feasible. He recommended such an initiative to Administrator 
Beggs, and had Burt Edelson, the agency’s associate administrator for space sci-
ences, launch a two-track review of the idea. Edelson asked Goddard’s David 
Atlas for an informal proposal for an observing system tied to the space station 
program, and he asked Richard Goody to head a panel composed of scientists to 
formulate a set of scientifi c objectives for the system.42

In early April 1982, Atlas forwarded a proposal assembled by himself, Harvey 
Melfi , and William Bandeen to use the space station for a long-term Global 
Environment and Ecology Mission (GLEEM). Its objective was to be under-
standing “both the natural and inadvertent affects [sic] on climate.” The measure-
ments Atlas proposed were largely the same as those proposed two years before, 
but some of the instruments to make them had grown considerably. The addi-
tional power and mass expected to become available from the space station proj-
ect had caused researchers to propose much higher-resolution microwave and 
radar instruments, which in turn required larger antennae. A Multi-Channel 
Microwave Radiometer of 10 to 20 meters aperture replaced the advanced version 
of the TIROS N Microwave Sounding Unit, a 5- to 10-meter aperture High Power 
Microwave Radar replaced the precipitation radar proposal from the earlier study, 
and a 1- to 5-meter aperture High Power Lidar to measure wind velocities and 
aerosol densities were added to the manifest.43

Richard Goody’s workshop convened 21 June 1982 at Woods Hole, Massachu-
setts. The study panel consisted of Robert Chase, Wesley Huntress, Moustafa 
Chahine, Michael McElroy, Ichtiaque Rasool, John Steele, and Shelby Tilford. 
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Forty-one additional attendees participated in the workshop’s deliberations, 
including Wallace Broecker of the Lamont-Dougherty Geophysical Observatory, 
Paul Crutzen, James Hansen of GISS, former presidential science advisor Don-
ald Hornig, Vern Suomi, and Robert Watson. The group’s assignment was to 
examine “the viability of a major research initiative in the area of global habit-
ability, specifi cally addressed to the question of changes, either natural or of 
human origin, affecting that habitability.” Their charge included a timeframe, 
changes likely to occur in the next fi fty to one hundred years, and a directive that 
it was to be a research program, which they interpreted as meaning “a concern 
with the foundations of knowledge needed for enlightened policy decisions.”44

Goody’s group believed that a research program into the Earth’s continued 
habitability was urgent. Citing the ongoing ozone research and the measured 
increase of global atmospheric carbon dioxide levels, they contended that human-
ity’s ability to cause global-scale changes was now obvious, but its ability to assess 
the impacts of those changes was poor. Scientists lacked a suffi cient understand-
ing of the physical, biological, and chemical processes involved. But assessment 
needed to be done relatively quickly, as the time lag between policy actions taken 
to mitigate damage and the improvement of an environmental problem could be 
very long. Again, they used the ozone problem to make their point. The many-
decades residence time of chlorofl uorocarbons (CFCs) in the atmosphere ensured 
that policy action taken in 1982 would not lead to an improvement in strato-
spheric ozone levels before the middle of the next century. There were other 
major environmental changes going on, and the committee listed widespread 
deforestation, chemical pollution of the oceans, and Soviet projects to alter the 
courses of three major rivers as examples of the kinds of things that needed to be 
better understood before policy actions could be formulated.45

Continued habitability of the Earth had a great deal to do with water, and the 
committee focused on the hydrologic cycle as the most obviously relevant study. 
Ocean circulation, air-sea exchange, and in particular the hydrological contribu-
tion of evapotranspiration were poorly understood. Cloud formation, and cloud 
effects on the Earth’s energy fl ows, were other very important related unknowns. 
There were already efforts in the early stages of planning to study some elements 
of these processes. GARP’s descendant, the Joint Steering Committee of the 
World Climate Research Program (WCRP), had proposed an International Satel-
lite Cloud Climatology Project (ISCCP) to produce the fi rst detailed climatologi-
cal maps of global cloud coverage from the imagery returned by the meteorologi-
cal satellites during the 1970s, and the committee recommended that NASA be a 
major participant in this. The committee also recommended immediate funding 
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of an ocean topographic mission being studied at the Jet Propulsion Laboratory 
(JPL) called TOPEX (Ocean Topography Experiment). This was designed to 
measure small variations in the altitude of the ocean surface, which were related 
to circulation, temperature, ocean heat storage, and surface winds. As the oceans 
warmed, for example, thermal expansion would cause the average height of the 
ocean surface to rise. Finally, as the earlier Goddard workshop had, Goody’s 
group argued that cryosphere measurements should be initiated quickly with 
existing microwave technologies in appropriate orbits, with resources committed 
to developing better instruments later. The technology already existed, they com-
mented, but exploitation of it was lacking.46

The committee also reviewed the potential for space-based systems to study 
atmospheric pollution. NASA, of course, had already formulated the UARS mis-
sion, although it had not yet been approved as a new start, and the committee 
recommended that UARS be funded immediately. UARS was aimed at the strato-
sphere, however, and the committee found that NASA had no signifi cant efforts 
going to devise instruments for measuring various tropospheric chemical species, 
either organic or those of human origin. Tropospheric pollution was well-known 
but poorly understood, and the committee recommended that NASA formulate 
a program similar to that of its UARP to investigate this area.47 This became the 
tropospheric chemistry initiative examined in chapter 6.

The one major area the committee found that could not be subjected to study 
from space yet was land biomass. The Ocean Color experiment on Nimbus 7 had 
permitted the beginnings of an assessment of oceanic biological productivity, but 
nothing resembling that capability existed for land remote sensing. The imagery 
produced by Landsat could provide rough estimates of biological activity, but it 
gave no insight into soil moisture, nor did it help quantify plant respiration. Both 
were important measures of hydrologic activity. Very preliminary studies had 
been carried out of remote sensors that might be able to measure these variables 
at JPL, but these were a long way from maturity. Hence, Goody’s group recom-
mended that these efforts be accelerated, and that aircraft-based programs be 
implemented as a means of beginning the research effort earlier.48

Goody’s committee, then, had recommended a relatively broad program of 
Earth science research aimed at understanding various components of environ-
mental change over a decadal timescale. While this was not the timescale needed 
to understand the potential magnitude of anthropogenic climate change, which 
would require a research strategy designed around half-century scales or more, it 
offered a route to new instrument and measurement development that might 
eventually contribute to longer-term research. Further, there were decadal-scale 
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climate phenomena known to exist, such as El Niño, which could be studied to 
begin parsing out the various climate feedback processes. This offered the poten-
tial to develop operational climate forecasting, as well as contributing to under-
standing of longer-term processes.

What Goody’s panel had not done was make a case for linking this Global 
Habitability program to the space station project. This was not surprising, as the 
scientifi c community was quite skeptical of the utility of humans—astronauts—
in space-based research. To this point, automated satellites had carried out most 
space-based Earth research and made all of the space program’s major contribu-
tions to Earth science. The research program Goody and his colleagues were 
proposing was a larger effort in robotic data collection, with scientists on the 
ground carrying out the process of interpretation. It was not greatly different from 
the 1980 Climate Observing System Study. Goody’s colleagues did not believe 
that having astronauts involved in this at any point would provide signifi cant ad -
ditional value. But Global Habitability was intended as part of NASA’s justifi ca-
tion for the cost of a permanent space station, so justifi cation for astronauts was 
necessary.

The internal NASA process had been more accommodative to the astronaut 
corps. David Atlas had surveyed various instrument teams to glean their thoughts 
on what humans could contribute to a climate observing system. These responses 
had ranged from no need for humans to proposals for astronauts performing 
multi-day calibration studies in a “shirt-sleeve environment” within the instru-
ment platform. The most common response, however, was that astronauts could 
repair or replace failed instruments, a capability that the agency was already build-
ing into several missions, including Solar Max and the Hubble Space Telescope. 
An occasional need for astronaut servicing became the primary justifi cation for 
having humans involved with space-based research, making them expensive 
space mechanics.

Global Habitability’s fi rst public outing was in August 1982, at the second UN 
conference on the peaceful use of space, UNISPACE 82 (the fi rst had been in 
1968). NASA Administrator Beggs presented it as a new U.S. initiative during his 
opening remarks, positioning it as a NASA program that other nations, or experi-
menters from other nations, could participate in. He did not present it as a major 
international program, as GARP had been; the agency’s leaders had specifi cally 
recommended against another GARP-like effort, arguing that it would be un -
wieldy and might restrict or dilute the program’s scientifi c objectives. In addition, 
GARP’s 1980 transformation into the WCRP would have made a new interna-
tional climate initiative unwelcome—it would be a competitor to an existing 
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effort. Instead, in addition to the announcement of opportunity process, which 
permitted any competent investigator to propose instruments almost regardless of 
nationality, NASA would welcome bilateral or multilateral agreements to provide 
instruments or additional platforms.49

The UNISPACE presentation, however, did not go over well with the meet-
ing’s delegates. In fact, it went over badly enough that members of Congress 
requested that the Offi ce of Technology Assessment provide an analysis of why it 
had. Due to a dispute with the Soviet Union, the United States had started prepar-
ing for UNISPACE 82 in January 1982, which had not been enough time to make 
all of the arrangements for a smooth meeting. American offi cials also went to the 
meeting with the attitude that their job was to mitigate damage to U.S. interests, 
not to use it to promote U.S. interests. That negativity had left the delegation at a 
distinct disadvantage.

More important, however, substantive confl icts existed between the American 
position and that of large groups of states on several issues. One concerned the 
increasing militarization of space, which the American delegation tried to prevent 
discussion of at the meeting and thus sparked considerable unnecessary discon-
tent. Another regarded land-imaging satellites, which would, of course, be part of 
any Global Habitability research program. Many nations did not want imagery 
being made available to their neighbors (and potential enemies), desiring veto 
rights over imagery of their territory. Many also wanted land-use satellites placed 
under UN control; they were opposed to the Reagan administration’s plans to 
privatize the technology. Privatization was the worst possible outcome for poorer 
nations. In addition to the high cost of the imagery, governments would not be 
able to prevent it from going to potential enemies or to multinational corporations 
that were in a position to exploit imaged resources.50 Hence, Shelby Tilford, one 
of the U.S. attendees at the meeting, characterized the response to Global Habit-
ability at the meeting as openly hostile, not merely disinterested.51

But the Global Habitability program had not been intended as an interna-
tional program, and lack of international support for it mattered very little in the 
short run. Hence, NASA kept working on the plan for it. The space-borne tech-
nological component of the research program was given the name System Z for 
the next round of planning, and Dixon Butler of Goddard Space Flight Center, 
a stratospheric chemist, was appointed to chair a concept study group to begin the 
long process of defi ning the system. By early September, the System Z working 
group’s charter had been expanded to include all civil remote sensing needs, 
including all Earth sciences disciplines and applications and operational missions 
as well.52 Operational missions had been added to the system to gain the support 
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of NOAA, which had lost its pipeline to new instrument technology with the 
Operational Satellite Improvement Program’s cancellation. System size expanded 
as well. Butler’s instructions included a direction that no “arbitrary” size, mass, or 
power constraints should be applied in planning System Z. The only restraint to 
be applied to the committee’s technologizing was a requirement for Shuttle 
launch into a polar orbit.

The basic concept behind System Z was integrated Earth observations. NASA 
had sent numerous probes to other planets that were equipped for comprehensive 
investigation of atmospheric winds, temperature, chemistry, and land surface (for 
those planets that had land), but had not done the same for Earth. This was 
largely because the Earth observations program had been in NASA’s applications 
division, which was primarily interested in developing practical, commercializ-
able uses for space technology. Its primary function was not the development of 
new knowledge. But new knowledge was precisely what Shelby Tilford sought in 
fostering System Z. It would utilize large satellites with many instruments bore-
sighted to view the same scene simultaneously, so that accurate comparisons 
between instruments could be made. System Z would also require a commitment 
to extensive data analysis; to achieve what Tilford hoped for it, System Z’s research-
ers would have to be able to examine processed data from many instruments.

constructing earth system science

President Reagan refused to launch the space station initiative during 1982 and 
again in 1983, and since System Z was tied to the station program, beyond con-
ceptual planning nothing much happened until he fi nally gave his consent. He 
fi nally announced his Space Station Freedom initiative in the annual State of the 
Union address in January 1984. While System Z was not approved as part of the 
station program at this point, the agency increased its activity on System Z, now 
renamed the Earth Observing System (EOS), in response to the station approval. 
NASA assembled two more working groups to aid mission defi nition and system 
design. It asked Francis Bretherton, then at NCAR, in November 1983 to head an 
advisory committee composed of non-NASA scientists to prepare scientifi c strate-
gies for EOS. And it assembled an internal panel early in 1984, the Science and 
Mission Requirements Working Group, to formulate a science strategy and tenta-
tive (known as “strawman”) payloads.

Bretherton’s committee took two years to produce its report, and in the interim 
the Dixon Butler’s Science and Mission Requirements Working Group prepared 
the documents defi ning the desired instrument capabilities. In a report titled 
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From Pattern to Process: The Strategy of the Earth Observing System, Butler’s group 
argued that scientists could use the comprehensive measurements available from 
the EOS sensor suite to investigate global-scale interactions by examining pat-
terns of change. One example used in this report was the El Niño/Southern Oscil-
lation phenomenon, or ENSO. Butler recalled later that El Niño had been on 
everyone’s minds in 1982, as EOS planning began, because an El Niño event that 
year had been the most severe occurrence in at least the past century. Further, it 
had been entirely unexpected by the scientifi c community. A “canonical El Niño” 
had just recently been defi ned, and this one had not fi t the defi nition; it had 
started later in the year and built up more rapidly. ENSO events were typically 
correlated to a rise in sea surface temperature of about 1 degree C in the equato-
rial Pacifi c, and generally evolved in a regular pattern. But only generally—each 
event differed slightly from its predecessors, with the 1982 El Niño appearing to 
be a very signifi cant deviation from the pattern. Yet all El Niño events had certain 
things in common, and one hope for EOS was that analysis of its comprehensive 
data would permit scientists to identify the mechanism or process that triggered 
them.53 Plate 4 shows a satellite view of the later 1997–98 El Niño.

But the EOS strategy was not to develop instruments specifi cally aimed at a 
given phenomenon. The committee did not advocate for an instrument or set of 
instruments aimed at ENSO, for example. Instead, the research strategy they ad -
vocated was based on the use of data from space-based instruments defi ned some-
what more generally, supplemented by appropriate in situ sensors. In the case of 
ENSO, because no near-term satellite instrument could measure temperatures or 
mass fl ows below the ocean surface, a network of moored buoys would be neces-
sary to provide additional data. The general nature of the space-based component 
would permit its data to be used for other research agendas as well, increasing its 
usefulness and expanding, the committee hoped, the community interested in the 
program. This approach was controversial, however, because many scientists, par-
ticularly physicists, did not consider it a legitimate methodology. Drawing pat-
terns out of large datasets was not a new approach to science. It extended back to 
at least as far as the work of Alexander von Humboldt in the early nineteenth 
century. But it was not the dominant methodology of the space age, providing a 
fertile ground for controversy.

The EOS Science Steering Committee also proposed a set of tentative pay-
loads for the polar platforms, thirty instruments grouped into three packages. One 
set consisted of three surface imaging sensors and a lidar sounder: MODIS 
(Medium Resolution Imaging Spectrometer), which was essentially a substan-
tially enhanced AVHRR instrument with much better stability and calibration; 
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HIRIS (High-Resolution Imaging Spectrometer); HMMR (High-Resolution 
Multifrequency Microwave Radiometer) for surface temperature and ice studies; 
and LASA (Lidar Atmospheric Sounder and Altimeter). The second package they 
named SAM (Sensing with Active Microwaves). This group consisted of three 
radar instruments, a Synthetic Aperture Radar operating in the L, C, and X bands; 
a radar altimeter for ice and ocean surface topography; and a scatterometer for 
measuring sea surface winds. The third package was aimed at atmospheric chemi-
cal and physical processes, but unlike the UARS, its instruments encompassed 
the troposphere. A Doppler Lidar would measure tropospheric winds for improved 
weather forecasting, while a set of interferometers would measure upper atmo-
sphere winds. Two more instruments would measure chemical species in the 
troposphere and stratosphere, respectively. Finally, a group of instruments devised 
to measure solar radiation, radiation budget, and space weather rounded out this 
package.

The platforms needed to accommodate all these instruments were accordingly 
very large. The launch mass of the polar platforms was nearly twice that of the 
not-small UARS, and slightly higher than that of the Hubble Space Telescope. 
They would also obviously be very expensive, causing the committee to try to 
pre empt that line of criticism. They argued that the large platforms were neces-
sary to achieve simultaneity of measurements among the various instruments, 
which could not be done with instruments positioned on different satellites in 
different orbits. Further, some of the instruments, particularly the Synthetic Aper-
ture Radar, needed more power than would be available from smaller satellites. 
Four of these platforms would ultimately be needed in sun-synchronous polar 
orbits, two “morning” platforms and two “afternoon” platforms to permit investi-
gation of diurnal patterns.

A system of this scale required justifi cation of similar scale, and Francis 
Bretherton’s committee produced a study in 1987 that provided one: a thorough-
going reconstruction of the Earth sciences themselves. Bretherton’s group had 
started meeting in early 1984, forming working groups to help defi ne individual 
subject areas and begin drafting reports, and met in a workshop in June 1985 to 
hammer out their inevitable differences. This proved a lengthy effort because 
Bretherton had a diffi cult time getting oceanographers, and particularly geolo-
gists, interested in the effort. As earlier reports, evaluations, and assessments had 
indicated, the climate problem was truly interdisciplinary. One of the reasons 
GARP had never made much headway with the climate element of its proposed 
program was that GARP’s committees were largely composed of meteorologists, 
and climate research required, at a very minimum, extensive cooperation with 
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physical oceanographers. The vast heat storage capacity of the world’s oceans, and 
the fact that the atmosphere gained most of its energy from the latent heat of 
condensation, meant that understanding climate processes involved understand-
ing the exchange of energy between ocean and atmosphere, and the movement 
of energy within the oceans. But GARP’s meteorologists had not had extensive 
contacts with oceanographers, and they had little success at interesting oceanog-
raphers in their research during the 1970s. Meteorologists had become interested 
in the climate problem through model studies, and oceanographers had not yet 
adopted modeling as a research tool. This had to change before climate research 
could make any scientifi c progress.

There were other challenges resulting from disciplinary differences. Primary 
among these was timescale. The atmosphere changed on timescales of hours 
to weeks, the oceans on timescales of years to centuries, and the solid earth by 
timescales of millennia and longer. A satellite’s lifetime was long compared to the 
ever-changing atmosphere, making satellites a reasonable research tool. But many 
ocean processes did not generate measurable change within a satellite’s lifetime, 
limiting the usefulness of satellites to oceanography. Further, many ocean pro-
cesses occurred far below the surface, where no conceivable satellite technol-
ogy could detect them. Geologists, of course, faced similar problems with space 
research.

Bretherton’s group took breaking these boundaries down as its real mission. 
This was necessary both to achieve broad interest in the climate program within 
the scientifi c community overall as well as to accomplish the science that they 
wanted to see done. Hence, they defi ned the goal of a new Earth System Science 
as “to obtain a scientifi c understanding of the entire Earth system on a global 
scale by describing how its component parts and their interactions have evolved, 
how they function, and how they may be expected to continue to evolve on all 
timescales.”54 They chose to present the Earth as a system composed of other 
systems, which could each be studied in relative isolation. This was, in essence, 
an engineer’s view of the world. The Earth system could therefore be displayed, 
and analyzed, as a fl ow chart. The focus of Earth System Science was to be on the 
interactions between Earth’s myriad physical, chemical, and biological processes. 
This approach was inherently interdisciplinary—one could not study ocean-
atmosphere interaction without the presence of both meteorologists and physical 
oceanographers on the research teams.

Bretherton’s committee resolved the timescale problem by separating Earth 
processes into two groups. “Solid Earth” studies would include the processes that 
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operated on timescales of thousands to millions of years: plate tectonics, continen-
tal evolution, mantle structure and circulation, and magnetic fi eld variations. 
And studies of the “Fluid and Biological Earth” would include processes taking 
place on scales of tens of years to centuries: biogeochemical cycles and the physi-
cal climate system. These were not perfectly separable, of course. Biological pro-
cesses, for example, affected surface chemistry, bridging the two scales.55 But 
some separation between the two scales seemed necessary to cope with the disci-
plinary challenges. It was also necessary to help defi ne the structure of the observ-
ing system. The shorter-term climate and biogeochemical cycles required con-
tinuous monitoring, while the longer-term solid earth processes could be measured 
less frequently. 

Finally, both the Bretherton committee and the EOS Science Steering Com-
mittee advocated proceeding with a set of pre-EOS missions that were already 
planned, but had not yet been approved: an ocean topography mission called 
TOPEX, and a rainfall measuring mission named TREM, for Tropical Rainfall 
Explorer Mission. In addition to providing some near term results, these missions 
were not suitable for the large polar-orbiting platforms. They needed specialized 
orbits tailored to their individual objectives. The TREM mission, for example, 
needed to be in an inclined equatorial orbit, not a polar orbit, in order to focus 
on tropical convective processes and energy exchange. Other missions proposed 
for EOS also required specialized orbits of various kinds, and this would become 
a source of tension as the large polar platforms began to absorb all of the agency’s 
attention and most of its available resources.

In 1984, NASA had requested a survey of the needs of the Earth sciences for 
the period 1995–2015 from the National Academy of Sciences. When it was com-
pleted in 1988, it effectively ratifi ed the EOS agenda. Subtitled “The Mission to 
Planet Earth,” this called for integrated Earth observations to enable study of 
Earth as a system. It also proposed organization around four “grand themes”: 
determination of the structure and dynamics of the Earth’s interior and crust, 
including its evolution; understanding of the structure, dynamics, and chemistry 
of the atmosphere, oceans, and cryosphere and their interactions; characteriza-
tion of the interactions of living organisms and the physical environment; and 
fi nally, an understanding of “the interaction of human activities with the natural 
environment.”56 This panel called for integrated, systematic space-based measure-
ments by two to six large polar platforms; fi ve new, large geosynchronous plat-
forms; a series of smaller, specialized Explorer-type missions; and fi nally appropri-
ate in situ measurements to complement the space assets. Finally, it envisioned a 



The “Bretherton Diagram,” an explication of the interlinked biogeochemical processes 
that regulate the Earth’s biosphere. Courtesy NASA.
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network of large in situ instrument installations they named PLATO, the Perma-
nent Large Array of Terrestrial Observatories, which would serve as calibration 
and validation sites for the remote sensing instruments. 

By 1988, then, the effort NASA had originally begun as a climate observing 
system had become a comprehensive Earth observing system aimed at a large 
variety of phenomena. The Bretherton committee had argued, and the National 
Academy of Sciences had accepted, that the global observing system’s mission 
should be greatly expanded beyond the Global Habitability mission as defi ned by 
Richard Goody’s 1982 panel. Goody had focused on processes that occurred on 
human timeframes, as these were of obvious relevance to policymakers. These 
became only one part of EOS’s larger agenda. The expansion of the EOS mission 
generated the expansion of the polar platforms, which in turn raised their costs. 
Space Station Freedom was advertised as costing $8 billion, although as historian 
Howard McCurdy has documented, this was actually the funding level its pro-
moters believed was the maximum cost it could be sold to Congress at—not what 
it would actually cost to build.57 When NASA was done with all of the planning 
and preparatory work for EOS in 1989, the agency projected its cost at $17 billion 
through the year 2000.

contexts of approval

Gaining funding for a project of EOS’s magnitude was not a trivial activity. This 
was more money than NASA had received for anything, save Apollo and the 
Space Shuttle. The agency had just fought a political battle to gain approval of a 
space station that was half this cost. While EOS promised more direct human 
benefi ts, and certainly more obvious ones, than the station did, it was still a great 
deal of money. A complex series of processes took place to bring approval about. 
NASA leadership participated in all of these to one degree or another, but con-
trolled none of them. When EOS was fi nally approved, it was as the NASA con-
tribution to a larger national program, the U.S. Global Change Research Pro-
gram, and a corresponding international program.58

Shortly after the 1982 failure of the Global Habitability initiative at  UNISPACE, 
Burt Edelson, NASA’s associate administrator for space science and applications, 
had approached Herbert Friedman, who chaired the National Academy of Sci-
ence’s Space Science Board, about the proposal. Friedman was an established 
space scientist whose own research had been in solar physics. He had responded 
by advocating an International Geophysical-Biophysical Program, planning for 
which was already in progress. Global Habitability might become a part of that 
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program. The IGBP was to be a broad program of research into geodynamics, 
solar-terrestrial interactions, atmospheric chemistry, ocean circulation, and cli-
mate. Friedman expected IGBP planning to take fi ve years, beginning with a 
meeting already scheduled for July 1983. Edelson, who wanted the Global Habit-
ability program to move along faster than the IGBP was likely to, did not seek an 
explicit link between IGBP and Global Habitability, and therefore planning for 
the two proceeded semi-independently. The International Council of Scientifi c 
Unions (ICSU) approved the IGBP as the International Geosphere/Biosphere 
Program (IGBP) in 1986, and in 1988 the National Academy’s Committee on 
Global Change published its recommendation for U.S. participation.59

The IGBP was designed to investigate the interaction of the Earth’s biosphere, 
its ecosystems and the organisms they contained, with its physical climate pro-
cesses. It was qualitatively obvious, for example, that organisms affected the 
hydrologic cycle, as they consumed and released water, but it was not yet possible 
to quantify their activities. Similarly, organisms removed carbon dioxide from the 
atmosphere and fi xed some portion of it in their bodies. In the seas, much of this 
carbon wound up in the form of carboniferous sediments on the sea fl oor when 
the creatures died, effectively removing it from the atmosphere for millions of 
years. On land, much of it returned to the atmosphere via decomposition. But the 
fl uxes, the difference between uptake of carbon dioxide and release back to the 
atmosphere, were not known. It appeared, for example, that only about 50 percent 
of the carbon dioxide released by human industrial processes remained in the 
atmosphere. Whether the remainder was removed primarily by phytoplankton in 
the oceans, or by land biomass, was a matter of some controversy. Numbers 
needed to be attached to these fl uxes to permit future climate prediction.60

The IGBP’s focus on the biosphere was paralleled at the international level by 
GARP’s descendant, the WCRP. This was focused on physical processes, particu-
larly ocean circulation and ocean-atmosphere interaction. The WCRP had a set 
of fi eld programs in various stages of planning. A Tropical Oceans/Global Atmo-
sphere program (TOGA) was being designed to examine air-sea interaction in the 
tropics and to help understand how tropical processes affected the atmosphere 
globally, while a World Ocean Circulation Experiment (WOCE) was evolving to 
better defi ne heat and mass transport in the oceans. Both were critical to climate 
studies, and both were aimed at providing data for modeling efforts. Ocean circu-
lation models were very primitive compared to weather forecasting models in the 
1980s, largely due to lack of data. Meteorologists had been systematically collect-
ing data on the atmosphere for forecasting purposes for more than a century, but 
as no American institution had as its mission ocean forecasting, no similar data-
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base of systematic measurements of the oceans existed. Nor, of course, had there 
been a systematic ocean model development effort for the same reason. WOCE, 
and to a lesser extent TOGA, were intended to foster ocean modeling at the inter-
national level the way GARP had fostered weather modeling.61

A series of congressional hearings called by Democratic leaders in 1987 and 
1988 then produced additional pressure for approval of EOS. The most famous of 
these was held in June 1988. During 1987, a heat wave had begun in the eastern 
states, and late in the year what turned out to be a very severe drought descended 
across the midwestern farm belt. This environmental context played a major role 
in reviving popular interest in global warming, which received editorial comment 
from The Washington Post on 11 June and the New York Times on 23 June. The new 
set of hearings began the day of the Times editorial, with an opening statement by 
Senator J. Bennett Johnston of Louisiana (who had not attended similar hearings 
in 1987): “Today, as we experience 101° [F] temperatures in Washington, DC, and 
the soil moisture across the midwest is ruining the soybean crops, the corn crops, 
the cotton crops, when we’re having emergency meetings of the Members of the 
Congress in order to fi gure out how to deal with this emergency, then the words 
of Dr. Manabe and other witnesses who told us about the greenhouse effect are 
becoming not just concern, but alarm.”62 The star witnesses at this hearing were 
Hansen and Manabe. Hansen spoke fi rst, presenting the committee with three 
conclusions. First, 1988 was the warmest year in the instrumental record barring 
a substantial cooling later in the year. Second, “the global warming is now large 
enough that we can ascribe with a high degree of confi dence a cause and effect 
relationship to the [enhanced] greenhouse effect.” Third, climate simulations 
indicated that the anthropogenically enhanced greenhouse effect was now large 
enough to impact the probability of occurrence of extreme events.

He continued to explain that that the current warming of 0.4 degree C relative 
to the 1950–80 mean was not likely to be a chance occurrence. He placed the 
probability of a natural warming of that magnitude at only 1 percent. Further, the 
warming expected from the climate simulations was the same magnitude as this 
measured warming, reinforcing his argument that anthropogenic warming had 
been detected. He did not, however, attribute the 1988 drought to that warming. 
Instead, he argued that the warming would increase the probability of droughts, 
heat waves, and other events in the future.63

His group at GISS had taken a different approach to simulating the increase 
of atmospheric carbon dioxide than previous efforts had. His earlier simulations 
had run the Earth’s climate at its normal carbon dioxide content to establish a 
control set of temperatures, and then the simulation was run again with doubled 
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carbon dioxide. This produced two discrete climate regimes for comparison, but 
did not provide any information about what climate might be like during the 
transition between the two states. What humans were actually doing, of course, 
was increasing carbon dioxide content gradually. Hansen’s group had tried to 
replicate that gradual increase by raising the carbon dioxide and other green-
house trace gases content of the model atmosphere gradually, according to a set 
of emissions scenarios. Using observations for 1958 to the present, and projections 
of greenhouse gas forcings from three future emissions scenarios, Hansen’s group 
had found that the model reproduced the observed warming to date. Further, 
under two of the emissions scenarios, within twenty years the Earth’s global mean 

Hansen’s 1988 projection for surface warming during the next several decades, 
updated with observations through 2005. The gray band represents the estimated 
peak temperatures during the past two interglacial periods, used to put the projected 
warming in historical perspective. The graph depicts the temperature impact of 
three different emissions scenarios he devised in an effort to demonstrate that policy 
action could be effective in curbing anthropogenic warming. Hansen, 1988, updated 
by Makiko Sato, 2005. Reproduced with the permission of the American Geophysi-
cal Union and the authors.
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temperature would be higher than it had been “in the past few hundred thousand 
years.”64

In this form, the GISS Model II used its mixed-layer ocean. This fi ctional sea 
represented an ocean confi ned to the mixed layer, about 150 meters, and instead 
of using an ocean circulation model, it prescribed the ocean’s heat transport to 
refl ect the current climate. This meant that instead of responding to atmospheric 
warming as the real ocean would, it would continue to act as it had in 1988. While 
this was physically unrealistic, it was an improvement over earlier models, which 
had not included ocean heat transport. Hansen referred to it as a “surprise-free” 
representation of the ocean. The parameterization of ocean heat transport meant 
that the simulation would not capture regional temperature shifts accurately, as 
small changes in ocean transport could make substantial changes in surface tem-
perature and precipitation. Its value over previous models was that it could give a 
reasonable estimate of the time lag in the climate response to greenhouse gas 
forcings.65 The timescale of the expected warming, after all, was a critical policy 
issue.

Unlike the other scientists at the hearing, Hansen did not speak as a represen-
tative of his institution. Instead, he appeared “in his capacity as a private citizen 
on the basis of [his] scientifi c credentials” to ensure his testimony was not taken 
as a refl ection of either NASA or administration policy or approval. This was 
because his concluding testimony was highly controversial and did not support 
administration policy. After admitting that the models contained uncertainties, he 
argued that “the uncertainties in the nature and patterns of climate effects cannot 
be used as a basis for claiming that there may not be large climate changes. The 
scientifi c evidence for the greenhouse effect is overwhelming. The greenhouse 
effect is real, it is coming soon, and it will have major effects on all peoples.”66

Hansen called for an immediate commitment to improvements in observa-
tions of climatological factors and in understanding of the climate system. In his 
written text, he pointed out that most of the warming already induced by human 
addition of radiative trace gases had not appeared yet due to the vast heat storage 
of the oceans, and it was impossible to determine how long the full warming 
would actually take to become apparent. Hence he argued for establishing a 
network of ocean temperature monitoring stations quickly, so that ocean warming 
could be measured during the 1990s, when he expected surface warming to be -
come apparent to “the man in the street.” He also endorsed the measurements 
called for by the Earth System Science committee.67

The only new scientifi c information presented at this hearing was Hansen’s 
analysis of global temperatures, and these were as yet unpublished.68 Yet the lack 
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of substantiated new scientifi c fi ndings did not matter. Due to the environmental 
context of 1988, the hearings resulted in numerous articles in high-profi le popular 
media. Included in the resulting hearing transcript were a series of reprints com-
menting on the severity of the drought and its potential linkage to global warm-
ing, including articles and editorials from the New York Times, The Washington 
Post, and Fortune.69 In its 4 July issue, for example, Fortune writer Anthony Ra -
mirez had placed global warming in the context of its inverse, the “Little Ice Age” 
of the fourteenth century via historian Barbara Tuchman’s Distant Mirror. He 
had then explained the physics of the warming, cited NCAR founder Walter Orr 
Roberts on its inevitability, and discussed corporate concern about it. Alaska and 
Siberia had, as expected by the models, warmed about 2.7 degrees F in the pre-
ceding decades, causing oil companies with extensive infrastructure investments 
there to worry about the impact of melting permafrost and shippers to wonder 
about the impact of increasing numbers of icebergs from a potentially disintegrat-
ing arctic ice cap.70

Hansen’s testimony became the focal point of most of the articles that followed 
the hearings, and he became the de facto leading advocate for research on global 
warming and for mitigation of it. Because of his advocacy, he was confronted by 
his colleagues at a meeting later that year over his certainty regarding the detec-
tion of greenhouse warming when they were still highly uncertain. But as an ex -
tensive article by Science reporter Richard Kerr made clear the following June, 
the climate community was very split about Hansen. No one in the corridors of 
power had paid much attention to them since 1982, and the attention they were 
starting to receive because of his declaration was welcome. Further, most of the 
community actually did believe that greenhouse warming would occur based 
simply on what Stephen Schneider called “physical intuition.” One could not 
endlessly raise atmospheric concentration of radiatively active gases without a 
climatic response. But Hansen’s claims of detection they largely believed were 
unsound. There was not yet a suffi ciency of evidence to support him, in their 
collective opinion.71

The year 1988 also witnessed action in the international arena, further increas-
ing pressure for action on global warming. The United Nations Environment 
Program and the World Meteorological Organization (WMO) had scheduled a 
conference in Toronto to discuss climate change and begin to devise a strategy to 
cope with it. This meeting resulted in the creation of a science assessment group 
called the Intergovernmental Panel on Climate Change (IPCC). This was pat-
terned after the 1985 international ozone assessment NASA’s Watson had orches-
trated, to serve the same purpose: to provide a single, thoroughly reviewed, and 
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authoritative scientifi c statement on climate. Bert Bolin of the Stockholm Meteo-
rological Institute was appointed chairman, and the panel was subdivided into 
three working groups. The fi rst group’s task was producing a report refl ecting the 
state of the science of climate change, while the second group’s was assessment 
of the potential environmental and socioeconomic impacts of climate change. 
The third group’s task was to formulate a set of possible response strategies. The 
IPCC’s three reports were due in 1990, a very short time given their intent to 
involve more than three hundred scientists from twenty-fi ve nations in the writing 
and review processes.72

Such was the political pressure generated by the 1988 hearings, the increas-
ing international momentum toward climate research programs, and the lousy 
weather, that during his campaign to succeed Reagan in the White House, Vice 
President George H. W. Bush had promised to counter the “greenhouse effect 
with the White House effect” and take climate change seriously. After his inau-
guration in January 1989, he started out well enough, having his secretary of state, 
James Baker, attend the fi rst meeting of the IPCC and call for action to counter 
the threat of global warming. He also had the Federal Coordinating Council for 
Science, Engineering, and Technology’s Committee on the Earth Sciences pre-
pare and submit a brief report outlining a proposed U.S. Global Climate Research 
initiative with his proposed fi scal year 1990 budget. At a scant, booklet-sized thirty-
eight pages, the document contained little detail and did not look beyond fi scal 
year 1991.73 This had quickly been welcomed in the U.S. Senate, however, where 
the Committee on Commerce, Science, and Transportation had prepared a simi-
lar bill, the National Global Change Research Act of 1989.74

The global change research proposal did not gain the administration much 
credit, however. It promptly began backing away from its commitments to the 
international policy process, infl uenced by a report from the George C. Marshall 
Institute. With the rapidly ending Cold War removing the group’s primary reason 
for existence, it had changed its emphasis to combating environmentalism 
instead. Their climate report was designed to cast doubt on greenhouse warming, 
arguing that the current warming trend was probably due to solar activity and that 
the twenty-fi rst century would likely be cooler, as solar activity receded. As the 
Marshall Institute was not a scientifi c research organization, they provided no 
evidence to back their claims, and their clear purpose in writing it was to prevent 
regulation of greenhouse gases (they supported climate research). Their Washing-
ton offi ce had contacted the White House to request the opportunity to brief staff 
on it. Physicist William Nierenberg, one of the Institute’s founders who had 
recently retired as head of the Scripps Institution of Oceanography, did the brief-
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ing in response to a White House request. This intercession provided a faction 
within the White House that was opposed to regulation to seize the opportunity 
to block efforts by Environmental Protection Agency (EPA) Administrator Wil-
liam K. Reilly to participate in the international framework convention 
process.75

The administration did not have a science advisor during its fi rst six months, and 
the person fi nally appointed to the job, Yale nuclear physicist D. Allan Bromley, 
was thrust into this controversy relatively unprepared. He also initially accepted 
the Marshall Institute’s analysis, and he received rough handling in hearings con-
ducted by the Senate subcommittee for science and space, particularly from 
Senator Albert Gore, Jr. He defended the administration’s stance against regula-
tion, this time using the work of British modeler John F. B. Mitchell, who had 
seen large changes in his model’s climate predictions occur when he included the 
effect of ice. Bromley had interpreted this as showing the immaturity of the fi eld 
of climate modeling, justifying a no-regulation stance.76

Bromley also recognized that he did not have a full grasp of the fi eld, and he 
began asking for briefi ngs from other scientists, including Warren Washington, 
one of the founders of NCAR’s climate modeling division, Bob Watson, Daniel 
Albritton, and Stephen Schneider. Bromley eventually concluded, as had all of 
the post-1975 National Academy assessments, that carbon dioxide–induced warm-
ing was inevitable. He also believed that greenhouse gas mitigation was necessary, 
but that it had to be done in an economically rational way. As he explained in his 
1994 memoir, this meant trying to improve the regional fi delity of the climate 
models. Economically sound responses to the greenhouse problem required 
knowledge of regional impact so that appropriate mitigation strategies could be 
selected. In turn, this made investment in much more powerful computers and 
in NASA’s proposed EOS vital.77 Promoting research, instead of mitigation action, 
of course, also allowed the administration to present itself as doing something 
about climate change, a deliberate strategy of avoiding the political costs of regu-
latory action.78

The administration therefore greatly expanded its Global Climate Research 
Program in its fi scal year 1991 budget proposal, asking for a 57 percent increase 
over 1990. It requested full funding of NASA’s EOS, with a fi rst launch of one of 
the large polar platforms scheduled for 1998. The fi rst year increment for EOS 
was $132 million, with a run-out cost through fi scal year 2000 of $17 billion. NASA 
planned to construct fourteen facility instruments for the polar platforms, and it 
had selected an additional twenty-four instruments during its 1988 competition. 
The facility instruments were assigned to NASA centers for construction, with 
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table 7.2

EOS Polar Platform Instruments, 1984

ALT Radar Altimeter
AMRIR Advanced medium-resolution imaging radiometer
AMSR Advanced microwave scanning radiometer
AMSU Advanced microwave sounding unit
APACM Atmospheric physical and chemical monitor
ARGOS+ enhanced ARGOS data collection and platform location system
ATLID Atmospheric lidar
ATSR Along-track scanning radiometer
CR Correlation radiometer
ERBI Earth Radiation Budget Instrument
ESTAR Electronically Scanned Thinned Array Radiometer
F/P-INT Fabry-Perot Interferometer
GLRS Geodynamics Laser Ranging System
GOMR Global Ozone Monitoring Spectrometer
HIRIS High-resolution Imaging Spectrometer
HRIS High-Resolution Imaging Spectrometer
IR-RAD Infrared Radiometer
LASA Lidar Atmospheric Sounder and Altimeter
LAWS Laser Atmospheric Wind Sounder
ITIR Imaging Thermal Infrared
MAG Magnetosphere Currents/Fields
MERIS Medium-Resolution Imaging Spectrometer
MLS Microwave Limb Sounder
MODIS Moderate-Resolution Imaging Spectrometer
MPD Magnetosphere Particle Detector
NCIS Nadir Climate Interferometer Spectrometer
PEM Particle Environment Monitor
SAM Sensing with Active Microwaves
S&R Search and Rescue
SAR Synthetic Aperture Radar
SCAT Scatterometer
SEM Space Environment Monitor
SISP Surface Imaging and Sounding Package
SUB-MM Submillimeter Spectrometer
SUSIM Solar Ultraviolet Spectral Irradiance Monitor
TIMS Thermal Infrared Multispectral Scanner
VIS-UV Visible-Ultraviolet Spectrometer

Source: Adapted from “From Pattern to Process: The Strategy of the Earth Observing System, 
vol. II,” 1984, pp. 14–17.

Note: These were the instrument concepts, often called “strawman payloads,” initially intend-
ed for the Earth Observing System polar platforms. In 1989, formal instrument proposals were 
accepted, often under different names. The GOMR concept instrument became  MOPITT, for 
example.
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their science teams chosen by NASA headquarters.79 Table 7.2 gives the EOS 
instrument concepts as of 1984.

By this time, NASA had also signed agreements with the European Space 
Agency to supply a second polar platform, so that the observation system would 
consist of the U.S. platform in a sun-synchronous “afternoon” orbit and the Euro-
pean platform in a sun-synchronous “morning” orbit, and also with Japan, to 
provide a third platform.80 A large part of EOS’s high cost was in its data system, 
the Earth Observing System Data and Information System (EOSDIS), which 
would have to ingest about 12 terabytes of data per day. This was critical to the 
success of the research program. If the data could not be ingested, processed, and 
made available to researchers relatively quickly, the hoped-for rapid progress in 
climate science would not happen.

Finally, by the time it was approved, EOS had been separated from the Space 
Shuttle. Originally conceived as a set of large, astronaut-tended platforms about 
the same mass as the Hubble Space Telescope, by 1989 it had become clear that 
this was unrealistic. As built, the Shuttle could not place a payload of more than 
about 500 kilograms into polar orbit, far less than the necessary 11,000 kilograms. 
An enhanced Shuttle or, alternatively, a cargo-only Shuttle, such as the Shuttle 
C design being pursued at the Marshall Space Flight Center, would have been 
necessary to launch them. These had not been funded. Further, the polar launch 
facility for the Shuttle at Vandenberg Air Force Base had been built incorrectly, 
and would have required expensive reconstruction. While waiting for an air force 
decision about whether it would fi x and activate the Vandenberg facility, the 
administrator had ordered the platforms be made dual compatible with the Titan 
4 expendable launcher and with the Shuttle, effectively eliminating the need for 
Shuttle launch or servicing.81 The air force ultimately decided not to repair and 
activate the Vandenberg launch pad, forcing EOS on to the Titan 4.

A number of threads converged to bring about approval of the EOS. First among 
these was an environmental context that drew media attention—and therefore 
public and congressional attention—back to the subject of climate change. The 
second was activism by scientists at the national and international levels. The 
sense of urgency the leaders of the research community had about climate had 
led them to propose a variety of research programs in the early 1980s, and as they 
worked out the details of their programs they also advocated for them at the 
national and international levels. Their promotion of research helped keep the 
subject of climate in the public eye. The controversies surrounding the Antarctic 
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ozone hole also helped, of course, by keeping the fact of global-scale, anthropo-
genic environmental damage clearly, and almost constantly, in Americans’ minds. 
Finally, NASA’s own advocacy of climate research helped unify the disparate 
national and international efforts. NASA’s leaders during the period believed that 
climate research was a high-priority subject, and the network of scientists the 
agency recruited to help defi ne the climate observing system’s mission tied it 
directly to independent scientists who were also backing other climate research 
programs.

NASA’s effort to launch its observing system also led it to propose a radical 
agenda for American science: large-scale interdisciplinary research, or better yet, 
unifi cation of the disparate Earth science disciplines into a new research fi eld. 
Interdisciplinary research was problematic for scientists (indeed, for all scholars). 
A physical oceanographer, for example, could only bring expertise to bear on part 
of a grant proposal for a study of air-sea exchange. Similarly, a highly qualifi ed 
meteorologist would only be partly qualifi ed to review a paper on that subject for 
a scientifi c journal. This made it diffi cult to maintain high scientifi c standards 
through the scientifi c profession’s traditional mechanism of peer review, and it led 
many scientists to be skeptical about the value of interdisciplinary research. Yet 
every new scientifi c discipline faces the same problem—no expertise to provide 
cogent criticism until the fi eld begins to mature. Hence while NASA’s Earth 
System Science agenda was controversial, it was not at all illegitimate. The space 
agency was trying to create a new scientifi c discipline, as it effectively had in 
planetary science, and resistance was to be expected. 

Finally, it took NASA ten years to win approval of the EOS despite the reality 
that its leaders believed it to be a high priority. The dissolution of the obvious, 
incremental evolutionary path to a climate observing system in the 1981–83
weather satellite privatization drive had forced the concept into the human space 
fl ight side of the agency. There it suffered from the gigantism that infected the 
Shuttle program and grew enormously. By becoming a very expensive new start, 
it was further delayed in the austere Reagan (civilian) science budgets. Yet removal 
of EOS from the human spacefl ight program just before its congressional approval 
did not cure it of these ills. Instead, placement of the system back into the robotic 
science program permitted critics to demand that it be made far less expensive. 



Missions to Planet Earth: 
Architectural Warfare

c h a p t e r  e i g h t

Management turbulence [is] defi ned as continual 
changes in cost, schedule, goals, etc. At each step, con-
tracts must be renegotiated, people reassigned, designs 
changed and schedules revised. Soon a disproportionate 
amount of time is spent in the pursuit of these change 
practices instead of producing the end product itself.

—Augustine Report, 1990

The Earth Observing System (EOS) was subjected to cuts every year through 
1995. This, in the words of a harsh National Academy of Sciences assessment, 
resulted in management turbulence.1 Seemingly unending reviews, redefi nitions, 
rescopings, and rebaselinings consumed time, squandered project resources, and 
demoralized staff. By the time the system defi nition fi nally stabilized in 1996, the 
project had been shrunk from $17 billion to $7 billion through the beginning of 
the new century. The resulting delays pushed the fi rst launch into 1999, twenty-
one years after the original National Climate Program Act had gotten planning 
for EOS started.

EOS’s fi scal troubles stemmed from a number of causes. The sudden collapse 
of the Soviet Union in 1991 undermined the American space program overall, as 
it had always been primarily a tool of Cold War propaganda.2 Space Station Free-
dom suffered the same descoping, and in fact survived an effort to terminate it 
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en  tirely in 1993 by a single vote in the Senate. Large fl agship science projects 
outside NASA, like the Superconducting Supercollider, were attacked.3 The 
early 1990s also witnessed an unusual bidding war over the federal defi cit, with 
the two political parties trying to cut areas of the budget that largely benefi ted the 
other’s principal constituencies. While this party competition eventually pro-
duced the fi rst balanced budget in a generation, the result for NASA was cata-
strophic. The  agency’s budget declined 18 percent between 1991 and 1999, when 
it became obvious that further cuts would require terminating major agency func-
tions.4 Further, the Republican Revolution of 1994 placed anti-environmental 
leaders fi rmly in charge of Congress, making EOS an obvious target.5 Finally, 
NASA administrator Daniel Goldin, appointed in early 1992, believed that every-
thing the agency did could be done far more cheaply, and therefore did not resist 
the cuts. He had also directly attacked EOS’s “Battlestar Galactica” approach in 
a private White House briefi ng.6 He welcomed the fi scal discipline being imposed 
as a way to force his preferred “faster-better-cheaper” approach to space science 
on the agency.7

In the process of shrinking EOS, NASA leaders abandoned the large satellite 
approach. They also abandoned the idea of maintaining the primary EOS mea-
surements for fi fteen years. In the early years of the downsizing, the range of sci-
entifi c questions was narrowed, but expanded again later as the savings from the 
smaller satellite approach became clearer. NASA also began to try to migrate 
some of the key measurements to a new, joint air force–National Oceanic and 
Atmospheric Administration (NOAA)–NASA operational weather satellite pro-
gram in hopes of maintaining continuity of measurements; fi nally, it sought to 
make the climate observing system international as it had once tried to make the 
weather satellite system international. It found international partners for some 
missions, and in some cases dropped planned measurements entirely when other 
countries promised to take them over. And yet, by the fi rst years of the twenty-fi rst 
century, NASA had fully abandoned Shelby Tilford’s original conception of an 
integrated, long-term, well-calibrated set of Earth observations. Instead, the na -
tion’s strategy was back where it had been in 1980, and the successor to EOS, a 
new generation of meteorological satellites, seemed to be fi rmly on the twenty-
years-to-space track.

demise of the polar platforms

The revolt against EOS had started even before the program had achieved White 
House approval in 1989. There were three major streams of criticism developing 
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even as Shelby Tilford and Dixon Butler tried to shepherd EOS through the ap -
proval process. A vocal contingent within the scientifi c community opposed EOS 
because of its infl exibility, slow pace, and gigantism. Second, from a technologi-
cal direction, particularly the clandestine world of the Strategic Defense Initiative 
(SDI), came criticism of EOS for its use of “old” early 1980s technology instead 
of new and untried concepts developed in (mostly) military labs. Third, at $17
bil  lion, there was immediate criticism of the program’s cost. Many scientists be -
lieved that it would swallow all the resources available for Earth science re  search 
for the next two decades, and that therefore scientists who had not been part of 
EOS in its formative phase would be shut out of NASA funding effectively for-
ever. These three lines of criticism converged in a demand for a smaller, less 
expensive, and more fl exible system architecture.

As it stood in 1990, EOS consisted of a set of four Hubble Space Telescope–
sized polar orbiting platforms, two built by NASA and one each provided by the 
European Space Agency and the National Space Development Agency of Japan 
(NASDA). These were to be launched between 1996 and 1998, and repeated three 
times each to achieve the desired fi fteen-year time span. The fi rst NASA platform 
was assigned instruments for surface studies, atmospheric temperature soundings, 
and ocean and land surface altimetry. This platform also contained instruments 
intended to replace those on the NOAA series of operational weather satellites. 
The second NASA payload carried a very large synthetic aperture radar and a 
suite of atmospheric chemistry and physics instruments. These included instru-
ments aimed at studies of the thermosphere and mesosphere, and of the Earth’s 
magnetic fi eld. The European and Japanese platforms were similarly equipped. 
In its original guise, EOS was meant to envelop the full range of the Earth sci-
ences. It was not focused on any particular scientifi c question despite its origins 
in the early climate observing system planning exercises of the late 1970s. It also 
contained no provision for smaller missions, for missions requiring non-polar 
orbits, or for missions responsive to new scientifi c questions that might arise over 
the fi fteen-year period. This basic system architecture, not the science EOS was 
supposed to do, was the initial point of confl ict over EOS.

The Space Studies Board of the National Research Council (NRC) had issued 
the fi rst formal statement of scientifi c discontent over EOS in a 1988 study, Strat-
egy for Earth Explorers in the Global Earth Sciences. It had been prepared at 
the request of NASA’s Space and Earth Science Advisory Committee, which was 
composed primarily of university-based researchers. This group, whose chairman 
was geodicist Byron Tapley of the University of Texas, sought to supplement EOS 
with a series of smaller satellites that would take less time and money to develop. 
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Tapley’s group believed that smaller satellites provided a number of benefi ts. One 
was that the large polar platforms could not make some of the desired measure-
ments. Structurally, large platforms would be too fl exible for use in precision 
altimetry measurements, for example, which were necessary for oceanographic 
and cryospheric research. Another was that large platforms carried large risk. Loss 
of a small, inexpensive satellite in the event of a launch vehicle accident, or from 
a spacecraft failure, was much easier to overcome fi nancially than loss of one of 
the large platforms. Finally, smaller satellites also offered greater programmatic 
fl exibility. New scientifi c demands could be accommodated more easily if NASA 
funded a line of small satellites in addition to the large platforms. Hence, Tapley’s 
committee argued for a line of Earth Explorers within the Mission to Planet Earth 
that would be similar in nature to the Explorer series of satellites used by NASA’s 
physics and astronomy community. They sought suffi cient funding for two small 
missions per year or one medium mission every three years.8

Artists’ conception of the EOS large platform. This version carries a large radar, the 
panel in the lower left. Courtesy NASA/Caltech/JPL.
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Tapley’s committee refl ected a growing unhappiness within the scientifi c com-
munity over the sheer length of time NASA was taking to fl y new Earth science 
missions. Much of the work done in American science was done by graduate 
students and postdoctoral fellows, who had short time horizons (four to six years) 
and could not participate effectively in missions taking ten to twenty years to 
develop and launch. This undermined space-based science in general by drying 
up the pool of future talent. The possibility that EOS could take decades was 
made real for the committee by the Upper Atmosphere Research Satellite (UARS), 
which by 1988 had been in development since 1978 and, because of the Chal-
lenger accident, would not fl y for several more years. It had thus far taken ten 
years to develop this critical group of allegedly high-priority measurements, and 
as a result, the scientifi c limelight had been stolen by the ground- and aircraft-
based instruments NASA and NOAA had deployed in the National Ozone Expe-
dition (NOZE) and the Airborne Antarctic Ozone Experiment (AAOE). EOS, 
planning for which could also be traced back to 1978, seemed to be taking an even 
slower road to orbit, and since it would be the only Earth science program for the 
next twenty years, the committee found its large platform approach deeply trou-
bling.9 EOS seemed to be an example of Big Engineering getting in the way of 
scientifi c research. 

During 1990, the Goddard Institute for Space Science’s (GISS) James Hansen 
began advocating a set of small satellites called CLIMSATs (Climate Satellites) 
that were also about the size of the proposed Earth Explorers. His CLIMSAT 
proposal involved two small satellites, each with three instruments: improved 
versions of the Langley Stratospheric Aerosol and Gas Experiment (SAGE) and 
Earth Radiation Budget Experiment (ERBE) instruments and an Earth Observ-
ing Scanning Polarimeter (EOSP), to measure cloud radiative properties. EOSP 
was a derivative of instruments previously sent to Venus and Jupiter. All three had 
been selected for EOS during the 1988 announcement of opportunity process, 
and represented relatively mature technologies with previous fl ight experience. 
Hansen argued that their technical maturity meant that they could provide criti-
cal measurements sooner than would the large EOS platforms.

Hansen’s scientifi c motivation for the CLIMSAT proposal was a 1989 article 
by infl uential radiative transfer specialists, who had argued that water vapor feed-
back would enhance the carbon dioxide greenhouse enough to make it detect-
able by an ERBE-like instrument within the next couple of decades.10 Hence, 
they had concluded, ERBE or something very much like it, needed to be fl own 
for the next several decades. Hansen added SAGE to monitor both ozone, which 
was also a greenhouse gas, and aerosols, which tended to cool the Earth. The 
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scanning polarimeter was to study the interaction of aerosols and clouds. These 
three instruments, Hansen contended, were the ones necessary to detect anthro-
pogenic climate change, and needed to be fl own as quickly as possible to establish 
a continuous record. He also believed that they would be inexpensive enough to 
be refl own and maintained in orbit for long-term monitoring; the hugely expen-
sive EOS constellation would almost certainly not be.11

Hansen’s proposed CLIMSAT system was aimed at studying the changing cli-
mate. EOS, however, had evolved for process studies, not climate monitoring. 
Hence, CLIMSAT would not fulfi ll EOS’s other science goals, such as better 
forecasting of El Niño. EOS’s perceived ability to contribute to better regional 
prediction had been an important reason for its approval by the White House, so 
CLIMSAT was not really an alternative to EOS. It was complementary. But it was 
badly timed. Hansen’s public advocacy of it while NASA was attempting to get 
EOS through Congress tended to make it appear as a smaller, cheaper competitor 
to EOS. Hansen himself argued that CLIMSAT was complementary to EOS, and 
should be funded via an expanded Earth Probes program. But it nonetheless 
caused diffi culties for Lennard Fisk, Shelby Tilford, and Dixon Butler, who had 
to defend EOS’s mission anew.12

Yet a third line of criticism emerged from the National Space Council. Veter-
ans of the Defense Department’s SDI contended that it had developed a variety 
of microsat technologies that could make EOS’s measurements earlier and much 
less expensively. As ballistic missile defense was being conceived in the late 1980s,
dozens of low-altitude, infrared scanning, micro-satellites called Brilliant Eyes 
were supposed to provide guidance information to ground-based interception 
missiles. These became the source of a third challenge to EOS, layered on top of 
the Earth Probes and the CLIMSATS.13

The collapse of East Germany in 1989 and the subsequent end of the Cold 
War, fi nally, led to reexamination of the federal budget overall, and NASA’s in 
particular. NASA’s role as a vehicle for technocratic competition and propaganda 
victories left the agency without its primary political function. Space Station Free-
dom was immediately threatened with termination; it survived but was repeatedly 
descoped until (temporarily) stabilizing in 1994 as the International Space Sta-
tion. EOS was also subjected to budget reductions almost immediately. At hear-
ings on EOS in April 1991, Senator Albert Gore, Jr., of Tennessee, warned Len-
nard Fisk, NASA’s associate administrator for space science, that the fi scal year 
1992 budget then being debated in the Senate would not fully fund EOS; the 
conference committee report that emerged placed a run-out cap on EOS of $11
billion through fi scal year 2000.14
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The conference committee report also required NASA to empanel an inde-
pendent review of EOS. NASA Administrator Richard M. Truly asked Edward 
Frieman, who had succeeded William Nierenberg as director of the Scripps Insti-
tution of Oceanography in 1986, to assemble a panel to help the agency restruc-
ture EOS. This group became known as the EOS Engineering Review Commit-
tee. Frieman was invited to Washington at the end of April to meet with senior 
administration offi cials and get their views on EOS; his interviews included 
Shelby Tilford; oceanographer W. Stanley Wilson, now EOS program scientist; 
NASA Administrator Truly; Mark Albrecht, the Space Council’s director; and 
Vice President Dan Quayle. He reported to his committee members that “there 
seems to be strong support within the Administration for EOS.” 

But he also found three common concerns in all of his interviews: EOS was 
too expensive, it did not make use of newer small satellite technology, and “[it] is 
perceived by some as being too distant to help solve the critical near-term global 
change policy concerns.”15 As a result, Frieman recalled later, there was great 
hostility at the Space Council and at the White House toward NASA’s approach 
to EOS. In a letter to Frieman in mid-May, Representative George E. Brown, 
chairman of the House Committee on Science, Space, and Technology, put it 
slightly differently: “despite my own conviction and that of many of my colleagues 
that increased investments will be needed to better defi ne future environmental 
policy options, major scientifi c undertakings such as EOS, for which a clear tech-
nical consensus does not yet exist, is diffi cult to sustain in this budgetary environ-
ment [sic].”16

Frieman’s committee recommended several approaches to bringing down 
EOS’s cost. The fi rst of these was reducing the program’s scope. As it existed in 
1990, the EOS concept included sensors aimed at all possible Earth science dis-
ciplines, from solid Earth geophysics to Sun-Earth interaction. Frieman’s com-
mittee advocated descoping EOS back to the Global Habitability initiative’s focus 
on climate change.17 It made this recommendation based upon the scientifi c 
priorities laid out by the Intergovernmental Panel on Climate Change (IPCC), 
whose 1990 report had called for an increased emphasis on “the various climate-
related processes, particularly those associated with clouds, oceans, and the car-
bon cycle.”18 The IPCC’s three priorities, in turn, became one basis of EOS’s 
reconstruction.

The IPCC had chosen to emphasize clouds, oceans, and the carbon cycle 
because these were the sources of the largest uncertainties in predicting the rate 
of future warming. Ocean modeling was in its infancy compared to atmospheric 
modeling, with substantial model development not starting until the early 1980s.
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Ocean remote sensing was also in its infancy. Seasat A’s ninety-nine-day mission 
had been the fi rst dedicated oceanographic fl ight, and to date the only one. 
NASA, the European Space Agency, and the Japanese space agency all had 
ocean-sensing instruments planned for fl ight during the 1990s, but with the ex -
ception of a modifi ed version of the Coastal Zone Color scanner, these were all 
essentially fi rst-generation instruments. They would require time to be fully 
understood, just as had the atmosphere sensing instruments. And because the 
oceans served as Earth’s primary heat storage system, improving ocean circulation 
data and ocean circulation models was fundamental to gaining better climate 
forecasting.

The IPCC’s focus on clouds grew out of the Langley Research Center’s ERBE. 
In January 1989, the project’s science team had published a paper in Science that 
weighed in on a long-standing controversy over whether clouds produced a net 
warming of the Earth by absorbing outgoing infrared energy, or whether they 
produced a net cooling by refl ecting away incoming sunlight. The ERBE data 
clearly showed that clouds produced a net cooling effect, which the team chose 
to defi ne in terms of forcing. Cloud refl ectance of incoming sunlight was short-
wave forcing, while cloud absorption of outgoing infrared, or longwave, radiation 
was longwave forcing. Defi ning their terms in this fashion allowed them to sepa-
rate and analyze independently the two different effects clouds had.19

The ERBE data also allowed the team to assess how cloud forcings varied with 
latitude. Shortwave forcing was highest at high latitudes, while in the tropics 
shortwave and longwave forcings nearly cancelled each other out, as shown in 
Plate 5. And the magnitudes of the individual shortwave and longwave forcings 
were about 10 times the radiative forcing that would be produced by a doubling 
of carbon dioxide concentration. Because of this, the authors pointed out, a shift 
of mid-latitude cloudiness patterns toward the equator during the last ice age 
would have dramatically reinforced cooling and enhanced glaciation.20 An expan-
sion of tropical cloudiness patterns out of the tropics would, alternatively, have a 
warming effect. Clouds, their data made clear, were the dominant factor in regu-
lation of the Earth’s climate.

The ERBE team also found from a brief survey of six existing global climate 
models that they had predicted this variation in cloud forcing qualitatively, but 
they had not done so quantitatively. The six models had shown wide variation in 
their analyses of cloud forcings, with shortwave forcing, for example, differing 
from the ERBE data by as much as 50 percent. Because the cloud effect on cli-
mate was so much more powerful than a carbon dioxide doubling, the inconsis-
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tent treatment of clouds by leading climate models introduced a large measure of 
uncertainty to forecasts of future climate. 

Writing for Physics Today later that year, ERBE team members Veerabhadran 
Ramanathan, Bruce Barkstrom, and Edwin Harrison pointed out that the scien-
tifi c community did not know why the cooling effect should be dominant.21 The 
physics of clouds were not well understood, and therefore the models could not 
be programmed to generate them from physical principles. Instead, clouds were 
incorporated into the models via parameterization, which allowed their known 
effects to be de  scribed within the models but largely prevented cloudiness pat-
terns from changing as the model climates changed. This signifi cantly impaired 
the models’ ability to forecast climate. This view was reinforced the following 
year, when Robert Cess published a paper surveying fourteen climate models, 
fi nding that while they relatively accurately represented clear-sky radiative trans-
fer through the atmosphere, they diverged considerably in their treatment of 
cloud impacts.22 Hence, the IPCC had made cloud forcings their top research 
priority in their 1990 assessment.

Taking the independent IPCC’s report as its cue, Frieman’s committee had 
argued that EOS be refocused on climate change, and particularly on cloud and 
aerosol forcings and ocean measurements. They also argued for a greater interna-
tionalization of EOS to reduce the cost to the United States. While NASA had 
gotten agreements for European and Japanese polar platforms in the late 1980s, it 
had not attempted to create an integrated international global observing system. 
Instead, it had pursued international efforts somewhat piecemeal. It had gotten 
French support for TOPEX (Ocean Topography Experiment)/Poseidon without 
making arrangements for a successor; gained a space for a NASA-built scatterom-
eter on the fi rst Japanese environmental research satellite, ADEOS, scheduled for 
1996; and forged a partnership with Japan for the Tropical Rainfall Measuring 
Mission. Foreign experimenters also had a number of instruments chosen for 
EOS via the standard announcement of opportunity process. But NASA had not 
tried to negotiate an overall division of labor among the other spacefaring govern-
ments over who would support which measurements over the two decades EOS 
was supposed to run. 

Finally, Frieman’s reengineering committee recommended a substantial re -
structuring of EOS. EOS had been planned around large polar platforms that 
required the Titan 4 launch vehicle, which was the most expensive by far (except, 
of course, for the Shuttle). Delinking EOS from the Shuttle program had not 
changed that, partly because Tilford, Butler, and their planners believed that 
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simultaneity of measurements was scientifi cally necessary, and therefore the in -
struments needed to be on the same platforms. This policy had also been based 
on the lack of a mid-sized launch vehicle, with the only rockets available for the 
Vandenberg Air Force Base site (the only site available for polar launches) being 
the small Delta and the large Titan. However, for its own reasons, the U.S. Air 
Force had decided in 1991 to improve its Vandenberg facility to take the mid-sized 
Atlas rocket, and this had been the opening wedge for Frieman to recommend 
repackaging EOS onto satellites sized for Atlases. Atlas-sized satellites would per-
mit some, but not all, of the desired EOS sensors to be clustered together for 
simultaneity.

But Frieman had also been under a great deal of pressure to shrink EOS fur-
ther, by splitting more of the sensors off onto small, single-instrument payloads. 
After accepting the responsibility of preparing his review, Frieman had been 
brought to Washington to interview senior members of the administration about 
EOS; after his return, he had told his panel members that this subject came up 
in several different meetings.23 Advocates of this approach, many of whom had 
experience in classifi ed programs related to Reagan’s SDI, argued that cost was 
an exponential function of complexity. A fi ve-instrument satellite would cost far 
more than fi ve one-instrument satellites. Hence, one could achieve large cost 
reductions by building more, simpler satellites. 

These advocates also argued that the simultaneity claim of EOS’s supporters 
was overblown. Satellites could, they believed, be maneuvered to fl y in formation 
close enough together so that their measurements would be essentially simultane-
ous. Formation-fl ying had not been demonstrated in any program known to the 
Space Studies Board of the National Academy of Sciences as late as 1995; none-
theless, it became part of Frieman’s recommendations. As a potential future tech-
nology, formation-fl ying offered a great deal of promise; a major cost of satellite 
building was the cost of trying to integrate many different instruments onto the 
same satellite bus. Limiting satellites to one or two instruments could permit 
many more instruments to be fl own for the same amount of money—if the for-
mation-fl ying idea worked out. Finally, the smaller satellite approach promised to 
produce some research results sooner, which would help mollify scientists and 
policymakers who were becoming outspoken in their criticism of the slowness of 
EOS, while also responding to the scientifi c advocates of the Earth Probes 
concept.24

In February 1992, the Senate subcommittee on Science, Technology, and 
Space reviewed the reengineered EOS. As NASA’s Lennard Fisk presented it, 
EOS now consisted of six payloads: three Atlas-sized satellites, one Delta-class 
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satellite, and two sized for a new small launch vehicle intended to replace the dis-
continued Scout rocket. The three Atlas packages were named EOS-AM, a polar, 
“morning”-orbit satellite instrumented primarily for surface studies; EOS-PM, a 
polar, “afternoon”-orbit satellite instrumented for weather and cloud studies; and 
EOS-CHEM, a polar, “afternoon”-orbit chemistry satellite to succeed UARS. 
The Delta payload was EOS-ALT, an altimetry satellite for ocean circulation and 
ice sheet studies, while the two smallest were EOS-COLOR and EOS-AERO, for 
ocean color and aerosols, respectively. These were to be launched between June 
1998 and 2002. They would then be repeated to achieve the required fi fteen-year 
coverage, so there would ultimately be three EOS-AM fl ights, three EOS-PM 
fl ights, and so on.

Fisk also explained that to reduce a gap in coverage of the Earth’s radiation 
budget, a very high priority for the IPCC, a Clouds and the Earth’s Radiant En -
ergy System (CERES) instrument would be added to the Tropical Rainfall Mea-
suring Mission, scheduled for launch in 1997, while a Stratospheric Aerosol and 
Gas Experiment (SAGE) III would be added to a “fl ight of opportunity,” a Russian 
Meteor weather satellite, as things would turn out.25 Finally, in the process of 
repackaging EOS, NASA also shrank it, deleting instruments aimed at geomag-
netism, upper atmosphere research, and solid Earth geophysics. The largest 
instruments, a space-based large-aperture lidar and synthetic aperture radar, were 
also dropped, as they could not be accommodated on the much smaller Atlas-
sized satellites.

This reengineering of EOS did not silence public criticism by the scientifi c 
community. There were several points of contention, including the continued 
slow pace of the program, its lack of competition, and its apparent consumption 
of all available funding for Earth science missions for the foreseeable future, but 
one will suffi ce for discussion: launch order. The AM package, to be launched 
fi rst, was primarily aimed at land and ocean surface studies, and was not directly 
relevant to the central question of detecting anthropogenic climate change. The 
PM package contained instruments aimed at that question. Climate models al -
most universally predicted that as the troposphere warmed, the tropopause, the 
boundary between the troposphere and the stratosphere, would change its aver-
age altitude, while the stratosphere would cool signifi cantly. Due to the large 
errors and poor calibration records of the 1970s era satellite temperature sounders 
still in use, a defi nitive detection of this effect could not be made using their data. 
Radiosondes had similar problems, with inherent biases that had to be identifi ed 
and corrected.26 As the launch order controversy played out in the fi rst half of the 
1990s, it was clear to the climate research community that instruments capable of 
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measuring tropospheric temperature with much better calibration capabilities 
were vital to the question of anthropogenic climate change.

The Jet Propulsion Laboratory’s (JPL) Atmospheric Infrared Sounder (AIRS) 
instrument, which was expected to produce improved vertical resolution and 
reduced error compared to the 1970s generation of temperature sounders on the 
operational weather satellites, was supposed to be able to measure the predicted 
changes. The AIRS principal investigator, Moustafa Chahine, intended to over-
come the cloud-clearance problem infrared instruments had by pairing AIRS 
with the Advanced Microwave Sounding Unit (AMSU) and using the microwave 
data in his temperature retrieval algorithms. Similarly, the atmosphere was ex -
pected to become wetter as it warmed, and a PM instrument to be provided by 
NOAA initially, and ultimately by Brazil, called the Measurements of Humidity 
Sounder, could determine whether this was happening. The humidity sounder’s 
data was also to be used to improve AIRS’s retrievals, and the three instruments 
effectively formed a single package aimed at the classical meteorological values 
of temperature and moisture. They also, of course, had direct climate relevance. 
These three instruments were to be fl own with the Moderate Resolution Imaging 
Spectroradiometer (MODIS), which would provide cloud-top temperatures and 
altitudes, also likely to change in a warming world; the Clouds and the Earth’s 
Radiant Energy System (CERES), whose radiation budget measurements nearly 
everyone agreed were of the highest scientifi c priority and directly relevant to 
anthropogenic climate change; and a new microwave imager. Because this PM 
package was the central climate satellite, many members of the Frieman’s engi-
neering review panel thought that it should be the fi rst launch.27

The counterargument that NASA offi cials had made was that the AM satellite, 
whose contractor, General Electric, had originally been assigned to build the 
large polar platforms, was already under construction and delaying it would only 
raise overall costs without providing any benefi ts. Further, its most expensive in -
strument, ASTER, a high-resolution land imager, was being provided by Japan 
and thus the AM satellite, despite having more instruments, was less expensive to 
NASA. It was also less technologically challenging. The AIRS instrument, EOS-
PM’s centerpiece, was the most diffi cult U.S. instrument, and none of NASA’s 
leaders believed that it could be accelerated successfully. Finally, the PM satellite 
contract award had not been made yet. Nothing would be gained by trying to 
rearrange the fl ights except raising costs. As of late 1991, it was already too late to 
reprioritize.28

While NASA’s decision not to change the launch order stood, it did not sit well 
outside the agency. In June 1992, Pierre Morel, by now head of the planning staff 
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for the World Climate Research Program (WCRP), argued that scientifi c priority 
still clearly belonged to the PM satellite. In early 1993, Science reporter Gary 
Taubes reported that many members of Frieman’s committee did not think NASA 
had taken their recommendations seriously, and while EOS was now much 
smaller, it was still not focused on the correct set of questions.29 Hence the larger 
scientifi c community continued criticizing EOS for its misplaced priorities and 
lack of a tight focus on detection of anthropogenic climate change; here the mid-
1980s strategy of trying to produce long-term, continuous, and comprehensive 
datasets for use by all parts of the Earth science community was working against 
EOS. Instead, with budgets shrinking, the community sought the opposite: an 
ob  serving system aimed at a narrowly drawn, specifi c set of questions.

rescoping and rebaselining eos

Shortly after the Senate review of the reconfi gured EOS, NASA received a new 
administrator, Daniel S. Goldin. Vice President Dan Quayle had had visions of 
building his own political future on a vastly expanded space program aimed at 
Mars colonization, and he had found Administrator Truly to be unsupportive. 
Truly was too wedded to the high-cost Space Shuttle to undertake reforms Quayle 
thought necessary. Hence, Quayle had attempted to arrange a bypass around 
Truly by issuing a directive specifying that NASA’s assistant administrator for 
exploration communicate directly with the Space Council, which Quayle chaired, 
instead of going through Truly’s offi ce.30 When this workaround was exposed, it 
was not seen favorably either in Congress or in the White House. Truly was then 
removed. After a prolonged search, Quayle chose Goldin. Goldin was an advo-
cate of what he called “faster-better-cheaper,” an effort to do more small missions 
with less money.31

Goldin then embarked on what was known as the “Red team/Blue team” study 
of all the agency’s programs. In essence, all of the agency’s programs were reviewed 
by two teams, a Blue team drawn from the program in question and a Red team 
composed of people not associated with it. In EOS’s case, the Blue team was led 
by Goddard Space Flight Center’s Chris Scolese, while the Red team was chaired 
by JPL’s John Casani. The Blue team reviewed its own program and then defended 
it before the Red team; the Red team did an independent review and critiqued 
the Blue team. In EOS’s case, Goldin also required the teams to fi nd $3 billion 
in additional savings. This initiated what insiders called the rescoping of EOS to 
separate it from the previous years’ reengineering, and which was not entirely 
complete before the EOS budget was cut again—a $750 million slice—this time 
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by Congress. This cut provoked a rebaselining.32 It also led to the departure of 
Shelby Tilford.

This time, there was no new outside review committee; instead, EOS’s recon-
struction was carried out largely internally, with Ed Frieman and some of his 
committee members serving as informal consultants. The fi rst rescoping stage of 
the cuts was carried out by forcing all but one of the EOS payloads onto Delta-
class rockets or smaller; to protect the 1998 launch schedule, EOS-AM remained 
an Atlas-class payload. Several instruments were cut from the EOS-PM and EOS-
Chem satellites, and other instruments were descoped. But the most signifi cant 
cuts in the rescoping exercise were made to the data system, the Earth Observing 
System Data and Information System (EOSDIS). This forced, or enabled, de -
pending on one’s point of view, a fundamental redirection of the system.

EOSDIS had originally been conceived in accordance with a centralized data 
processing model that derived from large-scale Defense Department computing 
projects, such as the SAGE air defense system.33 This model was based upon the 
high cost and large size of high-powered computers, in company with the very 
limited supply of programming talent for them during the early years of digital 
computing. This was known as the MITRE model due to its historical linkage 
with the MITRE Corporation, which had been the system engineer for SAGE 
and other projects like it. For EOSDIS, this centralized model meant a single, 
large-scale installation would develop the retrieval algorithms for the instruments, 
process, and then validate the datasets before providing them to offsite Distrib-
uted Active Archive Centers (DAACs).34 EOSDIS would also provide satellite 
command and control.

By 1993, as the rescoping was taking place, criticisms of this approach had ap -
peared. From inside the agency, a number of experienced investigators opposed 
the centralized model. Langley engineer Bruce Barkstrom, for example, who had 
been the architect for the ERBE and CERES data processing systems, believed 
that the programmers doing algorithm development had to be very familiar with 
an instrument and the data it produced to get useful results; because of the histori-
cal evolution of NASA’s various Earth science components, that expertise was not 
all located in one place. Langley had specialized in aerosols and atmospheric 
radiation, while JPL had specialized in physical oceanography and stratospheric 
chemistry. It made little sense to redevelop that expertise elsewhere. Further, he 
argued that the centralized model, like the original EOS large platform model, 
was unnecessarily expensive. In software development, the interfaces between 
modules of various programs had to be carefully controlled to ensure they re -
mained compatible. Increasing the number of programs a given computer system 
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had to run increased the number of interfaces exponentially, not linearly, and 
hence cost was also an exponential function of complexity. Finally, computing 
power had become dramatically less expensive, and programming expertise more 
widespread, in the decades since the formulation of the MITRE model. Central-
ization of computing resources was no longer necessary. In his view, a distributed 
system built around the extant DAACs made much more sense.35

Similar arguments appeared in an NRC review of EOSDIS that was presented 
to NASA in September 1993. Shelby Tilford had requested the review late in 1991,
and NRC chairman Bruce Alberts had asked Charles Zraket of Harvard Univer-
sity to chair the new study. Zraket’s group argued that EOSDIS’s centralized 
design did not have the fl exibility necessary to achieve the EOS’s desired results. 
It was “simply an automated data distribution system” that would provide a set of 
standardized products to users. Researchers would not be “able to combine data 
from different sensors, alter the nature of the products to meet new scientifi c 
needs, or revise the algorithms used to process data for different purposes.”36 The 
ability to do this sort of interdisciplinary investigation was one of EOS’s major 
selling points; Zraket’s group did not believe EOSDIS would support it effec-
tively. Further, the growing availability of computing power made a distributed 
architecture both possible and desirable. This new distributed architecture model 
descended from the Advanced Research Projects Agency’s (ARPA) ARPANET, 
which by 1993 had become publicly available as the Internet.37 This had demon-
strated that a distributed computer network could change with extraordinary 
speed as users and user demands changed. 

Zraket’s panel therefore recommended redesigning EOSDIS around the ex -
tant DAACs, and adding new ones if additional subject area expertise was neces-
sary. The DAACs would be the system’s interface with EOS’s user communi-
ties, while an EOSDIS Core System would provide the network infrastructure 
the archive centers would require. Their vision was of EOSDIS evolving into 
“UserDIS,” with science users able to access datasets from multiple sources and 
integrate them into new products. This meant, in turn, relying on the “entrepre-
neurial spirit of the DAACS and other interested organizations.”38 But the result-
ing data system would be much more fl exible, able to adapt to new uses and new 
user-generated products as EOS itself evolved.

The redesign cost money, however, which, like the actual budget cuts, had to 
be paid for in capability. Dixon Butler recalls that the only really fi rm cost fi gures 
available were attached to processing capacity, and this was where most of the cuts 
were taken. EOSDIS’s processing capacity was reduced by more than half. The 
number of data products was reduced even further, from 809 to 128.39 To a degree, 
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the reduction in data products would be made up by researchers who could be 
expected to use the available datasets to create new ones. User innovation was, 
after all, the hoped-for outcome of the conversion of EOSDIS to a decentralized 
network. Lost, however, was the ability to process the huge amounts of data in real 
time. Instead, data releases would be made months after receipt. While this vio-
lated EOS’s original intent, it was not perceived as a great loss at the working level. 
Many researchers had seen the real-time goal as unrealistic, because of the time 
necessary to evaluate the quality of the data. Very few of NASA’s missions had 
succeeded at producing immediate, high-quality data outputs right after launch, 
a fact that had made the research community skeptical of Butler’s real-time 
goal.

Tilford, who was the architect of the original EOS concept of long-term, com-
prehensive Earth observations, by late 1992 had begun to fi ght the redirection of 
EOS toward smaller, less capable satellites and a less-than-real time data system. 
Tilford did not believe Goldin’s goal of shrinking all satellites down to single-
instrument payloads would permit the achievement of simultaneity in related 
measurements; while Tilford had not liked the large platform approach, he con-
sidered its antithesis, the micro-satellite approach, to be at least equally bad. Hence, 
Tilford’s and Goldin’s goals were not the same.

Goldin started looking for a replacement for Tilford in mid-1993. Ed Frieman 
recommended one of his former students, Charles Kennel, who was an astro-
physicist at UCLA. He had recently completed service on an NRC panel that had 
drafted a decadal survey of the fi eld, which set priorities for astrophysical research 
for the 1990s and early 2000s. This had strongly supported the use of small satel-
lites just as the 1988 Earth science report had, and of course helped make Kennel 
an appealing choice. Kennel fl ew to Washington to meet Goldin for an interview 
at his apartment in the Watergate hotel. Kennel remembers that this went long 
into the night. Goldin explained the political problems that EOS faced, both 
from the scientifi c community’s criticism of EOS and from congressional oppo-
nents of climate research, and that he was looking for an associate administrator 
for it who was not connected to the Earth sciences at all in order to immunize the 
program from criticism. Refl ecting the ongoing scientifi c criticism of EOS, Gol-
din made clear that he wanted science to be in charge of the Mission to Planet 
Earth. He also wanted EOS refashioned to use smaller satellites, made more fl ex-
ible, and fi nally, kept within a very restrictive budget.40

Kennel accepted the position, intending to stay two years before returning 
home to California. Goldin announced the choice on 6 January 1994.41 This 
produced some diffi culties for Kennel, as Tilford was well-known and popular 
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in Washington science circles. Tilford was widely regarded as the developer of 
the concept of integrated Earth observations and had built one of the most suc-
cessful research programs in the government. Criticism of the decision therefore 
erupted, channeled toward Kennel’s lack of experience in the Earth sciences. He 
was, after all, to be responsible for the largest single Earth science program ever 
carried out. This was resolved when he was allowed to choose Robert C. Harriss, 
who had left Langley Research Center for the University of New Hampshire in 
1988, to be the director of the Mission to Planet Earth’s Science Division. This 
made Harriss responsible for decisions about what science proposals were funded. 
Kennel and Harriss came aboard in January 1994, initiating the next phase in 
EOS’s transformation.

reshaping eos

Kennel joined NASA at an odd moment in NASA history. The 1992 election had 
put William Jefferson Clinton, a centrist Democrat, in the White House with 
former Senator Albert Gore, Jr., as his vice president. Gore was a self-proclaimed 
environmentalist and had written a book titled Earth in the Balance about a litany 
of environmental crises.42 His ascension had seemed to promise stability for EOS 
and a revitalized set of environmental policies. That isn’t what happened. Gore 
had not supported EOS’s original large platform approach, preferring a more 
rapid deployment of smaller satellites.43 In his own interview with Kennel, he had 
made clear that EOS had to shrink while its science had to be protected. Gore 
also appointed NASA’s Robert Watson to head the environmental section of the 
Offi ce of Science and Technology Policy, and Watson reiterated that theme. The 
presence of an environmentalist vice president did not signal safety for EOS, 
particularly as Gore was directly involved in the international negotiations over 
greenhouse gas emissions reductions that descended from the 1992 Framework 
Convention on Climate Change. Instead, EOS remained under pressure from 
the administration until the Republican Party took over the House of Representa-
tives in the 1994 election, when its association with the activist vice president 
made it a target of political retaliation.

Kennel set in motion an initiative to redefi ne EOS shortly after arriving in 
Washington that resulted in the reshaping plan. Its core objective was to separate 
the defi nition of the system from its hardware confi guration and instead defi ne it 
by the science it would do. Kennel did not believe that it was possible to fl y three 
identical sets of instruments, as had been EOS’s original design. Components 
went out of production, and no two instruments ever built were truly identical. 



m i s s i o n s  t o  p l a n e t  e a r t h :  a r c h i t e c t u r a l  w a r f a r e     261

Instead, what made the data from instruments comparable was the establishment 
of a calibration record, preferably by fl ying an old instrument and its replacement 
side by side to intercalibrate, although there were other possible approaches. This 
meant that new technology could be infused between instrument generations. 
It also meant that hardware no longer needed to be the defi ning factor in the 
system.

Within a week after arriving in Washington, Kennel was approached by Michael 
Luther, who was in charge of mission development for the Mission to Planet 
Earth, and asked whether he would support a proposal for a line of small satellites 
to complement the larger observatory missions. He agreed, and this be  came the 
Earth System Science Pathfi nder (ESSP) series of missions. These missions were 
to be chosen by the competitive announcement of opportunity process. This per-
mitted nearly anyone to propose new missions, with mission prioritization and 
selection done by a panel of NASA and non-NASA researchers. Kennel hoped 
that the smaller, less expensive ESSP missions would allow him to maintain, or 
perhaps expand, the science content of EOS while adapting to the imposed bud-
get cuts. Since one major goal of the ESSP program was to speed up the process 
of getting new missions into space, the fi rst announcement of opportunity was 
scheduled for early 1996.

Kennel also formed a science team to examine EOS again. The team was 
chaired by Michael King, the EOS project scientist at Goddard Space Flight 
Center and one of the MODIS instrument principal investigators. King had 
also been a prominent advocate of redefi ning EOS by its science, not its system 
architecture, and his team constructed a set of twenty-four measurements that 
were to represent EOS. These are given in Table 8.1. For the atmosphere, these 
were clouds and radiation, precipitation, chemistry, aerosols and volcanic effects, 
and atmospheric structure. Other measurements included surface temperatures, 
ocean circulation, ice and snow coverage, soil moisture, and solar irradiance.44

The task of his science panel was to fi nd a way to maintain this set of measure-
ments past 2000, when EOS was likely to be held within an annual cost cap of $1
billion, and to suggest ways to migrate some of the measurements to the next-
generation operational weather satellites.

The next-generation weather satellite program was called NPOESS: National 
Polar Orbiting Environmental Satellite System. In 1993, Vice President Gore had 
initiated a “national performance review” aimed at streamlining the federal gov-
ernment. One of the resulting recommendations was merging of the separate 
military and civilian weather satellite programs, and in May 1994 President Clin-
ton had issued a Presidential Decision Directive ordering their convergence. The 
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directive ordered NASA, NOAA, and the Defense Department to form an Inte-
grated Project Offi ce (IPO) to manage the program. NASA’s primary responsibil-
ity within the IPO was the provision of new technology. Since several of the EOS 
instruments had been intended as testbeds for the next-generation weather satel-
lites, the formation of the NPOESS project presented an opportunity to migrate 
these to an operational status. Moustafa Chahine’s AIRS was one obvious candi-
date. Another was MODIS, which contained heritage channels from the Ad -
vanced Very High Resolution Radiometer (AVHRR) imagers on the current 
weather satellites but with better resolution and calibration capability. A third was 
the AMSU. These instruments were on the EOS-PM payload, and thus migrating 
these and some other relevant instruments to the post-2004 NPOESS constella-
tion would eliminate the need for NASA to replace the EOS-PM mission, and 
therefore reduce its post-2004 fi nancial needs.45 NPOESS was not a complete 
solution to the climate observing system problem, which required oceanic, cryo-
spheric, and chemical measurements as well, but it was a start.

table 8.1.

EOS Measurements

Atmosphere Cloud Properties
  Radiative Energy Fluxes
  Tropospheric Chemistry
  Stratospheric Chemistry
  Aerosol Properties
  Atmospheric Temperature
  Atmospheric Humidity
  Lighting
Solar Radiation Total Solar Irradiance
  Solar Spectral Irradiance
Land Land Cover / Land Use Change
  Vegetation Dynamics
  Surface Temperature
  Fire Occurrence
  Volcanic Effects
  Surface Wetness
Ocean Surface Temperature
  Phytoplankton and Dissolved Organic Matter
  Surface Wind Fields
  Ocean Surface Typography
Cryosphere Land Ice
  Sea Ice
  Snow Cover

Source: Adapted from EOS Science Plan: The State of Science in the EOS Program,
National Aeronautics and Space Administration, January 1999, table 1.2, 10.
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The Republican victory in the fall 1994 congressional elections gave Kennel 
still another challenge. The minority Republicans on the science committees 
became the majority members, and opponents of climate science took over the 
committee chairs in January 1995. The new Republican leadership immediately 
targeted the U.S. Global Climate Research Program, and NASA’s Mission to 
Planet Earth, for termination. This anti-environmental revolt had been brewing 
since the early Reagan administration, when the so-called “wise use” movement 
began. This had sought the rollback of land-use restrictions in the American West, 
where most of the nation’s public lands were located.46 Later in the decade, and 
well into the early 1990s, conservative propagandists had attacked the anthropo-
genic ozone depletion hypothesis in the public arena, as discussed in chapter 6.
In this highly charged context, the new chairman of the House Science commit-
tee, Robert S. Walker, relied on claims by members of the George C. Marshall 
Institute that solar irradiance changes would be responsible for whatever warm-
ing might happen in calling for a cut of $2.7 billion from the Mission to Planet 
Earth 1996–2000 budgets. He also scheduled hearings designed to showcase the 
ar  guments of fringe scientist-contrarians on both ozone depletion and climate 
change.47

But both Bob Harriss and Ed Frieman recall that Walker had other concerns 
beyond the nakedly partisan. The EOS concept had been based on the collection 
of long-term datasets whose analysis would provide EOS’s scientifi c return. This 
meant spending billions of dollars for an unpredictable return in the distant 
future. EOS had not been structured to provide shorter-term results that would 
help to justify it. It also had not been primarily aimed at developing applications 
that might have economic benefi t or aid in the provision of some public service. 
There were no shorter-term results to help convince congressional leaders that 
the public’s money was being well-spent. Harriss had already set out to change 
this, carving out a small amount of money to establish an applications section 
within his science division and trying to recruit scientists interested in developing 
near-term results. Yet this was controversial within the EOS science community, 
which thought an applications emphasis diluted the Earth System Science con-
cept, and in any case the strategy was just getting started.48

For several reasons, then, Congressman Walker wrote to the National Acad-
emy of Sciences president, Bruce Alberts, in early April and requested another 
review of EOS and of the larger U.S. Global Change Research Program by its 
Board of Sustainable Development. The chairman of the board was Ed Frieman, 
who had chaired the reengineering study of four years before. Frieman accepted 
the charter, and his review took place in July 1995.49
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The EOS principal investigators met to prepare for the questioning they would 
face, in Santa Fe, New Mexico, at the end of June. Kennel explained the situation 
to the group, pointing out that the proposed $2.7 billion cut would allow comple-
tion of the fi rst mid-sized satellite, AM 1, plus Landsat 7 and the Tropical Rainfall 
Measuring Mission, but would not permit completion of the remaining constel-
lation. The basic concept of an Earth observation system would die from a cut this 
size. The only bright spot was that the Senate science committee was not inclined 
to go along with the House’s cut, and there was therefore a good chance that it 
would not happen. But NASA and the EOS investigators needed to convince 
Frieman that EOS could not tolerate any further cutting, and that it was fi nally 
in a sustainable form aimed at appropriate scientifi c objectives.

Frieman’s Board on Sustainable Development met to investigate EOS at the 
Scripps Institution of Oceanography on 19–28 July 1995. Kennel, Robert Harriss, 
Michael King, Joe McNeal, Ghassem Asrar, and Claire Parkinson, the EOS-PM 
project scientist, presented the results of the reshaping initiative to the board. The 
reshape plan kept the fi rst three intermediate EOS missions, AM, PM, and Chem, 
as multi-instrument fl ights while using smaller satellites to fl y the altimetry and 
aerosols missions. New technology developed under EOS would allow future 
fl ights of the primary EOS instruments to be lighter and thus less expensive, and 
so there would be no need to fl y three identical sets of 1980s era instruments. 
Further, the ESSPs, they argued, would permit expanding the range of scientifi c 
investigations while also allowing new investigators to participate in the program. 
Finally, they argued that construction of the AM and PM satellites was far enough 
along that changing them would not result in any savings. Instead, future savings 
would have to come from technology infusion and migration of some measure-
ments to NPOESS. 

The NASA group also argued that EOS was well-focused on a thoroughly 
reviewed body of scientifi c questions. Harriss reminded the board members that 
EOS and the U.S. Global Change Research Program had been formulated to -
gether and were strongly linked. NASA scientists and EOS investigators had been 
involved in the National Research Council’s planning for the U.S. Global Change 
Research Program, and EOS was the primary observational tool for the program. 
In their presentation, Harriss and Asrar gave thirteen areas in which EOS mea-
surements contributed to important climate change questions, beginning with 
the cloud feedback problem. This they described as the largest source of uncer-
tainty in climate model predictions, echoing the IPCC.50

After the NASA presentations, the board members engaged in a somewhat 
acrimonious debate over their evaluation that continued through the report- writing 
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and reviewing phase. Two principal points of confl ict were over a perception 
some members of the board had that the Mission to Planet Earth was still too 
focused on remote sensing to the detriment of in situ measurements, and that the 
reformulated EOSDIS did not go far enough in decentralizing data processing 
and analysis. The fi rst complaint descended from the second-class status sub-
orbital science often seemed to have at NASA, a problem reinforced by Adminis-
trator Goldin’s announced intent to make NASA an orbit-only agency by 2000.
This goal obviously jeopardized the in-atmosphere research programs that had 
allowed the agency to respond quickly to the Antarctic ozone hole and that was 
also the source of many of its new instrument concepts for future space-borne use. 
EOSDIS, fi nally, came under criticism for not placing enough control over data 
products into the hands of the investigators; it still appeared to be tied too much 
to centralized Big Engineering concepts.

After the panel settled its differences, it produced a report that called for imple-
menting the AM, PM, Landsat, and Tropical Rainfall Measuring missions as 
planned and modifying the chemistry mission’s tropospheric instruments to focus 
on ozone and its precursors. It also called for expansion of in situ, process, and 
modeling studies in Mission to Planet Earth, and advocated re-reconfi guring 
EOSDIS to transfer responsibility for data product generation to a “federation of 
partners,” which could be composed of universities, research corporations, or 
other entities.51 Finally, they explicitly argued that the 1995 reshape exercise Ken-
nel had initiated had achieved all the savings possible at that point in the satellite 
infrastructure. Further cuts would merely produce delays, result in loss of data 
continuity, or eliminate the technology development that offered the primary 
potential for future cost reductions.52

Frieman’s group also sought to defl ect the political critics of climate research 
by mounting a strong defense of the science. Their fi rst bullet point in the execu-
tive summary stated “science is the fundamental basis for the USGCRP [U.S. 
Global Change Research Program] and its component projects, and that fun-
damental basis is scientifi cally sound” (emphasis in original). To reinforce their 
point, they included a series of science working group reports on atmospheric 
chemistry, ecosystems, decadal to centennial scale climate processes, and sea-
sonal to interannual climate processes. These provided details on the scientifi c 
needs in each area. The decadal to centennial scale climate report, for example, 
written by Eric J. Barron, an oceanographer at Pennsylvania State University, 
argued that the past decade of research had shown that the Earth’s climate was 
variable on short as well as long timescales, and that human activities had the 
potential to cause further changes. He listed a series of specifi c accomplishments, 
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including ERBE contributions to improving climate models and improved ability 
to assess the impact of volcanic eruptions. The same research had demonstrated 
that the Earth’s climate processes were highly complex, and the U.S. Global 
Change Research Program needed to establish solid understandings of both natu-
ral climate variability and anthropogenic forcings.53

Ed Frieman then took the draft report to Washington and briefed it to the 
congressional committees. It was favorably received in the Senate, where Har-
riss had been actively working with western state senators interested in possible 
land-use and wildfi re detection capabilities offered by EOS, but Walker, while 
reportedly impressed by the report, still attempted to impose the fi rst installment 
of his desired cut, $323.9 million.54 Walker and some of his political allies then 
staged what journalist Ross Gelbspan has called a “book burning” in late 1995,
producing a forum in which the political critics of ozone and climate science 
were allowed to proclaim against Robert Watson, Daniel Albritton, and climate 
researcher Jerry Mahlman, among others, in advance of the release of the IPCC’s 
1995 assessment.55

The IPCC’s report was thus immediately controversial when it was released. It 
contained the fi rst consensus statement by a major scientifi c group that human 
infl uence on climate had been detected. Their phrasing in the summary for poli-
cymakers, that “the balance of evidence suggests a discernible human infl uence 
on global climate,” was weak, but had been carefully chosen to refl ect the limited 
current knowledge and of ongoing controversies over, for example, why tropo-
spheric warming was clear in the radiosonde record but not in the data provided 
by David Staelin’s Microwave Sounding Unit aboard the NOAA series of polar 
orbiters.56 Too, the summary for policymakers was subjected to a line-by-line vet-
ting and approval process at a plenary session of the scientifi c working group, 
which included members from nations whose major export product was oil, and 
thus had to be as uncontroversial as possible while still getting the point across.

Nonetheless, the IPCC report was attacked shortly after its publication in 1996,
this time by the fossil fuel industry–funded group Global Climate Coalition and 
by the Marshall Institute, whose scientists launched attacks in the Wall Street 
Journal on Benjamin Santer, the lead author of the assessment’s chapter on “De -
tection of Climate Change and Attribution of Causes.”57 These groups accused 
Santer of having altered the text to deemphasize uncertainties on the basis of 
rumors that they never sourced, at least in public; this caused a furious exchange 
of electronic mail messages between William Nierenberg, one of the authors of 
the Marshall Institute letter, and Thomas Wigley of the University of East Anglia 
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in Britain, co-author of the chapter, and provoked the Executive Council of the 
American Meteorological Society to publish an open letter in support of Santer 
in the Bulletin of the American Meteorological Society. They also published the 
complete text of the letters sent to the Wall Street Journal, and indicated how the 
Journal had edited them.58

The purpose of these public attacks on the scientists involved in the IPCC 
process was to generate public doubt over climate science, to stifl e a growing 
international drive to devise a new treaty that would mandate carbon dioxide 
emission reductions and perhaps limitations on other greenhouse gases as well.59

They were not directly aimed at EOS. However, because EOS was part of the 
national climate science program it was affected by these political controversies 
as well. In this context of overt, extremely partisan attacks on climate science, the 
U.S. Senate largely blocked the House drive to eliminate EOS, agreeing to a cut 
of only $91 million.

For the next several years, the system architecture for EOS stabilized. A $150
million cut in the fi scal year 1997 budget affected the launch dates for the PM and 
chemistry missions, but did not affect the core measurements beyond the result-
ing delay. Kennel then found money to implement the ESSP missions in fi scal 
year 1996 despite the cuts by assuming that the larger EOS satellites would not 
need to be replaced at the end of their offi cial fi ve-year life spans. He explained 
later that by the mid-1990s most spacecraft far outlived their expected terms. The 
UARS was already a year past its designed life, for example, with all but its cryo-
gen-limited instruments still operating, while the ERBE was fi ve years past its 
intended life span in 1995, with the SAGE II instrument still fully functional and 
the ERBE instrument partly functional. Hence he had some confi dence that the 
satellites would outlive their design lives quite signifi cantly.60 The advantage of 
assuming longer-than-expected life spans was that it meant the replacement satel-
lites did not have to be built as quickly, freeing resources for other uses.

From the fi rst ESSP announcement of opportunity, NASA selected two mis-
sions for development, a Vegetation Canopy Lidar proposal to measure forest 
canopy density, and the Gravity Recovery and Climate Experiment (GRACE) to 
make improved measurements of the Earth’s gravity fi eld. These were cost-capped 
at $60 million and $86 million, respectively, and were scheduled for launch in 
2000 and 2001. Each mission represented a science area that had been left out of 
the post-1991 EOS design. GRACE, for example, was chosen because its measure-
ments would be benefi cial to the investigators on the EOS altimetry missions, 
improving the quality of their ocean circulation measurements. It could also play 



268    a t m o s p h e r i c  s c i e n c e  a t  n a s a

a role in ice sheet studies. A satellite pair, fi nally, it would demonstrate formation-
fl ying, with high-precision spacing between the two spacecraft provided by laser 
ranging.61

Kennel returned to UCLA as the university executive vice chancellor at the 
end of 1996, and his deputy for engineering, William F. Townsend, succeeded 
him as acting associate administrator for Mission to Planet Earth. Goldin tried for 
about a year to fi nd a university scientist to replace Kennel; discovering that no 
one wanted to move to Washington to take the highly controversial job, he ap -
pointed Ghassem Asrar associate administrator, and Townsend became deputy 
director of Goddard Space Flight Center. Harriss left soon after, moving to Texas 
A&M for a few years before fi nally settling at the National Center for Atmospheric 
Research (NCAR) in Colorado.

As it stood when Kennel left, EOS consisted of a set of twenty-four measure-
ments, which were packaged into the (unchanged) AM payload, a reduced six-
instrument PM payload, a still smaller four-instrument Chem payload, Landsat 
7, and a set of smaller satellites: IceSat, a laser altimetry satellite for ice sheet 
measurement; Jason 1, a replacement for the highly successful TOPEX-POSEI-
DON ocean altimetry satellite; and SAGE III, which was to go into space on a 
Russian weather satellite. Ocean surface wind measurements were to be made 
by SeaWinds, a scatterometer derived from SeaSat A, on the Japanese satellite 
ADEOS 2, and QuikScat, a rapid replacement for the failed ADEOS 1. Finally, 
negotiations for an integrated, global climate observation system patterned after 
the international weather satellite system were just beginning. These would take 
more than a decade to bear fruit.

triana and the politics of climate science

One morning in March 1998, Vice President Gore woke up with a vision of a 
satellite in the L-1 position between Earth and Sun. At L-1, the gravity of the Earth 
and Sun exactly balance, permitting a satellite to remain there indefi nitely.62 His 
satellite would continuously stream an image of the sunlight Earth onto the In -
ternet, and Gore had suggested the idea to NASA administrator Goldin. Gore 
thought such a satellite would have both scientifi c and “mystical” value. Consid-
ering the proposal a challenge to demonstrate the agency’s newfound fl exibility, 
Goldin had then had the newly renamed Earth Science Enterprise issue an 
announcement of opportunity for a science mission to use L-1 for Earth observa-
tion. This mission became “Triana” to its supporters, “GoreSat” to its detractors, 
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and a metallic symbol of the intense politicization of Earth science at the turn of 
the century.63

NASA received nine proposals for the mission in response to the announce-
ment, and chose one from the Scripps Institution of Oceanography. Francisco 
Valero had proposed a satellite with three instruments: a narrowband spectrom-
eter with channels chosen to replicate MODIS and Total Ozone Mapping Spec-
trometer (TOMS) channels for aerosol, cloud, and ozone study; a set of broad-
band radiometers for albedo and radiation budget studies; and a solar plasma 
instrument. The advantage of these choices was that they would provide the same 
data as MODIS, TOMS, and CERES, but for the entire sunlight side of the Earth 
simultaneously. From their positions in low Earth orbit, these instruments saw 
swaths of the Earth, which then had to be stitched together mathematically to 
arrive at a full “Earth” of data. This introduced errors that data from simultaneous 
viewing would not have, and thus the L-1 satellite’s data could be used to check 
and correct the data produced by the other satellites. Further, the Moon would 
occasionally occlude the satellite’s view of Earth, and since the satellite would 
only see the same part of the unchanging lunar surface, it made an excellent cali-
bration target—several, but not all, EOS instruments already used it for that pur-
pose.64 On the strength of its benefi ts to the other EOS satellites, the Scripps 
proposal had been accepted.

“GoreSat” was immediately challenged by congressional Republicans led by 
Dave Weldon of Florida, who inserted an amendment to the fi scal year 2000
budget canceling it. This passed the House but not the Senate; the resulting 
conference committee report barred NASA from spending money on Triana until 
the National Academy of Sciences passed judgment on its scientifi c merits. It 
also barred NASA from launching the satellite prior to 1 January 2001, after the 
2000 presidential election, exposing the political relevance of the mission: Gore 
was the expected Democratic contender in the race to succeed President Clinton. 
On 14 October 1999 Ghassem Asrar wrote to Bruce Alberts, president of the 
National Research Council, requesting the study; on 3 March 2000, the review 
panel, chaired by James J. Duderstadt of the University of Michigan, responded 
with a letter report. This was positive, although not without signifi cant technical 
caveats, and the satellite development restarted.65

This was not the last criticism of Triana, however. In a letter to Science, science 
policy scholar Roger Pielke, Jr. and former science director for Mission to Planet 
Earth Robert C. Harriss criticized NRC for failing to adequately carry out its 
 tasking. The review panel had specifi cally refused to examine Triana’s probability 





Instruments, platforms, and expected launch dates for EOS as of 1999. From Michael D. King and Reynold Greenstone, eds., 1999 EOS 
Reference Handbook, p. 20. Courtesy NASA.



272    a t m o s p h e r i c  s c i e n c e  a t  n a s a

of success, or, more important, its priority relative to other possible Earth science 
missions. NASA typically based the research topics proposed in an announce-
ment of opportunity on the relevant National Academy of Science decadal survey 
to ensure a given mission had the support of the scientifi c community. In Triana’s 
case, it had not done so. The Earth science survey of 1988 had contained no sug-
gestion that L-1 might be good for Earth viewing (although L-1 was already in use 
by several Sun-viewing missions). While this was possibly an oversight, or lack of 
imagination on the Earth science community’s part, the fact that Triana had 
skipped the usual scientifi c vetting and prioritization without drawing condemna-
tion from the National Academies was very troubling to Pielke and Harriss. It was 
not at all clear to these two that Triana would have been rated by the community 
above a synthetic aperture radar mission, for example, which evidence from the 
European and Canadian Synthetic Aperture Radar (SAR) satellites, as well as 
JPL’s DC-8 based SAR, suggested could provide earthquake warnings and mea-
sure the fl ow velocities of large glaciers. Hence, they criticized NRC for not car-
rying out what they perceived as its responsibilities to provide adequate advice to 
Congress.66

NASA’s bypassing of the policy process in Triana’s case left it open to attack 
by opponents of climate research; similarly, it left NRC and its parent organiza-
tion, the National Academy of Science, open to attack. Further, their refusal to 
criticize Triana, EOS, or the larger agenda of climate research was taken as evi-
dence of partisan intent by members of the American political right. By this time, 
bizarre theories had circulated in right-wing circles that the National Academies 
and the editors of the major science journals, including the British journal Nature,
were members of a pro-Gore conspiracy.67 Hence despite Kennel’s and Harriss’s 
efforts in the mid-1990s to make sure science drove EOS, by 2000 it was clear to 
right-wing political activists and the politicians they communicated with that pre-
cisely the opposite was the case. They believed politics drove EOS and climate 
science.

transitions

During the Triana confl ict of 1999, the newly renamed Earth Science Enterprise’s 
leadership also formalized the fi rst part of its transition strategy to move some of 
the EOS measurements to the NPOESS. The NPOESS project offi ce had se -
lected a somewhat different set of sensors for its weather satellites than had been 
chosen for EOS-PM, the satellite containing the primary EOS weather measure-
ments, and hence the EOS-PM instruments would not serve as the prototypes for 
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NPOESS. Further, the differences meant that the NPOESS instruments would 
not have had their scientifi c qualities and calibration capabilities demonstrated 
by EOS, or their algorithms validated. In a sense, they represented starting over, 
redoing for new instruments what was already being done for EOS. However, the 
NPOESS project offi ce was not a scientifi c research organization, and it was also 
not required to produce a climate-quality, as opposed to a weather-quality, dataset. 
To fulfi ll the demands of climate science, Ghassem Asrar and Bill Townsend 
formulated one more new, medium-sized EOS mission, inelegantly named the 
NPOESS Preparatory Project (NPP).68

The year before, the National Academy of Science’s Committee on Global 
Change Research had acknowledged the fi scal improbability of maintaining the 
EOS constellation indefi nitely and had called for a single additional medium 
mission to serve as a bridge between the EOS-PM mission and the fi rst NPOESS 
launch in 2009 to ensure data continuity.69 The NPP satellite would carry copies 
of the instruments chosen for NPOESS, and assuming everything went according 
to schedule, it would overlap the life spans of the EOS-PM satellite and the fi rst 
NPOESS satellite. This overlap would permit cross-calibration between the EOS-
PM and NPP satellite, then the NPP and NPOESS satellite, effectively moving 
the calibration forward in time. This was considered essential by the climate sci-
ence community to ensure comparability of measurements made by the three 
satellites. Further, the NPP’s science teams would generate the data reduction 
algorithms for the NPOESS sensors and they would also defi ne and produce the 
climate-quality data products for the new sensors. Indeed, this was one of the 
central weaknesses of the NPOESS transition, as far as the climate science com-
munity was concerned. It was not within NPOESS’s managerial responsibility to 
support climate-quality data production and archiving, let alone research using 
the data. NPP, of course, was a project limited in time span, not a permanent re -
search organization designed to sustain climate research for the foreseeable 
future. NPP and NPOESS were therefore at best partial solutions to the problem 
of how to maintain climate-quality data production in a post-EOS era.70

The National Academy of Science’s 1998 study had also recommended that 
EOS be restructured into smaller, more focused missions along the Earth Probe 
and ESSP lines.71 A series of planning workshops took place during 1998 and 
1999 to map out a new direction for NASA’s Earth science research. The strategy 
that emerged was to use NPOESS to maintain key long-term measurements and 
use smaller Earth Probe and ESSPs to develop new measurement capabilities 
that might be migrated to NPOESS, or maybe NOAA, or perhaps some as-yet- 
undefi ned climate agency later. These might include carbon cycle measurements 
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or soil moisture measurements; the new strategy also called for new technology 
investment to reduce the cost of maintaining the observation system in the future. 
It left unclear, however, how the new measurements would be transitioned to 
operational use or to what agency they would be sent. By 2000, therefore, NASA 
no longer planned to replace the four EOS mid-sized satellites when they reached 
the end of their lives. The budget cuts, congressional hostility to climate science, 
and scientifi c hostility to the EOS approach left the agency without the political 
support necessary to sustain the program through its intended fi fteen-year span. 

EOS-AM was fi nally launched in 1999, two decades after planning for a climate 
observing system had started. It was renamed Terra. This very long lead time for 
space hardware limited the agency’s ability to respond to important policy ques-
tions. As the global warming controversy heated up during the 1990s, NASA was 
not in a position to respond with new global observations; it could not even accel-
erate measurements that it had in progress. To the larger scientifi c community, it 
had been clear that the PM mission had contained the highest-priority instru-
ments for detection of climate change, but having started down a different path, 
the agency was effectively trapped by its prior history of decisions. This fact had 
left EOS vulnerable; as Representative George Brown had pointed out in his let-
ter, the clear lack of consensus, either technological or scientifi c, of how EOS 
should be structured made it diffi cult to defend even when the basic concept of 
a comprehensive observing system was politically favored. EOS thus shrank, fi rst 
to a set of four medium satellites plus a fl urry of small satellites, then to one that 
was essentially Vern Suomi’s concept of 1980—a climate observing system based 
upon the weather satellites plus research satellites. 

When Shelby Tilford had launched the EOS effort in the early 1980s, the 
Reagan administration had reverted to the grandiose space engineering dreams of 
the early space race, encouraged by unsubstantiated, and unrealized, claims of 
inexpensive, reliable, and routine space access via the Space Shuttle. This had 
bound the project to the larger Space Station Freedom initiative, which itself did 
not survive without severe descoping. The EOS architecture had originally been 
a means of promoting the use of humans in space. It had not been chosen as the 
most effi cient means to accomplish a given set of scientifi c goals. Nor had it been 
constrained within a specifi ed budget. Instead, “no arbitrary constraints” had 
been applied to the project during its earliest phases, leading to an architecture 
that became politically unsustainable as soon as the Cold War demand for space 
spectacles vanished. Big Engineering was EOS’s Achilles heel.
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Further, because the initial EOS conception was so expensive and long-term, 
it was widely seen in the scientifi c community as locking in funding to a select 
group of researchers and locking out everyone else. To many of the scientists 
who were not selected at the 1988 announcement of opportunity, there would be 
no more opportunities within their working lives. This violated scientifi c norms 
of fairness and competition and left no means of introducing graduate students 
and new researchers to space science, creating resentment that further under-
mined EOS. There were also sound technical reasons for having alternatives to 
the giant platforms. The polar platforms’ Sun-synchronous orbit was not useful 
for certain science missions, such as ocean topography, and the lack of alterna-
tives within the original architecture meant no means of carrying out these other 
missions. NRC’s expressed demand for smaller, competed missions—eventually 
the ESSPs—refl ected these frustrations.

Finally, the fact that environmentally relevant science had become an issue 
associated with only one political party during the 1980s began to harm NASA’s 
atmospheric science programs. The brief 1970s, when both parties had supported 
environmental improvement while disagreeing over regulatory methodology, 
was long over. Instead, environmentalism, and any branch of science that touched 
on the natural or human environment, became merely another partisan issue. 
NASA’s decision to make itself the lead agency for atmospheric and climate sci-
ences in the late 1970s had brought the wrath of the new majority party down on 
it in the 1990s. This would only get worse as EOS began to fl y.



Atmospheric Science 
in the Mission to Planet Earth

c h a p t e r  n i n e

Humans have enjoyed the fruits of the industrial revolu-
tion and avoided a large cost in climate change, as aero-
sol cooling has mitigated greenhouse warming. Payment 
comes due when humanity realizes that it cannot toler-
ate the further exponential growth of air pollution that 
would be needed for continued mitigation of global 
warming.

—James E. Hansen, 2004

The seemingly endless arguments over the appropriate architecture for the Earth 
Observing System (EOS), and the lack of new space hardware between the Upper 
Atmosphere Research Satellite’s (UARS) launch in 1991 and the Tropical Rainfall 
Measuring Mission (TRMM) in 1997, did not impair the activities of NASA’s 
atmospheric science programs. The Global Tropospheric Experiment (GTE) car-
ried out a set of Pacifi c Exploratory Missions (PEMs) that investigated chemical 
outfl ow from Asia to determine relative contributions from biomass burning and 
industrial emissions. The Upper Atmosphere Research Offi ce carried out a series 
of expeditions to further examine stratospheric ozone production, transport, and 
loss processes, expanding their efforts into the tropics and mid-latitudes. Under a 
new program jointly funded with NASA’s Offi ce of Aeronautics, they revisited the 
subject of aircraft impact on stratospheric ozone in a program named Atmo-
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spheric Effects of Stratospheric Aircraft.1 But the agency’s fi eld scientists also be -
gan to examine the radiative effects of aerosols and clouds in detail. Necessary to 
resolve critical scientifi c questions involving human impacts on climate as well 
as for the more prosaic need to validate satellite sensors, these expeditions marked 
another new direction for NASA’s atmospheric research.

Between 1997 and 2004, NASA launched the four surviving observatory-class 
missions of its EOS and the fi rst few Earth System Science Pathfi nders (ESSPs). 
As it had for the UARS, it sponsored fi eld experiments for calibration and valida-
tion purposes, while also supporting expeditions for tropospheric chemistry and 
atmospheric radiation studies. The catastrophic eruption of Mount Pinatubo pro-
vided a real-world geophysical experiment against which to test climate model 
treatment of stratospheric aerosols, while the climate impact of tropospheric aero-
sols remained a contentious issue. 

With the launch of Landsat 7, EOS-AM, and EOS-PM, NASA’s atmospheric 
scientists were able to begin the long process of validating the space-borne instru-
ments and their data products. This was done using both surface observations and 
airborne experiments, in much the same way the GTE program had conducted 
its fi eld experiments in the 1980s. Surface data, which could be collected continu-
ously, could be linked to airborne measurements, which were larger in scale but 
severely limited in time, through to the global satellite data. The advantage of this 
methodology for satellite operations was that continuously operated surface sta-
tions would provide twice-daily checks on satellite instrument performance dur-
ing overpasses while also gaining the full range of diurnal effects that the Sun-
synchronous polar orbiters would not. The relatively inexpensive (at least com-
pared to satellite costs) surface stations therefore expanded the range of science 
that could be done while providing independent data for verifi cation.

The expansion of NASA’s efforts occurred against a backdrop of increasing 
scientifi c concern about human-induced climate change. During the late 1980s,
the National Science Foundation’s Offi ce of Polar Programs and a separate Euro-
pean consortium had engaged in major drilling projects on the Greenland ice 
sheet, seeking additional evidence of past climate shifts. Russian scientists also 
completed a major drilling project in Antarctica. All these cores showed unmis-
takably that Earth’s climate tended to shift rapidly and nonlinearly in response 
to forcings, not slowly and gradually as most scientists had expected. Severe cli-
matological consequences of human emissions would appear in a few decades, 
not centuries. This and other evidence led the National Academy of Sciences to 
publish a study of “abrupt climate change,” as this possibility came to be called, 
in 2002.2 Further, the threshold at which change would begin to become irrevers-
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ible seemed to be low. By the time the National Academy of Sciences published 
its study, some scientists thought humans had already passed it. By 2004, NASA’s 
Hansen thought signifi cant policy action had to take place by the end of the fi rst 
decade of the twenty-fi rst century. Delay of another decade, he said (wearing his 
guise of private citizen from Kintnersville, Pennsylvania) in a speech at the Uni-
versity of Iowa, “was a colossal risk.”3

Yet while the scientifi c community saw global warming as a certainty, and its 
consequences in much starker terms than it had at the beginning of the 1990s,
policy action became politically impossible. Former oil industry executive and 
Texas governor George W. Bush ran his 2000 election campaign against Vice 
President Al Gore with a promise to take action on global warming; he then fol-
lowed in his father’s footsteps and reneged. Instead, he questioned the legitimacy 
of the Intergovernmental Panel on Climate Change’s (IPCC) Third Assessment 
Report and asked the National Academy of Science to review it. The Academy, 
with a few quibbles, affi rmed it. He took the unusual step of unsigning the Kyoto 
Protocol, and administration diplomats actively blocked further international dis-
cussion of climate mitigation actions until late in 2007.4 Widespread suppression 
of government climate scientists by political appointees took place across all sci-
ence agencies, including NASA.5

The political climate in Washington became extremely hostile to climate 
science.

on volcanoes, aerosols, and climate models

After his 1988 study of greenhouse gas–induced warming, NASA’s Hansen had 
turned to using his model to explore the role of solar and aerosol forcings in 
climate dynamics. While it had been clear to most climate scientists by the late 
1970s that long-lived greenhouse gases building up in the atmosphere would 
eventually overwhelm the cooling effects of much shorter-lived aerosols, the rela-
tive contributions were not well-known. Tropospheric aerosols were a particularly 
diffi cult challenge, as their global distribution was not known at all. The scientifi c 
community knew that they varied in time and space, but had never quantifi ed 
them. A number of the EOS instruments were aimed at studying aerosol distribu-
tion for this reason.

For a different reason, Hansen was also interested in reinvestigating solar 
contributions to climate. The Marshall Institute’s claims that the twentieth-cen-
tury warming was solar in origin needed to be put to the test. Solar irradiance 
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data existed from satellites, astronomical observatories, and proxy measurements 
(mostly radioisotopic in nature), and these could be used to show what Earth’s 
climate would have been given only solar irradiance changes. One could simply 
keep the greenhouse gas levels in the climate model at the pre-industrial level and 
vary the solar irradiance in accordance with the observational data to fi nd this 
out.

The results of his fi rst efforts to quantify these effects were published in a 1990
review article, “Sun and Dust in the Greenhouse.” The well-calibrated solar irra-
diance measurements made by the Solar Max and Nimbus 6 and 7 satellites had 
shown a variation of 0.1 percent during the solar cycle, while anthropogenic 
greenhouse gas forcing was already the equivalent of 10 times that variation. So 
Hansen accepted that solar variation of a few tenths of a degree probably had 
happened in the past, but he rejected the Marshall Institute’s 1989 claim that a 
cooling sun would soon reverse the warming trend Hansen had identifi ed in 1988.
There was no extant evidence for decadal-scale solar variations of more than 1
percent.6

The aerosol issues were not nearly as clear. While the previous couple of 
decades of research on stratospheric aerosols left some confi dence their impacts 
on climate were fairly well understood, the same was not true of tropospheric 
aerosols. They had been the basis of the confl ict between Will Kellogg’s climate 
warmers and climate coolers in the early 1970s, and their true impact had still not 
been quantifi ed. Hansen’s group at the Goddard Institute of Space Science 
(GISS) thought that tropospheric aerosols imposed a cooling equivalent to about 
a quarter of the anthropogenic greenhouse gas forcing. But Hansen also pointed 
out that Robert J. Charlson, an aerosol specialist at the University of Washington, 
thought that the effect could be half to three-quarters of the anthropogenic green-
house effect.7 So Hansen concluded that the net impact of tropospheric aerosols 
could not yet be determined, and represented the greatest source of uncertainty 
about climate forcings.

Aerosols also impacted the radiative properties of clouds. Hansen’s colleagues 
referred to this as the “secondary aerosol effect,” to separate it from the aerosols’ 
direct impact on radiative transfer. Aerosols changed the size of cloud particles, 
which in turn impacted their refl ectivity. Michael King, the EOS project scientist 
at the Goddard Space Flight Center, had spent his early career studying the im -
pact of shipboard diesel engine emissions on clouds. These were clearly visible in 
weather satellite imagery as bright tracks in the clouds above a ship, shown in 
Plate 6.8 Sulfate aerosols, at least at the sizes emitted by industrial power sources, 
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had the effect of raising cloud shortwave refl ectivity. In other words, they pro-
duced a negative climate forcing (a cooling), but one that had not been quantifi ed 
either regionally or globally.

Hansen and his team of modelers at GISS set out to improve their climate 
model’s treatment of various forcings and feedback effects in this period, hoping 
to develop a better understanding of the relative importance of various processes. 
They needed to be able to make many simulations, permitting them to change a 
wide range of aerosol-related factors one by one. This would help determine 
which factors had the largest effects on climate, and were thus the most important 
ones to try to measure in the atmosphere. GISS did not have ready access to the 
latest supercomputers, however. So they fi rst modifi ed the Model II into what 
they called the “Wonderland model,” which covered only a 120 degree range of 
longitude and deliberately did not have accurate topography. This saved enough 
computational cycles to allow dozens of simulations, but still allowed the radiative 
effects of aerosols to be studied.

Hansen fi rst used the Wonderland model to explore the potential mechanisms 
behind an apparent reduction in the diurnal cycle of surface air temperature. 
Average nighttime temperatures over land, particularly in the Northern Hemi-
sphere, had increased during the preceding decades signifi cantly more than aver-
age daily temperatures had. This had occurred in early studies carried out with 
the Wonderland model, too, and Hansen had wanted to study the phenomenon 
systematically. The great advantage of climate models, of course, was that one 
could manipulate the world one forcing (or feedback) at a time, narrowing the 
range of possible mechanisms. Hansen estimated the individual forcings acting 
on climate between 1850 and 1998. In this case, what Hansen found as he worked 
through the possible combinations was that the spatial pattern of the diurnal sup-
pression could only be reproduced by a combination of the global effects of 
greenhouse gas emissions, slightly higher cloudiness overland, and changes to 
tropospheric aerosols. The aerosol changes, he thought, were probably due to 
increasing amounts of tropospheric sulfate aerosols, produced by both industrial 
emissions and biomass burning; these would have the same cooling effect in the 
troposphere as in the stratosphere.9

His fi ndings also had implications for the trend of future warming. In the 
journal Atmospheric Research, Hansen pointed out these provided “quantitative 
confi rmation of the widely held suspicion that anthropogenic greenhouse gas 
warming has been substantially counterbalanced by a forced cooling.”10 They 
also meant that the rate of greenhouse warming was likely to accelerate in the 
near future. Sulfate emissions regulations enacted during the 1980s in many 
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nations would cause tropospheric aerosols to decline, while the long-lived green-
house gases would continue to build up. 

The radiative changes to clouds that Hansen’s model studies suggested were 
necessary to account for the diurnal suppression, fi nally, called for observational 
study to confi rm. He advocated fl ight of an instrument like Rudy Hanel’s old 
Infrared Interferometer Spectrometer (IRIS) from the Nimbus and planetary pro-
grams, which could provide some of the desired cloud property measurements 
even in multilayered cloud environments, and Larry Travis’s aerosol polarimeter, 
initially selected for EOS but later dropped in the early 1990s downsizing. The 
polarimeter would provide aerosol and cloud microphysical measurements nec-
essary to evaluate cloud changes. This instrument, too, was a derivative of a plan-
etary instrument, in this case one sent to Venus.

The eruption of Mount Pinatubo in 1991 also gave Hansen the opportunity to 
test the Model II against a real-world experiment. Pollack’s group at Ames 
Research Center had studied volcanic effects on climate in the 1970s and early 
1980s, of course, but Pinatubo was a much larger explosion. NASA and National 
Center for Atmospheric Research (NCAR) responded to Pinatubo’s explosion by 
measuring the volcano’s ejecta plume with in situ and remote sensing techniques 
developed over the preceding two decades. Both the still-functioning Total Ozone 
Mapping Spectrometer (TOMS) instrument on Nimbus 7 and the UARS pro-

Climate forcings, as estimated in 1998. Forced cloud changes are those induced by aero-
sols (also called the secondary aerosol effect). Land cover changes affect the Earth’s 
albedo, or refl ectivity, by changing the color of the surface. From Hansen et al., “Climate 
Forcings in the Industrial Era,” Proceedings of the National Academy of Sciences 95

(1998), fi g 2.
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vided information on the evolution of the plume over time, making Pinatubo the 
most thoroughly documented volcanic eruption to date (at least from an atmo-
spheric science perspective).

Pinatubo’s eruption caused the largest aerosol injection into the stratosphere of 
the twentieth century, and was estimated to be the third largest perturbation of the 
industrial era (behind Tambora in 1815 and Krakatau in 1883). Of the estimated 
30 teragrams of mass shot into the stratosphere, the old TOMS instrument’s data 
suggested about two-thirds was sulfur dioxide. This transformed into radiatively 
active sulfate as it aged. Stratospheric Aerosol and Gas Experiment (SAGE) II and 
TOMS showed the plume moving around the world in twenty-two days, spread-
ing relatively quickly southward to 10S latitude, then more slowly dispersing to 
higher latitudes. UARS measured the rapid warming of the stratosphere that fol-
lowed, and the heating effect also lofted the aerosols, moving them higher in the 
stratosphere. But despite the large increase in sulfate, there was no measurable 
increase in active chlorine immediately after the eruption. Instead, as the plume 
spread to the poles, the aerosols appeared to increase the surface area available for 
the wintertime production of chlorine dioxide (the inactive precursor species in -
volved in ozone depletion), leading to signifi cantly larger ozone loss than in prior 
years. The UARS’s scientists were able to characterize the stratosphere’s chemical 
response to the volcano and its recovery. Two and a half years later, the aerosol 
loading had diminished to about one-sixth of the original amount.11

Almost immediately after the eruption, NASA headquarters had called an in -
teragency meeting in Washington to discuss preliminary information gathered 
about the eruption; after this, using data gleaned from some of his colleagues, 
Hansen used the Model II to make a forecast of the volcano’s climate impact. 
It had predicted an immediate low-latitude cooling, becoming essentially global 
by mid-1992 and peaking at about minus 0.5 degree C (globally averaged, of 
course) late in 1992. In his 1993 paper, he argued the volcano had provided an 
“acid test for global climate models.” The expected cooling was about 3 times the 
standard deviation of global mean temperature; this should, he thought, be mea-
surable despite the apparent onset of an El Niño (which tends to warm the 
troposphere).12

The surviving Earth Radiation Budget Experiment (ERBE) showed that the 
eruption increased the Earth’s albedo, as expected, by a signifi cant amount. This 
in turn caused cooling of the troposphere, which despite the El Niño that year, 
resulted in the year being measurably cooler than the twenty-six-year mean. In 
fact, the weather satellite data showed almost exactly the amount of cooling pre-
dicted by the GISS Model II, and in a spatial and temporal pattern that was highly 
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consistent with the model’s, too. (Though Hansen was quick to point out in a 
2006 interview that the forecast hadn’t been perfect.) A 1999 reviewer called the 
consistency between the prediction and the independent analyses “highly signifi -
cant and very striking”; they had led, he argued, to increased confi dence in the 
models’ representation of climate processes.13

atmospheric chemistry

During the 1980s, the Tropospheric Chemistry Program’s fi eld studies had focused 
on the chemistry of the boundary layer, the lowest portion of the atmosphere. 
Their goal had been to develop knowledge about the exchange of gases between 
the biosphere and the atmosphere, as well as developing new techniques for mak-
ing reliable measurements. After the Atlantic Boundary Layer Expedition (ABLE) 
3 missions to the Arctic, however, the GTE team started to shift their efforts 
toward study of transport between the boundary layer and the upper troposphere 
as well as toward the investigation of long-range chemical transport. They also 
shifted most of their operations to the Pacifi c basin, where rapid economic de -
velopment in Asia promised to provide a rapidly changing atmosphere to study. 
These changes in direction were made partly because GTE had accomplished its 
initial set of objectives, to examine biosphere/atmosphere fl uxes, and the obvious 
next set of questions involved how surface emissions were lofted higher in the 
atmosphere to be transported great distances. 

The 1990s GTE missions had two focuses: establishing the extent and impact 
of pollutant outfl ow from the Asian continent on the remote Pacifi c atmosphere’s 
chemistry, and further characterizing the impact of biomass burning. Three sets 
of missions took place during the decade: PEM-West, which extended from 
Alaska down the East Asian coast and then eastward to Hawaii; PEM-Tropics, 
which were largely carried out in the Southern Hemisphere tropics; and fi nally 
TRACE-P, designed to examine the impact of biomass burning in Asia on the 
Pacifi c basin.

In 1991, the International Geosphere/Biosphere Program (IGBP) had launched 
a tropospheric chemistry subprogram known as the International Global Atmo-
spheric Chemistry Program (IGAC). This established a set of regional experi-
ments, and NASA’s PEM-West missions were designed in collaboration with the 
larger East Asia/North Pacifi c Regional Study, known as APARE. As had been the 
case for ABLE-2 and ABLE-3, the PEM-West experiments took place in two fi eld 
phases, intended to coincide with the dominant meteorological conditions. For 
East Asia, the periods of interest were characterized by minimum and maximum 
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outfl ow from the continent, February–March and September–October, respec-
tively. Due to the intervening TRACE-A experiment in 1992 and the Upper 
Atmosphere Research Program’s (UARP) Arctic expedition in 1993, the PEM-
West studies were carried out in the fall of 1991 and the spring of 1994.

The principal focus of PEM-West was on tropospheric ozone chemistry, and 
the NASA DC-8 was equipped with instrumentation very similar to its payload in 
ABLE-2 and ABLE-3. The mission scientists sought to improve understanding of 
the photochemistry of industrial and biomass burning emissions as well as their 
transport into the Pacifi c. The Pacifi c basin was the largest region of the Earth in 
which there were no signifi cant direct human impacts, and this made it a valu-
able place in which to study atmospheric chemistry that was relatively unper-
turbed. Yet it was also obvious by 1991 that it was not pristine. Long-range transport 
from continental areas ensured that to some extent, pollutants must have had an 
impact. Determining what those impacts were, and generating a database against 
which future changes could be measured, were primary goals.14

The PEM-West expeditions were followed by the PEM-Tropics expeditions in 
1996 and 1999. These added some new measurements, including instruments 
aimed at the elusive hydroxyl radical. The GTE deployed two aircraft for these 
missions: the DC-8, which remained focused on ozone photochemistry, and the 
NASA P-3B, which was equipped primarily for sulfur chemistry. The P-3B’s out-
fi tting refl ected both the availability of new instruments as well as the increasing 
scientifi c importance of the sulfur cycle. In addition to the strong radiative impact 
of sulfate aerosols known from volcanic eruptions, sulfate aerosols were also sus-
pected of being a major trigger for cloud formation. Cloud droplets required a 
surface to form around, and sulfate particles were common in the atmosphere. 
Sulfur aerosols had a number of sources beyond industrial emissions and biomass 
burning, and GTE’s scientists were interested in characterizing the relative impor-
tance of two of these, dimethyl sulfi de from the ocean surface and sulfur dioxide 
from volcanoes. 

The PEM-Tropics expeditions were carried out during September 1996 and 
March 1999, with the aircraft operating out of Easter and Christmas Islands, 
Tahiti, Ecuador, and Christchurch, New Zealand. These fl ights turned out to be 
full of surprises for the science teams. During the 1996 expedition in the dry sea-
son, what they termed a “pollution river” streamed southwest from Asia across the 
Pacifi c, remaining confi ned within the marine boundary layer until it reached 
Fiji, where it was broken up by convection in the South Pacifi c Convergence 
Zone.15 Ozone concentrations in the South Pacifi c during the wet season of 1999
were half those of the dry season in 1996, refl ecting the profound impact of bio-
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mass burning on the Pacifi c troposphere. Ed Browell’s aerosol lidar clearly dem-
onstrated that layers of pollutants from burning emerged from Africa and South 
America and were able to maintain their structure across vast distances. Further, 
the P-3B’s measurements suggested that while volcanoes were the dominant 
source of tropospheric sulfur dioxide in the Southern Hemisphere, industrial 
emissions were dominant in the Northern Hemisphere. And while dimethyl sul-
fi de was a major source of sulfur within the marine boundary layer, it turned out 
not to be a major source of sulfur to the troposphere overall. 

GTE’s research of the preceding fi fteen years had shown that tropospheric 
ozone concentrations were the result of a balance between photochemical pro-
duction and loss within the troposphere. The view from 1978 had been that the 
troposphere received its ozone from the stratosphere, while the succession of mis-
sions to Brazil, to the Arctic, and to the Pacifi c clearly showed otherwise. Strato-
spheric infl ow, while occasionally large on a local scale, was a minor impact on 
the troposphere considered globally. Because of this, and because human activi-
ties affected the concentrations of ozone source species in the troposphere, chang-
ing industrial and biomass burning emissions had the ability to change the atmo-
sphere’s ability to remove ozone and its source species on a global scale.16

In parallel with its tropospheric expeditions, NASA conducted a series of fi eld 
experiments to further examine stratospheric ozone processes during the 1990s.
These were funded jointly by the offi ce of Mission to Planet Earth and the Offi ce 
of Aeronautics, and were named STRAT, POLARIS, ASHOE/MAESA, and 
SOLVE.17 The last of these expeditions, whose name was a “nested” acronym, the 
SAGE III Ozone Loss and Validation Experiment (with SAGE being, of course, 
Stratospheric Aerosols and Gas Experiment), was conducted in parallel with the 
Third European Stratospheric Experiment on Ozone (THESEO 2000). As im -
plied by its name, SOLVE was to be in part a validation experiment for the fi rst 
copy of Pat McCormick’s SAGE III instrument. Three copies had been built, 
with the fi rst to be launched in 1999 on a Russian Meteor satellite. Another copy 
was supposed to be attached to the International Space Station, to provide diurnal 
coverage similar to that provided by the ERBE satellite, but that never occurred. 
The Meteor was delayed until December 2001, however, but due to the invest-
ment made in organizing it, SOLVE was carried out on schedule. Table 9.1 lists 
the stratospheric chemistry expeditions of the 1990s and early 2000s.

SOLVE took place in three phases beginning in November 1999 and ending 
in March 2000, after the breakup of the Arctic polar vortex. The schedule was set 
by the science teams’ desire to observe the complete lifecycle of the polar vortex 
and the evolution of its chemistry. As in the early 1990s, NASA provided the DC-8
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and ER-2 for the mission, with a series of European aircraft participating in the 
parallel THESEO effort. Despite the non-arrival of SAGE III in orbit, a series of 
satellite sensors also contributed to the fi eld experiment: McCormick’s SAGE II, 
still operating on the extremely long-lived ERBS; HALOE, and MLS on the 
UARS; a recently launched TOMS instrument that replaced Nimbus 7; and two 
European instruments. The expedition also included a number of balloon pay-
loads, including the now-venerable Jet Propulsion Lab (JPL) Mark IV interferom-
eter and a new JPL instrument, the Submillimeterwave Limb Sounder, designed 
to demonstrate a new technique for measuring chlorine monoxide, ozone, and 
hydrogen chloride.

The expedition fl ew out of Kiruna, Sweden, housed in a new set of hangars 
built expressly for supporting Arctic airborne science. The winter of 1999–2000
proved to be unusually cold in the stratosphere, and widespread formation of 
Polar Stratospheric Clouds (PSCs) took place. These had been only intermit-
tently sampled in previous fi eld campaigns, and the scale of their appearance 
during this campaign gave the expedition the ability to substantially increase 
knowledge of their composition using data from the ER-2 and from a special bal-
loon payload designed specifi cally to measure profi les from within the clouds. 

About fi ve hundred scientists from twenty nations were involved in various 
aspects of SOLVE/THESEO. David Fahey found large particles of condensed 
nitric acid in the polar vortex, providing new evidence regarding the process of 
denitrifi cation. Removal of nitrogen species from the stratosphere was a key pro-
cess in the ozone depletion reaction but was not well-understood; Fahey’s parti-
cles were large enough to settle out of the stratosphere under the force of gravity. 

table 9.1.

Polar Stratospheric Airborne Ozone Research Expeditions

Antartic Airborne Ozone Expedition August–October 1987
Airborne Arctic Stratospheric Expedition January–February 1989
Airborne Arctic Stratospheric Expedition II January–March 1992
Airborne Southern Hemisphere Ozone Experiment/

Measurement for Assessing the Effects of 
Stratospheric Aircraft (ASHOE/MAESA) March–October 1993

Stratospheric Tracers of Atmospheric Transport October 1995–October 1996
Photochemistry of Ozone Loss in the Arctic Region

in Summer (POLARIS) April–September 1997
SAGE III Ozone Loss and Validation Experiment

(SOLVE) September 1999–March 2000
SAGE III Ozone Loss and Validation Experiment II

(SOLVE II) January 2003–February 2003
Polar Aura Validation Experiment (Polar-AVE) January 2005
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These were dry particles, containing very little water, which fi nally explained why 
extensive nitrate removal took place without extensive dehydration, a mystery 
left unanswered by all previous fi eld expeditions. Very low levels of nitrates, com-
bined with the extensive PSC presence, produced ozone losses of 60 percent at 
the ER-2’s 20 kilometer cruise altitude by mid-February. An ozone hole of the 
magnitude found in Antarctica did not form, however, due to the Arctic’s differing 
meteorology. Extensive downwelling of ozone from higher altitudes, driven by 
more energetic vertical circulation within the vortex, partially replaced the ozone 
being chemically destroyed.

There were other signifi cant results from the expedition, some of which re -
fl ected improving model capabilities as well as the ability to take models, and 
modelers, into the fi eld with the experimental teams. New meso-scale meteoro-
logical models were used to forecast the formation of mountain waves that infl u-
enced PSC formation as well as producing turbulence that was dangerous to the 
fragile ER-2. Modelers accompanying the expedition also used composite meteo-
rological/chemical forecast models to aid in the fl ight planning for all aircraft to 
ensure they encountered interesting phenomena, and for balloon releases to en -
sure both that they would drift into areas of interest and that their payloads landed 
in accessible areas for recovery. 

The expedition also expanded confi dence in the ability of space-borne instru-
ments to characterize the ozone destruction process. The satellite, aircraft, bal-
loon, and surface instruments all generally agreed in their measurements of ozone 
loss, as did the primary chemical models. The agreement was not perfect, as every 
instrument and model had its own unique error structure, but in the words of the 
project leaders, the results provided “great confi dence in our ability to quantify 
ozone loss inside the polar vortex.”18 With the non-launch of SAGE III and the 
aging status of the UARS Microwave Limb Sounder (MLS) instrument, which 
was no longer operating reliably, European instruments would be the only space-
borne instruments capable of providing ozone profi les in the Arctic and Antarctic 
stratosphere until the launch of NASA’s EOS-Chem satellite, and validation of 
their capabilities meant that there would not be a data gap if Joe Water’s nine-
year-old MLS fi nally failed.

clouds, aerosols, and tropospheric radiation

Chemistry, NASA’s focus for the previous twenty years, began to be more closely 
linked to atmospheric radiation during the mid-1990s, as the PEM missions were 
proceeding. This refl ected the changing priorities of NASA and of the larger sci-
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entifi c community as interest in ozone declined due to the Montreal Protocol and 
the resolution of the intense stratospheric ozone controversy and, perhaps more 
important, as the initial deployment of the EOS and its focus on climate processes 
neared. New aircraft-based instruments, often intended as testbeds for similar 
EOS instruments, became available in 1995, and these became the basis for fi eld 
experiments aimed more directly at radiative transfer through the atmosphere. 

One of the fi rst of these fi eld experiments was SCAR-B, the Smoke, Clouds, 
and Radiation-Brazil experiment. Yoram Kaufman, a specialist in aerosol remote 
sensing at Goddard Space Flight Center, had organized this experiment to begin 
validating the products expected from the center’s Moderate Resolution Imaging 
Spectrometer (MODIS). Its testbed sensor, known as MAS (for MODIS Aircraft 
Simulator), was designed as a payload for the NASA ER-2. Kaufman had become 
interested in the radiative effects of aerosols from biomass burning from the work 
of Sean Twomey, who had fi rst identifi ed the indirect aerosol effect in 1974, and 
Robert Charlson. He had started his career at Goddard developing a method to 
extract aerosol optical depth from the Geosynchronous Operational Environ-
mental Satellite (GOES) satellite imagery, which was made diffi cult by the uncal-
ibrated nature of that instrument. One of MODIS’s selling points had been its 
great attention to spectral calibration, overcoming that weakness. So Kaufman 
had proposed to develop a fi re data product for MODIS. To prepare for the space-
borne instrument he and Mike King, the EOS project scientist, had convinced 
NASA headquarters to fund a set of three fi eld experiments aimed at the effects 
of smoke on clouds and radiative transfer. Two were carried out in the United 
States in 1993 and 1994 in preparation of the larger South American expedition; 
in 1995, they went to Brazil during the fi re season. Like the GTE expeditions to 
Brazil, it was organized with the help of the Instituto de Pesquisas Espaciais.19

One reason for the choice of Brazil as the location for the fi eld experiment 
was that Brazil had installed a set of ground-based aerosol monitoring stations. 
Originally developed in France, these instruments were part of a new global aero-
sol monitoring network called AERONET (Aerosol Network). The network was 
based on a federation concept; a project offi ce managed by Brent Holben at God-
dard Space Flight Center coordinated the network and maintained the sensor 
calibration program, but the sites overseas were owned and operated by the inter-
national partners. The AERONET instrument itself was a solar-powered, fully 
automated Sun-tracking radiometer designed at the University of Lille that trans-
mitted its data back to Goddard via the geosynchronous weather satellites. Pro-
cessed at Goddard, the data then went into a public database; any of the partners 
(indeed, anyone willing to take the time to understand the system) could access 



a t m o s p h e r i c  s c i e n c e  i n  t h e  m i s s i o n  t o  p l a n e t  e a r t h     289

and use the data. Mike King thought this was one of the federated network’s great 
advantages. It gave local users the ability to make whatever use of the data they 
wanted. It gave the Brazilian government a fairly sophisticated ability to monitor 
pollution around São Paulo, for example, while also serving NASA’s more global 
interests. The large number of potential users and resulting products increased 
the value of the network substantially, expanding political support for it in the 
process.20

SCAR-B was carried out during August and September 1995, using the ER-2
and two other aircraft, the University of Washington’s instrumented C-131 and an 
instrumented Bandeirante provided by the Brazilian space agency. SCAR-B drew 
on other sources of information about regional fi res as well. The Cooperative 
Institute for Meteorological Satellite Studies at the University of Wisconsin had 
developed an experimental automated algorithm to extract fi re information from 
the GOES satellites, and for SCAR-B the Institute had provided thirty-minute 
updates to the fi eld experiment. The regional scale available from the geosyn-
chronous satellite imagers enabled demonstration of the scale of biomass burning 
effects, and also helped indicate how many fi res there actually were. For one day 
in September, for example, the GOES fi re count exceeded four thousand.

A major scientifi c goal of the SCAR fi eld experiments had been to examine the 
consistency of the measurements produced by various instruments. The method-
ology developed by the science teams was to fl y the C-131 over an  AERONET 
station to gain simultaneous measurements; the C-131 could provide both remote 
sensing and in situ measurements that could be checked against the AERONET 
instrument’s data. Similarly, underfl ying the ER-2 with the C-131 established inde-
pendent datasets refl ecting the same parcel of air. The ER-2 data and AERONET 
datasets could also be compared. The multiple comparisons available between 
datasets enabled the expedition’s scientists to put some fi rmer limits on the range 
of possible values for aerosol effects, while also enabling improvements to the data 
processing algorithms needed to turn the measurements into knowledge.

The following year, NASA scientists also began to look at the impact of aircraft 
contrails on radiative transfer in a fi eld study called SUCCESS. (SUCCESS 
stood for SUbsonic aircraft Contrail and Cloud Effect Special Study.) Carried out 
in 1996 in Salina, Kansas, and Ames Research Center in California, this study was 
fi nanced by a new NASA program to assess the impact of subsonic (i.e., tropo-
spheric) aircraft on the atmosphere. Michael Prather, who had left GISS in 1991
for the University of California, Irvine, had been asked by the Congressional 
Offi ce of Technology Assessment to arrange a workshop aimed at helping the 
Federal Aviation Administration devise new emission rules for aircraft. Prather 
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recalled that Jack Kaye and Michael Kurylo, Bob Watson’s longtime assistant in 
the UARP, as well as Robert Whitehead, the director of NASA’s Aeronautics pro-
grams, attended. There were a lot of unknowns about aircraft emissions, but one 
of the most signifi cant for radiative transmission was the impact of water vapor and 
particularly of contrails. These suggested to Whitehead that an assessment pro-
gram for subsonic aircraft would be useful to establish a knowledge base in a  d -
vance of future environmental regulation. This was the origin of the subsonic 
assessment program.21

Contrails’ impact on climate was not really a new issue. The 1970 Study of 
Critical Environmental Problems (SCEP) had discussed the possibility that air-
craft water vapor emissions could affect climate. These fi ndings had not sparked 
signifi cant research programs, however. In one sense, the 1970 SCEP study had 
been too early. At the time, commercial jet aircraft were relatively new and only 
a few hundred were in service. The lower-altitude propeller-driven aircraft that 
had preceded them had been far less likely to produce contrails. But by the 1990s,
the total number of commercial jet aircraft approached ten thousand. Many thou-
sands of fl ights per day took place over North America, making the potential im -
pact much more signifi cant. 

William L. “Bill” Smith, who moved from the University of Wisconsin to 
Langley Research Center in 1996, recalled that the revived interest in examining 
the radiative impact of aircraft contrails grew out of a 1993 paper on cirrus clouds. 
Researchers had reanalyzed data from Rudolf Hanel’s Infrared Interferometer 
Spectrometer (IRIS) instrument on the Nimbus 4 satellite, and found that there 
was unexpectedly strong infrared absorption above the Pacifi c Warm Pool that 
appeared to come from cirrus clouds that were “optically thin,” having little im -
pact on visible light transmission and therefore invisible to humans and visible-
light satellite imagers. They concluded that high-altitude cirrus made a major 
contribution to maintaining the high surface temperatures of the Warm Pool.22

The advent of commercial jet aviation was widely suspected of having increased 
cirrus cloudiness in the Northern Hemisphere, but there was little rigorous data 
to back that suspicion. Walter Orr Roberts, NCAR’s founder, had made this obser-
vation to a New York Times reporter back in 1963, for example. He could see the 
aircraft contrails gradually spread out, thin, and merge into an indistinct cirrus-
like layer.23 It was less clear how often this phenomenon happened. Gaining a 
quantitative estimate of the phenomenon’s occurrence would be extremely diffi -
cult. The existing weather satellites’ imagers could not see these thin, high-level 
clouds reliably. The net radiative impact also was not well-known, particularly as 
it appeared that even when cirrus clouds were too thin to visible, they still had 
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infrared opacity.24 SUCCESS’s scientists, including Smith, Brian Toon, and Pat-
rick Minnis from the Earth Radiation Budget team, along with many others, 
intended to try to study the cirrus/contrail nexus with the new instrumentation 
that had been evolving for the past decade.

The science team chose Salinas, Kansas, for the experiment because the 
Department of Energy had established an experimental ground site there for its 
own Atmospheric Radiation Program that would supplement the aircraft-based 
measurements. The Atmospheric Radiation Program was part of the Energy De -
partment’s contribution to the U.S. Global Change Research Program, consisting 
of a set of instrumented ground sites, support for model development, and support 
for fi eld programs.25 The ground site instrumentation was designed to provide 
high spectral resolution profi les of the radiative characteristics of the atmospheric 
column above the site; it was very similar to the data output for the aircraft instru-
ments intended for the SUCCESS experiment. The instrument suite included 
cloud lidars and radars in addition to a variety of passive sensors. The radars in -
cluded traditional precipitation radars and millimeter wavelength radars that 
could also measure non-precipitating water and ice, providing the fullest charac-
terization of cloud properties currently possible. Overlap with the aircraft instru-
ments would permit comparison between ground and airborne instrumentation 
to help resolve errors. 

The airborne instruments for SUCCESS included in situ sensors on a T-39 and 
on the DC-8, and remote sensors on the ER-2. Many of the DC-8’s instruments 
derived from the GTE and UARP’s development efforts, and were chosen to study 
the chemistry of aircraft emissions. Cloud and contrail ice crystals and water 
droplets needed nuclei of some kind to form around, and the particulate emis-
sions of aircraft engines were suspected of fostering their condensation. The sci-
ence teams were interested in whether certain kinds of nuclei were more effi cient 
at precipitating crystals or droplets. Because of the interest in sulfate aerosols, the 
Langley Research Center’s 757, which was used as the source of the experiment’s 
contrails, burned both high- and low-sulfur fuel during the experiment. 

The ER-2’s remote sensors were chosen to represent prospective satellite instru-
ments that were planned for the EOS. These were the MAS, an airplane-based 
version of the Goddard Space Flight Center’s MODIS; the High Resolution 
Interferometer Spectrometer (HRIS), from the University of Wisconsin’s Space 
Science and Engineering Center; and the Langley Research Center’s Cloud and 
Aerosol Lidar System. Bill Smith had proposed the interferometer instrument 
in 1979, and it had begun fl ying on the ER-2 in 1986; its purpose was to produce 
very high-resolution temperature and humidity profi les of the atmosphere as well 
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as provide spectral information on aerosols. The lidar could provide information 
on aerosol and cloud particle density and shape, microphysical measurements 
necessary to evaluate the adequacy of cloud physics models used by other instru-
ment algorithms. MODIS, which contained channels for land and ocean surface 
sensors as well as for atmospheric studies, was expected to provide data repre-
senting cloud particle size and distribution, but from infrared radiance retrievals. 
The retrievals used a model of infrared transmission based on particle size; the 
accuracy of the model needed to be verifi ed by other means. These included 
the use of the ER-2’s lidar instrument as well as in situ particulate sampling by 
the other expedition aircraft, cloud radars on the ground, and the Wisconsin 
interferometer.

Initially, SUCCESS looked like a failure. Project scientist Pat Minnis remem-
bers that the weather over Kansas refused to cooperate and provide conditions 
suitable for contrail formation, so eventually the team moved to Ames Research 
Center, where meteorological conditions off the Oregon coast were reported to 
be perfect. The expedition’s results from the Ames fl ights, however, were striking. 
In their eighteen research fl ights, carried out during April and May 1996, meteo-
rological conditions in the upper troposphere were often cold and humid enough 
for cirrus formation, but cirrus clouds did not form until aircraft fl ew through the 
area, changing the chemical environment. Yet the science teams could not fi nd 
a chemical difference between aircraft-induced cirrus and natural cirrus that 
formed elsewhere. 

Further, contrails sometimes persisted for more than seven hours and spread to 
cover more than 10,000 square kilometers, forming optically invisible cirrus that 
were nonetheless effective infrared absorbers.26 This evidence strongly suggested 
that aircraft-induced contrails had signifi cant climate effects, but was hardly con-
clusive. The true extent of the contrail impact could not be determined without 
reanalysis of the older satellite and ground observations to discern how common 
this effect really was. Minnis spent the next several years trying to quantify it using 
data from the International Satellite Cloud Climatology Project (ISCCP) orga-
nized at GISS; his work was eventually incorporated in a special IPCC study, 
Aviation and the Global Atmosphere.

Ames’s ER-2 deployed almost immediately after SUCCESS to a very similar 
fi eld experiment called TARFOX, conducted over the Atlantic Ocean. TARFOX, 
which stood for Tropospheric Aerosol Radiative Forcing Observational Experi-
ment, was aimed at discerning the radiative impact of pollutant outfl ow from 
North America. Like the Tropospheric Aerosols and Chemistry Expedition 
(TRACE) mission in 1992, this was part of an international experiment carried 
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out under the umbrella of the IGAC experiment and was focused largely on 
aerosols. Flown from Wallops Island, Virginia, TARFOX was aimed at the East 
Coast aerosol plume because the radiative impact of each of the major continen-
tal pollutant plumes was not well known, but needed to be characterized for 
future improvement of climate models. Averaged globally, aerosol radiative im -
pact seemed to be between one-quarter and one-half that of the anthropogenic 
carbon dioxide content of the atmosphere, but in the regional pollutant plumes, 
the radiative forcing from aerosols would be much larger. But even the sign of the 
regional impact was not known, because it depended on the composition of the 
plume. Some aerosol types, such as volcanic sulfates, produced net cooling, while 
other aerosols produced warming.27

In TARFOX, the most interesting fi ndings were that the East Coast aerosol 
plume contained an unexpectedly large amount of organic material, and that 
water condensed on the aerosol surfaces was a major infl uence on the aerosols’ 
optical effects. Comparison of data from the MODIS simulator on the ER-2 with 
that from the sunphotometers also provided important verifi cation that the re -
trieval algorithms used by the MODIS science teams produced reliable aerosol 
information, a key goal for NASA. Similarly, the experiment provided validation 
of algorithms used to produce aerosol data products by the new European envi-
ronmental satellite ERS 2, launched the year before.28

After the extensive activity of 1996, there was a nearly two-year lull in atmo-
spheric radiation fi eld experiments while the science teams analyzed and pro-
cessed their data, published, and planned the next mission. This was the FIRE 
Arctic Clouds Experiment in 1998. This was intended to be part of the validation 
process for the fi rst EOS satellite, EOS-AM. However, it did not launch on time. 
EOS-AM was completed on schedule but the EOSDIS Core System was not 
ready for it; the Command and Data System that was supposed to control the 
satellites failed compatibility testing with the satellite, triggering a frantic nine-
month effort to rebuild its software. But FIRE was carried out as scheduled due 
to the investment made to organize it as well as the continued relevance of its 
science objectives.29

FIRE stood for the First International Satellite Cloud Climatology Project’s 
Regional Experiment, and dated from 1983. The ISCCP had originally been orga-
nized to develop a cloud climatology for the Earth from the database of satellite 
imagery available from the global network of weather satellites. William Rossow 
at GISS was ISCCP’s lead scientist. The program’s principal goal was to develop 
algorithms that would allow characterization of clouds from the data produced by 
the Advanced Very High Resolution Radiometer (AVHRR) imager on the weather 
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satellites. FIRE was formed as a subprogram somewhat later, when the group’s 
scientifi c leaders decided that they needed observational data to help them under-
stand what the satellite sensors were actually recording. Hence, FIRE supported 
cloud modeling and satellite cloud retrieval activities, and carried out cloud-
related fi eld experiments. 

Even before the striking ERBE results in 1989, cloud parameterizations within 
weather and climate models had been understood to be at best weak representa-
tions of real cloudiness patterns, and FIRE’s goal was to provide observational 
data to improve them. FIRE’s project manager, David S. McDougal, was at Lang-
ley Research Center; NASA was the lead agency for FIRE, but the National Sci-
ence Foundation, Offi ce of Naval Research, the National Oceanic and Atmo-
spheric Administration (NOAA), the Department of Energy, the U.K. Meteoro-
logical Offi ce, and France’s Centre de la Recherche Scientifi que were all collabo-
rators. The small size of the program had led it to focus on marine stratocumulous 
and cirrus clouds to make the best use of its limited resources; the ERBE team’s 
results in 1989 had produced increasing interest in FIRE and a consequent ex -
pansion of its resources. It remained focused on stratocumulous and cirrus, but 
be  gan to deploy to more exotic locations than Madison, Wisconsin, and San 
Diego, California, its fi eld sites during the 1980s.30

Many of the scientists involved in FIRE were part of the SUCCESS expedi-
tion of 1996, which marked the largest cloud experiment to date although not 
formally a FIRE experiment; the FIRE Arctic Clouds Experiment two years later 
marked the fi rst FIRE deployment outside the mid-latitudes. The FIRE science 
team, led by Patrick Minnis of Langley Research Center, had chosen the Arctic 
because polar cloud patterns were signifi cantly different than those of the mid-
latitudes. High-altitude, optically thin clouds were very common during certain 
parts of the year, and there were kinds of clouds that did not exist elsewhere on 
Earth, including “diamond dust,” ground-level ice clouds. Further, arctic cloud 
patterns were often multilayered, and the radiative impact of multilayered clouds 
was different than that of single layers.

FIRE’s Arctic experiment was organized around two other Arctic experiments, 
the Surface Heat Budget of the Arctic Ocean (SHEBA) project and the Atmo-
spheric Radiation Measurement program’s new ground facility in Barrow, Alaska. 
SHEBA, funded by NOAA, had established a ground station within the Arctic sea 
ice by trapping an icebreaker in the ice pack and letting it drift for a year. This 
was aimed at developing a detailed dataset regarding the Arctic surface energy 
and ice balance using instrumentation provided by the Atmospheric Radiation 
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Measurement (ARM) program. ARM also established a permanent ground sta-
tion at Barrow, Alaska, like that used by SUCCESS in Salinas, Kansas; it was part 
of growing ground infrastructure for the generation of long-term, high-resolution, 
and relatively inexpensive atmospheric radiation datasets. As had been true with 
SUCCESS, the purpose for gathering overlapping datasets from ground and air-
borne sensors was to ensure reliable measurements via cross-calibration.31

The FIRE Arctic experiment involved four aircraft: the Ames Research Cen-
ter ER-2, a C-130 from NCAR, and Convair 580s from the University of Washing-
ton and from the Canadian Institute for Aerospace Research. The ER-2 simulated 
a satellite again, carrying a payload of instruments intended for future space ap -
plications: the MODIS simulator, the Wisconsin HRIS, a new Cloud Lidar Sys-
tem, and a new JPL instrument, the Airborne Multiangle Scanning Radiometer 
(AirMISR). The Multiangle Scanning Radiometer shared the EOS-AM satellite 
with MODIS and was essentially set of nine imagers designed to improve the 
angular sampling of cloud properties. The lower-altitude aircraft, as in  SUCCESS, 
were equipped to measure cloud microphysical characteristics via both direct 
sampling and remote sensing, including particle size, composition, and concen-
tration. They also carried remote sensing instruments for measuring upwelling 
radiation; the Canadian Convair 580 carried an airborne version of the Landsat 
Thematic Mapper, for example.32

The FIRE expedition fl ew from Fairbanks and Barrow, Alaska, and Inuvik in 
the Canadian Northwest Territories, during the spring and summer of 1998, using 
several bases in order to overfl y the drifting SHEBA ship.33 The science team had 
gone to the Arctic expecting complex cloud structures but had been surprised at 
just how complex clouds and the related surface energy budget was; in the Arctic, 
it turned out that clouds cooled the surface during the winter but warmed it in 
summer. The most signifi cant outcome of the expedition for NASA was its deter-
mination that the combination of sensors being assembled for EOS would permit 
better discrimination of cloud types and properties than the older generation of 
satellite instruments. It also provided data for use in improving both satellite re -
trieval algorithms and cloud and climate models. Minnis, for example, remem-
bers that the expedition’s data enabled a big improvement in the algorithms used 
to generate cloud information by the MODIS and Clouds and the Earth’s Radi-
ant Energy System (CERES) instruments when they fi nally reached space.34 They 
also found direct evidence that anthropogenic aerosols changed the characteris-
tics of higher cloud layers, further illustrating that emissions would change cloud 
properties and thus impact Earth’s climate.
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During the FIRE Arctic experiment, NASA was evaluating proposals for new 
missions under its second ESSP announcement of opportunity, and in December 
it announced the selection of proposal by David Winker of Langley Research 
Center to fl y a cloud lidar in space. Initially known as PICASSO-CENA, this was 
a joint mission with the French space agency, and included a number of other 
partners: Ball Aerospace Corporation; the Institut Pierre Simon Laplace, a coali-
tion of French environmental research laboratories; and Hampton University, a 
historically black college in Hampton, Virginia, to which Langley scientists Pat 
McCormick and James Russell had retired in 1996. The PICASSO-CENA team 
eventually changed the mission name to CALIPSO, the Cloud-Aerosol Lidar and 
Infrared Pathfi nder Satellite Observation satellite. 

Langley’s Pat McCormick and Ed Browell had advocated putting lidars into 
space for cloud and aerosol studies for many years, but faced the innate conserva-
tism of the agency—technology that hadn’t fl own in space was too risky to fl y in 
space. In 1988, however, they had gotten Shelby Tilford to accept a proposal to fl y 
a lidar demonstration experiment on the Space Shuttle. Named LITE, for the 
Laser In-space Technology Experiment, it fl ew on Discovery in 1994. This fl ight 
confi rmed that a space-based lidar could provide cloud and aerosol details, even 
in multilayered cloud environments. It also clearly identifi ed the sub-visible cir-
rus that eluded the AVHRR. LITE’s success eliminated doubts about the scien-
tifi c merits of a lidar. Browell remembers that there was still doubt that a lidar 
would have a usefully long lifetime in space, however, as LITE only fl ew for two 
weeks. The Goddard-built Mars Observer Lidar Altimeter, which operated in 
Mars orbit from 1997 to 2001, eliminated those doubts by far exceeding its expected 
lifetime.35

Another ESSP, Cloudsat, was selected for fl ight the following year. Cloudsat’s 
principal investigator was Graeme Stephens of Colorado State University, and 
like CALIPSO the mission involved a partnership of several institutions. Ste-
phens’s research specialty was cloud radiative effects. Cloudsat’s principal instru-
ment was a millimeter wavelength radar that was similar to that used in the ARM 
stations, and Stephens hoped its ability to measure both precipitating and non-
precipitating regions of cloud would lead to improved model treatment of clouds. 
He also believed that it would uncover previously unknown forms of convection. 
The Cloudsat and CALIPSO instruments had originally been packaged as a 
single mission proposal in 1993, but the EOS program structure at the time left 
no way to get this medium-class mission into space. Hence, Stephens and 
 CALIPSO’s principal investigator, Winker, had wound up competing with each 
other for an ESSP selection several years later. Cloudsat was to be developed as 
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a partnership between JPL, Colorado State, the Canadian Space Agency, the 
Department of Energy, Ball Aerospace, and the U.S. Air Force.36

CALIPSO and Cloudsat completed a sequence of cloud- and aerosol-related 
satellites that came to be called the Afternoon Constellation, or “A-Train.” When 
completed, it became the fi rst atmospheric science experiment carried out by a 
formation of satellites. The constellation placed fi ve satellites—EOS-PM, Cloud-
sat, CALIPSO, a French aerosol polarimetry satellite named PARASOL, and 
fi nally EOS-CHEM—into a single line, with the spacecraft separated by at most 
a few minutes. Cloudsat and CALIPSO, whose spacing was the most critical, 
were put only fi fteen seconds apart so that their instruments would see the same 
clouds at the same time. This way, NASA could still achieve the original intent 
of the huge EOS platform approach but with far less risk. This formation was 
supposed to be completed in 2003, however, and in fact was not until 2006 due to 
a combination of technical problems with the CALIPSO lidar and to a workers’ 
strike against the launch vehicle manufacturer.

an earth observing system—finally!

The fi rst two EOS satellites, Landsat 7 and EOS-AM, were fi nally launched dur-
ing 1999, into the same orbital plane but forty-fi ve minutes apart. EOS-AM was 
renamed Terra, a name proposed by Sasha Jones, a student in St. Louis, Missouri, 
after its orbit insertion.37 The fi eld experiment originally intended as part of 
 Terra’s validation, FIRE Arctic Clouds, was well over by this time, but a second, 
larger, expedition had been planned for Africa’s fi re season. Named Southern 
African Fire-Atmosphere Research Initiative (SAFARI) 2000, it marked the begin-
ning of NASA’s effort to demonstrate that EOS would do the things it had been 
promising for two decades.

EOS project scientist Michael King had been a major proponent of returning 
to Africa to validate the Terra sensors, which included instruments to study clouds, 
aerosols, and carbon monoxide distribution in addition to land surface sensing. 
King had made presentations to the governments and legislatures of several Afri-
can nations seeking their support, and explaining the potential benefi ts to them 
from the EOS data products that would eventually result. One data product the 
MODIS instrument was expected to produce was one revealing fi re outbreaks, a 
product of obvious value in a region of annual, and very large-scale, biomass burn-
ing (and also one popular with western state representatives). The Canadian Mea-
surements of Pollution in the Troposphere (MOPITT) instrument would also 
measure carbon monoxide, a primary product of burning and an ozone precursor. 
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And while SAFARI 2000’s purpose was not directly to study fi re, the 2000–2001
fi re season turned out to be the most intense the mission scientists had ever 
seen.38

SAFARI 2000 was patterned on the SAFARI experiment of 1992, as a regional-
scale examination of biogeochemical cycling between land and atmosphere, and 
its experiment design was similar to that devised for the GTE’s operations in 
Brazil during the 1980s and SCAR-B in 1995. SAFARI scientists erected measure-
ment stations in Zaire, Botswana, and South Africa to provide local measure-
ments that could be linked to the regional-scale aircraft measurements; in ad -
dition to NASA’s ER-2, the University of Washington’s Convair 580, the U.K. 
Meteorological Offi ce’s C-130, and a pair of South African Aerocommanders were 
included. And the AERONET project offi ce at Goddard Space Flight Center 
placed fi fteen AERONET units in the experiment region to provide further cor-
relative measurements.39

The ER-2 was instrumented with the aircraft versions of Terra’s instruments 
plus three additional sensors: the Cloud Physics Lidar, a new version of the Wis-
consin HRIS that could scan across the aircraft’s fl ight track called Scanning HIS, 
and a very early testbed for a new hyperspectral imager. The lidar provided the 
ability to examine aerosol density and cloud particle properties at very high spatial 
resolution, while the interferometer could characterize them at very high spectral 
resolution. These were important components of improving scientists’ knowledge 
of the information content of the data that Terra gathered. The interferometer 
also represented the next generation of infrared temperature sounders; an instru-
ment similar to Scanning HIS had been chosen to succeed the Atmospheric 
Infrared Sounder (AIRS) instrument on the National Polar Orbiting Environ-
mental Satellite System (NPOESS) series of next-generation weather satellites. 
Hence, as it had in the previous cloud- and aerosol-related fi eld experiments, the 
ER-2 represented a simulated satellite that could check and improve upon the 
real satellite’s measurements.40

Due to strong La Niña conditions in 1999, the colder, wetter inverse of El Niño 
for Southern Africa, a greater abundance of biomass existed in Africa during 2000
for burning than was typical, and the result was a fi re season so extensive that the 
project’s principal scientists titled their review article on the expedition “Africa 
Burning.” They encountered vast layers of aerosols produced by biomass burning, 
and the dominant meteorology during the period had them exiting the continent 
southeastward in a “river of smoke” clearly visible in the imagery from several 
different satellite and aircraft sensors.41 The extreme conditions provided the ex -
pedition scientists the unique opportunity to demonstrate the ability of the satel-
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lite instruments to produce quality data even under unusual atmospheric condi-
tions. The MODIS aerosol product had to be modifi ed after the data from the sun 
photometers and lidars showed that over land it consistently underestimated aero-
sol density while being quite accurate over the ocean.

The SAFARI expedition’s data also allowed assessment of the regional radia-
tive forcing produced by the aerosol plumes, which turned out to be considerable. 
The expedition’s measurements of radiative fl uxes, and the radiative transfer mod-
els these were compared to, found that aerosol masses imposed a negative forcing, 
or cooling, an order of magnitude larger than that imposed by the doubling of 
carbon dioxide, although, of course, the aerosol impact was temporary and re -
gional. This affected weather patterns and also cloud structures, with the biomass-
generated aerosols reducing cloud particle size. Smaller particle size suppressed 
precipitation; particles had to grow large enough to settle out of the clouds for rain 
to happen. Changing particle size also affected the radiative impact of clouds. 
Perhaps more interesting, the radiative impact of aerosols depended upon the 
presence or absence of clouds; in cloud-free conditions the aerosol layers pro-
duced a cooling effect, while in the presence of underlying clouds they had the 
opposite impact.42

NASA launched the second EOS satellite, the Delta rocket-sized EOS-PM, 
in May 2002. It became Aqua under the agency’s new naming scheme, refl ecting 
its primarily cloud- and water-oriented mission. Aqua’s six instruments were the 
AIRS infrared temperature sounder; the Advanced Microwave Sounding Unit 
(AMSU); a new scanning microwave radiometer (AMSR-E); MODIS; CERES; 
and the Humidity Sounder from Brazil, which replaced the NOAA humidity 
sounder after NOAA did not receive the funds to complete the instrument. Like 
Terra, Aqua’s launch was followed by an extensive fi eld campaign, this one in 
Florida and similar in design to the FIRE Arctic Clouds Experiment. Called 
CRYSTAL-FACE, for Cirrus Regional Study of Tropical Anvils and Cirrus 
 Layers-Florida Area Cirrus Experiment, this expedition also presented the fi rst 
physical realization of the strategy to transition the Aqua measurements to the 
follow-on NPOESS. Several of the participating aircraft were equipped with cop-
ies of instruments intended for the NPOESS satellites. The CRYSTAL experi-
ment had started its life as FIRE IV, refl ecting the beginning of a fourth phase of 
FIRE-sponsored expeditions aimed at the radiative and meteorological effects of 
active tropical convection features, but the consensus of the planning team had 
been that it was time for a new name.

As carried out in July 2002, the Florida phase of CRYSTAL included six aircraft 
in addition to the Terra and Aqua satellites. More than four hundred scientists 
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participated in CRYSTAL-FACE. Such wide participation by the atmospheric 
research community ensured that its results were also widely varied, with different 
investigators interested in aerosol effects on cloud composition, the im  pact of 
Saharan dust on cloud and precipitation formation over Florida, radiative impacts, 
and the potential for improved weather forecasts inherent in the Aqua datasets. 
For NASA’s leadership, however, the key results were demonstration that the inte-
grated measurement strategy represented by the A-Train of satellites would, in 
fact, produce useful new information. The ER-2 lidar and radar combined repro-
duced multilayered cloud structures in great detail, demonstrating details of struc-
ture that only ground-based instruments in the ARM system had been capable of 
revealing before. The lidar could reveal details of the cirrus shield that formed 
above convective storms while the cloud radar could detect deep structure; as the 
lead investigators had hoped, the two measurements overlapped and comple-
mented each other. Commenting on the results of CRYSTAL-FACE two years 
later, Bill Smith noted that the integrated measurements offered by the forthcom-

Aqua wireframe diagram. From Aqua press kit, 2004.
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ing EOS and NPOESS instruments promised the ability to forecast clouds before 
they formed, impacting both weather prediction and climate studies.43

integrating measurements

One of EOS’s central goals had been to demonstrate the ability of integrated 
Earth observations to generate new scientifi c knowledge. The fi eld experiments 
carried out under the radiation and chemistry programs during the 1990s were 
one aspect of preparation for that. In all these experiments, many investigators 
using numerous instruments collaborated to produce a larger scientifi c perspec-
tive than any individual instrument team could achieve on its own. This had been 
necessary to resolve the question of causality of the Antarctic ozone hole, for 
example. For EOS’s post-1991 emphasis on clouds and climate, one key instru-
ment was the Clouds and Earth’s Radiation Budget instrument, CERES, which 
was to fl y on three vehicles: the TRMM and both EOS-AM and EOS-PM. 
Achievement of CERES’s science goals was heavily dependent upon the use of 
information from other sensors, however. 

Technologically, CERES was a descendant of the ERBE launched in 1984.
Bruce Barkstrom and Bruce Wielicki of Langley Research Center, both members 
of the ERBE science team, had proposed the new instrument in response to the 
1988 announcement of opportunity for EOS. From the standpoint of cloud radia-
tive impacts, ERBE had had a number of weaknesses. First and foremost, it could 
not identify the radiative impact of different cloud types. ERBE had no other 
source of data to draw upon other than its broadband radiometers, and therefore 
it could not identify the contents of a scene beyond the very simple categories of 
“clear,” “partly cloudy,” “mostly cloudy,” and “overcast.” Identifi cation of types of 
clouds was beyond its capabilities. Further, ERBE’s own purpose had been to 
produce climatological averages. Averaging effectively removed random, daily 
variability in both cloud cover and instrument characteristics, enabling the pro-
duction of very accurate, stable monthly data products.44 This was a benefi t, given 
ERBE’s focus on discerning the overall impact of current cloudiness patterns on 
the Earth’s radiation budget. But if one wished to determine the radiative impact 
of specifi c cloud types, a different approach was necessary.

To fully express cloud radiation fi elds, Wielicki and Barkstrom needed to sam-
ple in eight dimensions. With ERBE, the science team had only attempted to 
sample three, two with the scanner (the x and y values that permitted location on 
the Earth’s surface) and time. They had eliminated the vertical dimensions by 
deciding to only attempt production of top-of-the-atmosphere fl uxes, therefore 
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treating the atmosphere as if it were a fl at radiating surface. The angular dimen-
sions, necessary for the problem of resolving specular anisotropy, the ERBE team 
had dealt with by using angular distribution models. Specular anisotropy is the 
refl ectance property that causes sun glint, the sudden fl ash of intense light one 
sees off the ocean surface, or off a car window, as the angle between the Sun, the 
observer, and the surface changes. This produced biases in the data that with 
ERBE’s simple cloud descriptions could still reach 10 percent. As Wielicki put it, 
“climate is a 1% game.”45 Getting the radiation fi eld errors down to the 1 percent 
level meant trying to measure the angular refl ectance of a complete range of 
cloud types in order to improve the angular models.

To do this, Wielicki and Barkstrom proposed to make one major change to the 
instrument itself. ERBE had consisted of a cross-track scanning instrument that 
had a moderate fi eld of view, which the experiment team had needed to identify 
the cloudiness level of each scene as well as to provide subregional-scale albedo 
measurement. The other portion had been a fi xed wide fi eld of view instrument 
that was highly stable. This provided very accurate regional-scale albedo. But the 
very large scene size made it essentially impossible to identify the cloudiness of a 
given scene because there were no clear scenes at that scale—the atmosphere was 
almost never clear over an entire region. Hence, it was deleted from the CERES 
proposal and replaced with a second scanner. One instrument would scan in the 
cross-track mode, while the other would employ a new hemispheric scan. The 
hemispheric scan would produce the angular sampling that they wanted, although 
only over time. They estimated two years of data would be necessary to produce 
enough samples for statistically valid new models. Another change they proposed 
was a smaller fi eld-of-view than the ERBE scanner had had, to permit better dis-
crimination between clear and cloudy scenes.

Wielicki and Barkstrom also wanted to produce estimates of fl ux within the 
atmosphere with CERES, which required measurements in the vertical dimen-
sion. For this, however, they did not propose changes to the instrument. Instead, 
they intended to rely on data from other instruments to improve their own data 
products. MODIS could provide cloud altitude, cloud physical properties, and 
aerosol properties data, while also improving the ability to identify cloudy and 
clear scenes and cloud types. Cloud altitude was essential to defi ning the vertical 
radiation fi eld; the lidar instruments proposed for and later deleted from the early 
large-platform version of EOS would also have provided this information as well 
as greater cloud particle detail. (Much later, of course, the selection of CloudSat 
and CALIPSO as ESSP missions promised to restore this capability.) Other verti-
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cal information they intended to get from the daily global analyses produced by 
numerical forecast models. These, of course, relied on vertical temperature pro-
fi les from radiosondes and increasingly during the 1990s on satellite temperature 
sounders.

The CERES team also needed surface fl ux measurements to check the accu-
racy of the vertical fl ux fi elds. These the two intended to get from a surface radia-
tion network being constructed under the auspices of the World Climate Research 
Program (WCRP), the Baseline Surface Radiation Network, and from the Depart-
ment of Energy’s ARM sites. The ARM sites also provided more detailed vertical 
radiation fi elds from their variety of radiometers, lidars, and radars, albeit from a 
limited set of three locations. This was not all that limiting, however, as their con-
tinuous operation and daily overfl ight by the satellites meant that the several thou-
sand cases necessary to achieve statistical relevance could be built up relatively 
quickly. The principal limitation of the ARM sites for the CERES’s team’s pur-
pose was that from the satellite’s point of view, the sites were surrounded by re -
gions that provided an inconsistent background. The Salinas, Kansas, site was 
surrounded by agricultural fi elds planted in different crops, and which therefore 
were different colors. So Wielicki needed one more site with a consistent back-
ground. An ocean platform was the obvious choice, and the team found one in a 
soon-to-be abandoned Coast Guard platform in Chesapeake Bay. It was reason-
ably convenient to Langley Research Center, and they instrumented it for the 
radiation studies they needed.46

Because Wielicki and Barkstrom wanted to utilize data from other sources, 
from the outset an important consideration for CERES was the integration of 
different datasets. This was a complex undertaking. Because of their prior experi-
ence with ERBE, Wielicki and Barkstrom already had a clear idea of what they 
wanted the system to do and how data would have to move through it in order 
to accomplish their objectives. Barkstrom, who was the data processing system 
architect, believed that designing the interfaces between the various software 
modules fi rst and then essentially preventing changes during the detailed pro-
gramming was the most effective way to develop a large software complex, and he 
laid out the interface specifi cations for the system. After that, the programming 
was to be done at Langley, largely by the CERES team itself, with the fi rst proto-
type system fi nished in 1996.

The 1992 decision to place a single CERES scanner on the TRMM gave the 
CERES team the opportunity to acquire data earlier and begin validating the 
processing system. Like the EOS platforms, TRMM had a visible/infrared imager 
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that could be used to obtain cloud and aerosol information. It also carried a pas-
sive microwave imager, which could produce atmospheric water content and 
precipitation estimates, as well as its primary radar instrument for direct precipita-
tion measurement. Vern Suomi had lobbied NASA for years to get TRMM ap -
proved, hoping it would produce the fi rst near-global measurements of tropical 
precipitation for weather and climate research purposes.47 The mission’s primary 
focus was the study of convection, not radiation budget studies, despite Suomi’s 
interest. But they were complementary, in that CERES would allow identifi ca-
tion of energy fl ux changes associated with convection. Further, the TRMM orbit 
was much like that of the old ERBS, which had been designed to precess through 
the entire diurnal cycle to permit determination of fl ux changes throughout the 
day. This would be complementary to the EOS polar platforms, which would 
only view each part of the Earth at one specifi c local time. 

A year prior to TRMM, the fi rst version of the CERES processing system was 
completed. In the absence of data, the team tested it by using data that had been 
taken by the ERBE, AVHRR, and High Resolution Infrared Sounder (HIRS) 
in  struments on the operational weather satellite NOAA 9 during October 1986.
This provided them with estimates of the processing needs for the full CERES 
dataset when it appeared as well as demonstrating the performance of the algo-
rithms.48 Of course, it also pointed the teams to weak spots in their work in time 
to correct them before TRMM’s launch.

TRMM’s launch on 28 November 1997 gave the CERES teams their fi rst 
op erational data. Plate 7 illustrates the CERES heat fl ow data for a single day in 
2003. Unfortunately, the instrument began to operate unreliably after eight 
months due to a failing power converter, and was shut off in hope that it could be 
turned on again briefl y after the EOS-AM launch for cross-calibration. The 
instrument’s operational period happened to coincide with the very strong El 
Niño event of 1998, however, which gave them an unexpected opportunity to 
respond to a prominent climate skeptic’s claim that the Earth would automati-
cally counteract any warming due to carbon dioxide.

In 2001, meteorologist Richard Lindzen of MIT and two colleagues at the 
Goddard Space Flight Center published a paper in the Bulletin of the American 
Meteorological Society claiming that the Earth had what they termed “an adap-
tive infrared iris” in the tropics. They had studied data from one of the Japanese 
geosynchronous meteorological satellites of cloud cover changes over the Pacifi c 
Warm Pool. Lindzen was interested in determining whether there was a relation-
ship between sea surface temperatures and cloudiness patterns. They found that 
there seemed to be one, with cirrus clouds decreasing with increasing surface 
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temperature. Because cirrus primarily absorbed outgoing heat, without refl ecting 
much incoming sunlight, this change suggested that more heat would escape to 
space as the surface warmed. This would provide a large, negative feedback to 
the climate system. The three then constructed a simple radiative-convective 
model of their proposed process to examine how much their negative feedback 
might reduce the Earth’s sensitivity to carbon dioxide–induced warming. They 
found that the changing cloud properties would produce a strong cooling in the 
tropics, effectively countering about three-quarters of the warming expected by 
the IPCC.49

CERES team member Bing Lin had found the hypothesis exciting, as it ap -
peared to substantially mitigate the global warming problem. Lindzen’s assump-
tions about cloud properties were also testable using the CERES data from 
TRMM. So Lin had examined the CERES ERBE-like data product, generated 
to maintain commensurability with the ERBE sensor data, using Lindzen’s stated 
methodology. He sought to determine whether the observed radiation fi elds pro-
duced by TRMM matched those predicted by the iris model. But Lin found that 
the effect of changing cloudiness in the CERES data was opposite Lindzen’s 
prediction. Cloudiness did decrease, but this produced a modest warming at the 
surface, not a strong cooling. This was due to several differences between CERES’s 
measured cloud properties and Lindzen’s assumed ones. Cloud albedo was much 
higher in the CERES data than in the iris model, and infrared absorption by 
clouds was lower. Total cloud cover was also lower in the data. When applied to 
Lindzen’s radiative-convective model, the observed data produced a positive feed-
back that was equal to the greenhouse forcing of tropospheric ozone.50

Lindzen and his colleagues attacked these results, however, driving Bing Lin’s 
colleague Lin Chambers to use a new CERES data product, the Single Scanner 
Footprint, to make a further refutation. Released in late 2001, this was the fully 
integrated dataset, including new angular models produced from the fi rst two 
years of operation from the EOS-AM satellite. Because it also contained the 
imager data, it could be used to identify the specifi c characteristics of different 
cloud types. Chambers used the data to try to identify cloudy scenes with fl uxes 
like those proposed in Lindzen’s original article, but without success. In no cases 
were the measured cloud radiative properties similar to Lindzen’s assumed ones. 
As a result, the strength of the feedback effect was an order of magnitude lower 
than predicted in his iris model, and opposite in sign. It produced a modest warm-
ing, not a strong cooling.51

There were other refutations of Lindzen’s thesis based on various other tests. 
One, by Brian Soden and Richard Wetherald at the Geophysical Fluid Dynamics 
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Laboratory (GFDL), drew upon satellite data from the Microwave Sounding 
Units and Television-Infrared Observations Satellite (TIROS) Operational Verti-
cal Sounders aboard the NOAA series of weather satellites that had been col-
lected during and after the 1991 eruption of Mount Pinatubo. James Hansen at 
GISS had predicted that the eruption would cause a measurable global cooling 
from the radiative impact of sulfate aerosols injected into the stratosphere, and 
indeed it had. Over the eighteen months following the eruption, the troposphere 
had cooled an average 0.5 degrees C according to the weather satellite data. This 
had served as important verifi cation of the climate models’ ability to simulate 
short-term climate variations in the early 1990s.52

The models had also predicted that the cooling atmosphere would dry measur-
ably, but no one had investigated whether it had or not prior to Lindzen’s paper. 
Lindzen’s iris thesis depended on the atmosphere getting drier as it warmed, and 
conversely wetter as it cooled; this was counter to most climatologists’ and meteo-
rologists’ physical reasoning. The atmosphere was, after all, known to be wetter in 
summer than in winter.53 So Soden and Wetherald decided to investigate the old 
satellite data to determine whether the Pinatubo eruption had caused the atmo-
sphere to dry as expected by the mainstream models, or get wetter, as Lindzen’s 
model indicated. They ran a series of new hindcasts of the Pinatubo eruption 
with the current GFDL climate model to provide a range of experiments to com-
pare the satellite data with; as expected, both model results and the satellite data 
showed that the troposphere had dried as it cooled under Pinatubo’s infl uence. 
The atmosphere’s water vapor feedback was positive, not negative, confi rming 
that water vapor changes would enhance global warming, not reverse it.54

moving back to meteorology

In 2001, the IPCC had produced its Third Assessment Report, which had con-
tained the body’s strongest statement to date that humans were changing the 
Earth’s climate: “there is new and stronger evidence that most of the warming 
observed over the last 50 years is attributable to human activities.”55 This had 
caused the newly elected President George W. Bush, who had become president 
despite the alleged scientists’ conspiracy to elect Al Gore in 2000, to request a 
review of the document from the National Academies. This review, unsurpris-
ingly given the two-decade-long series of such reviews and reports on climate 
science by the Academies, concluded that “the IPCC’s conclusion that most of 
the observed warming of the last 50 years is likely to have been due to the increase 
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in greenhouse gas concentrations accurately refl ects the current thinking of the 
scientifi c community on this issue.”56

This did not change the president’s mind; instead, as late as 2005, he preferred 
to believe global warming was an environmentalist hoax, even meeting with sci-
ence fi ction writer Michael Crichton that year.57 In 2003, Crichton had given a 
lecture at Caltech in which he had argued that belief in global warming derived 
from belief in space aliens; in a 2004 novel, he had explored the environmental-
ists’ global warming hoax in detail.58 The president found himself to be in “near-
total agreement” with the novelist. This made Crichton a star with anti-environ-
mentalists in Congress as well as the White House. He was invited to testify before 
the Senate Committee on Environment and Public Works the following Septem-
ber, leading one surprised senator to comment, “why are we having a hearing that 
features a fi ction writer as our key witness?”59

Following the fi rst Bush administration’s policy of emphasizing uncertainty, 
the second Bush presidency’s appointees spent these years revising offi cial publi-
cations to magnify uncertainty, even deleting mention of global warming en  tirely 
from them on occasion.60 After failing to prevent the Kyoto Protocol from going 
into effect, they blocked all international attempts to negotiate a successor until 
2007, when the IPCC’s Fourth Assessment Report claimed still greater certainty 
that anthropogenic warming was occurring: “Most of the observed increase in 
global average temperature since the mid-20th century is very likely due to the 
observed increase in anthropogenic greenhouse gas concentrations.61 Their delib-
erate and widespread distortion of climate science drew repeated denunciation 
from Donald Kennedy, editor of Science. In January 2003, he declared, “The 
scientifi c evidence on global warming is now beyond doubt.” For this claim, he 
was attacked by S. Fred Singer, who had fi nally given up in his war against chlo-
rofl uorocarbon (CFC) regulation to become a leader in the effort to deny the 
existence of global warming. This didn’t stop Kennedy. In January 2006, after re -
counting the success of the administration’s effort to block any post-Kyoto negotia-
tions, he pointed straight to the guilty: “The climate-denial consortium, supported 
by a dwindling but effective industry lobbying effort, has staved off serious action. 
It is a disgraceful record, and the scientifi c community, which has been on the 
right side of this one, doesn’t deserve to be part of what has become a national 
embarrassment.”62

In January 2004, President Bush had announced a new Vision for Space Explo-
ration. A retread of the “fl ags-and-footprints” space program of the 1960s, this was 
aimed at returning humans to the Moon sometime in the later half of the 2010s
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and then establishing a permanent Moon base. It required development of a new 
launch vehicle to replace the aging Shuttles while simultaneously repairing and 
returning the Shuttle to operation to complete the International Space Station, 
which would be abandoned around 2017. Justifi ed by appeals to the “space fron-
tier,” to “space resources,” and to the “space economy,” this Vision resulted in 
rapid and substantial cuts to NASA’s science budget, the deemphasis of atmo-
spheric science, and the delaying of all new Earth science missions except for the 
ESSPs beyond 2010.63

The speed with which this happened caught the science community by sur-
prise; in April 2005, Congressman Sherwood Boehlert, then chairman of the 
House Science Committee, intervened to force NASA leaders to explain what 
they were doing. His hearings went badly for NASA, with the agency’s acting 
associate administrator for space science arguing that his intent was to transfer 
many of NASA’s Earth science responsibilities to NOAA—plans that Congress 
had never heard before, or approved of, let alone actually funded.64 In one sense, 
of course, this was the old policy failure still lingering from the Reagan adminis-
tration. There was no still no formal mechanism for transferring new space-based 
monitoring capabilities from NASA to NOAA. In another sense, it refl ected the 
desire of the new NASA leadership to get rid of the politically undesirable research 
program that its predecessors had built, by any means available. 

NASA’s Earth science establishment sought to save itself by reemphasizing 
meteorology. With the political unpopularity of the climate problem, and with 
widespread recognition that its policies of the last two decades had failed to pro-
duce much progress toward better weather prediction (still an economically desir-
able outcome!), this was an obvious approach. The weather was still apolitical, 
even if climate no longer was. The successful launch and operation of TRMM in 
1997 had helped facilitate that trend, as did the EOS Aqua satellite, which served 
both meteorological and climate purposes. TRMM’s precipitation radar had pro-
vided the fi rst well-quantifi ed and reliable monthly rainfall averages from the 
tropics (30 percent of the Earth’s surface), results valuable for both meteorology 
and climatology. While its orbit did not permit it to provide early warning of short-
lived storms in most cases, it was able to see deep inside longer-lived hurricanes 
and typhoons, quantifying in detail processes that had previously been diffi cult to 
measure.

In its 2002 budget, NASA initiated its last new, large Earth science mission for 
the decade, the Global Precipitation Mission (GPM). Improving on TRMM, this 
was to be a multi-satellite project with a core vehicle containing a precipitation 
radar like TRMM’s and a set of small satellites with passive microwave sensors 
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that could also detect precipitation. The goal of the multi-satellite approach was 
resolution of the old temporal coverage problem. Precipitation formed so rapidly, 
and often lasted such a short period, that a single satellite’s orbit could never 
provide a very accurate daily look at precipitation patterns. TRMM had been ac -
curate at the level of monthly averages (i.e., climatically accurate) but from the 
standpoint of weather had been able only to provide reliable information about 
multi-day phenomena. GPM was designed to achieve results applicable to the 
daily weather. It, however, was delayed from 2010 to 2013 by the diversion of funds 
to the Vision for Space Exploration; whether it survives the voracious fi nancial 
appetite of the Vision, of course, remains to be seen. Nonetheless, its selection 
and structure refl ect a renewed emphasis on meteorology, and perhaps on appli-
cations more broadly, in the fi rst decade of the twenty-fi rst century.

During the 1990s, numerical chemical and climate models began to gain a mea-
sure of credibility. Short-term chemical forecast models became useful in the con-
text of fi eld expeditions. Climate models gained respectability from both the vol-
canic test the Pinatubo eruption had provided as well as from the community’s 
acceptance that the warming Hansen had forecasted in the late 1980s actually had 
become obvious in the late 1990s. This is not to say the models had been per-
fected. The cloud representation problem demonstrated at the end of the 1980s
was still a problem in the early 2000s, albeit one receiving a great deal of attention. 
The same was true of the tropospheric aerosol problem. And while anthropogenic 
chlorine loading of the stratosphere peaked and began to decline as expected, no 
one could forecast when the stratospheric ozone layer would recover. The green-
house gas increases that were warming the troposphere had the effect of cooling 
the stratosphere, more effi ciently converting the remaining chlorine into active, 
ozone-destroying forms. While this effect had been predicted by the major cli-
mate models, the models could not foresee how long it would continue.

When Vern Suomi’s U.S. Committee for the Global Atmospheric Research 
Program had undertaken its 1975 study of the state of knowledge of global climate, 
they had not been able to hang reliable numbers on even the global effects of 
aerosols, let alone the intricate regional variations of aerosol forcings or the indi-
rect impact of aerosols on cloud albedo.65 The independent MODIS, MISR, and 
AERONET aerosol datasets and the CERES measurements of albedo, aerosol, 
and cloud properties fi nally allowed that detailed, quantitative, and verifi able 
analysis to begin; it had only required a generation of effort and $10 billion or so 
of investment to bring about.66 Plate 8 shows global seasonal aerosol distribution 
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in 2001–2. While expensive, this was a bargain compared to its sibling, NASA’s 
showcase International Space Station, which had ballooned from its $8 billion 
cost estimate to about $52 billion in 2005, and was expected to cost upward of $80
billion to complete—an order-of-magnitude cost overrun.

Yet NASA’s atmospheric science community stood at a crossroads in the early 
2000s. They had developed and deployed powerful new research capabilities in 
the preceding decades. They were just beginning to exploit those capabilities as 
the political tides turned against them. At a science meeting in early 2006, for 
ex  ample, Moustafa Chahine’s AIRS science team fi nally decided that they were 
satisfi ed with their calibration and data quality and could begin doing real sci-
ence. Launched in 2002, this meant their expected six- or seven-year life was 
already more than half over; AIRS, of course, would not be replaced by NASA, 
but they hoped their work would contribute to the successor instruments on the 
NPP and NPOESS satellites and the Infrared Atmospheric Sounding Interferom-
eter on the new European METOPS satellites. It wasn’t clear, though, whether 
they themselves would continue to be involved in this research area. The same 
challenge existed for all of the other science teams attached to EOS. 

It’s far too soon to fully understand the scientifi c legacies of NASA’s Mission to 
Planet Earth. New research fi ndings in a wide variety of disciplines are being 
published weekly in the major English-language science journals. What the most 
important will be cannot yet be determined. But beyond the architectural issues 
raised in the preceding chapter, one legacy of Mission to Planet Earth already 
seems clear. Remote sensing was fi nally becoming a mainstream scientifi c tool. 
Scientists had published 973 papers using MODIS data by late 2005, for exam-
ple.67 This was likely due to several factors: the deliberate focus on calibration and 
reliability NASA embarked on in the late 1970s, the personal computing revolu-
tion that made powerful computers nearly ubiquitous during the 1990s, and the 
open data policy that permitted anyone access to the EOS datasets.68 Achieving 
that mainstream status had required an extensive investment in infrastructure, 
aimed largely at the credibility question. While the infrastructure elements, 
ground-based measuring stations, airplane and balloon instruments, and comput-
ing and data centers are often scientifi cally useful in their own right, the infra-
structure is expensive to operate and maintain. 

It remained to be seen whether the new observing technologies of the EOS 
era would make a successful transition to operational use. As had EOS, the NPO-
ESS project was taking a very long road to orbit. Hearings held late in 2005
strongly suggested that it would not launch before 2011. Hearings in June 2006
indicated a 2013 launch date, meaning NPOESS was likely to take nineteen years 
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from its approval in 1994 to its fi rst launch. Assuming, of course, it isn’t cancelled 
outright. In addition, to reclaim a small part of its 50 percent-plus cost overrun, 
four climate-related instruments were dropped from the program. Asked by House 
Science Committee chairman Sherwood Boehlert what his plan was to recover 
these measurements was, NASA administrator Michael Griffi n responded that he 
didn’t have a plan yet, but it would cost more money, whatever it turned out 
to be.69

The space science directorate’s fi nancial straits, fi nally, led to the quiet aban-
donment of Gore’s Triana, which had been renamed Deep Space Climate Obser-
vatory, or DSCOVR. Designed as a Shuttle payload, after the destruction of Space 
Shuttle Columbia in February 2003, it had been put on hiatus while the three 
remaining Shuttles were returned to a fl ight status. By the time they were, the re -
maining number of authorized Shuttle fl ights prior to their permanent retirement 
was only enough to complete the International Space Station. And DSCOVR 
could not be inexpensively converted into a payload for an expendable rocket. In 
January 2006, it was formally cancelled.70



Conclusion

The planet that has to matter the most to us is the one we 
live on.

—Sherwood Boehlert, 28 April 2005

During its fi rst four decades, NASA developed a sophisticated ability to study the 
Earth as an integrated global system. It had drawn this agenda in part from its 
institutional interests in planetary science as well as from larger national concerns 
in the 1970s about anthropogenic impacts on the global atmosphere. In the pro-
cess, it generated new knowledge about the global atmosphere. By the early 1990s,
the Global Tropospheric Experiment (GTE) had demonstrated that agricultural 
burning had large chemical impacts on the atmosphere, overturning a 1970s be -
lief that only industrial nations threatened global chemistry. With the National 
Oceanic and Atmospheric Administration (NOAA), it had demonstrated human 
responsibility for the Antarctic ozone hole, further documenting the ability of 
human activities to change the global atmosphere. Finally, it had developed the 
technology necessary to establish a climate record for Earth as it warms.

We began with the question, why NASA? How did the space agency wind up 
so deeply embroiled in politically controversial science? As the foregoing narra-
tive suggests, it did exactly what one expects a science agency to do: it investigated 
new scientifi c questions. And being an engineering agency as well, it developed 
new capabilities to bring to bear on those questions. Its leaders used the agency’s 
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capabilities to remain relevant during changing political conditions. And, further, 
politicians found it useful to have NASA play a role in examining these questions. 
The agency’s prestige would help limit dissent, though surely not prevent it. Let-
ting an existing agency study these questions also avoided creating an agency 
specifi cally aimed at studying environmental problems (and thus creating a con-
stituency for such problems). NASA, which has many scientifi c constituencies to 
serve, was unlikely to be captured by any one of them for very long. Solar and 
astrophysicists would dearly love the funds lavished on Earth science in the 1990s;
indeed, as the Earth science funding has diminished over the past half dozen 
years, both these fi elds have gained. Hence, NASA seemed an excellent choice 
to politicians as well as to NASA leaders.

NASA was able to accomplish what it did by drawing on the capabilities of its 
various research centers, and by building new capabilities into them during the 
1970s as it adopted Earth science as a new mission. Goddard, Langley, Ames, and 
the Jet Propulsion Laboratory (JPL) all developed specializations during the 
1970s; all retained them past the turn of the century. The Clouds and the Earth’s 
Radiant Energy System (CERES) group at Langley evolved directly out of the late 
1970s Earth Radiation Budget Experiment (ERBE) team, for example, represent-
ing a vital continuity of expertise. Its lidar group was even older, having started 
developing these instruments in 1969, albeit for the somewhat different purpose 
of wind tunnel instrumentation. Continuity of expertise meant that the science 
teams could draw on their past experiences as measurement demands tightened 
during the 1980s and 1990s.

NASA also drew heavily on the support and interest of university-based scien-
tists. In addition to supplementing its in-house scientifi c capabilities, the univer-
sity community helped it direct its research agenda toward cutting-edge science 
problems as well as providing support during the annual Washington budget wars. 
The relationship was not always a smooth one, as the confl ict between NASA and 
the larger scientifi c community over the EOS architecture suggests. The confl ict 
derived from the Big Engineering dreams of 1980s-era NASA leaders, of course, 
not over the scientifi c goals of the project. But support from the scientifi c com-
munity, particularly as expressed via the National Academy of Science, was cru-
cial, and evidence of dissention regarding priorities could jeopardize the agency’s 
plans.
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science politics at the end of the century

By the end of the twentieth century, the atmospheric sciences were under assault 
in the United States. The problem was not that the atmospheric sciences had 
grown too big, as the historical literature on Big Science might imply. There are 
almost infi nite resources available to the United States; what these are spent on is 
dependent on national politics. Some commentators were blaming the declining 
fortunes of atmospheric and climate science on the opposition of powerful corpo-
rations threatened by future science-based regulation combined with a supine 
public media.1 There is some truth to this. There is no question that deliberate 
disinformation campaigns took place during the 1990s, that these were funded by 
fossil-fuel energy companies, and that politicians believed them.2 But such cam-
paigns can only be effective if people are already prepared to believe them. It is 
at the level of national politics and political ideology that we must look for the 
roots of the controversies faced by scientists at the turn of the century.

The scientifi c fi ndings made during the 1980s and 1990s threatened core Ameri-
can beliefs. Environmentalism had been divisive in the United States be  cause it 
threatened a host of traditional beliefs: in private property rights, in market capi-
talism, in the superiority of private over public enterprise, in technological prog-
ress, in American exceptionalism. To anyone who believed in the su  periority of 
market capitalism, and particularly to those who held the central tenet of late 
twentieth-century American conservative dogma, that human freedom and mar-
ket capitalism were inextricably linked, the fi nding that human industry could 
cause global-scale damage had been ideologically shattering. 

We do not have to look further than the writings of the former chief scientist 
of the Weather Bureau S. Fred Singer to fi nd evidence for these claims. In 1989,
Singer accused his former colleagues of hyping the threat of ozone depletion to 
secure funding for their research; in 1991, he went further. In an essay denying the 
reality of anthropogenic warming, he wrote that the hidden agenda of these sci-
entist-activists was “against business, the free market, and the capitalistic system.”3

Singer was hardly alone in this belief, as sociologist Myanna Lahsen documented 
in her 1998 dissertation.4 Instead, he was merely one of the most outspoken critics 
of the new scientifi c view of humanity as a geologic actor, capable of changing 
the very conditions of life on Earth. 

In the view of these political critics of late twentieth-century science, atmo-
spheric scientists’ efforts had led directly to government regulation, indeed elimi-
nation, of the chlorofl uorocarbon (CFC) industry. These scientists had not only 
made conceivable a future in which all emissions became pollution to be subject 
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to regulation and monitoring, they seemed well on their way to achieving this 
future under the Montreal and Kyoto ozone and climate treaties. To believers in 
what investor George Soros has called “market fundamentalism,” these impinge-
ments on human (economic) freedom were intolerable.5 NASA came under 
attack in the late 1990s not because its research program was too large, or because 
it was insuffi ciently scientifi c, but because it was ideologically threatening. Atmo-
spheric scientists had destroyed the comforting notion that humans could have 
no signifi cant impact on the Earth and its life-sustaining capabilities. This made 
them targets of political retaliation, as the conservative revanchment of 1994 be -
came entrenched in the corridors of power.

In his recent history of the American economics profession, Michael Bernstein 
has examined economists’ increasing abandonment of their fi eld’s original public 
purpose, the use of economic knowledge to improve the well-being of the nation’s 
citizenry, to become “mere shills for particular corporate elites eager to seize 
upon public assets now increasingly ‘privatized.’”6 This did not happen in at -
mospheric science. In keeping with a long-standing tradition in geophysics of 
conducting science for public benefi t—as a form of public service—atmospheric
scientists became increasingly involved in public policy matters, although not 
necessarily comfortably.7 Robert Watson, Rich Stolarski, Robert Harriss, Joe 
Waters, and Dixon Butler all chose their science because it was a form of service. 
It offered them a chance to contribute to the common good.

Hence, while the economics profession abandoned public purpose during the 
1980s and 1990s, driven by political imperatives for privatization and the market 
fundamentalism of American political culture, atmospheric scientists, and cli-
mate scientists more broadly, embraced it. This led to their increasing marginal-
ization from public policy circles with their science under attack by politicians, 
lobbyists, and political propagandists.8 During the 1970s, the physics community 
had been attacked for desiring ever-larger portions of the public’s money for 
research facilities that appeared to have no practical value—their research was no 
longer relevant to the public sphere.9 In the 2000s, the atmospheric science com-
munity’s problem was the inverse. They had become too relevant. A lot of Ameri-
cans (and some very wealthy businesses) did not want to hear the knowledge 
atmospheric scientists had created about the world. Relevance had become a 
double-edged sword, making atmospheric science vulnerable to political retalia-
tion. Atmospheric scientists thus faced the question of how to maintain the vitality 
of their discipline with the nation’s political culture turned strongly against 
them.
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realism and anti-realism in the earth sciences

Over the past two decades or so, a putative war over the epistemic status of science 
has raged between a relative handful of scientists who continue to believe that 
science produces universal truth about the universe and some science studies 
scholars who argue that scientifi c knowledge is merely a social construct. And as 
a social construct, it has no inherent reality—scientifi c knowledge is no more true 
than any other form of knowledge. Thus, this line of argument goes, nonscientists 
accept it as true knowledge only because of credentialing.10 Much of this so-
called science war is overblown and based on substantial misunderstandings on 
both sides.11 Social constructivists often argue from an anti-realist position because 
methodologically, it allows us (and I’m one) to investigate the biases of scientists 
and their sciences, be they methodological, cultural, religious, political, or gen-
der biases.

At the same time, I haven’t yet met a social constructivist who actually believes 
that there is no reality at all, the caricature depicted of us in some of the science 
wars literature. Instead, social constructivists believe scientifi c knowledge about 
the world is constructed through theory building, data collection, interpretation, 
publication, and negotiation. One can theorize and collect data in isolation, but 
one can never interpret, publish, and discuss in isolation from one’s peers or one’s 
larger society. It is in these social aspects of science that knowledge is constructed. 
Yet Earth scientists in particular collect data about something. There is an Earth, 
it has aspects we can measure, and thus scientists develop knowledge that relates 
to something real. The resulting knowledge is imperfect, contingent, and condi-
tioned by the methodological practices of individual disciplines as well as by the 
cultures scientists are immersed in—institutional culture, national culture, and 
so on. Scientifi c knowledge is constructed, but nonetheless it’s knowledge about 
something that actually exists.

The constructed nature of scientifi c knowledge allows it to be deconstructed—
challenged—by those who don’t like what that knowledge implies. These attacks 
serve to prolong doubt about the facticity of facts, permitting vested interests to 
gain delays in policy action. Indeed, it’s possible for these attacks to effectively 
destroy a fact entirely, transforming that fact into an invalid mythology. Robert 
Proctor and Londa Schiebinger have documented cases of what Proctor calls 
“agnotology,” the social construction of ignorance.12 They show how business and 
religious leaders recruited scientists sympathetic to them in order to destroy pieces 
of undesired knowledge. One can see that process at work in the attacks on ozone 
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and climate science. Knowledge that is constructed can be deconstructed. But 
the fact that knowledge can be destroyed does not mean that the knowledge in 
question is wrong.

The prevailing view of scientists in the 1950s was that Earth was basically stable 
and unchanging; during the period of this study, scientists developed a new view 
of Earth as a complex, dynamic, evolutionary system. But they did not simply 
dream this up. A series of discoveries about the Earth (and Venus and Mars) left 
their older narrative about planetary evolution untenable. (Recall that nobody 
expected craters on Mars—it was a shocking revelation.) Older narratives of the 
planets could no longer be reconciled with new facts about the solar system or 
Earth. But the new view certainly was not more amenable to scientists profession-
ally, or to their status within the body politic. Indeed, as I have argued, their new 
view of the world was, and is, extremely controversial. It was controversial inside 
the scientifi c community in the 1960s and 1970s, and since then, while the inter-
nal controversy has been laid to rest, their new synthesis of climatic evolution has 
put them at odds with much of the U.S. political establishment. 

Precisely because the new, dynamic view was controversial, scientists did not 
discard their more comfortable older view of the world lightly or carelessly. In -
deed, as Oreskes has shown in her study of plate tectonics, scientists are generally 
resistant to new ideas. In order to make new knowledge, one often has to unmake 
old knowledge. Scientists, like any other scholarly group, have a great deal of time 
and effort invested in the old knowledge that is being threatened. So they do not 
abandon it lightly. The plate tectonics revolution she studied and the revolution 
in atmospheric science this book examines occurred simultaneously. In both 
cases, an accumulation of facts that could not be reconciled with older, more 
static conceptions forced change. In Oreskes’ story, the availability of new mea-
suring techniques enabled the acceptance of plate tectonics.13 In atmospheric 
science, NASA was the source of new measurement techniques as well as the 
planetary view that spacecraft afforded. These new techniques, in company with 
other technological innovations in related scientifi c disciplines, enabled transfor-
mation of scientists’ worldview.

Philosopher of science Ronald Giere argues that scientists produce knowledge 
by comparing new evidence to their existing conceptual models of how things 
are.14 When new evidence does not fi t the conceptual model, they can reject the 
data as somehow fl awed (as Goddard’s TOMS scientists did at fi rst), go generate 
more data (as Farman’s Antarctic Survey did), or discard the model and devise a 
new one that might fi t the data (both new and old data) better. The last is what 
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Lovelock and his collaborators did in formulating the Gaia hypothesis. And it is 
this slow, piece-wise process of comparing data to conceptual models has led the 
American scientifi c community far away from its old, static view of Earth.

the planetary view, or, science practice 

in the late twentieth century

The planetary view immersed NASA and the American Earth sciences in a politi-
cal fi restorm over ozone depletion and global warming. But it also altered the 
practice of American Earth science. Most historians, and nearly all scientists, be -
lieve that Humboldtian science ended in the nineteenth century. His holistic view, 
they think, did not carry into the twentieth century, dominated as it was by labora-
tory science, with its allegedly objective, controlled, limited-variable experiments. 
The very antithesis of holism, laboratory experiments seek to reduce complexity 
to a single, measurable, and controllable variable. The Earth cannot be reduced 
to a laboratory, and scientists of the non-physicist variety all know it. To Earth 
scientists, the world is the laboratory. It must be studied in its native environment, 
messy as that most defi nitely is. Regardless of scientists’ general commitment to 
the ideals of objectivity, controllability, and experimental repeatability, Earth sci-
entists have not escaped the need to venture into the fi eld. Moreover, neither 
have planetary scientists, a core constituency of NASA.

NASA’s scientifi c leaders sought to bring laboratory measurements into the 
fi eld. They deployed fi eld expeditions equipped with the latest measurement 
technologies to study various scientifi c questions and used the results to build new 
understandings of Earth processes. They also did them to support understanding 
of data collected by planetary spacecraft. Rudy Hanel’s Infrared Interferometer 
Spectrometer (IRIS) instrument went to Earth and Mars, for example. James 
Lovelock used his understanding of planetary conditions to propose the radical 
view of Earth as an integrated, living organism. Shelby Tilford and Dixon Butler 
explicitly sought to bring the planetary view to Earth in the 1980s with the Earth 
Observing System (EOS). The planetary view, then, was a fundamental part of 
NASA’s scientifi c efforts, even for its local fi eld experiments.

Making sense of the planetary view exacerbated a traditional problem of Earth 
science research, the problem of scale. During the agency’s efforts to help the 
Weather Bureau achieve global forecasting, it became clear fairly quickly that 
while global forecasts needed global data at one remove, the individual measure-
ments had to be reduced in spatial scale to deal with the cloud-clearance prob-
lem. One could not fi nd cloud-free scenes in low-spatial resolution datasets. As 
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the agency entered the fi elds of chemistry and climate, the problem of scale be -
came more pronounced, and the solutions changed. To defi nitively link rainforest 
soil emissions to the global atmosphere, for example, NASA had to construct a 
hybrid observing system consisting of ground-based, tower-based, aircraft-based, 
and fi nally space-based measurements. Research teams then used models to inte-
grate the data from different scales, or used them to examine the level of consis-
tency between datasets from different scales. This use of models for data integra-
tion became a powerful new tool for observation-based research in the late 
twentieth century.

As the weather observing and climate simulation studies done at the Goddard 
Institute for Space Studies (GISS) suggest, the use of models for simulation stud-
ies was another powerful tool for late twentieth-century science. Serving as 
machine-assisted thought experiments, they enabled scientists to perform experi-
ments in virtual worlds that could reveal the relative importance of various pro-
cesses.15 The late 1960s simulation studies for the Global Atmospheric Research 
Program (GARP) demonstrated the utility of various kinds of observations for 
the satellite-based global weather observation system, while Hansen, Pollack, and 
others used climate models in the 1980s and 1990s to gradually pick apart and 
examine individually the feedbacks and forcings in the climate system. These 
model experiments provided hypotheses testable in the real world. One could 
build instruments and design fi eld experiments to look for the high-altitude tro-
pospheric ice proposed to occur in Ramanathan’s supergreenhouse effect, or the 
changing cloud properties proposed by Hansen’s study of the shrinking diurnal 
temperature variation over land, or the global cooling effect of Plinian volcanism, 
or the cloud radiative properties necessary for Lindzen’s Iris effect. Hence during 
the four decades examined in this study, numerical models became vital research 
tools, enabling scientists to make sense of large and disparate datasets and to gen-
erate new hypotheses to inform future research. 

Atmospheric scientists in the late twentieth century thus returned to the early 
nineteenth-century methodology of Humboldt, while greatly expanding upon it 
using the technologies of the post–World War II era: aircraft, radiometric sensors, 
and computer-driven models. They adopted the laboratory sciences of spectros-
copy and kinetics virtually unchanged from physics, and applied them to new 
questions. While physics in the twentieth century pursued ever-smaller particles 
with ever-larger accelerators, atmospheric scientists took on the task of studying 
the global atmosphere. They learned to take laboratories into the fi eld. And in -
spired by the planetary view, they set out to remake the Earth sciences into a 
single, integrated discipline around the concept of Earth System Science. 
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NASA’s role in the American Earth sciences in the twentieth century, then, 
was revolutionary. Its embrace of the planetary view, its development and deploy-
ment of new measurement techniques, its support of theoretical and model stud-
ies, and its managerial activism in discipline-building and integration, has had 
enormous impacts on American science. It has played a fundamental role in 
altering our understanding of our world and of life’s place in its evolution. There 
are many on the human space fl ight side of NASA’s house who decry the loss of 
its historic mission with the cancellation of Project Apollo, perceiving an agency 
adrift and rudderless. They should pay more attention. While they were mourn-
ing the lost Moon, their agency rediscovered our own Earth.



Epilogue

In January 2006, on a sunny but chilly day in Manhattan, I did a couple of hours’ 
worth of oral history with James E. Hansen, the director of NASA’s Goddard 
Institute for Space Studies (GISS). At one point he asked me if I knew about a 
recent publication from one of the science teams associated with the Gravity 
Recovery and Climate Experiment (GRACE), the fi rst of the Earth Systems Sci-
ence Pathfi nder (ESSP) missions. The paper concerned apparent, and unex-
pected, mass loss from the Greenland ice sheet, as inferred from slight changes 
in the local gravity fi eld.1 I hadn’t known about the paper and pointed out that ice 
sheets weren’t really in the scope of my mandate, a history of atmospheric science. 
He looked at me with surprise, and said, “Well, that depends on how you defi ne 
atmospheric science.”2

Indeed. Despite the thickness of the tome you’re holding, I’ve drawn my disci-
plinary lines rather narrowly, focusing on the gaseous part of atmospheric science, 
if you will. I’ve generally ignored the atmosphere’s interaction with the Earth’s 
land, water, and cryospheric surfaces, all of which happen to be claimed by other 
scientifi c disciplines. I may have made a mistake in being so narrow. But if I have, 
I’m not alone.

Hansen had a larger point that took me a few months to see. In March 2002,
Earth scientists of many disciplines were shocked by the sudden collapse of the 
Larsen B ice shelf, a chunk of fl oating Antarctic ice the size of Rhode Island. 
Imagery from the Moderate Resolution Imaging Spectrometer (MODIS) instru-
ment showed what had happened. Meltwater has a much lower albedo than does 
ice; meltwater ponds on the surface of Larsen B had acted as thermal drills, rap-
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idly absorbing incoming sunlight, warming, and boring their way through to the 
base of the ice shelf. An ice shelf that climate models suggested would survive for 
decades thus disintegrated in weeks. Albedo has long been considered the domain 
of atmospheric scientists (recall that Vern Suomi was interested in the albedos of 
both cornfi elds and of Earth) but this particular effect of albedo was unexpected 
by that community. 

This error in understanding ice and albedo matters, because the world’s ice 
sheets hold enormous amounts of water. Glaciologist John H. Mercer had fi gured 
back in 1978 that the West Antarctic ice sheet held 5 to 6 meters’ worth of sea 
level; the Greenland ice sheet holds slightly more.3 If either of these ice sheets 
disintegrate, most of the world’s coastal cities will be inundated, and hundreds of 
millions of people will be forced to migrate inland. The cost will be in the trillions 
of dollars. Climate models predict that those ice sheets will remain intact for 
centuries, but the Larsen B event showed that the models’ treatment of ice sheet 
behavior is conceptually fl awed. In a 2005 editorial spanning ten pages, Hansen 
took his own modeling community to task for this.4 Climate models build ice 
sheets by depositing and compressing snow in a dry process. Modelers simply run 
this process in reverse to predict their breakup. What actually happens is what 
happened to Larsen B: meltwater drills through the ice sheet, destroying it quickly. 
But neither Hansen nor anyone else in his community has fi gured out how to 
model this process adequately.

This ice problem was not seen as a problem by the leaders of the climate sci-
ence community until the Larsen B event. One will peruse the Intergovernmen-
tal Panel on Climate Change’s (IPCC) 1995 and 2001 reports in vain for discus-
sions of ice-enhanced rapid sea level rise. The IPCC, composed primarily of 
at  mospheric scientists and climate modelers, laid out priority research areas that 
didn’t touch on this ice problem. Since NASA based its downsized EOS on the 
IPCC’s priorities, it didn’t favor this research area either. Yet the issue of melt -
water destruction of ice has been known to glaciologists for decades at the least; 
when Hansen started his campaign to get his modeler colleagues to pay more 
attention to ice, he used a photograph of a crevasse in the ice with a meltwater 
stream pouring into it to make his point clearer.5 It was provided to him by Roger 
Braithwaite, University of Manchester, who took it during a fi eld expedition. 
There have been fi eld expeditions to glaciers and ice sheets since the nineteenth 
century; crevasses, and meltwater, have been known to science for quite a long 
time.6 To put not too fi ne a point on it, Mercer’s 1978 article was written specifi -
cally in the context of rapid Antarctic ice sheet melting induced by human car-
bon dioxide emissions.
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There has clearly been a disconnect between the atmosphere and climate 
modeling community and glacier specialists over the past few decades. That’s not 
particularly surprising. The Earth sciences have grown so enormously in the post-
war era that the Journal of Geophysical Research publishes more than forty thou-
sand pages per year, and there are many other Earth science journals. No one 
could possibly read it all, and scientists don’t try. They read what’s directly relevant 
to their own specialty, and, in reality, only a select few papers in their specialty. So 
while Francis Bretherton’s 1986 committee formulated the concept of Earth Sys-
tem Science to try to break disciplinary boundaries down, the professional de -
mands of science have the opposite tendency. Keeping a broad view is extraordi-
narily diffi cult. 

The Larsen B event seems to have caused a number of scientists to broaden 
their view just a bit; the 2007 IPCC assessment released in February contained 
the following statement: “understanding of these effects is too limited to assess 
their likelihood or provide a best estimate or an upper bound for sea level rise.”7

They specifi cally excluded sea level contributions from future “rapid dynamical 
changes in ice fl ow” in their sea level forecasts.8 Because they cannot quantify the 
possibility of rapid deglaciation, they effectively assigned these possibilities zero 
value. In other words, after three decades of climate research by the world’s most 
advanced nations, we cannot yet put a ceiling on the potential impact of rising 
seas. That’s quite an assertion, given the potentially enormous cost of coastal in -
undation. Hansen seems to think that several meters of sea level rise may be pos-
sible this century.9

Much of the science discussed in the tome you’re holding was directed in na -
ture. In other words, it resulted from either carefully formulated, long-term re -
search programs that were advocated by proponents for years, or, like the Upper 
Atmosphere Research Program (UARP), were effectively commanded into being 
by law. Such programs have achieved important results (else this book would be 
much thinner!). But as the above story suggests, there is still a strong element of 
random walk to modern science. Even the best scientists are not all seeing; IPCC 
didn’t foresee the importance of ice dynamics in its fi rst nineteen years of exis-
tence, so I was in excellent company. 

From a science policy standpoint, then, it’s clear that maintaining fl exibility in 
long-term research programs is necessary. Despite vast knowledge and best inten-
tions, American scientifi c leaders didn’t quite see in 1988, or 1995, or 2001 what all 
the key scientifi c and policy challenges presented by global warming would turn 
out to be. Having resources to explore surprises seems essential. It isn’t at all clear 
that NASA’s budget outlook, at least, contains fl exibility.
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There’s a lesson for historians here, too. In her discussion of Big Science, Cath-
erine Westfall warned historians against allowing scientists to defi ne our rhetoric 
and our research programs.10 In a very real sense, I did exactly what she warned 
against in writing this book. I built it around a rather traditional, narrowly drawn 
defi nition of atmospheric science. In so doing, I’ve missed a great story about the 
belated discovery of ice-atmosphere interactions by atmospheric scientists. I hope 
some other historian will be able to do the topic justice in the future.
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