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1. Introduction

Serious games are games in which the main goal is not entertainment, but a serious
purpose ranging from the acquisition of knowledge to interactive training, to name just
a few. These games are emerging as a promising educational technique across various
domains (such as the military, education, politics, management, and engineering) and are
attracting growing attention in healthcare thanks to the possibility of: increasing the level
of interactivity of the application and the motivation of the user, allowing adaptation to the
user’s level of competence, flexibility over time, repeatability, and continuous feedback.

In recent years, there has been a growing interest in applying virtual reality (VR)
techniques to the development of serious games for creating immersive experiences. VR
and augmented reality (AR) have a long history in the healthcare sector, offering the
opportunity to develop a wide range of tools and applications aiming at improving the
quality of care and efficiency of services for professionals and patients alike.

The best-known examples of VR/AR applications in the healthcare domain include sur-
gical planning and medical training by means of simulation technologies. The techniques
used in surgical simulation have also been applied to cognitive and motor rehabilitation,
pain management, and patient and professional education.

Recently, healthcare has also become one of the biggest adopters of mixed reality (MR),
which merges real and VR content to generate new environments where physical and
digital objects not only co-exist but are also capable of interacting with each other in real
time. MR encompasses both VR and AR applications.

These novel applications are attracting growing attention from users and researchers,
but many cognitive and perceptual issues still need to be completely understood and
resolved to fully take advantage of the disruptive potential of these emerging technologies
in healthcare, and to minimize side effects of VR/AR technologies such as “cybersickness”.
Moreover, efforts should be made to strengthen the experience of “presence”, the level of
acceptance, and the compatibility of MR technology with the general population (including
the elderly and sick people).

In light of the above, this Special Issue was introduced to gather and publish original
scientific contributions that explore opportunities and address the challenges of serious
games, VR/AR, and MR applications in healthcare. There were 11 papers submitted to this
Special Issue, and 8 papers were accepted.

2. Serious Games in Healthcare

Various topics have been addressed in this Special Issue, mainly focused on the descrip-
tion of innovative serious games with applications in the field of rehabilitation/training of
elderly people or patients with degenerative diseases [1–5], and training for self-regulation
of mental states [6].
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The collected papers cover some of the key points in the development of serious
games, namely: development of interactive and engaging tasks to increase user motivation,
acquisition and analysis of quantitative data, and adaptation to the user’s conditions.

In Sipatchin et al. [4], VR is proposed as a new assisting tool for patients suffering from
macular degeneration. More specifically, a VR game that involves tracking and detecting
changes in a moving object is proposed to re-define traditional tasks used for preferred
retinal locus development studies and therapy, which can be repetitive, exhaustive, and
tedious, ending in a decrease in the subject’s motivation. Gamification, in this context, was
intended to develop more entertaining tasks, resulting in greater participant engagement
and rapid adaptation.

One of the possibilities offered by serious games for rehabilitation/training is the
collection and analysis of quantitative data for different purposes, such as: to assess the
initial disease state and/or exercise performance, and to monitor the patient’s progress
during therapy, just to name a few.

Three papers of this collection [1,3,5] focus on collecting and analyzing quantitative
data, and two of them [1,3] employ artificial intelligence (AI) techniques. AI is becoming
an important major asset for serious games to provide more facilities for the learner, but
also more knowledge for the supervisor (educator, medical specialist, etc.) [7].

Shapoval et al. [3] describe the integration of biofeedback into a serious game to
monitor frailty in an elderly population. The system is suitable for everyday use at home,
but also for more in-depth observation of various biological parameters, such as the heart
rate and temperature. It features a real-time tracking system of the body position, relying
on the use of a webcam and a built-in motion recognition algorithm based on a neural
network, for controlling the game and for analyzing the patient’s activity. Acquired data
may be subject to medical secrecy rules and will not be available to anyone other than the
treating physician and the patient to monitor the outcome and progress of the rehabilitation
process for different degrees and types of musculoskeletal disorders. All the data obtained
can be visualized and examined at any time, thanks to a cloud interface where all the
information is duplicated.

Karapapas et al. [1] propose the use of a serious game for early detection of mild
cognitive impairment (MCI), which is an indicative precursor of Alzheimer’s disease.
More specifically, their work intends to test whether performance data collected during
sessions of a serious game, specifically conceived for cognitive assessment and training of
elderly people, can be used to create machine learning (ML) models to classify the patient’s
cognitive status.

Investigating the deterioration of cognitive functions is also the goal of the research
work by Chen et al. [5]. Their serious game was designed in collaboration with psychol-
ogists and clinicians to be as simple as possible, given that the target patients are elderly
and that most of them have no experience in playing video games. The aim of the game is
to measure the subjects’ performance, in terms of the reaction time and accuracy rate in
reaching a target, to classify their cognitive abilities and distinguish normal subjects from
MCI subjects and subjects with dementia.

Traditional sensing devices employed for serious games in rehabilitation include
optical and inertial sensors. According to [2], the Microsoft Kinect (a 3D sensor based
on time-of-flight technology and the intensity modulation technique [8]) is usually the
preferred choice to track full-body movements, although accuracy drops when complex
movements are executed. In Shapoval et al. [3], the main sensor required is a simple USB
webcam: this makes the platform more affordable from the financial standpoint, and easy
to install and use.

One work in this Special Issue by Guimarães et al. [2] employs two inertial sensors (one
for each user foot) to simplify the setup and reduce costs. This serious game is designed
to support personalized and multicomponent clinical interventions for older adults, and,
more specifically, the goal is to train strength, balance, cognition, and the pelvic floor
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muscle, in one single session. In this work, reducing the system complexity was preferred
over the use of additional sensors for full-body movement evaluation.

Recent studies have also integrated biosensors into games designed for physical
rehabilitation and for the treatment of cognitive and neurological disorders. Biosensors
indeed can be integrated into games to study the biological data of the participants during
play as well as making games adaptive based on information extracted from the patient’s
bio-signals [9].

In this Special Issue, da Costa et al. [6] hypothesized the possibility of developing a
“Neurofeedback assisted self-regulation machine” combining the technical, behavioral, psy-
chological, emotional, and electrophysiological components of brain–computer interfaces
(BCIs) based on electroencephalography (EEG), neurofeedback training (NFT), mindfulness
meditation, and self-regulation of mental states in a single framework. The work inves-
tigates “how” a priming intervention right before NFT affects NFT performance and the
emotional state, acquired using qualitative emotional state self-reports and quantitative
emotional state biomarkers (i.e., galvanic skin response and heart rate variability). The
proposed framework could potentially improve the efficacy of self-regulation serious games
for therapeutic, performance, or entertainment purposes.

3. Extended Reality Applications and Hybrid Simulation in Healthcare

Among all the papers accepted in this Special Issue, three focused on extended reality
(XR) applications and hybrid simulation for the healthcare sector [4,10,11].

Each one of these papers investigated a different aspect of the application of these
technologies (VR, AR, MR, and hybrid simulation) in medicine, in particular: introducing
VR and gamification in traditional patient treatment [4], using AR and hybrid simulation
in medical training [10], and reviewing the current state of the art of AR/MR applications
in healthcare simulation [11].

In [4], Sipatchin et al. presented a VR serious game for patients suffering from macular
degeneration. This VR application includes both eye tracking of the user and motion
tracking of a moving object, and its goal is to modernize conventional therapies for preferred
retinal locus development. This novel VR game, by using gamification techniques, can
improve patient engagement, motivation, and adaptation.

A hybrid simulator for the training of pedicle screw fixation in the spine was proposed
in [10]. In this paper, Condino et al. describe a system for the preoperative planning
and rehearsal of spine surgery, with the goal of improving both surgical workflows and
postoperative patient outcomes. This hybrid simulation platform combines a 3D printed
patient-specific spine model with AR functionalities and virtual X-ray visualization, obviat-
ing the need for any harmful radiation during the medical simulation.

Viglialoro et al. [11], in their review paper, summarized and discussed different
medical simulators based on AR, MR, and hybrid approaches, analyzing their evaluation
and validation as well. This work, by highlighting the drawbacks and advantages of each
application, provides some guidelines for developing novel healthcare simulators and also
outlines promising research trends in this field for the coming years.

Author Contributions: Conceptualization, S.C., M.G., R.M.V., M.C. and G.T.; methodology, S.C., M.G.
and G.T.; validation, S.C., M.G., R.M.V., M.C. and G.T.; formal analysis, S.C. and G.T.; investigation,
S.C. and G.T.; data curation, S.C., M.G. and G.T.; writing—original draft preparation, S.C., M.G. and
G.T.; writing—review and editing, R.M.V. and M.C.; visualization, S.C., M.G., R.M.V., M.C. and G.T.;
supervision, S.C. and G.T.; project administration, S.C., M.G., R.M.V. and G.T.; funding acquisition,
S.C. and M.C. All authors have read and agreed to the published version of the manuscript.

Funding: This work was funded by the CRIO2AR project, Fas Salute 2018—Regione Toscana, Linea
3.6. This work was also supported by the Italian Ministry of Education and Research (MIUR) in the
framework of the CrossLab project (Departments of Excellence) of the University of Pisa, Laboratory
of Augmented Reality.
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Abstract: Mild cognitive impairment (MCI) is an indicative precursor of Alzheimer’s disease and
its early detection is critical to restrain further cognitive deterioration through preventive measures.
In this context, the capacity of serious games combined with machine learning for MCI detection
is examined. In particular, a custom methodology is proposed, which consists of a series of steps
to train and evaluate classification models that could discriminate healthy from cognitive impaired
individuals on the basis of game performance and other subjective data. Such data were collected
during a pilot evaluation study of a gaming platform, called COGNIPLAT, with 10 seniors. An
exploratory analysis of the data is performed to assess feature selection, model overfitting, opti-
mization techniques and classification performance using several machine learning algorithms and
standard evaluation metrics. A production level model is also trained to deal with the issue of data
leakage while delivering a high detection performance (92.14% accuracy, 93.4% sensitivity and 90%
specificity) based on the Gaussian Naive Bayes classifier. This preliminary study provides initial
evidence that serious games combined with machine learning methods could potentially serve as a
complementary or an alternative tool to the traditional cognitive screening processes.

Keywords: mild cognitive impairment; serious games; machine learning; feature selection; data
transformations; classification; elderly

1. Introduction

Studies have shown that the cognitive functions of the elderly are negatively affected
by a number of factors, such as heredity, lifestyle (e.g., diet, smoking, alcohol), and age-
related pathological conditions [1]. With regard to normal aging, it appears that many
cognitive functions remain stable throughout life with mild attenuation beginning grad-
ually in the sixth or seventh decade of life [2]. Mild cognitive impairment (MCI) is often
labeled as a precursor of dementia and especially of Alzheimer’s disease (AD) [3] or just as
an intermediate level of cognitive function that is lower compared to what is considered
normal for a certain age and an educational level [4].

The current approach of MCI diagnosis is through a clinical check-up, performed
by a specialist, that includes an interview with the subject, the collection of the subject’s
medical history, a series of neurological examinations to test the mobility, the balance, the
functionality of the nervous system and finally a cognitive assessment, such as the Mini
Mental State Examination (MMSE) [5] or the Montreal Cognitive Assessment (MoCA) [6].
Although this approach provides the specialist with a wealth of information, beyond an
assessment score, which is assistive in drawing safe conclusions about the cognitive level
of the subject, it also presents some disadvantages. Given that the assessment is part
of a clinical check-up, the potential anxiety of the subject along with other convoluted
factors might result in a decreased performance. This situation combined with the low
repeatability of the clinical check-ups may lead to distorted assessments [7].

An aspect of the MCI detection is the stage at which it is performed. According to
a research that was conducted with a cohort of 139 subjects and included two MoCA

Appl. Sci. 2021, 11, 8184. https://doi.org/10.3390/app11178184 https://www.mdpi.com/journal/applsci
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assessments with a difference of 3.5 years, subjects with normal cognition during their
first assessment maintained their cognitive levels until the second assessment, whereas
subjects with MCI during the first assessment presented an average decline of 1.7 units
on the MoCA scale [8]. This suggests that the cognitive level of people with MCI has the
tendency to decline faster, something that makes the early detection of MCI an important
factor in cognitive intervention programs.

On the other hand, the evolution of technology now provides the possibility of MCI
detection through computer programs, electronic games and mobile devices [9]. These
innovations seem to be gaining ground in the field of cognitive screening compared to
traditional methods, as they are less costly, more flexible, provide better administration
conditions and more people have now access to these tools. In the same context, the
development of serious games as a cognitive assessment and screening tool is an innovative
practice that uses computer software to combine randomized visual, auditory and tactile
stimuli, as a simulation of various everyday situations of the individual [10]. Such tools can
provide the user with the sense of an engaging three-dimensional reality which encourages
the implementation of the method in research and clinical practice.

Serious games are games that have an explicit and carefully designed educational
purpose and are not intended to be used primarily for entertainment even though this does
not prohibit the inclusion of enjoyment and fun aspects [11]. They have been used in several
application domains, such as education, business, finance, cultural heritage, health and
military training. In particular, in the healthcare domain the aim is to introduce innovative
methods in the care, general health and rehabilitation processes, where the patient is less
dependent on professionals. Serious games can be designed to bring about some behavior
change in the patient, whether it is for prevention, treatment or for information about
the disease.

The general goal of this work is to contribute to the research in the field of early MCI
detection. Since MCI is a characteristic precursor of AD and other neurodegenerative
conditions, early diagnosis is critical to restrain cognitive deterioration through preventive
and rehabilitation measures. In the relevant literature, one can find numerous references
to studies where serious games are utilized to support cognitive screening [12] or even
rehabilitation [13] in a more engaging and fun way [14]. However, the specific objective of
this work is to answer the research question of whether game performance data gathered
during playing several sessions of serious games that were specifically designed for cogni-
tive assessment and training of elderly people can be utilized to create machine learning
(ML) models that could accurately classify users to the right cognitive state. The ultimate
goal would then be, to make use of these models to classify new users to distinct cognitive
levels judging by their in-game performance. The challenges that must be addressed in
order to build such a model and to provide a service that would enable access of such a
model for new data, were also investigated in this work.

2. Related Work

In the recent literature, a plethora of studies have been reported that demonstrate the
advantages serious games are providing in order to improve the detection and evaluation
of neurodegenerative diseases and precursor conditions of them, such as MCI. The re-
search types of studies range from literature reviews [15], surveys [16] and methodological
reviews [17], to more specialized research topics such as the use of special game-based
metrics to detect MCI [18].

Although the perspective of using ML techniques to address cognitive screening
in combination with serious games is mentioned in a few related works, eventually the
problem is typically solved by employing statistical methods and correlations and the use
of non-ML algorithms [12]. Furthermore, applying ML does not necessarily imply that a
model is used directly to detect whether a subject has characteristics that are in the range
of MCI. Instead there are plenty of cases that make use of ML for various other reasons.
For example, in the work of Leduc-McNiven et al. [19], the use of reinforcement learning
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(RL) techniques is demonstrated for the augmentation of the dataset with synthetic data
so that when the data reach a sufficient volume, a classifier model could be trained to
categorize new players based on their in-game performance. In a follow-up study by the
same research group they leveraged bots simulating various degrees of impairment to
produce synthetic data and on dense neural networks in order to explore the perspective
to classify playing ranging from perfect to various degrees of impairment [20].

In the work of Solana et al. [21] the design and development of an algorithm is
described that plays the role of a decision-making system which is built using data mining
techniques. The system not only has the ability to classify the users by the level of cognitive
impairment but it is also able to select the most appropriate tasks for each individual, in
terms of game playing difficulty, thus aiming at cognitive improvement.

In the work of Banerjee et al. [22] a different approach regarding the ML methodology
followed is given focusing on the datasets and the techniques applied on them. In particular,
three different datasets were created composed of different feature subsets. Furthermore,
the ML experiment is conducted four times, each time using a different technique for the
model training process. Similar approaches can also be found in the methodology of our
work, for example there are multiple datasets based on the selected features and there are
multiple repetitions of the experiment that each employs a different training technique.

Another study that explores the potential of digital games in the detection of early
symptoms of cognitive decline is reported by Sirály et al. [23]. A particular characteristic
is the use of magnetic resonance imaging (MRI) to measure the volume of the cerebral
structures as well as the use of several traditional cognitive screening tests including the
neurophysiological test paired associates learning (PAL). A total of 34 subjects participated
in the study playing the memory game ’Find the pair’ and the main goal was to investigate
the correlation between the MRI findings and the PAL results with the memory game
results. The statistical analysis conducted based on Logistic Regression suggests that
the number of trials a subject needs to complete the memory game could be used as an
indicator to determine if the subject belongs to the healthy or the MCI group.

The work of Binaco et al. [24] presents a methodology that builds ML models trained
on data from a digitized version of the well-known clock drawing test (CDT), which can
be found also as part of the MoCA assessment. This specific work can be described as
mostly a ML methods study since more focus is given to the methods needed to better
prepare the dataset and the algorithms to train the classifiers, rather than to the evaluation
of the models. For example, the SMOTE (synthetic minority oversampling technique)
method is utilized to compensate for the minority class. Furthermore, three different
neural networks are explored, multiple feature sets are selected, and the steps taken in the
direction of optimization and more specifically to avoid overfitting are described. A detail
that is interesting is the analysis of the challenges and the benefits that would arise in case
a multi-class classification problem is targeted instead of a binary one. Both cases were
examined with the binary classifiers resulting in a higher performance.

A work that lies in the same context to our research and includes the process of
training classifier models based on in-game data is that of Valladares-Rodríguez et al. [25].
The scope of this study is much broader, since it also includes the process of creating the
serious games, the selection of a suitable focus group, the inspection of collected data from
a statistical point of view, the classifier training and finally the evaluation of the serious
games based on participant’s replies to the Game Experience Questionnaire. Regarding the
classification models, three ML algorithms have been used, with a single dataset composed
of features automatically selected based on their importance as calculated by a Random
Forest based model. An evaluation study was performed with 16 seniors, including AD,
MCI and healthy individuals as assessed by the MMSE scale. A dataset of 89 instances
was assembled with several variables derived from the three games used. The binary
classification model that was trained using logistic regression and support vector machine
achieved an absolute prediction with no false negatives. Except for accuracy, the false
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positive and false negative ratios were measured, along with the metric of F-measure
defined as the weighted harmonic mean of precision and recall.

To summarize there are only a few studies that are targeting MCI detection leveraging
on ML models trained on data collected from serious games. Moreover, between the
existing approaches there are significant differences in terms of the screening tools and
the cutoff scores employed for assessing ground truth cognitive states, the game tasks
involved, the cognitive functions targeted, the features engineered for model training,
the ML methods applied, the measures taken to prevent high model bias/variance and
the provision of an endpoint to access online classification services for new data. This
entails that a simple comparison between existing methods may not be practical and that
the discussion should take into consideration several characteristics. Table 1 provides
an overview of such characteristics in order to associate our work to similar studies on
MCI detection.

Table 1. Characteristics of related studies on MCI detection based on ML and game data.

Study Game Suite Subjects Features Classes Dataset
ML

Methods a Accuracy Bias b CSAPI c

This work COGNIPLAT
platform 10

Game performance
and

demographic data
Healthy, MCI

119
game

sessions

DT, GNB, kNN,
LR, MLP, RF, SVM 92.14% Addressed Yes

[19,20] War Cognitive
Assessment Tool

Bots simulating
various degrees of

impairment to
produce

synthetic data

Game timing and
hand tuned features

Random play,
75%/50%/25%

impairment,
perfect play

110,000 games
played
by bots

DNN 96.2% Addressed No

[23] ‘Find the Pairs’
memory game 34

Number of attempts
and game

completion time as
predictor variables

Healthy, MCI
40

game
sessions

LR for
correlation analysis

Not
applicable Not applicable No

[24] Digital Clock
Drawing Test 163

Dimensions and
orientation of clock

components,
drawing time, drift

from ideal placement

AD, MCI
subtypes (binary

classification
combinations)

163
digital clock

drawing tests
NN

83.44–91.49%
depending on

the binary
classification

problem

Addressed No

[25] Panoramix 16 Game
performance data Healthy, MCI/AD 89

instances CART, LR, SVM 100% Not discussed Yes

a CART: Classification and regression trees, DNN: dense neural network, DT: decision tree, GNB: Gaussian Naive Bayes, kNN: k-
nearest neighbors, LR: logistic regression, MLP: multi-layer perceptron, NN: neural network, RF: random forest, SVM: support vector
machine. b Measures to prevent high model bias/variance, overfitting/underfitting avoidance. c Classification service application
programming interface.

3. Methodology

CRISP-DM (cross-industry standard process for data mining) is one of the most
established methodologies to apply data mining tasks [26]. In our approach existing
methodologies were studied and adopted as guidelines, with CRISP-DM playing a major
role in this procedure, to build a custom methodology consisting of a series of processes,
each one focused on a particular task. According to recent studies CRISP-DM is the
methodology of choice for several projects in health as well as other domains [27].

Overall, the methodology that was used as a guide for this research could be described
as an extension of the CRISP-DM methodology, with the exception of the deployment step
which was not applied. Examining the approach in a macroscopic level, the involved steps
could be organized into the following four major processes which will be elaborated in the
following sections:

• Extract-Transform-Load (ETL)
• Exploratory Data Analysis (EDA)
• Production Model Creation (PMC)
• Classification Service Application Programming Interface (CSAPI)

In Figure 1 an overview of the methodology is given as a general workflow of the
processes involved. The association with the game platform employed is also given. The
platform on the one hand provides the game data that are used to train the models, and on
the other hand, classification results would be requested on demand by implementing a
method to send game session’s data to the CSAPI component through REST (REpresenta-
tional State Transfer) requests.
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Figure 1. Methodology overview.

3.1. COGNIPLAT Platform and Data Collection

The data used in this work were collected in the context of COGNIPLAT project (A
Gaming PLATform for Restoration of COGNItive Functions of the Elderly People) [28].
A basic aim of this project is to design and implement a serious gaming platform based
on rehabilitation methods suggested by the scientific research, so that its employment
as part of a therapeutic program, would alleviate MCI symptoms. The COGNIPLAT
game platform was built based on a multi-disciplinary approach combining theories of
neuropsychology, cognitive linguistics and speech therapy organized in six domains, one
diagnostic and five training domains focused on enhancing cognitive functions through
different game exercises. In addition, the platform has been designed to automatically
adjust the complexity and type of exercises by adapting the cognitive requirements of
the games to the characteristics of each patient through an ontology-based knowledge
model [29]. In this work data from ten serious games used in the diagnostic mode were
collected. Table 2 describes the game types and the associated cognitive functions.

Table 2. COGNIPLAT games used in this study and the corresponding cognitive function targeted.

Game Type Description Cognitive Function

Puzzle Solving a photo puzzle Attention
Maze Finding the exit from a maze Visual-motor perception

Recall (Anaklisi) Recall a random sequence of numbers Short-term memory
Calculations Solving arithmetic crosswords Working memory

Naming Naming specific types of objects given a set of
images shown on the screen Episodic memory

Sound Matching Listening to sounds and selecting the
corresponding image Acoustic memory

Orientation Placing shuffled images in chronological order
in order to create a brief story Spatio-temporal orientation

Language Finding word antonyms/synonyms Semantic memory

Logical Order Selecting the right pattern to reasonably
complete the given sequence Executive functions

Memory Cards Revealing pairs of alike pictures Visual memory

Every game played earns points. Different points are awarded for each successful
game at a different difficulty level. The calculation of points is based on a formula that
combines the level of difficulty and the difference between the completion time of the game
and the total time available. The formula for calculating the total score is given below:

Score = Di f f iculty_Level_Points ∗
(

1 − game completion time
available total time

)
(1)
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The design and development of the COGNIPLAT platform was based on the principles
of user-centered design in terms of its technological dimension. In recent years there has
been a shift in the creation of user-centered systems, especially in the field of health, which
while providing care and support, this is done in a way that the patient is not mentally
burdened, while entertainment is served. Each game screen was designed in such a way
that useful conclusions can be drawn about the performance achieved, such as the speed of
initial interaction with the game screen, the speed of successful completion of each task, the
number of tasks successfully completed and other relevant statistics that can be collected.
Figure 2 provides some examples of COGNIPLAT game screens.

   
(a) (b) (c) 

Figure 2. Examples of COGNIPLAT game screens: (a) the main menu; (b) the sound matching game; (c) the maze game.

The most important feature of the games is the ability to statistically analyze and draw
useful conclusions from them. Taking into account the history of player performance and
using game performance data, it is possible to observe performance over time and any
changes can be noted and analyzed. In addition, the cognitive profile and cognitive status
of each user can be monitored through game analysis. The adaptability or the ability of
the system to dynamically adapt the difficulty of the game to the players is an additional
important feature of the platform.

An experimental evaluation study of the COGNIPLAT platform took place with the
participation of 10 elderly at a daily care center (7 male and 3 female, mean 76.1 ± 7.05 years
of age, mean 9.60 ± 2.37 years of education). The games were accessible as an Android
application on a tablet device. Each participant had the opportunity to complete twelve
game sessions during the evaluation period, which lasted for about three months. During
the study, the subjects had the freedom to play any of the games for an arbitrary number of
rounds and in any order.

Although the main objective of the experimental study was to assess the feasibility,
engagement and acceptance of serious games for the elderly people, leveraging on this
evaluation our aim is to classify participants to cognitive levels by using data which were
collected from the game platform and relevant questionnaires. The MoCA test was used to
assess the ground truth cognitive level of the participants and their score ranged between
20 and 28 (mean 24.40 ± 2.88). MoCA has been validated for the Greek population by
providing normative data [30]. Table 3 gives the distribution of the participants according
to the MoCA diagnostic classification [30] and other basic characteristics of the sample.
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Table 3. Distribution of participants according to their MoCA score and basic characteristics.

Characteristic MCI Normal

N 6 4
Age 76.67 ± 9.27 75.25 ± 2.06

Gender (Male/Female) 4/2 3/1
MoCA 22.50 ± 1.87 27.25 ± 0.96

Education Years 8.5 ± 2.26 11.25 ± 1.50
Technology Familiarity 1.83 ± 0.75 2.50 ± 0.58

MCI participants were distinguished from the “healthy group” with a cutoff score of
23 (2 cases) for low educational level (≤6 years) and a cutoff score of 26 (4 cases) for middle
educational level (7–12 years). The mean MoCA score for the MCI group was 22.50 ± 1.87
and the corresponding score for the Normal group was 27.25 ± 0.96. The morphology of
the sample for the two groups has similar characteristics in terms of age and gender. The
mean age is comparable between the two groups although the variance is higher in the
MCI group. The mean education years of the MCI group was 8.5 ± 2.26 and for the Normal
group was 11.25 ± 1.50. The technology familiarity (e.g., frequency of computing devices
and internet usage) was assessed with relevant questionnaire items in a scale of 0 to 4 and
was found to be less than average for the MCI group (1.83 ± 0.75) and above average for
the Normal group (2.50 ± 0.58).

The MoCA test can assess various cognitive domains of a subject, such as attention,
concentration, executive functions, memory, language, visuospatial, as well as abstraction,
delayed recall and orientation. The assessment is administered in approximately 10 min.
The total points a subject can score is 30. The person who administers the assessment,
sums the subtotals of each individual task that are recorded on the right-hand of the
questionnaire during the MoCA process.

On top of that, an additional questionnaire was administered in order to collect
demographic, medical and lifestyle information. A classification of the questionnaire data
is performed according to standardized categories [31], as shown in Table 4.

Table 4. Grouping of questionnaire data according to the type of medical data source.

Medical Data Source Questionnaire Field

Demographics (HL7) age, gender, education level, marital status
Medical Profile (Diagnosis) family medical history, depression, hypertension

Lifestyle smoking, exercise, familiarity with technology (smartphones, Internet)

The data concerning the in-game performance of each subject is contained in two
tables, the game sessions holding data such as which user is logged in and when, and the
game rounds holding data such as game type, difficulty level, game outcome (success/fail),
game completion time, earned points and other details regarding a single game round.
During the evaluation period, in terms of recorded data entries, there were 10 subjects,
10 different game types, 119 game sessions and 2951 game rounds in total. These data are
essential for this study in order to answer the main research question.

3.2. Extract-Transform-Load

The process of ETL plays a crucial part in our methodology. The main purpose that it
serves is to merge all the data from the individual schemas, due to the fact that during the
evaluation multiple tablet devices were used and each tablet had its own local database.
The merging was done after a database migration to a new slightly improved schema.

3.2.1. Data Extraction and Partial Preprocessing

The schema migration was done in order to create parameter tables for each field with
categorical values and use the key field from those parameter tables whenever these values
are referenced in other tables such as game sessions and rounds. In turn, this practice
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helped to reduce the need for encoding functions until later in the EDA process. However,
a drawback of this practice is that it can only be applied on ordinal features, since the
non-ordinal features would still need to be treated with more appropriate techniques such
as One-Hot-Encoding, as it was done for the feature of marital status.

3.2.2. Data Transformation and Feature Engineering

The next step, as part of the data transformation and before data loading at the
scripting level, is feature engineering [32]. This process includes arithmetic and cumulative
transformations to produce new features that were later inspected in the EDA process, for
their importance and correlation to the target classification class.

In addition, apart from a couple of features with random values that were created
to be used as reference points of the minimum importance a feature can have [33], the
rest represent aggregated information about game rounds. The reason to customarily
define how new features are calculated, instead of applying brute force or any other
existing feature selection technique is the necessity for these features to be explainable and
recreatable. The former is required to know exactly what a feature represents in a specific
context, in other words to know how it relates to the target class. As for the latter, it denotes
the ability to understand how the value of a feature is calculated, since this is essential to
set up the process that recreates the feature from raw data of future datasets before feeding
them to the model for the actual prediction.

The engineered features typically are aggregated data of individual game rounds
found in a game session, as for example, total points earned in a session and average game
completion time in a session. Other more composite aggregations can be also defined such
as the importance of a game type which is measured as the ratio between total points won
in successful game rounds of a game type in a session divided by the average points won
in successful rounds for that particular game type in all sessions recorded. Table 5 gives an
outline of the features that were defined and used in the MCI detection methodology.

Table 5. The entire feature set defined and explored in the developed models.

Feature Data Type Description

age Categorical
(Ordinal) The age of the subject. 0: <60, 1: 60–69, 2: 70–79, 3: 80–89, 4: >89

gender Categorical
(Ordinal) The gender of the subject. 0: Male, 1: Female

education Categorical
(Ordinal)

The education level of the subject. 0: Illiterate, 1: Primary incomplete, 2: Primary integrated, 3:
Secondary incomplete, 4: Secondary integrated, 5: Tertiary, 6: Postgraduate, 7: PhD

laptop_usage Categorical
(Ordinal) Frequency of laptop usage. 0: Never, 1: Seldom, 2: Sometimes, 3: Often, 4: Always

smartphone_usage Categorical
(Ordinal) Frequency of smartphone usage. 0: Never, 1: Seldom, 2: Sometimes, 3: Often, 4: Always

smoking Categorical
(Ordinal) Smoking level of the subject. 0: None, 1: Low, 2: Moderate, 3: Heavy

alcohol_use Categorical
(Ordinal) Alcohol use by the subject. 0: None, 1: Low, 2: Moderate, 3: Heavy

family_med_history Categorical
(Ordinal) History of memory loss or related illnesses of the subject. 0: None, 1: Low, 2: Moderate, 3: Heavy

exercising Categorical
(Ordinal) Exercising level of the subject. 0: None, 1: Low, 2: Moderate, 3: Heavy

depression Categorical
(Ordinal) Depression level of the subject. 0: None, 1: Low, 2: Moderate, 3: Heavy

hypertension Categorical
(Ordinal) Hypertension level of the subject. 0: None, 1: Low, 2: Moderate, 3: Heavy

marital_status Categorical
(Non-Ordinal)

The marital status of the subject. 0: Single, 1: Married, 2: Divorced, 3: Widow. This feature is
encoded with One-Hot-Encoder to derive separate Boolean features

marital_status_1 Boolean One-Hot-Encoding of marital_status for 1: Married or 0: Not-Married
marital_status_3 Boolean One-Hot-Encoding of marital_status for 1: Widow or 0: Not-Widow
total_gr_in_gs Real number The total number of game rounds in a game session

total_success_rounds_in_session Real number The total number of successful game rounds in a game session
total_win_gr_points_in_gs Real number The total points won in a game session

avg_gr_time_in_gs Real number The average completion time of a game round in a game session
avg_gr_time_win_gr_in_gs Real number The average completion time of a successful game round in a session

rf_integer_3 Integer A feature with random integer value in the range between 1–3
rf_decimal_100 Real number A feature with random decimal value in the range between 1–100
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Table 5. Cont.

Feature Data Type Description

puzzleImp Real number

The importance of a game, expressed as a ratio between the total points won in successful game
rounds of a game session divided by the average points won in successful rounds for that particular

game in all sessions.

mazeImp Real number
anaklisiImp Real number

calcImp Real number
namingImp Real number
soundImp Real number
orientImp Real number
langImp Real number
logicImp Real number

memoryImp Real number

3.2.3. Data Loading

The output of the ETL process is a data view that contains the information required to
train the machine learning models. The dataset contains 119 instances with all the features
derived from each game session. The last step, therefore, of the process is to load the data,
at the scripting level for starting the EDA process.

3.3. Exploratory Data Analysis

The exploratory analysis could be described as the main process in the effort to create
models, measure their performance and draw a conclusion regarding the research question
of this work. The aim of this process is to explore all the important aspects that would
provide a better understanding of the collected data and will support making decisions on
the importance of each feature, testing various ML algorithms and observing the results
to avoid overfitting and underfitting. Additionally, it is the most appropriate process
to compare different standardization strategies, in other words secure the model from
concept drift in future datasets. Python and the Scikit-learn library [34] were used as the
development environment for the experimentation process.

The EDA process receives as input the data formulated at the end of the ETL process.
The output of the EDA process takes the form of the information inferred by its sub-
processes, which will enable the selection of the optimal feature set, the best performing
algorithm and the most suitable optimizations. At this stage and before starting any data
transformation, getting the quantile and the descriptive statistics of the engineered features,
as shown in Tables 6 and 7 respectively, allows one to gain a better insight of the data.

Table 6. Quantile statistics of the game-based engineered features.

Feature
Quantile Statistics

Min 5th Perc. Q1 Median Q3 95th Perc. Max Range IQR

total_gr_in_gs 1 4 16 24 31 48 60 59 15
total_success_rounds_in_session 1 1 2.5 7 11 12.1 14 13 8.5

total_win_gr_points_in_gs 5 11.6 43 97 167.5 323.3 361 356 124.5
avg_gr_time_in_gs 12.448 20.385 27.620 34.760 47.314 65.469 120.800 108.351 19.694

avg_gr_time_win_gr_in_gs 6 14.245 27.4 37 50.166 86 114.500 108.500 22.766
rf_decimal_100 1.140 6.093 24.322 51.228 74.437 93.357 97.827 96.687 50.114

puzzleImp 0.158 0.364 1.056 1.742 2.059 4.224 5.702 5.544 1.003
mazeImp 0.069 0.277 0.555 0.936 1.179 2.219 2.289 2.219 0.624

anaklisiImp 0.194 0.292 0.740 0.779 1.480 1.519 1.558 1.363 0.740
calcImp 0.090 0.090 0.428 1.037 1.465 2.286 2.976 2.885 1.037

namingImp 0.198 0.331 0.546 0.993 1.705 2.441 3.510 3.312 1.159
soundImp 0.106 0.156 0.424 0.848 1.590 2.932 6.734 6.628 1.166
orientImp 0.072 0.289 0.650 1.011 1.228 2.087 2.384 2.312 0.578
langImp 0.183 0.366 0.686 0.869 1.419 1.648 2.930 2.746 0.732
logicImp 0.382 0.473 0.812 0.908 1.290 1.725 1.768 1.385 0.477

memoryImp 0.213 0.355 0.711 0.995 1.422 1.991 2.204 1.991 0.711
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Table 7. Descriptive statistics of the game-based engineered features.

Feature

Descriptive Statistics

STD
Coeff.

of variation
Kurtosis Mean

Median
Abs. Dev.

Skewness Variance

total_gr_in_gs 12.730 0.513 −0.044 24.798 8 0.347 162.060
total_success_rounds_in_session 4.082 0.610 −1.507 6.686 4 0.032 16.666

total_win_gr_points_in_gs 95.309 0.796 0.038 119.636 59 0.982 9083.866
avg_gr_time_in_gs 16.395 0.422 4.929 38.828 8.527 1.666 268.799

avg_gr_time_win_gr_in_gs 21.046 0.505 1.492 41.668 10.888 1.129 442.966
rf_decimal_100 28.731 0.579 −1.222 49.550 24.837 −0.066 825.518

puzzleImp 1.117 0.600 1.516 1.860 0.475 1.098 147.000
mazeImp 0.633 0.623 −0.501 1.015 0.381 0.731 0.401

anaklisiImp 0.459 1.016 −1.434 0.596 0.389 0.426 0.368
calcImp 0.729 0.686 0.136 1.062 0.4961 0.726 0.532

namingImp 0.730 0.620 0.496 1.177 0.529 0.919 0.533
soundImp 1.037 0.888 13.422 1.166 0.583 2.907 1.075
orientImp 0.561 0.548 −0.075 1.023 0.361 0.587 0.315
langImp 0.528 0.507 1.691 1.040 0.412 0.833 0.278
logicImp 0.372 0.363 −0.327 1.025 0.143 0.620 0.138

memoryImp 0.531 0.483 −0.673 1.098 0.426 0.329 0.282

3.3.1. Target Class Selection

Given that the participants of the study were invited to complete both the MMSE and
the MoCA cognitive assessments, before and after using the COGNIPLAT platform, there
are more than one candidate variables that could be used as the target class. Aiming to
select one of these two assessments, the criterion that was most influential had to do with
the distribution of scores across the scale of cognitive performance for the MMSE (Figure 3a)
and the MoCA (Figure 3b). Both assessments have a similar value range between 1 and
30, however, the cutoff scores of the different cognitive levels differ significantly for each
assessment type. This is important as it affects the difficulty to distinguish a subject between
the cognitive classes.

(a) (b) 

Figure 3. (a) Distribution of MMSE scores before (MMSE_PRE) and after (MMSE_POST) the intervention; (b) Distribution
of MoCA scores before (MOCA_PRE) and after (MOCA_POST) the intervention.

As initially demonstrated by Nasreddine [6], the ranges between the cognitive levels
are much less discrete in the MMSE assessment compared to the MoCA assessment. Other
researchers confirmed also that the MoCA assessment presents a much better sensitivity in
distinguishing subjects with MCI compared to the MMSE due to the fact that often subjects
are achieving higher scores in the latter assessment [35]. Finally, normative data for the
Greek population are available for the MoCA scale but not for the MMSE.

Therefore, in this study the MoCA assessment was selected. In particular, the test
performed before using the COGNIPLAT platform was chosen due to the following reasons.
Firstly, because the two tests were performed in a relatively short period of time it allowed
subjects to score better in the latter one due to repetition. Secondly, even with a moderate
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usage of serious games designed to train cognitive abilities it was expected to have a
positive impact on the follow up MoCA test. Thirdly, as shown in Figure 3b, the distribution
of scores in the first MoCA assessment (MOCA_PRE) was slightly more homogeneous
than the distribution in the second assessment (MOCA_POST).

3.3.2. Preprocessing
Missing Values Management

In the case of our dataset, the only entries with missing values were a few entries
representing game rounds that terminated due to application exceptions. Since these
rounds were only a few and they had most of their fields missing the decision was to discard
and not include them in the schema migration following the tuple ignoring technique [36].

Management of Outliers

Outliers apply only to values of fields that represent in-game data and not to fields
that are related to the demographics and other questionnaires that the subjects completed
and cannot deviate from predefined values. Given that the size of the dataset is relatively
limited, removing entries that contain outlier values in one or more fields is probably not
the best option. On the other hand, leaving those values as-is could potentially affect the
results in the process of scaling, depending on the algorithm that will be selected to apply.

Ideally, when a game session resembles an assessment, it provides a specific number
of game rounds, in a specific order, with a specific difficulty progression. The COGNIPLAT
platform which was used for data gathering serves a dual goal both for cognitive assessment
and for exercising cognitive functions of the elderly. As a consequence, the level of difficulty
was customizable allowing the application or the caregiver to adjust it in order to meet the
capabilities of each subject. On the other hand, the game performance in terms of points
won in a game round is directly related to the game difficulty level. Additionally, the
subjects had the option to repeat a level for several times. These characteristics resulted in
some game sessions with distinctly differentiated scores.

The way the issue of outliers was addressed was by value replacement and by applying
the Winsorization technique [37]. The technique was implemented to calculate new values
based on the following strategy. If the feature represented a total, for example the total
points gathered in the successful game rounds of a session, and the value for this feature in
an entry was too high, then it was replaced with the maximum value (Q3 + 1.5*IQR) of
the distribution of the feature. Respectively the low-end outlier values of an entry for a
feature representing a total value, were replaced by the minimum value (Q1 + 1.5*IQR)
of the distribution. On the other hand, for features that represent an average value, for
example the average completion time of a successful game round, the outlier values were
replaced by the median value of their distribution.

Both discretization and scaling can be affected by outliers, therefore the process that
manages the outliers was explicitly placed to precede both discretization and scaling to
avoid any effect of outliers in the outcome of these processes [38].

Discretization

Although discretization by binning is a relatively simple data transformation, in
our methodology binning of feature values to higher levels is an essential step and it
has been applied for the target class and for features derived from in-game data with
continuous values.

Firstly, discretization was applied to the target class, which represents the MoCA
scores recorded before the game sessions. The implementation is affected by the type of the
target class field because it defines what kind of ML algorithms, between regression and
classification, can be used to train the model. Additionally, this affects the way a prediction
is interpreted, since an answer in the MoCA range of results would give a specific estimate
while the objective is to get a broader estimate of the cognitive level of the subject as a
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classification between two cognition levels: normal cognition (NC) and mild cognitive
impairment (MCI).

Secondly, before moving to feature selection, some normalization method needs to
be applied to avoid the outweighing of features with low value ranges. In the case of the
target class, the exact range of each bin is known beforehand, which happens to be the
MoCA cutoff scores of each cognitive level. However, in the case of the rest of the features
several binning methods are available to be applied, since discretization can be achieved
with various strategies, such as equal width levels, equal frequency levels or any other
custom approach. What was used on the implementation level, was the KBinsDiscretizer
method of the Scikit-learn library, with the quantile option, which is described as an equal
frequency discretization strategy [34].

Low Variance Features Removal

The first step that was done towards feature selection was the removal of any low to
zero variance features. Those features have no useful information to offer to the model,
thus, a threshold was set and in case the values of a feature are the same in 80% or more of
the total entries, that feature is removed. As a result of applying this method, the features
of “smoking”, “alcohol”, “hypertension” and the importance of the Calculations game
were removed from the dataset. Although most of the feature selection steps follow the
preprocessing, on an implementation level, the step of low variance removal precedes the
data standardization to avoid having the variance threshold method being affected by the
transformation of the values.

Data Standardization

Standardization has been used to further ensure that values of our features will
be on the same scale and thus avoid certain features being outweighed. By applying
this technique, effects from a potential concept drift in future datasets is minimized [39].
Furthermore, standardization of individual features is considered a prerequisite for many
of the classifiers to be able to perform as expected [34]. The standardization method that
was applied is literally an implementation of the Z-score normalization technique, where
the mean of each feature distribution is centered at 0 and the values are scaled to represent
the result of the division by the feature standard deviation.

3.3.3. Feature Selection

Following the data curation that was described in the preprocessing section, the
methodology continues with the process that most of the data mining and ML guides
define as feature selection. The advantages of reducing the features to a subset of them are
well described in the literature [40], and affects many aspects of a ML experiment, such as
the speed of training, the accuracy and the explainability of a model.

Feature selection algorithms, based on their output, can be categorized into two differ-
ent categories. The first category is feature weighting which returns the same number of
input features along with their weights by employing wrapper feature selection algorithms.
The second category is subset selection which returns a subset of the input features by
employing either a filter or embedded model feature selection algorithms.

Our methodology involved the selection of two feature subsets based on two different
strategies. The first strategy primarily aims at creating a subset of features in which at least
some of the in-game related features will be included. The mandatory inclusion of some
of these features is related to the research question of this work, since it would have been
pointless to train a model based only on data from the questionnaires. The second strategy
used the method of feature selection with the chi2 statistic as the scorer function, a method
that eliminates features with low correlation to the target class.
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Feature Correlation Inspection

At first, the pairwise correlation between each feature is inspected. For this task,
Pearson’s correlation was calculated and projected on the heatmap shown in Figure 4.
The purpose at this stage is to recognize the highly correlated features and eliminate the
so-called redundant features, which are those that cannot append additional information
to the model [41].

 

Figure 4. Heatmap of pairwise correlation of features calculated with Pearson’s correlation.

To avoid the daunting task of manually using the heatmap to find the highly corre-
lated features, a function that performs agglomerative clustering, was used, resulting in
feature clusters separated based on the degree of their correlation which were previously
calculated [42]. The dendrogram in Figure 5 projects the clusters that are formed based
on a threshold value of 36% that was empirically selected and represents the maximum
pairwise distance observed which in this case happens to be 4.68.

Feature Importance Inspection

Having every feature grouped into clusters of highly correlated features, the next step
of the methodology is to inspect their significance against the target class, with the ultimate
goal of keeping only the most important one of each cluster. To decide whether a feature is
important or not two metrics were incorporated, the mean decrease in impurity (MDI) and
the mean decrease in accuracy (MDA), also known as permutation importance. Essentially,
this is a form of feature weighting, thus a wrapper method is needed in order to calculate
these metrics. The wrapper method that was implemented incorporates a Random Forest
classifier that is used as an estimator both for the MDI and the MDA metrics. The wrapper
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method was then called once for the complete set of features, excluding those already
removed in the preprocessing, and then once for each cluster separately (Figure 6a,b).

To proceed with the custom selection process, judging by the MDA and MDI scores,
the features that appear to perform worse than the two randomized features were excluded,
followed by the exclusion of the less important features of each cluster. The features
that remained after the low variance feature removal, were inspected for their pairwise
correlation and for their importance against the target class in order to create an optimized
feature subset. This subset is identified next as the manually selected features.

Apart from the custom wrapper method that was implemented to measure the MDA
and MDI metrics, another wrapper method that measures the P-value and the F-score for
each feature, was used for an automatic selection of the k-best features. Figure 7 projects
the values of these metrics for each feature cluster.

Thus, a second subset was created using an automatic feature selection method which
selects features according to the k highest scores by computing the chi2 statistic. This subset
is identified next as the automatically selected features. In Table 8, the feature subsets for
each feature selection strategy is provided.

3.3.4. Classifier Selection

Having completed the preprocessing and the feature selection, the next major step
of the EDA process for this methodology is the classifier selection. The outcome of this
process is the performance evaluation of a series of ML algorithms. The criteria for whether
an algorithm performs well or not, besides accuracy, is any indication about the bias and
the variance of the model and also the statistics regarding the sensitivity and specificity
metrics (Figure 8).

Figure 5. Dendrogram of the feature clusters created with Pearson’s correlation values.
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(a) (b) 

Figure 6. (a) Results of MDI metrics for every feature cluster; (b) Results of MDA metrics for every feature cluster.
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Figure 7. Results of F-score and P-value metrics for each feature cluster.

Table 8. Overview of feature subsets for each selection strategy.

Manually Selected Features Automatically Selected Features

Age Education
Family Medical History Laptop Usage

Exercising Smartphone Usage
Education Family Medical History

Avg. Game Round Time in Game Session Exercising
Orientation Game Importance Marital Status 1 (Married)

Naming Game Importance Marital Status 3 (Widow/er)
Memory Game Importance Total Round Points for Rounds won

Recall (Anaklisi) Game Importance Recall (Anaklisi) Game Importance
Logic Game Importance

Memory Game Importance
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Figure 8. Primary model evaluation metrics definition based on the mapping of the positive-negative labels between the
actual and the predicted class.

As already stated, the final model would have the role of complementing screening
tests like the existing MoCA and MMSE assessments, which means that it aims to be
a tool to provide the likelihood, and not a definitive answer, of someone having MCI
or not, as per the definitions of diagnostic and screening tests presented in the work of
Trevethan [43]. Therefore, given that the outcome of our work is a binary classification
model that distinguishes subjects, between having or not MCI, the most appropriate metrics
to take into account for model performance evaluation appear to be those of sensitivity
and specificity. This is also backed up by the plethora of publications that examine the
performance of the MoCA assessment where the sensitivity and specificity metrics have
been the focus of the evaluation [30,44].

From a machine learning perspective, in order for a model to continue being accurate
in future datasets, the bias/variance tradeoff needs to be taken into consideration. In
other words, the model needs to be accurate enough, yet able to generalize effectively,
disregarding any noise in data [45].

The following ML algorithms have been tested for the aforementioned evaluation
metrics: logistic regression (LR), decision tree (DT), random forest (RF), support vector
classifier (SVC), k-nearest neighbors (kNN), Gaussian Naive Bayes (GNB), multi-layer
perceptron (MLP) and a custom ensemble that includes all the ML algorithms except
from MLP and the output of the base models is combined considering a majority voting
aggregation function. At this stage, two models were trained for each type of algorithm,
one for each selected feature subset (Table 8). Those models serve as baseline models and
their results as a reference point to evaluate the difference in performance after performing
the optimization process.

To accomplish that kind of evaluation of the models, apart from the percentage of
accuracy, which is a good starting point to recognize overfitting, the decision boundary for
each model has been plotted, as shown in Figure 9. The way the decision boundary helps
in the process of model evaluation is by allowing the inspection of the model complexity
and how it would behave with noise such as outliers in data [46].

However, plotting the decision boundary on a two-dimensional plane presupposes
a similar dimensionality of the dataset, otherwise we would have to repeat the plotting
multiple times, each time for a features pair. The solution to that problem, on the imple-
mentation level, was given by plotting the decision boundary after applying the principal
component analysis (PCA) method [47], where the dataset consists of two component
features and the target class.

3.3.5. Optimization

At this stage, having trained and evaluated a series of baseline models, various
optimization techniques are applied in order not only to improve the evaluation metric
scores but also to improve the interpretability of these models. The optimization scenarios
with the methods applied to the baseline models are outlined in Figure 10.
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Figure 9. Decision boundaries for each ML model for the manually (on the left) and the automatically (on the right) selected
features. Each dot represents a game session entry, where the blue dots in the light background represent game sessions of
subjects within the MCI class and the orange dots in the dark background represent game sessions of subjects with the
NC class.

 

Figure 10. Optimization scenarios that describe which methods were applied and in what order.
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Data Augmentation

A major issue that had to be addressed in order to avoid biased results in our model
was the imbalanced number of game sessions between the two target classes, MCI and NC.
Two of the widely used methods to solve that problem are undersampling and oversam-
pling. Since the dataset is of relatively small dimensionality, especially after the process of
feature selection, undersampling would probably be a good option. However, due to the
fact that the dataset also has a rather small number of entries, the oversampling method
was preferred, in order to avoid discarding useful information. At the implementation
level the algorithm used was the synthetic minority oversampling technique (SMOTE) [48].

Interestingly, there seems to be a discussion on whether oversampling should be
applied before or after feature selection. In this work, the approach which introduces
oversampling after the feature selection was preferred, in order to avoid having artifi-
cially created data affecting the feature selection process, as similarly suggested by other
studies [49].

Dimensionality Reduction

The PCA technique is one of the most well-known techniques for dimensionality
reduction. Although PCA is fully capable of replacing the process of feature selection,
especially if the dimensionality of a dataset is not too large [50], it is incorporated in our
methodology for a different reason.

The first reason is to repeat the experiment having extracted a small number of
components and see if there is any fluctuation in accuracy and the rest of the metrics used
to evaluate the baseline models. The second reason is to reduce the dimensionality to
a number of components that would allow the dataset to be visualized along with the
decision boundary of each model. This means a reduction to either two components and
plotting the dataset into a two-dimensional plane with the decision boundary being a
line, or three components and plotting the dataset into a three-dimensional space with the
decision boundary being a plane.

As illustrated in the optimization scenarios workflow (Figure 10), PCA has been
applied in two different cases, right after the baseline models and after the oversampling.
For the actual implementation, the first step in utilizing PCA is to decide the optimal
number of principal components to extract. This was done using the GridSearchCV method
of the Scikit-learn library, which allows to inspect the accuracy of a classifier having the
number of components as a variable. The Gaussian Naive Bayes was the classifier selected
for that process and the range of the components was set between 1 and the number of
features minus one. In addition, cross-validation was used to get a standard deviation
for the accuracy for each number of components. As seen in the grid search results
on Figure 11, the case with two components presents the optimal performance between
0.95 and 0.99 accuracy. For further increase in the number of components, from 3 to 6, clear
evidence of overfitting is shown since the model reaches an accuracy between 0.97 and 1.

The next step in applying PCA, is to observe the results by plotting the components
against the total variance that they represent, as shown in Figure 12a and also the en-
tire dataset, after the transformation, against the target class to inspect how easily the
two classes could be distinguished as shown in Figure 12b.

Hyperparameter Optimization

One of the most applied methods for hyperparameter optimization (HPO) is grid
search. From a computational perspective, it is a costly operation since it essentially is
a brute force black-box task. However, it allows us to find the optimal values for the
parameters of multiple algorithms without human interaction. According to the literature,
one can find a few alternatives to grid search, such as the population-based methods of
random search, genetic algorithms, particle swarm optimization, the Bayesian optimization
methods and others that are less computationally expensive [51]. However, for this work,
since the dataset is of relatively small size, the grid search method was preferred.
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Figure 11. Classification accuracy with SD per number of principal components, created with grid
search to find the optimal number of components.

 
(a) (b) 

Figure 12. (a) Percentage of variance explained per principal component; (b) Two dimensional depiction of the principal
components against the target classes.

3.4. Production Model Creation

To be able to claim that one of the trained models can be considered production
ready, the aforementioned optimization processes are not sufficient. There is at least one
important factor that could potentially introduce bias to the trained models and that is data
leakage, as it is well described by Bussola et al. [52]. The final process of this methodology
focuses on solving that issue.

Amongst all the possible forms data leakage can take, we focus on solving the leakage
that could possibly occur during preprocessing from the training subset to the testing subset.
The culprit, for this type of data leakage, is considered to be the transformations that the
dataset goes through during the preprocessing and more specifically the transformations
that precede the splitting of the dataset between training and testing subsets [53].

The challenge that arises here is the fact that we are already at a late stage regarding
the methodology workflow, considering that even optimization has already been applied.
Thus, to be able to implement a solution for data leakage, we incorporated a method to
safely preprocess and train a model after splitting the dataset. On the other hand, a major
advantage of this practice is that upon prediction there is no need to separately load any
transformers to edit the future data, instead, preprocessing is now part of the model itself.
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3.5. Classification Service API

For the final stage of the proposed methodology, we have experimented with building
a classification service Application Programming Interface (API) to study and record any
challenges that could come up from such a task. The structure of this service is rather
simple, as it consists of a Flask server with a main method that loads the model and
a controller to receive REST requests for prediction from the COGNIPLAT game suite
application. In a production environment, these requests would contain the in-game data
recorded throughout a game session. The response returned from the controller contains
the label of the cognitive class predicted by the loaded model, i.e., MCI or NC and the
confidence score for the specific prediction, given of course that the loaded model supports
the export of that information.

4. Results

To evaluate the trained models, a wrapper function was created to efficiently get
the metric scores, relevant confusion matrices and the receiver operating characteristic
(ROC) with the area under curve (AUC) and the precision–recall diagrams. The evaluation
of each classification model is performed by applying the k-fold (k = 5) cross validation
technique on a stratified hold-out sub-dataset that was kept initially specifically for the
purpose of model evaluation. A split of the initial dataset was performed yielding a
training sub-dataset (70% of the dataset) and a test sub-dataset (30% of the dataset). The
performance of models with different configurations is then evaluated on the hold-out set,
for the purpose of selecting the best performing model. This approach is useful to measure
the prediction performance of the final production model or compare predictions with
reference to held-out samples [54].

The performance results of all the models trained are presented in two separate tables.
Table 9 records the results that are related to the baseline models, the application of the
SMOTE, PCA and HPO methods using the two feature subsets selected. Table 10 records
the results of the models that were trained using pipelines. A pipeline in the context of ML
can be described as a utility method that allows the design of a procedure from the data
preprocessing to the training of the classifier offering some advantages over the manual
execution of these steps. The purpose of the pipeline is to assemble the above methods that
can be cross-validated together while setting different parameters in the context of using
the Scikit-learn library [55]. The pipeline method eventually implements the solution for
avoiding data leakage.

Table 9. Evaluation results, by ML algorithm, for the training and testing processes, for both feature selection strategies,
from the stage of baseline models up to applying hyperparameter optimization.

Algorithm

Manually Selected Feature Set Automatically Selected Feature Set

Accuracy (%) SD Accuracy (%) SD

Training Testing Training Testing

Baseline Models

Logistic Regression 100 100 0 93.33 93.33 13.33

Decision Tree 100 100 0 96.67 96.67 6.67

Random Forest 100 100 0 96.67 96.67 6.67

Support Vector Classifier 93.33 93.33 4.71 93.33 93.33 8.16

Gaussian Naive Bayes 100 100 0 100 100 0

Multi-layer Perceptron 90 90 8.16 90 93.33 8.16

k-Nearest neighbors 76.67 76.67 9.43 96.67 93.33 8.16

Custom Ensemble 100 100 0 96.67 96.67 6.67
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Table 9. Cont.

Algorithm

Manually Selected Feature Set Automatically Selected Feature Set

Accuracy (%) SD Accuracy (%) SD

Training Testing Training Testing

Baseline Models

SMOTE

Logistic Regression 97.78 97.78 3.14 97.92 98 4

Decision Tree 100 100 0 100 100 0

Random Forest 100 100 0 100 100 0

Support Vector Classifier 97.78 97.78 3.14 100 97.778 4.44

Gaussian Naive Bayes 100 100 0 100 100 0

Multi-layer Perceptron 97.78 97.78 3.14 97.92 98 4

k-Nearest neighbors 85.14 85.14 12.8 85.28 91.56 7.62

Custom Ensemble 100 100 0 100 100 0

PCA

Logistic Regression 70 70 14.14 76.67 73.33 13.33

Decision Tree 76.67 76.67 12.47 80 73.33 8.16

Random Forest 80 80 8.16 86.67 90 13.33

Support Vector Classifier 80 80 0 86.67 83.33 0

Gaussian Naive Bayes 70 70 8.16 96.67 96.67 6.67

Multi-layer Perceptron 73.33 73.33 9.43 86.67 86.67 19.44

k-Nearest neighbors 76.67 76.67 4.71 83.33 76.67 22.61

Custom Ensemble 73.33 73.33 17 86.67 86.67 12.47

SMOTE + PCA

Logistic Regression 95.56 95.56 6.29 95.83 95.78 5.18

Decision Tree 85.14 85.14 2.77 93.61 89.78 10.96

Random Forest 93.47 93.47 5.45 97.78 97.78 4.44

Support Vector Classifier 95.56 95.56 6.29 95.83 98 4

Gaussian Naive Bayes 93.47 93.47 5.45 95.69 95.78 5.18

Multi-layer Perceptron 95.56 95.56 6.29 95.83 95.78 5.18

k-Nearest neighbors 95.56 95.56 6.29 91.67 91.33 8.27

Custom Ensemble 95.56 95.56 6.29 97.92 93.78 5.1

SMOTE + PCA + HPO

Logistic Regression 95.56 93.33 8.89 95.83 95.78 5.18

Decision Tree 85.14 85.11 12.48 93.61 89.78 10.96

Random Forest 91.39 89.11 7.04 97.78 97.78 4.44

Support Vector Classifier 95.56 95.56 8.89 100 100 0

Gaussian Naive Bayes 93.47 93.56 8.79 95.69 95.78 5.18

Multi-layer Perceptron 91.39 89.11 7.04 100 100 0

k-Nearest neighbors 95.56 95.56 8.89 95.83 95.78 5.18

Custom Ensemble 95.56 95.56 8.89 90 86.67 12.47
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Table 10. Evaluation results, by ML algorithm, for the training and testing processes, for both feature selection strategies
using the pipeline method.

Algorithm
Accuracy

(%)
Accuracy

(%)
SD

Sensitivity
(%)

SD
Specificity

(%)
SD

Manually Selected
Feature Set

Training Testing

Logistic Regression 100 91.79 6.74 96.6 6.8 70 20

Decision Tree 100 86.07 9.06 96.6 6.8 50 24.72

Random Forest 98.79 88.93 10.62 96.6 6.8 70 20

Support Vector Classifier 98.79 91.79 6.74 93.20 6.33 90 10

Gaussian Naive Bayes 84.33 83.57 10 93.20 6.33 60 17.42

Multi-layer Perceptron 100 94.64 6.59 96.60 6.8 90 10

k-Nearest neighbors 98.79 89.29 9.58 90 13.25 90 10

Automatically Selected
Feature Set

Training Testing

Logistic Regression 96.38 89.64 8.66 89.4 6.62 90 10

Decision Tree 100 86.79 6.72 90 6.52 80 14.49

Random Forest 100 83.93 10.07 89.4 6.62 70 14.49

Support Vector Classifier 96.38 89.64 8.66 89.4 6.62 90 10

Gaussian Naive Bayes 98.79 92.14 8.2 93.4 6.2 90 10

Multi-layer Perceptron 100 89.64 8.66 89.4 6.62 90 10

k-Nearest neighbors 100 89.64 8.66 89.4 6.62 90 10

In Table 9, the accuracy of each model is provided both for the training and the testing
dataset. In the latter case the cross-validation accuracy is shown. At this point, by inspecting
the accuracy during training and testing it is possible to recognize which algorithms tend
to create models that overfit or underfit. Therefore, first a set of baseline models are trained
and tested, then SMOTE and PCA are applied separately, followed by the application of
combined SMOTE and PCA on the same dataset and finally a set of models are created
by combining SMOTE, PCA and hyperparameter optimization. By inspecting the results,
it is observed that most of the baseline trained models for the manually selected features
tend to either overfit or underfit, contrary to the dataset composed of the automatically
selected features. Moving to the results of the datasets when the SMOTE technique is
applied, a slight decrease of overfitting for the dataset of the manually selected features and
a significant increase of overfitting for the dataset with the automatically selected features
are observed. Inspecting the datasets when the PCA method is applied, a significant
underfitting for both datasets can be observed. Examining the results after the sequential
application of both SMOTE and PCA, a better consistency of the accuracy for both datasets
is observed ranging between 85.14% and 95.56% for the dataset with the manually selected
features and between 89.78% and 97.78% for the dataset with the automatically selected
features. Finally, only marginal variations in performance are observed when comparing
these results to those that are achieved from the sequential application of SMOTE, PCA
and HPO for the dataset with the manually selected features and in some cases for the
dataset with the automatically selected features where the models either present overfitting
(SVC, MLP) or underfitting (custom ensemble).

Moving on to the results of the next stage of our methodology, the final models of this
study are given which are built with the usage of pipelines to avoid any possible bias from
data leakage. For these models, there is an interest to study their performance in terms
of sensitivity and specificity as shown in Table 10. The first conclusion that can be drawn
from this evaluation is that for both datasets there are models that score 100% on accuracy
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in training, so these models clearly overfit and they should be discarded. Hopefully, there
are also models that do not overfit during the training, yet they do maintain relatively
acceptable scores regarding the accuracy and the rest of the evaluation metrics. Taking into
account the scores of sensitivity and specificity, we can distinguish as the best performing
models those that are trained using the SVC and GNB algorithms. More specifically,
the SVC based model yields an accuracy of 91.79% (6.74% SD), a sensitivity of 93.20%
(6.33% SD) and a specificity of 90% (10% SD) for the dataset trained on the manually
selected features, while the GNB based model yields an accuracy of 92.14% (8.2% SD), a
sensitivity of 93.4% (6.2% SD) and a specificity of 90% (10% SD) for the dataset trained
on the automatically selected features. Another remark about this batch of models is the
relatively abrupt values of the specificity metric, which is related to the fact that the SMOTE
is now part of the pipeline, thus the oversampling for the minority class happens much
later than the dataset split, which consequently leads small numbers in false positives to
have significant impact on specificity.

Figure 13 provides relevant confusion matrices to visualize the classification perfor-
mance of the models using the testing dataset for a single prediction. Note that the testing
dataset is a stratified hold-out sub-dataset, roughly 30% of the original dataset, yielding
38 instances.

 

Figure 13. Confusion matrix per ML algorithm for the models trained using the pipeline method for the manually selected
features (on the left) and the automatically selected features (on the right).

The custom wrapper method for model evaluation is also configured to plot the
ROC-AUC and the precision–recall diagrams as shown in Figures 14 and 15, respectively.
The AUC of SVC for the production level model and the manually selected features is
0.98 whereas the AUC of GNB for the automatically selected features is 0.97. These dia-
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grams along with the precision–recall diagrams affirm the efficiency of the aforementioned
ML models.

(a) (b) 

Figure 14. (a) ROC-AUC for the production level models and the manually selected features; (b) Precision–recall/sensitivity
for the production level models and the manually selected features.

(a) (b) 

Figure 15. (a) ROC-AUC for the production level models and the automatically selected features; (b) Precision–
recall/sensitivity for the production level models and the automatically selected features.

5. Discussion

This work has shown that it is possible to create ML models based on data collected
from serious games and transformed to engineered features along with relevant subjective
information. These models can be used then to accurately classify whether a subject
belongs to the MCI or NC group as attested by the MoCA cognitive test. In this context, a
focal point of the research performed was the development of a custom methodology to
train such MCI detection models with low bias and variance and to validate the models
using established and solid metrics and techniques, while being attentive to maintain high
performance in terms of sensitivity and specificity.

There are 31 features that originally were defined to train the models from which
15 are related to the games, 14 are related to demographic and health data and 2 are artificial
variables used as reference points to filter features with a lower importance than them
during the feature selection process. Mixing technology-based and subjective data in order
to improve the predictive performance of a cognitive impairment detection model is not
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unprecedented, as a similar approach has been demonstrated in other studies [56]. The
inclusion of features that represent demographics, health and lifestyle cater for improving
not only the performance but also the generality of the prediction. As a matter of fact,
such factors are taken into account also when traditional assessments are used to evaluate
cognitive impairment [57]. For example, in MoCA assessment, a score adjustment is
allowed depending on the education level of the subjects [6,30].

For the production model trained with the manually selected features and the Support
Vector Classifier integrating all the optimization techniques and in the context of the
pipeline method an accuracy of 91.79%, a sensitivity of 93.20% and a specificity of 90%
were achieved. On the other hand, for the production model trained with the more verbose
set of automatically selected features using the Gaussian Naive Bayes algorithm under
the pipeline context, the corresponding evaluation metrics were 92.14%, 93.4% and 90%.
However, for the specificity metric a higher standard deviation is observed which is due to
the fact that for the creation of the production model the testing dataset does not undergo
the oversampling process which is now part of the pipeline and happens later in the
workflow. Consequently, the true negative values are fewer and therefore small errors of
the model lead to a large variation. Both feature selection strategies lead to models with
roughly equal performance however the model with the manually selected features is 18%
more compact. This model includes 9 features with 5 of them representing game data and
4 of them representing subjective data.

The COGNIPLAT game suite includes games which target cognitive functions that are
linked to the assessment of MCI. From the features that have been selected in the machine
learning models it is observed that the games that are associated with the cognitive areas
of short-term memory, visual memory, episodic memory, spatio-temporal orientation and
executive functions are the most important predictors of cognitive impairments. This
is reasonable since the design of the corresponding games focused on several occasions
on porting typical cognitive assessments in a gamified environment. For example, the
Orientation game was inspired by Weschler’s Picture Arrangement Subset [58] which is
used to assess perception and problem-solving cognitive operations that are associated
with spatio-temporal orientation. The Logical Order game is a digital emulation of the
Wisconsin Card Sorting Test [59], frequently used to assess executive functions. The Recall
game is a gamified version of the Digit Span Forward Test, a subsection also of the MoCA
test, typically used to assess short-term memory. The Naming game is a gamified version
of the Rey Auditory Verbal Learning Test [60] where the auditory stimuli are replaced by
visual probes to assess the episodic memory. Consequently, this design approach ensures
that each gameplay assesses the cognitive operation that was meant for.

The use of ML algorithms for cognitive impairment identification on the basis of
game and subjective data goes beyond the classical approach of using statistical techniques.
The MCI detection problem, as defined, calls for employing supervised ML algorithms
for classification. Several such ML algorithms were evaluated in order to build the most
effective models including probabilistic classifiers (i.e., LR and GNB), kNN, SVC, decision
tree learning (i.e., DT, RF), neural networks (i.e., MLP) and ensemble learning. These
algorithms were selected based on their suitability regarding the characteristics of the
problem in hand and from a research perspective they provided the opportunity to test
the created dataset on a broad spectrum of different methods for classification. The choice
of ML algorithms is in accordance with other studies, especially in the area of disease
prediction in the healthcare domain [61]. The best classification models for MCI detection
that the proposed methodology delivered were based on SVC (an implementation of the
support vector machine method in the Scikit-learn library) and GNB which are ranked
amongst the top ML algorithms with superior accuracy in related problems [61]. The SVC
algorithm proved capable of efficiently handling the mixed feature scope (in-game and
subjective data) and showed endurance in the overfitting risk. On the other hand, GNB is
a well-known classifier which is simple and able to handle both discrete and continuous
data achieving a high performance even when the training dataset is limited.
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There are several challenges that must be addressed in order to build an MCI detection
model using data collected from serious games. Starting with the data available for model
training an important issue had to do with their unequal distribution between the two
categories of the target class. In particular, the game sessions that correspond to subjects in
the MCI category were 71, in contrast to those in the NC category, which were 48. This issue
could lead to the creation of biased models with respect to the majority class. To address
this, the oversampling method was applied using the SMOTE algorithm, as described in
the optimization task of the EDA process. Another data issue is related to features with
very low variance which had almost the same values for all the subjects. These features
were excluded from the model training (such as the alcohol and smoking variables) within
the low variance feature removal procedure. Finally, due to the relatively small dataset,
there is a limit to the application of more complex machine learning algorithms, such as
deep learning algorithms.

Data leakage is another important issue to resolve. The effects of data leakage are
essentially the possible alteration of performance results as the testing data are involved
in the process of creating (fitting) the model. The solution to this problem was to use the
pipeline utility method, where all transformations of the EDA stage are performed in a
closed process that contains no elements of the testing dataset. The advantages of the
pipeline include the encapsulation of the data transformations and the classifier, the ability
to be used along with grid-search and the prevention of data leakage given that a dataset
is split between training and testing sub-datasets beforehand. In our work, the usage of
pipelines, apart from the data-leakage prevention and the overall simplicity in workflow
design, offers the convenience of having the data preprocessing transformations included
in the final model itself, which is very important for the deployment of the classification
Service API. This allows new data to be loaded in a single entry point to get a prediction.

One of the optimization techniques applied was dimensionality reduction. In par-
ticular, the PCA technique was applied, thus managing to transform the independent
variables of the dataset (i.e., the features) into two principal components, which contained
a percentage of the original variance. There are other dimensionality reduction techniques
that could be used. One alternative method is the linear discriminant analysis (LDA), which
in contrast to the PCA method is a supervised learning technique, taking into account the
target class for the creation of new components. The difficulty of the LDA method is that
the number of new components that emerge is specific and is always the lowest value
between the number of features and the number of categories of the target class. In our
case this means that only one component could be used.

A limitation of the present study is that the number of participants is apparently
small to draw safe conclusions even though the design of the study and the assembled
sample were meticulously handled in terms of methodology (e.g., sample heterogeneity,
informed consent, ethical approval). Undoubtedly, a larger sample would provide a
sounder base regarding the effectiveness of the methodology. On the other hand, the dataset
for training and testing the classification models consists of 119 instances, which correspond
to the number of game sessions played by the participants. Each instance contains up to
32 variables, i.e., 31 features (as presented in Table 5) and 1 binary classification state. This
configuration plausibly serves our preliminary study aiming to assess whether serious
games combined with machine learning methods could potentially work as a tool for
cognitive screening.

The research described in this paper could be enhanced in various directions. An
extension of the research approach will be to explore a model that can classify multiple
classes such as NC, MCI and Dementia given the diagnostic capability of the MoCA
assessment. Since many subcategories of MCI have been identified such as amnestic MCI,
single domain MCI, multiple domain MCI, dysnomic MCI, dysexecutive MCI and their
combinations [62], it would be challenging to examine the association of low performance
in specific games with specific MCI subcategories in order to create a model that would be
able to classify multiple cognitive classes.
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6. Conclusions

This work demonstrates that models trained on data gathered from serious games
can distinguish, with sufficient accuracy, whether an individual belongs in the healthy
or the MCI state in terms of cognitive competency. The research performed in this work
is multifaceted and its scope ranges from the healthcare application domain in terms of
exploring MCI characteristics, to the use of serious games in terms of collecting raw data
and to the machine learning domain in terms of extracting features and building models
that allow the early MCI detection. The contribution of this work is a methodology to train
and evaluate models with ML algorithms, validate their results and reflect on the challenges
addressed throughout the steps of this process. Eventually, the ultimate goal is to use the
games and the machine learning models in services that could be used supplementary
to the traditional cognitive assessment tools. Our preliminary results are promising and
call for further research in the way to bring this methodology to the clinical practice of
cognitive impairment diagnosis.
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Abstract: In addition to contributing to increased training motivation, exergames are a promising
approach to counteract age-related impairments. Mobility limitations, cognitive impairment, and
urinary incontinence are very common in older adults. To optimally address these conditions,
exergames should include interventions for strength, balance, cognition, and pelvic floor muscle
training. In this study, we develop a personalized multicomponent exergame solution for the geriatric
rehabilitation of age-related impairments. The exergame can provide interventions for balance,
strength, cognition, and urinary incontinence in one single session, accommodating the needs of
older adults with multiple disabilities. For its development, we involved a multidisciplinary team that
helped us to specify the structure and contents of the exergame considering training requirements,
game design principles, and end-user characteristics. In addition to allowing the customization of
the training components, the exergame includes automatic adaptation of difficulty/load, in line with
player progress over time. The game mechanics ensures the fulfilment of training needs as defined
by the therapist. The exergame is cross-platform compatible (web-based) and includes novel means
of interaction with wearable sensors.

Keywords: exergames; personalized exergames; multicomponent training; wearable sensors; older
adults; game design; interaction design

1. Introduction

Ageing is associated with a gradual decline in physical and cognitive abilities. Mobility
limitations, cognitive impairment, and urinary incontinence are particularly common in
older adults [1], having a negative impact on their lives. Moreover, these conditions are
associated with gait impairments, increased risk of falling, and all-cause mortality [2–4].

Mobility and cognitive impairments share common underlying mechanics of decline,
and often coexist in older adults [5]. Results from several studies also suggest that mobility
decline and cognitive impairment are associated—and frequently coexist—with urinary
incontinence [4,6–8]. According to [4] improving functional independence reduces urinary
incontinence, and improves cognitive function in older adults.
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Multicomponent exercises—including aerobic, strength, endurance, and balance
training—were shown to improve physical performance and health [9], reduce falls, uri-
nary incontinence, and risk of injuries [10–12], while improving cognitive functions [13–15],
quality of life [16], and self-efficacy [17] in older adults. Cognitive training showed positive
effects in specific cognitive functions and dual-task activities in older adults with or without
cognitive impairment [18–21]. Additionally, pelvic floor muscle training is recommended
for women with geriatric incontinence [22,23]. Still, lack of motivation and low adherence
to physical activity constitute a barrier to the implementation of conventional training
programs [24].

Exergames can be used to encourage physical activity in older adults [25,26]. Besides
being widely available, leveraging autonomous use, and providing performance monitor-
ing and individual adaptation capabilities [27,28], exergames can be used as an alternative
to conventional training [29]. Exergames showed promising results to improve motor and
cognitive functions in older adults [30–33], reduce the risk of falling [34], improve quality
of life and enjoyment [30], improve balance and mobility [35], improve strength [36], and
minimize urinary incontinence [37].

If, on one hand, we cannot deny the potential value of exergames in geriatric rehabili-
tation, on the other hand, practical implementation at clinics or at home is far from being
ideal [28]: older adults may have difficulties following fast paced games; they may be
afraid of falling or being injured; they may feel low confidence; and they may feel anxious
or insecure working with technology [38]. These difficulties are aggravated by the fact that
most exergames—especially those available commercially, such as Nintendo WiiTM or Xbox
KinectTM—were not developed specifically for older adults, neglecting their characteristics
and preferences [39–41]. In contrast, very basic game design and game mechanics may end
up compromising usability, enjoyment, and motivation [42].

Gamification refers to the use of game design elements (e.g., scores, feedback, and
progression) to improve user experience and motivation [43]. Gamified concepts were
applied to approach motor and cognitive training in older adults with or without cognitive
impairment [31,44–47], and pelvic floor muscle training in older women [37,48]. To im-
prove training variety, current solutions usually integrate several games that target different
components of the training. However, individual training times (of each individual compo-
nent) cannot be personalized, being training times usually controlled by the user according
to the verbal or written guidelines provided by the clinician [48–50]. Current exergames
also do not offer solutions for the multicomponent training of the three conditions—i.e.,
mobility limitations, cognitive impairment, and urinary incontinence—simultaneously,
even though they are frequently associated and occur simultaneously in an older person.

In view of the above, the project VITAAL (funded by the European Commission
through the Active Assisted Living Program) proposed the development of a personalized
multicomponent exergame solution for mobility limitations, cognitive impairment, and/or
urinary incontinence in older adults [51]. In this study, we propose an exergame design
and mechanics targeting the three age-related disabilities, which allows the customization
of the training components. The game mechanics ensures the implementation of training
requirements, so that the training needs—as defined by the therapist—can be fulfilled in
each training session. Gamification techniques and usability guidelines are incorporated
for better user experience and motivation.

This study aims to describe the development and the theoretical foundations of the
new exergame solution. We discuss how the proposed game mechanics adapts to the
training needs of older adults with different age-related impairments and, simultaneously,
how it answers to the needs of personalization and multicomponent progressive training in
older adults. Finally, we discuss the challenges of the game design process and summarize
a set of considerations for interaction design and implementation.
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2. Related Work

Several exergames have been proposed to target mobility limitations, cognitive im-
pairment, or urinary incontinence (Table 1). In 2015, the iStopFalls consortium proposed
the development of an innovative home-based solution for fall prevention, comprising
exergames for balance and cognition provided by a Kinect-based solution [46]. In more
recent studies, Kinect continues to be the first choice when it comes to tracking and evalu-
ating full-body movements [31,44,47]. However, according to [52], more than one Kinect
sensor should be used to accurately track complex human movement sequences, which
may compromise application in real scenarios.

Inertial sensors have been used by [45] in a previous project, Active@Home, to track
the movements of the upper and lower limbs. To interact with the game, users had to
point to the screen (like a cursor), or perform multidirectional steps (to interact with motor-
cognitive games). Older adults had some difficulties alternating interaction with the cursor
and the with the feet. The usability study also revealed some difficulties in visualizing
movement feedback elements (while following an avatar), although these elements were
placed as close as possible to the main action of the game [45]. The movements of the
avatar were very clear and easy to understand. Due to the position of the sensor at the
ankle, multidirectional steps could not always be correctly evaluated, which caused some
frustration. The usability study recommended the inclusion of in-game design strategies to
support interaction and autonomous use [45].

A freeware dance program, StepMania, was combined with pelvic floor muscle train-
ing, achieving some promising results [48,53]. The game required users to step in the
direction of the arrows that reached the top of the screen; pelvic floor muscle contractions
were represented by a red dot incorporated in the sequence of arrows [53]. The study
did not include any gamification or game design concerns [48,53]. In [37], the pelvic floor
muscle training was provided resorting to an adaptation of a Wii Fit PlusTM exergame.
Women would sit on the Wii Balance Board, and interact with the exergame resorting to
pelvic movements. This intervention promoted a decrease in urinary symptoms; however,
usability and game experience were not evaluated [37].

In [44] an augmented reality exergame was developed that combines a representation
of the user body with a virtual environment. In [31], a virtual reality approach is employed,
in which participants are required to wear virtual reality glasses. Although virtual and
augmented reality promises many benefits for older adults, the use of these tools is still
challenging due to lack of access and digital skills [54].

When designing exergames for older adults, the contents, mechanics, and interface
of the exergames need to be tailored to the target group, considering their specific char-
acteristics. Exergames designed specifically for older adults (as is the case of some of
those presented in Table 1) incorporate some of the best practices for designing for older
adults. Feedback, progression, time constraints and scores are considered particularly
relevant for older persons’ perceived performance while holding a training session [43].
Training principles such as feedback, optimal challenge and progression, and variety are
also required for an effective training [23,38,49].

To improve training variety, studies usually integrate multiple exergames that target
different components of the training. However, individual training times (of each training
component) cannot be personalized, leaving it up the player to control training times as
instructed by the clinician or researcher [48–50]. Current exergames offer no solutions for
the simultaneous (multicomponent) training of mobility limitations, cognitive impairment,
and urinary incontinence, even though these impairments frequently coexist in older adults.
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Table 1. Exergames for motor-cognitive and pelvic floor muscle training in older adults.

Lead Author
(Year)

Description Technology Limitations

Chen
(2020) [44]

Three augmented reality exergames for simultaneous
motor (strength and balance) and cognitive (attention,
memory, and executive functions) training.

Kinect
Individual training times cannot be per-
sonalized. Training times are not ensured
by the game.

Zhang
(2021) [47]

The exergame combines cognitive and physical tasks to
improve older adults’ cognitive inhibition. The theme
of the game (table tennis) is chosen considering the
local popularity of this sport.

Kinect
Lack of progression mechanisms. Only
cognitive inhibition and one type of phys-
ical exercise are targeted by the exergame.

Guimarães
(2018) [45]

An exergame solution comprising dance (for balance),
Tai Chi-inspired exercises (for strength) and motor-
cognitive training. Dance and Tai Chi exercises are
provided by a virtual instructor (3D Avatar).

Inertial
sensors

Individual training times cannot be per-
sonalized. Training times are not ensured
by the game.

Marston
(2015) [46]

Three exergames for dynamic balance and stability
based on weight shifting, knee bending and stepping.
In addition, each exergame contains a cognitive com-
ponent: memory, inhibition, and selective attention.

Kinect
Individual training times cannot be per-
sonalized. Training times are not ensured
by the game.

Liao
(2019) [31]

Two virtual reality-based physical training games and
three virtual reality-based cognitive training games for
people with mild cognitive impairment.

Kinect Lack of progression mechanisms. Individ-
ual training times cannot be personalized.

Fraser
(2014) [48]

A dancing (stepping) exergame combined with stimuli
for pelvic floor muscle contractions. Dance pad Lack of progression mechanisms.

Botelho
(2015) [37]

An exergame for the training of pelvic floor muscles.
Women would sit on a pressure platform, and com-
mand the game through their pelvic movements.

Wii Balance
Board Not designed specifically for older adults.

3. Materials and Methods

The project VITAAL aimed at creating a technological solution—an exergame—to
support personalized and multicomponent clinical interventions for older adults with
mobility limitations, cognitive impairment, and/or urinary incontinence, while catering for
individual capabilities and progress. Motivating the person through fun and entertainment
was also an important goal of the project.

VITAAL was structured in three phases: investigation, development, and trials [51].
The investigation phase aimed at understanding user needs and expectations, for which
partners in the project conducted a survey with end-users and a focus group with clinicians,
whose results are reported elsewhere [51]. The development phase comprised the actual
development of the solution using the methods thoroughly documented and discussed in
this work. Following the development phase, the project foresees two evaluation loops
that will assess (i) the acceptability and game experience of the users, and (ii) the feasibility
of the intervention. In this study, we focus on the design and development of the VITAAL
exergame solution.

The design and development of the VITAAL exergame considered inputs from older
adults (resulting from the investigation phase of the project [51], and from the feedback
obtained in a previous study [45]) and from a multidisciplinary team, including game
designers, developers, user experience/user interface (UX/UI) designers, movement sci-
entists, end-users, and clinicians. Through a set of meetings, and following an iterative
design process, they helped us to specify the structure and contents of the exergame,
ensuring its adequacy concerning training requirements, game design principles, and
end-user characteristics.
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In this section, we specify (i) the training requirements, (ii) the game mechanics,
(iii) the game design, (iv) the minigames, (v) the evaluation and automatic progression
adaptation, and (vi) the implementation details.

3.1. Training Requirements

Training requirements were identified with the help of clinicians—physiotherapists—
and movement scientists with experience in geriatric rehabilitation. They all agreed that an
exergame mostly based on the execution of multidirectional steps would fit the needs of
the target population. Plus, multidirectional steps could be performed while answering
to specific cognitive tasks, or contracting the pelvic floor muscles, which could largely
improve the outcomes of the training [48,55]. Considering that most daily life activities
require simultaneous performance of physical and cognitive functions, combining physical
and cognitive exercises in a single exergame solution would potentially boost the benefits
of both exercises [55].

According to the team, balance training should focus on the execution of multidirec-
tional steps which have been previously recommended to prevent falls in older adults [56].
For optimal progression, the sequence and speed of steps should become increasingly
challenging [57].

For strength training, exercises could be inspired by Tai Chi movements and focus
on the hip, knee, ankle, and trunk muscles, as in a previous project Active@Home [45,49].
These exercises are mainly based on narrow and wide squats and should become increas-
ingly challenging for optimal progression [49,58]. The team was responsible for defining
the exercises, the number of repetitions and sets, and the progression within the exergame.

Cognitive training should focus on attention and executive functions (e.g., memory,
reaction time, mental flexibility, and inhibition control) which are critical to control gait
and walk safely [59]. For optimal load, the difficulty of the tasks must adapt to the person’s
abilities [38].

Exercises targeting urinary incontinence should involve strength (maximal contrac-
tion), endurance (repetitive or sustained contraction), and coordination (contraction prior to
effort, e.g., prior to cough) training of the pelvic floor muscles [60]. For progression, pelvic
floor muscle training should occur with multidirectional steps, following the challenges of
the game [48]. The progressive training should increase the intensity and number of pelvic
floor muscle contractions in line with patient performance [23,60]. The progression was
defined by physiotherapists with experience on the treatment of urinary incontinence.

Studies recommend regular motor-cognitive training (targeting balance, strength,
and cognition) in all three disabilities—mobility limitations, cognitive impairment, and
urinary incontinence [48,61–63]. Additionally, women with geriatric incontinence should
perform exercises for the training of the pelvic floor muscles [22]. The exergame should
allow the training of the four training components, i.e., strength, balance, cognitive, and
pelvic floor muscle training, in one single session. By personalizing the training times of
each component, and adjusting its load, individual training needs should be optimally
addressed [64].

3.2. Game Mechanics

To allow the integration of multiple training components within the game, we have
structured it in a set of themes. The game mechanics was inspired on the SIMS (Electronic
Arts Inc. (EA)) series of games, in which players take care of their virtual entities. In
VITAAL exergame, the player should “take care” of each theme, ensuring that progress
bars—associated with each theme—should be full by the end of the training session.
Game mechanics was defined by game designers, together with a UX/UI designer, and
considering the feedback from clinicians and movement scientists, to answer to the training
requirements defined in Section 3.1.

Each training component (i.e., balance, strength, cognitive, and pelvic floor muscle
training) was associated with one or more themes within the game. The themes were
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identified to target older adult preferences and interests—important to ensure adherence to
the game [40]. The selected themes—nature, library, kitchen, farm, and supermarket—are
related to the hobbies that were most commonly reported by older adults during the
investigation phase [51]. Each theme includes two minigames targeting a single training
component. Training components, themes, and minigames are depicted in Figure 1.

Figure 1. Main board: Training components, themes and minigames.

The game mechanics is illustrated in Figure 2 using a machinations diagram—a type
of diagram used to describe game mechanics and its emerging gameplay dynamics [65].
Each progress bar has an initial state that is proportional to the prescribed training time
(b)—defined by the therapist for a specific training component—within the total session
time (a)—the total time of the session is the sum of the individual times prescribed for each
training component. To update the status of the progress bar, the player should perform
certain tasks (play minigames). The total time played (c) is used to update the status of the
bar, which should increase proportionally to the percentage of time played (e). Progress
bars provide information on training completion, and are used to guide the player through
the themes and ensure the fulfilment of training needs—as defined by the therapist.

To ensure that recommended training times are not exceeded, the game engine also
manipulates the duration of the minigames. This calculation is performed once when the
player starts a new training session. The player is always able to repeat a minigame, even if
the progress bars indicate 100% completion; when 100% is reached, the training times—as
prescribed by the therapist—have been fulfilled.
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Figure 2. Game mechanics: initializing and updating the status of a progress bar.

3.3. Game Design

Previous literature pointed out several guidelines for designing for older adults [66–68].
Gamification strategies, within game mechanics and dynamics, had been implemented and
experienced, in more serious contexts, as a means to enhance enjoyment and motivation
towards the tasks [69]. Moreover, gamification techniques applied to elderly care have
proven benefits, also challenges, for these group [43]. Our previous experience in designing
exergames for older persons [45,70], have witnessed the impact of certain gamification
techniques on older persons performance reflected in a positive engagement, despite some
initial issues related to a first usage. VITAAL exergame makes use of several game de-
sign elements, namely feedback, progression, time constraints and scores—considered
particularly relevant for older persons’ perceived performance while holding a training
session [43].

Game design, gamification strategies, and user experience were developed by a UX/UI
designer with experience in designing exergames for older adults, considering feedback
from clinicians—physiotherapists—movement scientists and game designers.

3.3.1. User Interface

VITAAL exergame user interface is based on grounded requirements for usability
regarding older persons’ experience with technological systems. The interface is designed
to be displayed on a PC or TV monitor, placed at a suitable distance to ensure sufficient free
space for the players’ body movements, without compromising the proper visualization,
and understanding, of what is being displayed. Realistic and unambiguous graphics
should be considered for this purpose.

The user interface sought aimed to provide: (i) a good shape-understanding within a
simple and unambiguous visual representation, e.g., characters’ frontal view representa-
tion to be more easily recognized, contrasting colors, and proper dimensions, (ii) a clear
distinction of actionable elements by its shape, color, size, and interactive state behavior,
and (iii) auditory feedback to reinforce in-game actions and events.

3.3.2. Interaction

VITAAL exergame user interaction relies on specific movements, previously aligned
with the training requirements that act as commands to play the game, i.e., multidirectional
steps, to provide forward, backward, right, and left commands, and elevation of the heels
(adapted from the calf rises from the Otago Exercise Program [71]) to pause the game and
access the Options menu. The detection of these movements was performed using the data
collected from inertial sensors placed on the feet, as described in [72]. Alternatively, people
with severe physical limitations may use a computer keyboard as a game controller, which
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in this case may limit the interventions to the cognitive training component. Older adults
may also play with the support of a walker, a cane, or alike.

To learn and experience the movements effectively, in a fun and contextualized setting,
the design team proposed: (i) an in-game tutorial (as recommended by [45]) for the player
to try the stepping, to learn how to open the Options menu and to be introduced to the
progress bar, and (ii) a main character, named Vita (Figure 3) that represents the player
within its position and action in-game. Vita floats from one place to another (instead of
walking, to discourage players from moving in physical space), it gives feedback on the
performance through its bold and animated expressions, while evoking an empathic and
joyful atmosphere free of prejudice and discriminatory stereotypes.

Figure 3. The main character, Vita.

3.3.3. Game Experience

VITAAL exergame experience (shown in Figure 4) is quite dependent on the training
requirements, via specified body movements and cognitive exercises. In this regard the
design team sought to keep the player motivated and engaged by balancing challenge
and fun as follows: (i) distributing types and number of exercises by several minigames
with different scenes and goals to promote variety and avoid monotony, (ii) adapting the
difficulty level of each game according to the individual in-game progression to prevent
frustration and foster learnability, and (iii) providing one single instruction and focus at
a time to avoid an overwhelming experience. Through game mechanics progression and
different difficult levels, we sought to answer to different user profiles.

Figure 4. VITAAL exergame gameplay: interacting with the exergame by performing multidirec-
tional steps.
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3.4. Minigames

Six of the ten minigames developed for VITAAL are shown in Figure 5. Game design-
ers, a UX/UI designer, clinicians and movement scientists were involved in the definition
of the tasks and the specific objectives of each minigame. Additionally, the team relied
on the feedback and developments performed under the scope of a previous project, Ac-
tive@Home, which already included cognitive games based on multidirectional steps, and
strength training based on Tai Chi-inspired exercises [45,49]. These games served as a basis
for the development of minigames in VITAAL.

Figure 5. Six of the ten minigames. From left to right, top to bottom: Shopping list, Healthy food,
Wide squats, Labyrinth, Falling books, and Music (the last two with the additional stimuli for pelvic
floor muscle training in isolation or in coordination with a cough).

The tasks within minigames were defined according to the training components
they represent: (i) Cognitive training focuses on cognitively challenging tasks that prompt
the player to use multidirectional steps to provide 2- or 4-fold decisions; for instance,
in the Shopping list minigame (Figure 5) users have a limited time to memorize a list
of products and then confirm whether the products on the shelf correspond to those
previously visualized or not; the Healthy food minigame (also shown in Figure 5) is an
example of inhibition control that requires the patient to select healthy food as fast as
possible, avoiding the selection of unhealthy food; (ii) Strength training tasks require the
players to follow the movements of a virtual instructor who performs Tai Chi-inspired
exercises based on narrow and wide squats; for better guidance, a frontal and lateral view
of the avatar movement is provided (Figure 5); (iii) Balance training focuses mostly on steps
that need to be performed to control Vita’s movement towards an appropriate direction; for
example, in the Labyrinth minigame (shown in Figure 5) users must avoid the worm and
catch the maximum number of apples as fast as possible; (iv) Pelvic floor muscle training also
focuses on quick and precise steps, where an additional stimulus to voluntarily contract
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the pelvic floor muscle (in isolation or in coordination with a cough) is included; these
stimuli appear while playing the minigames Falling books and Music, as an additional task
(Figure 5); when pelvic floor muscle training is not prescribed, these minigames will only
target the balance training component.

A full description of all minigames developed for VITAAL is provided in Table 2.

Table 2. Minigames for motor-cognitive and pelvic floor muscle training.

Minigame
Training
Component(s)

Description

Shopping list Cognitive training
(short-term memory)

Users have a limited time to memorize a list of products and then confirm
whether the products on the shelf correspond to those previously visualized or
not.

Shopping
Cognitive training
(flexibility, divided
attention)

In this game, the player needs to select whether two presented objects match in
shape or in color. The correct answer evaluates the trueness or falseness of a
sentence referring to the objects.

Healthy food Cognitive training
(inhibition)

The player must select healthy food as fast as possible, avoiding the selection
of unhealthy food.

Pizza
Cognitive training
(flexibility, selective
attention)

The player must select the pizza slice that is pointing in the wrong direction
while suppressing the impulse to select the most common direction.

Wide squats Strength training The player should follow the movements of a virtual instructor who performs
Tai Chi-inspired exercises based on wide squats.

Narrow squats Strength training The player should follow the movements of a virtual instructor who performs
Tai Chi-inspired exercises based on narrow squats.

Labyrinth Balance training The player must guide Vita inside the labyrinth to avoid the worm and catch
the maximum number of apples as fast as possible.

Mommy chicken Balance training The player should catch as many eggs as possible, stealing them from the
respective nests. Caution is required to avoid being caught by the chickens.

Falling books
Pelvic floor muscle
training and/or
balance training

The player should catch the maximum number of books, preventing them from
falling off the bookshelves.

Music
Pelvic floor muscle
training and/or
balance training

In this game, the player must collect as many records as possible to score
points. Special records will score additional points and switch to a different
music style.

3.5. Evaluation and Automatic Progression Adaptation

Minigame scores reflect the performance of the player on a specific task, for instance,
based on the number of right answers and average reaction time, the number of elements
picked or, if applicable, the number of pelvic floor muscle contractions correctly performed.

The performance of strength training-related tasks is not evaluated within VITAAL,
being maximum score achieved upon completion of the task. The team considered that
by mirroring the movements of the avatar, older adults would challenge and strengthen
their muscles—even without an objective evaluation and feedback for movement cor-
rectness. Reducing system complexity (using only two inertial sensors that evaluate the
movements of the feet) was preferred over the use of additional sensors for full-body
movement evaluation.

The exergame employs automatic progression adaptation that manipulates task diffi-
culty and load. Each minigame includes a set of difficulty levels (a set of predefined game
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parameters that affect the difficulty of the game) and criteria (a set of predefined rules that
describe when the player level should maintain, increase, or decrease). Difficulty levels
were defined by game designers, with the support from clinicians and movement scientists,
to ensure their adequacy concerning different training needs and end-user characteristics.
Strength training exercises were arranged in a progressive order of difficulty, as defined by
clinicians and movement scientists. The continuous adaptation of difficulty levels would
ensure a progressively increasing training load and optimal challenge to prevent under-
and overload [49].

The progression to the next (or previous) difficulty level is based on the scores achieved
in previous training sessions. By default, all players start at the minimum difficulty level.
If the last score of a task is excellent (above 90%), the difficulty level will automatically
increase for the next play; otherwise, the average score of the last three plays—performed
in the same level of difficulty—is used; the average score will decide whether the difficulty
level should decrease (score below 50%), maintain (score between 50% and 75%), or increase
(score above 75%). This set of rules apply to all tasks, except strength training-related tasks,
where the fixed criteria of completing the task at least 5 times is enough to progress to the
next level.

3.6. Implementation

The exergame was developed using the Unity Engine and compiled as a web-based
tool to be readily accessible in any system without installation. Bluetooth® Low Energy-
enabled inertial sensors—small size, portable, placed on the shoes, equipped with an
accelerometer and a gyroscope—were used to monitor player movements (as described
in [72]). Women with geriatric urinary incontinence may also use a vaginal dynamometer
(tampon inserted into the vagina) [73] to monitor the pelvic floor muscle activation and
strength while playing games for the treatment of urinary incontinence. Connection with
Bluetooth devices was performed via browser using the Web Bluetooth API [74].

The VITAAL exergame was integrated with a backend (database) in connection with
a clinician portal built on the Dividat Manager [75]. Among other functionalities, the
backend allows recording session data, e.g., scores achieved, or training times. The clinician
portal provides the clinician the ability to specify training times for a specific patient as
well as perform and record standardized assessments, allowing further progress tracking
and refinement of training plans [75]. Minigame parameters—e.g., scores, reaction time,
difficulty level, time played—are displayed on the clinician portal through a set of graphs
and tables that allow the clinician to follow the evolution of the parameters over time.
System architecture is shown in Figure 6.

Figure 6. System architecture.

The system architecture was proposed to support exergame use by autonomously
living older adults at their homes. Through the clinician portal, the clinician can remotely
follow their patients’ progress, as well as specify and refine training plans according to their
individual progress. To play at home, patients need a laptop or PC, internet connection,
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and a set of sensors. Their data are recorded and stored on the backend, so that their
progress can be followed over time. Alternatively, older adults (e.g., older adults living in
residential care facilities) may play the exergame in a rehabilitation setting or long-term
care facility, under the guidance of the clinician—as an alternative to conventional training.
Under this scenario, the same equipment—laptop or PC and the set of sensors—can be
shared, provided that each patient will use their credentials to sign into the game.

4. Results and Discussion

Studies recommend a multicomponent and personalized training approach for older
adults with mobility limitations, cognitive impairment, and urinary incontinence [4,9,23,76].
Although exergames contribute to increased training motivation and can be used as an
alternative to conventional training, current exergames fail to incorporate interventions for
all required training components in one single session. To address this gap in the literature,
we developed the VITAAL exergame, a personalized multicomponent approach for the
geriatric rehabilitation of older adults with mobility limitations, cognitive impairment,
and/or urinary incontinence.

Training requirements were evidence-based and adapted by the research team so
that the training needs of the person should be optimally addressed and framed within
the context of the exergame. The game design process sought to combine an effective
intervention—within the specified clinical guidance—with concepts of gaming and enjoy-
ment. The iterative design process, involving a multidisciplinary team, was crucial for the
proper integration of all requirements and perspectives.

We developed an exergame solution comprising interventions for strength, balance,
cognition, and pelvic floor muscle training. The clinician could specify the training times
of each component, such that the intervention could adapt to the individual training needs
of the patient. A set of progress bars provided information on training completion, guiding
the player through the themes and ensuring the fulfilment of training needs as defined
by the therapist. Other existing solutions relied on the player to control training times,
assuming compliance with verbal or written instructions given by the therapist [48–50].
Our solution could manage training times automatically based on training requirements
(obtained from the clinician portal) and player training times.

Ideal game experience and intervention requirements had to be balanced with the tech-
nical constraints on a take-home solution. For instance, the interaction—defined based on
the movements that would suit an effective intervention—constrained the game narrative
and user interface, as commands were limited to the four directions (plus the additional
movement—calf rises—to access game menus). Moreover, driven by the requirement
of providing an effective clinical intervention with a sustained and rich user experience,
we avoided a game design based on linked stories and favored an implementation with
unlimited replay value. On one side, we dropped all potential advantages of having linked
stories—concerning engagement, motivation, etc. [77]; on the other side, we created a
self-sustained concept: if it is sufficiently engaging and motivating, there is potential for
continued play [78]. To improve game experience and user motivation, we have incor-
porated other gamification construction elements, such as feedback, progression, time
constraints, and score [43]. According to [69], it is important to ensure an adequate level
of gamification, as excessive elements may distract users from the main purpose of the
activities. By design, the exergame allows the seamless integration of new contents, possi-
bly contributing to sustain players engagement in the long-term [78], or even adapt the
exergame to other disabilities.

Many exergame solutions use floor plates to support player interaction with respect
to their movements [40]; others use handheld devices—e.g., the Wii Remote—that work as
remote controls to interact with the game interface [40]. To evaluate full-body movements,
Kinect is usually the preferred choice [31,44,47], although accuracy drops when more
complex movements are executed [52]. In a previous work, four inertial sensors were
used to track upper and lower limb movements, which added some complexity regarding
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interaction and system setup [45]. Yet, inertial sensors were considered a viable approach
to monitor movements in the context of exergaming [45,79]. In this work we opted for
using only two inertial sensors—placed on the feet—to simplify setup and reduce costs.
However, complete movements (e.g., the strength training-related tasks) could not be
evaluated. Reducing system complexity was preferred over the use of additional sensors
for full-body movement evaluation. The use of the vaginal dynamometer was optional for
women with urinary incontinence wanting to confirm pelvic floor muscle contraction.

We opted for a web implementation of the exergame to ensure cross-platform compat-
ibility and easy access without installation. The complexity of the graphical game contents
was adapted to meet the continuously increasing, but relatively limited performance of
web browsers. Bluetooth-enabled devices could connect via web, allowing data processing
in real time and interaction (and feedback) without any noticeable delay.

The VITAAL exergame was designed for use at clinics or at home—after an introduc-
tory session, the technical solution should promote independent use, with or without the
support of a (remote) caregiver. Training at home is currently considered an alternative
and/or complement to the training at clinics, allowing better access to services (e.g., in
the context of a pandemic), promoting the continuity of treatments, and overcoming bar-
riers related to the lack of resources at clinics [80]. The exergame operated in connection
with a clinician portal that, besides allowing training specification, enabled the remote
supervision of the training by the clinician. According to [81], exergames that fit older
adults’ characteristics and needs can be used to counteract the consequences of confinement
and hospitalization, such as increased vulnerability, decreased functional capacity, and
dependency. VITAAL may also find application in these contexts.

Lessons Learned

This study proved to be possible to incorporate multiple training components, specifi-
cally, balance, strength, cognition and pelvic floor muscle training, in a single exergame
solution, relying on an interaction with multidirectional steps and inertial sensors placed
on the feet. Although being simple, the interaction constrained game narrative and the
evaluation of full-body movements. As a web-based solution, the exergame allowed
cross-platform compatibility, and could communicate with Bluetooth devices without any
noticeable delay. A vaginal dynamometer could be integrated to provide feedback to
older women wanting to confirm pelvic floor muscle contractions. The connection with
a clinician portal allows clinicians to remotely follow patient training at home, as well as
prescribe and change interventions. These functionalities may support better access to ser-
vices, e.g., in the context of a pandemic. The game mechanics allows adaptation to different
training requirements, and ensures automatic control of training times as prescribed by the
therapist. The game design and mechanics can be adapted to additional interventions.

5. Conclusions

Exergames are a promising approach to counteract age-related impairments such as
mobility limitations, cognitive impairment, and urinary incontinence. To optimally address
these conditions, exergames should include interventions for strength, balance, cognition
and pelvic floor muscle training, in one single session. To address this requirement, we
developed the VITAAL exergame, a solution for the geriatric rehabilitation of mobility limi-
tations, cognitive impairment, and urinary incontinence. The solution incorporates a game
mechanics that ensures the fulfilment of training needs as specified by the therapist. By per-
sonalizing the training times of each component, and adjusting its load, individual training
needs should be optimally addressed. The exergame is cross-platform compatible, includes
automatic progression adaptation, and novel means of interaction with wearable sensors.

Future work should assess interaction, usability and game experience of the newly de-
veloped exergame. These aspects shall be assessed with prospective users in a future study,
ensuring the continuity of the iterative design process. The feasibility of the intervention
shall be explored in a subsequent study.
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Abstract: This article proposes an example of a multiplatform interactive serious game, which is
an additional tool and assistant used in the rehabilitation of patients with musculoskeletal system
problems. In medicine, any actions and procedures aimed at helping the rehabilitation of patients
should entail the most comfortable, but at the same time, effective approach. Regardless of how these
actions are orientated, whether for rehabilitation following surgery, fractures, any problems with the
musculoskeletal system, or just support for the elderly, rehabilitation methods undoubtedly have
good goals, although often the process itself can cause all kinds of discomfort and aversion among
patients. This paper presents an interactive platform which enables a slightly different approach to be
applied in terms of routine rehabilitation activities and this will help make the process more exciting.
The main feature of the system is that it works in several ways: for normal everyday use at home, or
for more in-depth observation of various biological parameters, such as heart rate, temperature, and
so on. The basic component of the system is the real-time tracking system of the body position, which
constitutes both a way to control the game (controller) and a means to analyze the player’s activity.
As for the closer control of rehabilitation, the platform also provides the opportunity for medical
personnel to monitor the player in real time, with all the data obtained from the game being used
for subsequent analysis and comparison. Following several laboratory tests and feedback analysis,
the progress indicators are quite encouraging in terms of greater patient interest in this kind of
interaction, and effectiveness of the developed platform is also on average about 30–50% compared
to conventional exercises, which makes it more attractive in terms of patient support.

Keywords: serious games; rehabilitation; elderly; body tracking; exercise games

1. Introduction

T Rehabilitation procedures in various aspects of medicine are one of the most im-
portant and time-consuming treatment processes for patients with various diseases [1–3].
According to the World Health Organization, there are 2.4 billion people who are living
with a health condition that depend on rehabilitative measures. Unfortunately, there is
quite a pressing demand for rehabilitation procedures. This is especially true in countries
with a low or near-average standard of living, where about 40–50% of patients cannot gain
access to rehabilitative medicine. In this regard, the situation with COVID-19 has only
exacerbated this situation. Depending on the focus of the procedure, the measures used in
the patient’s recovery can vary considerably, from simple physical exercises [4] to the use
of various kinds of additional technical aids [5]. This is especially true for the rehabilitation
process of people with musculoskeletal system problems, such as injuries, mild, partial, or
complete muscle atrophy, deterioration or loss of motor control, or the usual support for
the physical condition of the elderly [6–11].
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The application of different sets of exercises that are used in these procedures can
vary depending on the type of the problem and the extent of it. They can also be divided
into different categories, depending on the place, time, or environment in which they
are applied, the means used during the procedures, and so on. It is also important to
understand that different categories of such rehabilitative measures may have different
degrees of effectiveness for different characteristics of patients’ problems and are often only
applicable in their own specific area [12–14]. This can be especially seen in the presence of
additional conditions and means.

Over time, each of the methods used as rehabilitation measures has undergone con-
stant checks and improvements, and become more effective. Nevertheless, due to different
technical features or the way in which rehabilitation procedures are carried out, there are
cases in which patients may experience various kinds of discomfort during their recov-
ery. This discomfort can be caused by various factors from both physical and emotional
aspects [15–18].

For quite a long time now, the medical field has been researching the possibility of
applying various additional remedies to the rehabilitation process, among which there is
such a trend known as Serious Games [19–21]. This is due to the fact that over the past
20 years, computer technology has made impressive leaps in terms of development, which
has expanded the technical capabilities of modern computer equipment, as well as its
availability. Modern game making technology enables not only almost any real process to
be reproduced within a virtual simulation, but also impresses with its graphic and visual
level of elaboration and detail.

Therefore, the idea emerges of finding rehabilitative tasks that could include the
additional integration of various game mechanics and devices. Because patients may often
encounter all sorts of emotional problems during long rehabilitation courses, this game
innovation can help to get rid of this aspect [22–25]. All problems should be understood
to mean that long and even more monotonous exercises or activities over time mean
that patients become used to the process, which reduces the motivation to do them each
subsequent time. Although this situation does not arise often or in all patients, providing
routine activities with a bit of interactivity can have a definite positive effect [26,27].

The introduction of interactive game features makes the patient’s recovery process
more meaningful [28]. Even though those actions prescribed by the attending physician
are obligatory and indisputable, in some cases they are perceived as “I was told so, so it
is necessary”. That is certainly true, but it does not always work with certain age groups,
such as children and the elderly. In the case of both the former and the latter, engagement
is necessary, and the action process itself is important [29]. If a person finds any kind of
activity, including rehabilitation activities, attractive and interesting, then he or she will be
more motivated to perform them [30].

This makes even the simplest and most boring physical exercises, such as regular
exercise, much more appealing to the patient, but the point is that these kinds of game
require special conditions under which they can be used in this way. One of the main
problems is how to manage such games—in other words, gameplay [31–33]. Firstly, it
should be as accurate as possible so as to repeat the actions that the patient needs to
perform during rehabilitation procedures. Put another way, in-game levels or activities
should essentially take the form of a complete or at least partial substitute for the prescribed
exercises. Secondly, it is important that the game should somehow recognize the player’s
movements and respond to them correctly. If the first case is quite simple to implement,
then the second will cover the more complex and important spectrum of these kinds of
computer games.

The purpose of this article is to research the effectiveness of using an interactive game
platform as an additional tool for rehabilitation and support for the elderly, or patients
with musculoskeletal system problems. An additional goal is to compare how effective
the system developed is compared to conventional physical exercises, both in terms of
rehabilitation and recovery, as well as in terms of motivation and overall moral satisfaction.
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This article is divided into five sections. The first is a literature review. This part
is Section 2: a review of articles featuring similar solutions that can be compared to the
platform presented in this article. Section 3, titled Materials and Methods, includes a
description of the tools and algorithms that were used to develop the system. Section 4
presents the results obtained from the system, as well as examples of analysis and com-
parison of results. Sections 5 and 6, titled Discussion and Conclusions, provide a direct
discussion of the results obtained from the study and their subsequent prospects, as well
as a comparison with similar solutions.

2. Literature Review

With a suitable player tracking system, several technical approaches can be used.
For example, in such systems as Kinect [34] or VR-technology [35], body recognition is
undertaken by means of several cameras and additional controllers, which together form a
kind of coordinate system, in which the player is located [36]. Another option is systems
based on neural network algorithms, examples of such systems being OpenPose [37] or
PoseNet [38]. In short, it cannot be said which method is better or worse, as both categories
have their advantages and disadvantages, such as being dependent on image quality
accuracy for recognition of the body in systems based on neural networks, or the need for
a large amount of additional equipment and special space requirements in VR-systems.

Whatever the case may be, there are many factors to consider when developing a
Serious Games product [39–41], although it is most important to understand how effective
this or that solution will be. In terms of effectiveness, we mean not only the therapeutic
and rehabilitative effect, but also the player’s interest. It is this aspect that will be explored
in this article.

The goal was to test the effectiveness of interactive computer games in the reha-
bilitation of patients with musculoskeletal system problems. The game platform being
developed will be compared under real conditions to a set of conventional physical ex-
ercises. One of the conditions for development will be the need to ensure the minimum
requirements of the system to the players. This means that for a basic game, the number of
additional tools should be limited to a personal computer and a webcam. This condition
will expand the likely audience, thereby allowing the platform to be used not only for
medical purposes, but also as an everyday leisure activity.

The platform being developed was also tested in two stages. At the first stage, the
players being tested performed the usual physical exercises for a certain time over a fixed
number of times. Then the same players played the game developed directly. After the
testing phase, both the body recognition system performance and the emotional aspect of
each player was then analyzed. The results obtained from this study will help to determine
the effectiveness of the system developed in relation to the rehabilitation process, as well
as the relevance of the application using this method in general.

Table 1 shows similar studies and their results below. Some of them are compared to
the results obtained from our studies in the Discussion section.

Table 1 provides 10 references to articles that describe similar research to the one
proposed. It briefly describes the main purpose of the description, and the methods and
means used, as well as the result.

After studying the articles in the table, it was decided to use the simplest sensor
system (webcam in this proposal). This decision was made in order to make the platform
as accessible as possible to older people, both economically and technically. As one of the
aims of the study is to create a system that is as accessible as possible, unlike solutions with
additional VR peripherals, consoles or other additional equipment, the use of a webcam
reduces the list of requirements. In addition, the system becomes accessible not only, for
example, in the doctor’s office, but also at the patient’s home.
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3. Materials and Methods

3.1. Materials

The game platform is an additional tool to improve the effectiveness of rehabilitation
activities, or to spend leisure time. The main purpose of this study is to test the effectiveness
of additional interactive tools and means in the field of rehabilitation and support for the
elderly, or people who have received various kinds of injuries to the musculoskeletal
system. This study includes both the direct development of the interactive platform itself
and the process involved in testing it.

The main task will be to study the effectiveness of rehabilitation procedures using
the platform being developed in relation to the usual standard physical exercises. In the
long term, a positive result is expected to be seen from the tests, namely a greater efficiency
in terms of the interactive way of performing medical rehabilitation exercises, and most
importantly, a greater motivational indicator for these actions. The main aspects and
parameters of the system developed, as well as testing procedures, will be described below.

3.1.1. Hardware Used

The development and testing process took place on multiple platforms, to maximize
the possible devices being supported. The equipment included the following samples,
which are shown in Table 2.

Table 2. Equipment for developing and testing.

Element Characteristics

Desktop PC

CPU Ryzen 7 3700x, s-AM4 3.6 GHz/32 Mb
GPU NVidia GeForce RTX 2070 Super, 8 Gb
RAM DDR4 32 Gb 2888 GHz
HDD Seagate Barracuda 1 Tb

Web Camera InnJoo FHD1080p (1920 × 1080) 60 fps

Laptop Lenovo LEGION Y-540-IPS15i

CPU Intel(R) Core(TM) i7-9750H CPU@ 2.60 GHz
GPU NVidia GeForce GTX 1660 Ti, 6 Gb
RAM DDR4 16 Gb 2888 GHz
SSD INTEL SSD PEKKW010T8L 1Tb

Web Camera Integrated Web Camera 720p (1080 × 720) 30 fps

This system is designed for use on personal computers or laptops running Windows 10
operating systems. A version for Android 5 and higher is being developed parallel to this,
although this variation is reduced in some features.

3.1.2. Inclusion and Exclusion Criteria

For this experiment the inclusion criteria are as follows:

• The user must have a personal computer or laptop and a webcam
• The user must be between the ages of 12 and 85
• The user must be in a spacious room during the game to avoid hitting their surroundings
• The playing room should be well lit with natural or voluminous artificial light
• It is desirable that there be at least one other person next to the user while they are playing
• People with vestibular problems and those who are sensitive to light should only use

the system in the presence of others
• People who currently have minor musculoskeletal problems or have had them before.

The authors excluded blind people during the tests because they must read the
instructions from the tutorials. Additionally, the user must not have had any serious
problems or injuries to the musculoskeletal system, such as, for example, complete or

58



Appl. Sci. 2021, 11, 3502

partial paralysis. The room in which the system will be used should be well lit with natural
or artificial light.

3.1.3. Experimental Features

(a) Information about testers

Ten volunteers were selected for the experiment, in the age range from 21 to 42 years.
The main data pertaining to the players are shown in Table 3 and Figure 1.

Table 3. Players main parameters.

№ Gender Age Height Weight Spine or Limbs Problems Country

1 Male 26 182 72 Left clavicle fracture Ukraine
2 Female 25 179 89 - Morocco
3 Male 26 178 77 Left arm fracture Pakistan
4 Female 42 167 55 Right wrist injury Spain
5 Male 27 170 65 - Spain
6 Male 25 178 72 Left shoulder injury Spain
7 Male 31 173 78 - Pakistan
8 Male 25 169 69 - Colombia
9 Female 21 159 50 Right hip fracture Czech Republic
10 Male 22 176 63 - Italy

 

Figure 1. Main information about test participants.

As can be seen in Figure 1 and Table 3, the data provided show information on both
physical parameters (height, weight and age, and the presence of any injuries) and social
parameters. In the case of the latter, specifically which country the player is from, will help
to better understand the results obtained by each of the players during the game.

At the same time, information about the presence or absence of injuries will also
help to understand whether injuries in the past have an impact on current results. The
data in the column “Spine or limb problems” are information about injuries that occurred
before the tests, in order to determine the possible effects of these injuries on the players’
performance. At the time of the tests, all patients were healthy and feeling well.

The choice of this set of players was due in large part to the current situation at the
time of the study with the pandemic COVID-2019. Ideally, all tests should be conducted
with participants within the age range of 60 to 85 years. Nevertheless, the data that were
obtained with the set of players provided will help to qualitatively evaluate the results and
more accurately adjust the system for the target age category.

(b) Testing plan and regulations
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As mentioned earlier, the procedure for testing the system was divided into two stages:
obtaining players’ performance during normal exercises and obtaining performance during
direct play. During both phases, a total of six tests were conducted in each. The testing
interval ranged from 5 to 15 min, depending on the test stage. The time interval between
tests was 12 h.

In the first stage, the players took turns performing five exercises while standing
in front of the camera. The only information available was the task for the exercise, the
number of repetitions required, and the distance to the camera in order to obtain the data
as accurately as possible. During this phase, the system recorded the values necessary for
each specific exercise, as well as the time of the exercise. The values were saved as a data
set for each of the categories of interest.

The second stage differs from the first in that the players now directly used the game
platform as a guide for action and exercise. All information about the latter was provided
through the user interface. In this case, there was also a record of the parameters that were
key for each level-exercise.

It is also important to note that this project was approved and accepted by the Deusto
University Ethics Committee.

3.2. Methods

This section will describe in detail the main aspects of the game, such as technical
information about the game client itself, the data handled, the exercises, the optional tracker
systems, etc.

3.2.1. Overall View

In general, the platform developed is a computer game client, which includes a wide
range of features. Figure 1 shows a general diagram of the game platform, which includes
the following elements.

Three basic conditions had to be fulfilled in order to create this platform: Condition 1—
to create a stable system for tracking player movements, Condition 2—to create a gaming
platform that allows the player to perform activities, and Condition 3—to ensure that the
data collected during the game are processed and stored. Figure 2 is a general schematic
representation of the system. Each of the conditions will be discussed below.

(a) Gaming platform

 

Figure 2. General introduction to the gaming platform. Of the 3 sections in the game platform block:
1—example of the initial information levels such as (a) main menu, (b) difficulty selection menu
and profile creation; 2—example of the first exercise block for upper body, (c) Level 1, (d) Level 2;
3—example of exercises for lower body and general mobility, (e) Level 4, (f) Level 5.
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The gaming platform is a game client, a computer game. Structurally, it is divided
into levels, which are in turn divided into 3 categories:

• Levels of settings
• Levels for the upper body
• Levels for the lower body.

Each of the categories includes several levels of exercises that are responsible for a
specific exercise and, respectively, for a specific muscle and joint group. This system has
two main functions. The first is visual and involves providing the player with visual
information about what is happening now and what the player should do. In addition to
the visual instructions for each exercise, the game interface provides the player with a visual
representation of their actions, whether it be interactions with objects, the environment, etc.
The second function is to collect information regarding the player’s movements and activity.
For each level, the system registers certain indicators, whether it be arm movements or
general body position. In general, the platform consists of three functional blocks; more
information about which will be given in Sections 3.2.2–3.2.5. In this Section 3.2.1 is a
description of the game client.

The total game interface consists of 7 levels, which are divided into different categories,
depending on the focus and purpose of the exercise, which it simulates. It is important to
note that all game levels have been created to simulate different kinds of physical exercise
as accurately as possible.

(b) Exercises used

The exercises chosen to develop of the system are some of the basic strengthening
physical activities. Each was integrated into the game in a specific order, and the choice
of each was coordinated with the therapist. There are 5 exercises in total, including
the following:

(1) “The sign of infinity”. This exercise is a simple activity for the upper extremities.
The task involves putting your hands with the palms in front of you, bending your
hands at the elbows, and describing the “sign of infinity” in the air. This exercise
should be repeated 10 times for each hand, keeping in mind that the right hand moves
clockwise and the left counterclockwise. The purpose of this exercise is to assess the
player’s motor skills and coordination.

(2) “Rope Pull”. This level is a movement that is exactly the same as a top-down rope
pull, repeated 10 times overall. The goal is to assess the overall mobility of the upper
extremities, as well as the accuracy and simultaneity of the movements.

(3) “Inflating the lifejacket”. This exercise is similar to the previous one, but also in-
volves the shoulder girdle. The activity is also aimed at assessing the synchronicity of
actions and the general condition of the upper body.

(4) “Sailing on a yacht”. The essence of this exercise is to steer the boat and pass through
10 control points, by moving the hips left and right. It is necessary to perform 10
repetitions in each direction. The purpose is to assess the general mobility of the joints
of the pelvic area, and condition of the lumbar spine, as well as to train balance.

(5) “Dinghy Control”. Conceptually, this exercise is similar to the previous one. The only
difference is that this time, the movement is not with the hips but with the shoulder
girdle. In this case, the main purpose of the exercise is to support and warm up the
spine and examine its condition.

Before choosing a set of exercises for the platform, this issue was discussed with the
therapist. In the process, it was discovered that for the category of elderly people, the most
optimal set of activities would be one that could engage all major muscle groups in a single
play session. As such, the order and specificity of each exercise allows you to work on all
the major groups, from the upper limbs to the back and hips.

Thus, the order of the exercises described in Section 3.2.1 (b) corresponds to the order
that was recommended by the therapist and is integrated into the game. In this way,
the player engages the different parts of the musculoskeletal system on a “from lesser
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to greater” basis: upper limbs, shoulder joints, pelvic girdle, lower back. In addition,
coordination (The sign of infinity) and balance (Dinghy Control) are trained.

These exercises are intended solely for the general warm-up and support of players
whose age range is between 60 and 85 years.

(c) Game Interface

The game itself is a visual user shell made in 3D style. The main message and design
of the game involves a maritime theme, namely traveling on a personal yacht on the ocean.
This is due to the relatively low mobility of the target audience; at the same time, the theme
of travel is one of the most appealing. At the first stages of the system development, we
also considered the 2D version, but it was decided to abandon this concept in favor of a
greater visual immersion.

The game is also divided into 5 main levels, which comprise essentially an interactive
visualization of the physical exercises used and several additional levels, such as the
main menu, the level of profile creation and the results table. At each exercise level, the
player’s body tracking system is connected, allowing the collection of movement data from
different parts of the player’s body. For the latter, this system is invisible and works in the
background, allowing sole focus on the game. The algorithm for obtaining these data is
described further in Sections 3.2.5 and 3.2.6.

3.2.2. Architecture Explanation

The architecture of the system is quite simple. It consists of 3 interconnected functional
blocks, which perform different kinds of functions. The architecture diagram itself is shown
in Figure 3.

 

Figure 3. Main system architecture.

The order is next. The sensor connection block is responsible for direct communication
of additional sensors or devices with the game platform client. This is done either by using
the usual USB protocols, Bluetooth connection, or by using additional tools (expansion
boards, Arduino boards, Raspberry Pi boards, and so on). The main sensor required,
without which the system loses its efficiency and usefulness in general, is a USB webcam.
More about this device will be described later.

The server unit is a remote repository where each player’s progress during the game
is saved. There is also the possibility of remote access to a special page, which shows
the statistics pertaining to the player, their main indicators, and progress in rehabilitation
over a certain period. Demonstrating this information is intended solely for the attend-
ing physician, but where necessary, access can also be given to the players themselves.
Any information received from the player is not confidential but falls under the rule of
medica confidentiality.

The Game Client block is the game client itself, which the player or doctor installs
on their personal or hospital computer, and through which the player’s medical data are
received and processed. It also includes local data storage, which is essentially a backup
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copy of the data sent to the server. It is important to note that data processing in the game
client, as well as sending them to the server, is carried out in real time.

3.2.3. Body Tracking System Description

The main feature of the platform being developed is a real-time motion tracking
system. During the first stages of development, several different systems were tested
that can produce human recognition in images, with both machine-learning and neural
network-based algorithms having been tested. In the end, the choice fell on the OpenPose
system. Even though this algorithm was most suitable for the task at hand, it still required
a lot of tweaking, and is based on a trained Convolutional Neural Network (CNN). The
system works with both single images and video. In the second case, the load on the system
is somewhat greater, as a continuous storyboard with a rate of 30 frames per second (fps)
is used. During adaptation of the OpenPose system to our platform, several functional
changes were made to the algorithm, without changing the neural network itself:

• The hand recognition module has been reduced (fingers, palm).
• The face recognition module (eyes, mouth, nose, ears, eyebrows) was reduced.
• The storyboarding process was optimized, which allowed a stable 30 fps to be obtained

(in the original state the rate was 18–24 fps).

It is worth providing more detail on the features of the finalized OpenPose. As men-
tioned above, during testing it was found that at this stage, all motion tracking functions are
redundant. Therefore, the system was simplified which improved performance. Initially,
the system was designed for 25 key points for the body, 21 for the arms, and 70 for the
face, although in the modified system, there are only 21 points for the body. A view of the
tracker is shown in Figure 4.

 
Figure 4. Example of body tracking system.

In a nutshell, the Body Position Algorithm works by selecting each frame individually
from the video stream. The neural network then creates a kind of confidence map on
the frame, which creates key points on it. From these points, the direction of the found
body parts and their connections are calculated. After that, the points are “assembled”
depending on the direction, and finally a “body map” is assigned to the frame. The result
is a “skeleton” which is created directly in the production environment, and with which
further manipulations can be carried out.

As the algorithm uses a storyboard of the received image, the efficiency and accuracy
of the system directly depends on the quality of the incoming video (cropped images). The
system is, therefore, highly dependent on the ambient light factor. The accuracy and speed
of the algorithm is also affected by the resolution of the source image. The higher it is, the
more accurately the neural network detects the key points of the body, which increases the
overall accuracy, but at the same time, the speed of rendering these points decreases.

Body tracking algorithm was also integrated into the Unity game engine environment
with the functions being based on the generation of 3D objects, which are tied to 2D image
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coordinates. This image is obtained from the output of the neural network. Then the X and
Y coordinates are mapped, which allows binding objects within the system.

For the system to work correctly in a game engine, the main task for the algorithm is
to ensure the highest possible accuracy at the highest possible framerate. The modifications
we made allowed us to achieve 30 frames per second, with a sufficiently high accuracy.

It is important to note that the accuracy is also affected by the frequency of the
incoming video stream. At 25, 30 and 60 fps (camera parameters), the rate of change in
the position of key body points in subsequent frames decreases as the number of frames
increases. Therefore, during the neural network operation for each frame, there may be
“oscillations” of these points on the rendered skeleton. In the game itself, this translates
into a fluctuation of the coordinates of each of the points being created. This optimization
has reduced these oscillations to 0.4–0.9% of the error between frames.

A more detailed description of the features of the OpenPose algorithm is presented in
reference [37].

3.2.4. Game Structure

This section will describe the general structure of the levels, as well as a description of
each of them individually. It should be said right away that all available game levels were
based on the therapist’s recommendations.

As mentioned above, the main task of the platform is to help in the player’s rehabilita-
tion. Therefore, the main point and main challenge was precisely the need to disguise the
usual routine physical exercises in such a way that they would be as difficult to recognize
as possible.

At this stage in the game there are 5 levels, which are lined up in a clear sequence, and
serve a certain function. The structure of each of the levels is quite simple, including the
following elements:

• A level guide with a description of the task, and a demonstration of the movement to
be performed by the player

• The actual playing process (performing the exercise)
• The result window, where the player sees how well they did, and the transition

window to the next activity (level).

Each level is also divided into two parts: the game interface visible to the player, as
well as a function block, which is responsible for obtaining game session data. What these
data are and how they are obtained will be described later. Now, it is worth going to each
of the levels separately.

A sailboat ride was adopted as a game theme. Considering the target audience,
and the relaxing and interesting process in general, this solution proved to be the most
appropriate both in terms of activity and level of interest, and in terms of adaptability of
the proposed exercises.

One of the main features of the game platform is that, thanks to the work done to
integrate the tracking system into the Unity environment, the player does not need any
kind of controllers. All control in the game is assured by their movement. The control
points, which are responsible for the hands, are essentially analogous to the mouse cursor
of a personal computer and allow not only performance of the task to control, but also to
the game menu. The usual mouse control is also considered standard.

3.2.5. Data Collection Method

As mentioned earlier, the platform has two methods of collecting information about
the player. The first involvers the collection of game information (run time, points, reps),
while the second involves the collection of information about the activity of the movements
of individual body parts, as well as the player. This system takes the form of a built-in
algorithm, which works regardless of the difficulty selected by the player and does not
imply a shutdown function.
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Although this information about movement activity is not confidential, notification
about its collection for purely medical needs is provided before the start of the game. The
movement data may be subject to medical secrecy rules and will not be available to anyone
other than the treating physician and the player themselves.

Now here is more about the functions of the system, with the general principle for
obtaining data being shown in Figure 5.

 

Figure 5. Visual example of activity system parameters.

In total, the algorithm receives data on the following parameters:

• Angle between shoulder and left hand forearm
• Angle between shoulder and right hand forearm
• Left hand position
• Right arm position
• Hip position
• Shoulder position
• Head position
• Head rotation angle.

It all works as follows. Inside the Unity environment, each of the key points, which
are created by a neural network (OpenPose algorithm), are tied to the coordinates of the 3D
space of the game scene. When fixing the player’s movement, these coordinates change,
but only in two directions, X and Y, while the Z coordinate always remains unchanged.
Using this, each of the game scenes is constructed in such a way that when linking 3D
objects to points of the neural network, these objects will also change only 2 coordinates.
This method has both advantages and disadvantages.

The main disadvantage of the system is that it cannot correctly track complex move-
ments in 3 planes. For example, the difference between the arm outstretched forward
and outstretched to the side is tracked by the difference in distance between the arm out-
stretched forward and outstretched sideways, tracked by the straight-line distance between
the key points of that arm. Thus, technically, there is a distortion of the limb length in the
system, which can also affect the angle at certain positions.

An important aspect when gathering the above information on the indicators is that it
is affected by the general lighting of the room which the player is in, as well as the camera
position. It may be that lighting reduces the accuracy of body recognition by the neural
network and at some moments, it may affect the objects inside the game scene in the form
of objects “twitching” (each frame from the camera may give different coordinate positions
of key points). In the second case, if the webcam is installed incorrectly, when the lens is
excessively raised, lowered, or directed more forcefully to one side, the position may be
detected with an error. To avoid this, a calibration level was created, whereby the player
must set the lens and lighting correctly.
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Despite the disadvantages of the system, it is not intended to obtain accurate values,
but rather to track the player’s activity. The main purpose of these indicators is to record
activity and provide data for further evaluation and comparison of progress.

Next, we shall look at the way the system works. When you load a level and activate
the body tracking algorithm, the activity logging system starts recording the key point
coordinate readings for all tracked indicators. The recording frequency is 1 coordinate
value every 1 centisecond, and the method for obtaining this coordinate for each of the
parameters is different. Table 4 shows the algorithms for obtaining these values.

Table 4. Parameters recording methods.

Parameter Title 2

Left arm position Object X. and Y.properties coordinate recording
Right arm position Object X. and Y.properties coordinate recording

Head rotation angle Function of coordinates transform + Vector angle calculation
Head position Object X.properties coordinate recording

Shoulder position Object X.properties coordinate recording
Hip position Object X.properties coordinate recording

The resulting values are written in the form of a data array, which, after the level
is completed, is written in a separate file format—json. This method of saving makes
it convenient to work with data both in a manual format and for algorithm processing
on the server side of the platform. Next, Figure 6 shows an example of the graphical
representation of the resulting data.

Figure 6. Visual representation of the data received.

Figure 6 shows the dataset of the hip position of one person in 3 different cases: Case
1—normal pace of movement; Case 2—the pace of movement is reduced; and Case 3—the
player was inactive most of the time. The task was set for 10 repetitions of hip movement
(5 to the left and 5 to the right). The amount of time spent on the exercise in both cases was
10 s. The values on the Y-axis are the deviation coordinate values and are shown in the
form of positive and negative values, which also characterizes the deviation side: positive
values refer to the right deviation, whereas negative values refer to the left deviation. Based
on the information provided in Figure 6, it is possible to draw several conclusions in terms
of physical activity:

• The timing of the player’s movements, both the total number and each repetition
individually

• The maximum value of the deviation amplitude, which indicates the intensity of
the exercise

• The activity as a whole, based on the number of peak values of the deviation amplitude
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• The evaluative characteristic of motor skills, based on the direction in which there is a
greater number of peak values of the deviation amplitude.

Thus, the parameters obtained from a player’s activity make it possible to evalu-
ate both their current activity during a given game session and to obtain an evaluation
over time by comparing their motor characteristics. This information, in theory, should
help physicians and the patients themselves to monitor the outcome and progress of the
rehabilitation process for different degrees and types of musculoskeletal problems.

3.2.6. Data Saving and Interpretation

As a result of each of the tasks, the system stored all the data obtained in a special .json
file, the information from which was used to process the results. All indicators obtained
are shown in the form of a data array for each of the categories. An example of such a file
is shown in Table 5.

Table 5. Example of retrieved data cluster.

Body Parameter Point 1 Point 2 Point 3 Point 4 Point 5 Point 6 Point 7 Point 8 Point 9 Point 10

rightAngelData −3.660 −3.660 −8.564 −8.564 −8.564 −7.300 −5.835 −5.835 −4.547 −4.547
leftAngelData −82.022 −82.042 −82.006 −81.974 −81.974 −82.679 −82.825 −82.789 −83.523 −83.467

HeadAngelData 179.786 179.780 179.791 179.784 179.805 179.794 179.795 179.789 179.792 179.785
HipsData 8.276 6.507 7.878 7.878 5.987 4.728 6.099 4.788 6.159 6.159
HeadData 179.788 179.786 179.780 179.791 179.784 179.805 179.794 179.795 179.789 179.792
rangeData 6.908 6.965 6.997 7.054 7.043 7.039 7.091 7.139 7.150 7.209

shoulderData −0.037 0.862 −0.509 −0.509 0.318 0.095 −1.276 −1.336 −2.707 −2.707
leftMoveData −58.095 −58.103 −58.103 −58.103 −58.128 −58.115 −58.115 −58.138 −58.138 −58.138

rightMoveData −56.344 −56.381 −56.383 −56.383 −56.145 −55.957 −55.951 −56.100 −56.107 −56.107
averageArmLData 60.127 −57.823 −58.518 −50.405 6.438 −19.626 −49.406 48.971 −53.573 −41.703
averageArmRData 77.494 −49.893 −56.770 15.153 −12.699 −33.412 27.298 −55.278 2.442 −2.859
averageHipsData 95.968 4.780 7.458 8.700 8.086 8.137 8.336 6.683 8.547 8.080

averageShouldersData 47.749 −3.716 −0.577 −0.610 −0.642 −0.603 −1.873 −0.038 −2.035 −1.135

There are 13 parameters in total:

• Right- and left-hand angle data—information that allows you to assess the overall
movement activity of the player when performing upper limb exercises

• Head angle and head displacement data—allow tracking the degree of rotation of the
player’s head. Useful for understanding the approximate direction of the player’s gaze,
as well as problems with general motor skills (for problems with the cervical spine

• Range data—show the general dynamics of the player’s position in space. Useful for
evaluating general activity, as well as for evaluating the player’s movement during
game activities

• Hips and shoulders displacement data—show the dynamic displacement of the
player’s shoulders and hips, as well as the degree of this displacement

• Left and right arm displacement data—the activity of the player’s hand movement.
Characteristics of upper and lower maximum deflection, smoothness, and accuracy of
the movements

• Average arm, hip, and shoulder movements—characteristics that allow the average
position of the body to be estimated, as well as individual areas of the body. Useful
when researching into temporary or permanent partial atrophy, palsy, or dysfunction
of the muscles of a particular area of the body.

It is important to note that all parameters saved in the file refer to the value of the
coordinate of a particular point, which is created by the motion tracking system. By default,
the screen coordinate system in the Unity environment is [0%, . . . , 100%] vertically and
[0%, . . . , 100%] horizontally, from the current screen resolution, which is set to 1080p
(1920 × 1080 pixels) in the system by default. Given that all parameters are calculated
relative to the median line on the X or Y axis, which is 50% and 50%, respectively, it appears
that the screen space is divided into 4 segments, in which, depending on the exercise, the
coordinates may record both positive and negative values. This indicates only the direction
of movement (in the case of the hips or shoulders, “+” means right and “−” means left.
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3.2.7. Data Visualization

To assess exercise performance, it is necessary to select a benchmark example by
means of which one can judge not only the correctness of a single activity, but also the
quality of progress and how close it is to the desired result. In this regard, a “benchmark
characteristic” was created for each of the exercises, which will serve as a reference point
in the evaluation of results. For this purpose, each exercise was performed 5 times at the
correct tempo and with the correct amplitude of movement, naturally as much as possible.
Then, a general result was obtained from the 5 results, which became the “reference” for the
system being developed. The following were chosen as the key parameters of these signals:

• Time to complete each task
• Amplitude of the received signal (by means of direct Fourier transform);
• Frequency of repetitions
• Repetition period
• Jitter and shimmer.

As an example, how to check and parse the signal parameters with their subsequent
evaluation is shown in Figure 7 with the parameters providing referring to the reference
result obtained for Exercise 3.

Figure 7. Etalon parameters for Exercise 3.

Additionally, to gain a clearer picture and better assessment of the results, it was
decided to obtain a signal that corresponds to a very bad version of the exercise—namely,
poor timing, incorrect amplitude, and speed of repetitions, as well as the presence of
external factors that could disrupt the procedure involved in obtaining results. An example
of this exercise is shown in Figure 8.

Figure 8. The result of incorrect performance of Exercise 3.
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Even a visual analysis of the two graphs shows that Figure 8 provides a clear dif-
ference in amplitude and repetition time. To describe this example more accurately,
Figures 9 and 10 are shown below, which show the results obtained from Exercise 3 in
the normal view, and immediately after passing the game level.

Figure 9. Result of normal performance in Exercise 3.

Figure 10. Result of game performance in Exercise 3.

In Figure 9 you can see that the graph referring to this signal already more accurately
resembles the reference signal. We can clearly see the even level of amplitude and time of
each repetition.

Figure 10 directly shows the result obtained during the passage of the level on the
game platform.

3.2.8. Data Comparison

As described in Section 3.2.5, the signals received must be processed and certain
characteristic data must be obtained from them. Therefore, the following parameters must
be extracted from each signal:

(a) Time parameter:

This is the exercise time in total. This characteristic helps to ascertain how fast or slow
the player performed a particular exercise.

(b) Amplitude parameter:

This includes the value of the minimum and maximum amplitude of the signal. The
main purpose of the measurement is to represent the player’s activity during the exercise,
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namely to understand the spatial characteristic of the activity. Given that the amplitude
value obtained during the analysis of the player’s movements is shown in the percentage
value of the deviation of the key points from the central plane lines on the screen, by
obtaining this value, it is possible to judge, for example, how high the player raised their
arms, how much they deflected when moving their hips, or how actively they moved in
front of the camera.

(c) Frequency of repetitions:

It is also important to understand the frequency with which the player performed
a particular exercise. This parameter can be obtained by several methods, but since the
data obtained in the time and graphical representation are a sinusoidal signal, the most
convenient method is the application of the direct Fourier transform, the formula for which
is shown below.

f (t) =
1

2π

∫ ∞

−∞
F(jω)ejωtdω (1)

Obtaining this parameter will help to keep track of how often the player is performing
the exercise. This parameter is also important for understanding the quality of the exercise
(whether it is too slow or too fast), and therefore its effectiveness.

(d) Shimmer and Jitter:

Shimmer and jitter values are an estimative characteristic of the quality of exercise
performance. Thanks to these parameters, we can judge the quality of the periodicity of
movements, both in terms of the difference in time of each repetition and the difference in
the amplitude of the movements.

Jitter absolute: Variation of fundamental frequency. The average absolute difference
between consecutive periods:

jitter (a) =
1

N − 1

N−1

∑
i
|Ti − Ti+1| (2)

Jitter relative: Average absolute difference between consecutive periods, divided by
the average period:

jitter (r) =
1

N−1 ∑N−1
i |Ti − Ti+1|
1
N ∑N

i=1 Ti
(3)

where Ti is the extracted period lengths and N is the number of extracted periods.
Shimmer dB: Expressed as the variability of the peak-to-peak amplitude in decibels,

average absolute base-10 logarithm of the difference between the amplitudes of consecu-
tive periods.

shimmer (a) =
1

N − 1 ∑N−1
i=1

∣∣∣∣20 log
(

Ai+1

Ai

)∣∣∣∣ (4)

Shimmer relative: Defined as the average absolute difference between the amplitudes
of consecutive periods, divided by the average amplitude, and expressed as a percentage.

shimmer (r) =
1

N−1 ∑N−1
i |Ai − Ai+1|
1
N ∑N

i=1 Ai
(5)

where Ai are the extracted peak-to-peak amplitude data and N is the number of extracted
fundamental frequency periods.

Having obtained all of the above parameters, it is possible to compare the results
obtained, as well as judge the quality of the exercise. Table 6 directly shows the results
obtained from four cases of Exercise 3.
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Table 6. Example of comparing the results of one iteration in Exercise 3.

Result Time, s
Min. Am-
plitude,

%

Max. Am-
plitude,

%

Frequency,
Hz

Shimmer
Absolute,

dB

Shimmer
Relative

Shimmer,
%

Jitter
Absolute

Jitter
Relative

Jitter,
%

LEFT HAND

Etalon 13.01 −68.15 67.52 0.859 11.78 0.029 2.886 0.076 0.064 5.344
Bad 9.46 −87.34 77.69 1.025 25.14 0.318 31.827 0.414 0.512 63.168

Exercise 9.41 −87.37 69.75 1.297 10.59 0.042 4.241 0.067 0.080 9.701
InGame 15.26 −87.34 77.55 0.806 16.29 0.033 3.280 0.164 0.118 8.438

RIGHT HAND

Etalon 13.01 −84.37 66.29 0.8591 8.69 0.029 2.940 0.091 0.076 6.380
Bad 9.46 −85.22 76.35 1.025 25.04 0.373 37.262 0.389 0.477 58.548

Exercise 9.41 −85.04 64.78 1.297 16.67 0.056 5.568 0.084 0.102 12.228
InGame 15.26 −83.75 76.99 0.806 13.00 0.035 3.483 0.196 0.140 9.997

The data in Table 6 refer to measurements of a single exercise performed once.
Figure 11 shows a graphical analysis of the data obtained.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 11. Visualization of the parameters of the result obtained. Where (a)—shimmer absolute result for Exercise 3,
(b)—shimmer relative result for Exercise 3, (c)—jitter absolute result for Exercise 3, (d)—jitter relative result for Exercise 3,
(e)—percent of shimmer value in signal, (f)—percent of jitter value in signal.
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As for the jitter and shimmer parameters, it is worth noting that the lower their values,
the better the result obtained in the end. This will mean that the player performed the
game exercise as clearly and correctly as possible.

Additionally, the time and amplitude parameters should be compared in a different
way. The reference point is the value of the repetition amplitude of the reference signal, in
this case, the distance between the maximum and minimum amplitude of each repetition
and the entire signal (values in Table 6).

4. Results

4.1. Comparison of Results

In addition to comparing the results obtained from a single exercise, it is also important
to understand the dynamics of those results. This is necessary in order to understand the
efficiency of the system in repeated use, as well as to ascertain the parameter of overall
efficiency. Table 7 shows the results obtained from Exercise 4 over six days with a 12-h
interval between exercises for one person. The exercises are performed in normal exercise
mode and directly in the game. The comparison is made according to the same parameters
that were shown in Table 6. The results presented are the specific case of a particular
player. The results of other players are treated in the same way and according to the same
methodology as presented below.

Table 7. The results obtained from Exercise 4 in its two interpretations: game and usual.

Result Time, s
Min. Am-
plitude,

%

Max. Am-
plitude,

%

Frequency,
Hz

Shimmer
Absolute,

dB

Shimmer
Relative

Shimmer,
%

Jitter
Absolute

Jitter
Relative

Jitter,
%

Ordinary Exercise

Etalon 25.39 −19.4 19.7 28.55 0.44 7.91 0.044 4.398 0.590 0.241
Bad 12.41 −11.92 28.67 31.01 0.82 13.54 0.198 19.77 0.229 0.201

Try 1 11.24 −19.04 11.15 24.75 0.91 10.76 0.120 12 0.158 0.140
Try 2 10.94 −9.46 22.86 29.12 0.93 7.91 0.057 5.731 0.142 0.130
Try 3 10.61 −15.16 18.98 27.66 0.96 10.38 0.112 11.241 0.108 0.096
Try 4 10.54 −12.28 17.88 26.72 1.06 4.94 0.055 5.498 0.100 0.095
Try 5 10.44 −10.96 20.92 28.09 0.98 11.04 0.090 8.955 0.082 0.083
Try 6 9.18 −13.81 17.58 26.824 1.12 7.82 0.092 9.233 0.128 0.139

In-Game Exercise

Etalon 19.27 −37.20 41.82 70.35 0.31 15.41 0.084 8.422 0.508 0.155
Bad 29.79 −38.53 38.27 63.08 0.28 17.85 0.178 17.770 2.758 0.484

Try 1 28.00 −45.05 58.12 80.16 0.21 19.83 0.136 13.585 0.330 0.077
Try 2 25.69 −45.06 46.28 76.19 0.23 13.40 0.092 9.168 0.223 0.050
Try 3 25.72 −39.05 49.01 83.95 0.19 18.02 0.182 18.24 0.545 0.127
Try 4 23.17 −42.46 44.82 70.47 0.3 21.70 0.196 19.573 0.368 0.105
Try 5 22.88 −43.91 46.9 74.81 0.26 21.39 0.162 16.153 0.952 0.254
Try 6 22.09 −22.68 26.4935 43.81 0.23 15.76 0.153 15.327 0.778 0.187

Table 7 shows the results obtained from Exercise 4 in two different interpretations:
as a game level performance and as a normal physical exercise. Figure 12 shows a visual
representation of the results.

The effectiveness of the system can be judged following the first tests. One of the
indicators of the system is time, which shows how fast the player completes a level. From
this, it is possible to compile statistics on the player’s progress, and this can be done by
comparing it to the normal way of performing the exercise. In the example of the results
obtained from Exercise 4 in Table 7 and Figure 12, the time value decreases in both cases of
normal exercise and the in-game level. In essence, however, the time values for both cases
mean a different situation. Figure 13 and Table 8 shows the progression of the results as
a percentage.
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Figure 12. Visual representation of Exercise 4 result comparison in time, frequency, % of Shimmer and Jitter. Where (a)—time
value for each try of Exercise 4, (b)—frequency value of each Exercise 4 try, (c)—percent of shimmer value influence on
signal for each Exercise 4 try, (d)—percent of jitter value influence on signal for each Exercise 4 try.

  

 

Figure 13. Comparison of both variations of Exercise 4. Where (a)—characteristic of the change in the time result indicator
for the usual form of Exercise 4, (b)—characteristic of the change in the time result indicator for In-Game interpretation of
the Exercise 4, (c)—characteristic of the closeness of the obtained time to the etalon time in percent (higher is better).
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Table 8. Players time parameters.

Result
Time

Standard, s

Time
Standard
Error, %

Time
In-Game, s

Time
In-Game
Error, %

Percentage
of Standard
Accuracy, %

Percentage
of In-Game
Accuracy, %

Etalon 25.39 0 19.27 0 100 100
Try 1 11.24 55.73 29.79 45.30 44.27 54.70
Try 2 10.94 56.91 28 33.32 43.09 66.68
Try 3 10.61 58.21 25.69 33.47 41.79 66.53
Try 4 10.54 58.49 25.72 20.24 41.51 79.76
Try 5 10.44 58.88 23.17 18.73 41.12 81.27
Try 6 9.18 63.84 22.88 14.63 36.16 85.37

The data in Table 8 are obtained from the percentage ratio between the values of the
reference and received signals. The table shows the difference in the main indicators of
the signals in terms of time and accuracy. This is clearly expressed in the fact that the
time of the standard execution of Exercise 4 decreases with each new attempt (column
“Time Standard, s”). At the same time, the “Time Standard error, %” column shows the
percentage of deviation of the obtained time for each try from the “Etalon” value. Time
indicators are taken as an example as one of the main evaluation parameters.

Figure 13a,b shows the difference in time needed to complete Exercise 4 for each trial.
In the first case, the Try 1 result differs from the reference by 14.15 s, which is 44.27%.
This gap then increases with each new trial to 9.18 s, i.e., 63.84%. This indicates that this
examinee is trying to finish the exercise quickly (there is no question as to the correctness
of the exercise at this point).

The second case is exactly the opposite. This time difference is 10.52 s (45.3%), and the
time difference decreases to 3.61 s, which is only 14.63%, unlike in the case of the standard
exercise. Based on this result, we can conclude that by choosing an interpretation of the
exercise based on the platform developed, the player will have a greater motivation and
desire to perform the exercise more correctly.

Even though in both cases the exercise time is reduced, the case of the in-game result
shows that the platform developed justifies itself as an additional tool for rehabilitation
proposes. This is due to the fact that by introducing a certain kind of activity, such as,
in this case, steering the ship through the control points, the person focuses not just on
completing the exercise, but also on performing it as correctly as possible. This is also
greatly helped by the presence of a visual response to the player’s actions.

The same pattern is observed in the case of the frequency of exercise. In Figure 12, the
frequency response of both cases shows that while in the case of the normal exercise, the
player tries to perform the exercise faster each time, the in-game case allows to regulate the
tempo of the movements at the same level.

The jitter and shimmer values are also indicative of a certain kind of result. Due to the
peculiarities of the game level for Exercise 4, there is a need to control the period of each
repetition by the game itself, which allows you to bring the time of each repetition to the
median value. Calculation these parameters is an important part of the system because
they mainly control and regulate the dynamics of the player’s movements, which allows
monitoring and regulating the rehabilitation process more accurately.

4.2. Explanations of Results

As can be seen in Figure 12, in general, both interpretations of Exercise 4 evidence a
similar progression of results. Nevertheless, it should be noted that with respect to some
specifics, Exercise 4 is somewhat different in nature in these two interpretations. While
in the case of the simple hip movement, the main goal is the precision of the movement—
namely, the most similar values of the amplitude of the movement, the period of each
repetition and the total time of the movement—in the game version, the key goals are
somewhat different.

Based on the peculiarities of Level 4 (which is the interpretation of the Exercise 4),
the number of repetitions is 10, with 5 hip movements on each side, while for normal
performance it is 20, with 10 movements on each side. However, this reduction in repetition
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is compensated by the fact that the player is not limited to this number. Since the goal of
the game level is to steer the boat through 10 gates, and not just 20 moves, the player can
do more to achieve this. An example of how this works is shown in Figure 13.

Unlike the usual physical interpretation of Exercise 4, the in-game version forces the
player to focus more on the quality of the exercise. Considering that the boat is steered
directly with the hips, the number of repetitions will be determined by the player’s level of
dexterity and control. In the “ideal” performance of this exercise, the movement pattern
(Figure 13b) is similar to the physical performance movement pattern (Figure 14a). As you
can see in Figure 14c, the first attempt to pass the level required far more movement for
the player, although after passing the same level on the 6th attempt (Figure 14d), player
significantly improved their score. Instead of 18 moves, they needed 10, which is a 44.4%
increase. At the same time, the level completion time also improved, whereby the score
improved from 28 s to 22.09, which is 21.1% better than the 1st try.

In the case of a normal exercise, the time score indicates that the exercise was per-
formed faster with each new time, to perform it faster. These rules of analysis also apply to
Exercise 5 since they are similar in their nature and the way they are performed. At the
same time, the game interpretation of the first three exercises does not differ in mechanics
from the physical one, and so in this case, a direct comparison of the indexes given in
Tables 6 and 7 is provided.

Figure 14. Cont.
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Figure 14. Example of the difference in the pattern of movements for different interpretations of Exercise 4. Where
(a)—etalon signal view for standard exercise interpretation, (b)—etalon signal view for In-Game exercise interpretation,
(c)—example of In-Game signal view of Ty 1, (d)—example of In-Game signal view of Try 6.

5. Discussion

Even though, based on the results, the system shows its effectiveness, additional
checks and evaluations are required. Having analyzed those articles that are listed in
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Table 1, as well as other similar studies, it was concluded that, in general, the effectiveness
of introducing additional systems, such as computer games, into the rehabilitation process
is quite effective at present. Thanks to the variability of technical and software solutions,
it is possible to choose the activity for almost any types of rehabilitation procedure. This
includes, for example, assistance with problems with the upper extremities [44,47,49],
lower extremities [47,50], or for the whole body [42,43,51]. The variability in the methods
used in these studies also allows the rehabilitation process to be tailored as effectively
as possible. These include the use of special tracking tools, such as the Kinect system
or Virtual reality interfaces [42,44,46,49,50], and neural networks to avoid the need for
additional sensors [43,51].

Since the system presented in this article also has its own characteristics, it is possible
to compare it to the above solutions. This should be undertaken in terms of several aspects
that affect different sides of the platforms.

Technical side: Includes additional peripherals or technical devices. If we refer to
that case, then it is worth comparing the additional tools and sensors that were used
in different approaches, and what the reason for this decision was. The purpose of the
platform described in this article is to create the most convenient and simple system, which
does not require any additional handling by the doctor or players. This technical solution
already offers certain kinds of advantages, in contrast to the variants where a virtual reality
system was used [42,48]: the Kinect platform or Wii [46,49], additional camera systems
and additional technical means [42,50]. Disregarding additional sensors offers you an
advantage in terms of accessibility, as well as in terms of the longer-term relevance of the
platform. For example, Microsoft Kinect and Nintendo Wii have been out of production
and without support since 2017 and 2013, respectively.

The platform presented here does not require any additional peripherals other than
the webcam, which is a very common and cheap device. This makes the system not only as
affordable as possible from the financial standpoint, but also easy to install and use.

Visual side: Undoubtedly, the visual part of the platform has a very important func-
tion, namely, to attract the player and motivate them to return to the game. In the case
of the platform developed, it was decided to make the player part of a certain little story
in which they are directly involved. Unlike other solutions [44,48–50] where the player
simply performs tasks and activities related only to one general style, or has no thematic
activities at all [43,50] our platform offers a small adventure, which makes the system
more interesting.

In addition, this kind of exercise presentation, which has a beginning and an end
goal, is designed to help the player, mentally. The theme of travel is chosen precisely
because of the possible limited mobility of the players, given the age category in addition
to the peculiarities of the location, and thus helps to try out activities that are not normally
available to a person, even if not to the fullest extent. This, in turn, has a positive effect on
their mental state.

Algorithm used: The built-in motion recognition algorithm is based on a neural net-
work, and this solution has both pluses and minuses. Unlike the Kinect technologies [46,49],
where the 3D image is built using a system of depth cameras, or the Virtual Reality sys-
tem [42,48], in which the work is based on a constant reading of the position of sensors
inside the helmet and controllers in addition to building a volumetric image with the
camera system, solutions based on neural networks depend quite heavily on external
parameters. These include the quality of lighting, positioning of the player in front of the
camera, and quality of the processed image. In this regard, and in order to obtain the most
correct data, it is necessary to introduce and observe additional rules of work with systems
based on neural networks [43,51].

Bearing in mind that the main task was to make the platform as accessible and simple
as possible, it was decided in this study to take the neural network algorithm as a basis.
Consequently, use of the platform allows you to apply the principle of “install–run–use”.
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Medical focus and value to physicians: The system proposed is designed to help
support and rehabilitate predominantly the elderly, although it can also be applied to
patients with minor musculoskeletal system problems. The focus of the choice of exer-
cises and their direction is based on the principle of “a little of everything”, in contrast
to the systems aimed at working with a particular part of the body, such as the upper
extremities [44,46,48] or the lower extremities [42,50,51].

In terms of the value of the system to medical staff, the platform acts as a tool for
systematizing information, which allows the doctor to monitor progress of the patient’s
recovery and their overall activity indices more accurately and qualitatively. The main
feature is that, unlike some similar systems [43,48,50], direct participation by the attending
physician in the game process is not required. All the data obtained can be viewed and
examined at any time, thanks to the cloud interface where this information is duplicated,
as seen, for example, in the solution [43].

Results and effectiveness: Given the specific nature of the study presented, it is
rather difficult to compare it to the results obtained from similar solutions. Although the
effectiveness of the gaming platform increases the patient’s outcome from 30% to 50%
depending on the level and activity, the value in this case does not show the specific
rehabilitative potential of the system. There are several reasons for this.

Firstly, while in studies like ours, the main parameters for assessing the effectiveness of
the system were precisely the rehabilitation indicators, and it was the result of rehabilitation
actions that was compared and evaluated, in our case, the signals into which the system
converts the player’s performance are researched. Therefore, in this case, it is the indicators
of the received signals, such as jitter, shimmer, amplitude–frequency response, and so on,
that are important for the study presented here. It is on this comparison that the working
principle of the platform presented is based.

Secondly, because of the situation regarding the COVID-19 pandemic, it was not
possible to conduct tests with the target audience. Bearing in mind that young people (from
21 to 42 years old) took part in the study, the results obtained from them are not entirely
accurate, albeit at the same time, proving extremely useful for further research purposes.

Thirdly, which follows on from the first point, based on the results obtained, it turned
out to be a wrong solution to study such indicators as the Activities of Daily Living (ADLs),
Cognitive Function Scale (CFS), Nottingham Health Profile (NHP) [45] score. The reason
for this is that it would be incorrect to compare the performance of healthy young people
to results from elderly people.

Fourthly, one of the main tasks at this stage of research was to find out the value of the
system’s effectiveness, as well as its capabilities as an additional module for rehabilitation
procedures, which, unfortunately, we were unable to fully test at the time of writing this
article due to the COVID-19 pandemic.

Emotional component. While testing the platform, most of the players noted that
performing physical activities in the form of a computer game was a more interesting
experience for them, as opposed to conventional physical activities. In this study, we did
not test participants on their emotional state after the game, as the data obtained would
not have been entirely correct. The explanation for this is that older people react differently
to computer games than the age group that took part in the test. Therefore, the estimated
results would have been different.

Nevertheless, the feedback provided a certain kind of information that will help to
further develop the system.

6. Conclusions and Future Plans

This article presents an interactive system developed to help rehabilitate and support
the elderly, as well as patients with musculoskeletal system problem. The main idea was
to create an additional tool that would be as simple as possible and would not require
any additional material resources, designed to improve the rehabilitation process, and to
make it more interesting. At this stage, the developed platform is an independent gaming
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platform, which includes a set of tools and algorithms aimed at improving the rehabilitation
process itself, as well as aspects of it. During the development and testing of the system,
there were certain questions that needed to be addressed, as follows.

Question 1: Technical Basis. Given that the original goal was to create a system that
can be used by different users, it was decided to create an interactive gaming platform, in
other words, a serious game that the user can install easily and use at any time.

The main point was that the player’s indicators should be recorded in real time with
the use of a minimum number of additional means. That is why a body tracking system
was used with only a webcam, while providing the maximum level of functionality.

Question 2: Medical rationale. That set of 5 basic exercises that were integrated into
the platform form part of a set of rehabilitative activities specified by a physiotherapist.
Considering the specific target population, namely, elderly people from 60 to 85 years old,
as well as people with minor musculoskeletal system problems, the set of exercises used
can support the user in physical terms in a complex way, similar to the usual exercise. The
only difference is that the interpretation of these exercises and the presence effect make
physical activity more meaningful and visually attractive to the user.

Question 3: How valuable is the system, and how can it be used? In addition to its
use in the home as a regular entertainment system, it is also of medical value. Thanks to
the built-in player tracking and analysis system, all player results are stored and can be
viewed immediately after the game or after a period of time. Furthermore, these results
can be used as a record of the rehabilitation process, owing to data systematization. This
feature is very useful for doctors because it allows them to monitor the patient’s progress
not only in the hospital, but also remotely.

Limitations: Unfortunately, owing to the situation regarding the pandemic, it is not
possible at present to compare the results of the effect of the system developed directly on
the target audience. This is also because those subjects who participated in this study do
not have any problems with the musculoskeletal system, and their ages are lower than the
target age. Nevertheless, the results clarify many aspects and allow us to draw conclusions
about the effectiveness of the platform.

Future plans: There are also plans to improve the system. In view of the current situa-
tion regarding the COVID-19 pandemic, the testing process was unfortunately deprived of
the opportunity to obtain results directly from the target audience. Nevertheless, we plan
to test elderly people in the near future.

We also plan to expand the set of integrated exercises, and their different gradation
in terms of complexity and orientation. At present, research is underway on the use of
additional material aids, such as smart bands, balance sensors, and so on. Work is also
already underway to connect additional tools and sensors, although first and foremost, the
plan is to implement and connect levels that will be aimed at analyzing and training the
player’s balance.
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Abstract: This study addresses the importance of salience placement before or after scotoma devel-
opment for an efficient target allocation in the visual field. Pre-allocation of attention is a mechanism
known to induce a better gaze positioning towards the target. Three different conditions were tested:
a simulated central scotoma, a salience augmentation surrounding the scotoma and a baseline condi-
tion without any simulation. All conditions were investigated within a virtual reality VR gaming
environment. Participants were tested in two different orders, either the salient cue was applied
together with the scotoma before being presented with the scotoma alone or the scotoma in the wild
was presented before and, then, with the augmentation around it. Both groups showed a change in
gaze behaviour when saliency was applied. However, in the second group, salient augmentation also
induced changes in gaze behaviour for the scotoma condition without augmentation, gazing above
and outside the scotoma following previous literature. These preliminary results indicate salience
placement before developing an advanced stage of scotoma can induce effective and rapid training
for efficient target maintenance during VR gaming. The study shows the potential of salience and VR
gaming as therapy for early AMD patients.

Keywords: AMD; salience; virtual reality; VR; preventive care

1. Introduction

The macula is the human eye’s richest area in terms of photoreceptors. This part of
the retina is endeavoured to produce a sharp image of the objects we gaze upon. Hence,
deterioration of this area may lead to the formation of scotomas or areas with partial or
complete diminished visual acuity.

Amid the different conditions that can deteriorate the status of the macula, two are
the conditions that appear more often: the myopic macular degeneration, which occurs in
the presence of high myopia [1], and the age-related macular degeneration (AMD), which
usually appears in the last decades of life [2]. Myopic macular degeneration and AMD
combined affect approximately 11% of the world’s population [1,3].

Patients with macular degeneration are known to adapt to the central visual loss by
modifying the so-called foveated behaviour, i.e., objects of interest will no longer be fixated
within the macula. A peripheral behaviour substitutes this foveation, meaning that patients
will learn to fixate away from the target of interest so that the target can be positioned
on a healthy retinal location, and consequently acknowledged. This technique is called
eccentric viewing, and the healthy part of the retina used to look at objects is referred to as
the preferred retinal locus (PRL). This peripheral gaze behaviour is known to be the only
way that patients have to continue their daily life [4].

However, the peripheral retina has a poor visual resolution [5], and it is not intended
to acknowledge details in focused objects. It takes time to adapt and modify the natural
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foveation behaviour, but in the end, one or more eccentric PRLs develop naturally [6–10].
Correct adaptation and use of the retinal areas with intact visual quality are a key part of
safely continuing day-life activities such as safely crossing the street [11,12].

New technologies such as virtual reality (VR) and augmented reality (AR) have
recently proposed new assisting tools for patients suffering from macular degenera-
tion [13–15]. These tools aim to improve the quality of life of patients by improving the
eccentric viewing and assisting patients specifically during critical tasks.

Embracing these new technologies and applying them to patients can assist them
in improving eccentric fixation. Likewise, these technologies can be used with healthy
subjects to study improvements in gaze behaviour under simulated visual loss conditions.

Standardised gaze-contingent scotoma simulations can change gaze behaviour in
healthy participants in the same way as patients do [16–20] and scotoma simulations can
replicate visual loss in a standardised manner with a well-defined area and filling [21–23].
Thanks to this standardization, there is the advantage to overcome the variability of differ-
ent shapes and positions the scotoma patients bring into studies [16,17] and investigate
augmentations in a generalized manner that can get later validated when applied to
patients [24].

In this study, a standardised gaze-contingent scotoma simulation was used to occlude
the central vision bilaterally to test, for the first time, the effects of gaze placement before
and after salience application. The study’s purpose was to test the hypothesis according to
which preventive attention placement can lead to a better target positioning in relation to
scotomas [4,25].

An augmented peripheral cue was designed to be perceived as salient, and induce the
eyes to position a moving target outside the central occluded area. The circular cue was
applied to the dominant eye only, in the periphery and gaze-contingent. A unique-eye-of-
origin stimulus presented in the periphery is known to attract the gaze towards its position;
it induces a popping-out effect, known as saliency [26]. Furthermore, the augmentation
was gaze-contingent, with a constant position in the peripheral visual field. It is known
that peripheral cues have an automatic component of attention allocation that once they
have triggered it, its focus is preserved in that location [27,28]. For the present study, this
means that once the eyes were attracted towards the peripheral cue, the target would start
to be positioned in an annulus area where automatic attention is known to be focused [27].

Traditional tasks used for PRL development studies and therapy can be repetitive,
exhaustive, and tedious, ending in a decrease in the subject’s motivation [29]. For the
current study, a VR game that involved tracking and detecting changes in a moving object
was introduced to re-definite these traditional tasks. Gamification, in this context, was
intended as a leap from those training sessions to more engaging experiment blocks.

2. Materials and Methods

2.1. Participants

Thirteen participants took part in the study (7 females and 6 males, mean age 29, stan-
dard deviation (SD) ± 3 years, only one subject wearing eye-correction, eye contact lenses).

2.2. Set-Up

For the virtual experiment, the Unity 2019.3.0a5 version was used as a design tool,
with C# as a programming language, running on a PC with Windows 10 Home, having a
64-bit operating system, an Intel Core i7 -7700HQ, 2.8 GHz, 16 GB RAM, and an NVIDIA
GeForce GTX 1070 GDDR5 graphics card.

The HTC Vive Pro Eye [30] headset was used to present the virtual environment.
This headset has an integrated eye tracker with a sampling frequency of 120 Hz and a
known latency between 58 ms and 80 ms [31,32]. This HMD also has two AMOLED screens,
with a resolution of 1.440 × 1.600 pixels to each eye (pixel density of 615 pixels per inch
(PPI)), and a refresh rate of 90 Hz. Tobii Pro SDK v1.7.1.1081 [33] and Vive SRanipal

84



Appl. Sci. 2021, 11, 7164

SDK v1.0.3.0 [34] were used to save eye-tracking data and to present the gaze-contingent
simulations, respectively. A Microsoft Xbox wireless controller was used for subject input.

2.3. Calibration Procedure

An initial semi-automated inter-pupillary distance (IPD) adjustment and a calibration
of five points (SRAnipal) was carried out for all participants at the beginning of each
condition. The participant sets the IPD through a knob that can be rotated to adjust the
lenses distance. Based on the pupil position, the SRAnipal system provides feedback to the
subject when the distance has been set correctly. Only after a correct IPD adjustment, the
eye-tracking calibration can start. After a correct calibration output offered by the software,
the subject could start with each condition type.

2.4. Experimental Procedure

Participants were asked to pursuit a moving target with unrestricted head movement
while playing a 2-D Pong game in VR. The playing area covered ±28° horizontally by
±26° vertically. The moving target consisted of a 3° ball moving at an average velocity of
21.74 ° s−1 (SD: ±0.63 ° s−1) from one side to the other of the screen following a randomised
triangular trajectory. The subjects controlled two paddles to keep the moving ball inside
the playing area. If the ball left the playing area, the trial was re-started by the participant.

During the Pong game, the ball changed colour at random intervals. Participants were
asked to press a button whenever they acknowledged that the ball stimulus changed colour,
which, if recognised, it would increase their score. During the session, the participants
could move their heads freely. In addition, a head-fixed rectangle of ±14.25° horizontally
and vertically was presented to motivate the subjects to move their heads.

2.4.1. Conditions

All participants were tested in three (3) conditions: normally sighted, central scotoma,
and salience augmentation of scotoma simulation. In the normal condition, no simulation
was used while playing the game. During the central scotoma condition, eye-tracking
was used to simulate a 12° circular scotoma occluding the central visual field. In the
augmented central scotoma condition, a 2° circular augmentation, with a diameter of 27°
was implemented around the simulated scotoma and applied to the dominant eye.

Figure 1 shows of how the simulations in the scotoma and augmented condition
looked like. Each condition was measured in three blocks of five (5) minutes. Before each
block, a manual drift correction had to be performed by the subject.

Figure 1. (a) Specifications of the central scotoma (CS) and (b) augmented scotoma (AS) condition.
In the CS condition the scotoma (a) had a diameter of 12°. In the AS condition (b) there was an
concentric augmentation of 2° around the scotoma and an annulus area extending 7.5°.

2.4.2. Manual Drift Correction

A manual drift correction was applied at the beginning of each block for all conditions.
The manual drift correction (Figure 2) consisted of a manual scotoma adjustment performed
by the participant. Each subject was presented with a scotoma simulation for each eye and
a central red dot, attached to the eye camera. The red dot was used as a reference to centre
the scotoma. Participants could correct the scotoma position using the Xbox controller.
After the scotoma was correctly centred and checked by the experimenter, the experimenter
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pressed a key to start the next block. These offset values were then applied throughout
the block session. The drift correction was designed to compensate for eye-tracking data
quality decay in VR due to the movement of the participant, which is known to induce drifts
into the precision of the eye tracker [35]. These drifts can influence scotoma positioning.

Figure 2. Drift correction was performed manually by the subject to have a centralized scotoma
around the red dot at the beginning of each block. In the figure above, a hypothetical example of how
a decentralized scotoma (in black) might look like (a) and hypothetical stages of position correction
(b,c), black arrows, performed to have a concentric positioning of the scotoma around the red dot (c).
The grey circle is used as a reference for this figure to indicate where the simulated scotoma should
be positioned.

2.5. Groups

The participants were separated into two groups, defined by the order in which the
different conditions were presented. Although the augmentation and scotoma conditions
were randomized, all subjects started playing the game without any applied simulation
first (normally sighted condition) (Figure 3).

Figure 3. Scheme of the experimental procedure. Participants were divided into two groups (G1
and G2). Both groups initiated playing the Pong game under normal vision conditions (normally
sighted, NS). The difference between groups was defined by the order by which the scotoma (CS) and
augmented scotoma (AS) simulations were presented. In group 1, the scotoma simulation followed
the augmentation, in group 2 the opposite. During each condition, three blocks (1, 2, and 3) were
tested. Each block was the same for all conditions. It started with a manual drift correction followed
by a 5-min timer playtime. During the game, the ball could have exited the play area. In that case,
the timer was frozen and the game re-started. When the timer ended, a new block started.

86



Appl. Sci. 2021, 11, 7164

3. Data Processing

3.1. Data Pre-Processing
3.1.1. Noise Cancellation: Fluctuation in the Sampling Data

Eye-tracking data were first checked for fluctuations in the sampling rate which
can lead to noise in the eye-tracking data introducing spurious variation into the eye
movements [36,37]. Sampling rate fluctuations were found if the time that passed between
two samplings were bigger than the known inter-sample range (8.3 ms, with an error
margin of ±0.4 ms). Following common practice [37], when fluctuations were detected,
two data points before, and two data points after the identified fluctuation were deleted
from the dataset. After this filter, a percentage of total data exclusion was calculated.

3.1.2. Latency Error Correction

All gaze-contingent paradigms are always subject to a lag between where the par-
ticipant’s current eye position is and where the rendering of the scotoma is shown on
display. This latency is related to the system’s processes to display the image based on
the eye position. First, it needs to record the eye position and transmit it to the computer;
the computer would receive it and shift the scotoma position, render the new image, and
finally, it displays the new image on the headset screen [38]. This delay in the scotoma
presentation means for the current experiment that the scotoma might not cover the exact
6° radius of the central vision at all time.

To account for the latency error between the actual eye’s position and the actual
recording of the eye, the target position was used as an indicator of where the recording of
the eye should have been. This error can be approximated in the distance between the gaze
and target positions measured during the normal condition.

For every frame, the normalised target (re-referenced to the eye) and the dominant
eye’s normalised gaze were transformed into two-dimensional Cartesian coordinates. Then,
the eye-target distance was calculated using the Pythagorean theorem. For every target
data sample, twenty-one eye data points (ten previous to the matching timestamp and ten
forward) were registered. The median in the distances between these 21 points and the
target position was considered the system standard error.

A mean and the standard deviation [39] for this error were calculated for each sub-
ject and assumed as the time delay between the recorded eye position and the actual
eye location.

3.1.3. Eye-Tracking Data Filtering

The Nyström and Holmqvist [40] velocity-based algorithm was used to filter the
high jumps in eye velocity caused by missing eye data. These jumps occur above the
normal velocity of the eye during a saccade (300 ° s−1). The sgolay function in Matlab
based on Savitzky and Golay [41] was used over the 3D raw gaze coordinates. Sample-to-
sample velocity between two consecutive gaze coordinates in degrees was calculated for
the raw and filtered data. These velocities were compared to observe the filtering effect of
this algorithm.

3.1.4. Saccades Smoothing: Moving Median Window

As described by Shanidze et al. [42], to calculate the gaze-target distance, saccade
information is usually kept. To smooth the saccade’s data and look for trends that could
otherwise be overlooked due to a high number of saccades that occur during the initial
phases of scotoma habituation [43], a moving median window was used. Different sliding
windows of 5, 10, 20, and 40 s were compared until saccades smoothing was achieved, and
a more clear trend with less volatility in gaze-target distance was observed.
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3.1.5. Colour Change Recognition Sub-Task and Scotoma Radius as Cutoff for the
Maximum Positive and Negative Predictive Values

Bayes’ theorem was applied to test the probability of colour recognition due to scotoma
coverage. The distance between gaze and the edge of the target and whether it was above
the scotoma’s radii were used to indicate seen or not seen, and the colour change detection
to determine correct or wrong.

Seen and correctly recognised was defined as true-positive, while non-seen and
detected was false-positive. Similarly, if the colour change was not detected but the target
was visible, it was considered a false-negative. If it was not visible and not detected, it
counted as a true-negative. The probability of the positive and the negative predictive value
were then calculated for the group and individually, and can indicate that the central vision
might not be correctly occluded due to eye movements such as saccades and blinks [44,45].
Hence, the subject could have seen the target outside the intended radius of occlusion
partially or entirely when he/she was not supposed to, influencing the correct and incorrect
colour recognition task ratio. To test for possible errors in scotoma occlusion, five different
scotoma radii extensions were considered, from 6° to 4°, in steps of 0.5°. Suppose an actual
error due to partial occlusion of the central visual field was present. In that case, all subjects
should present a low positive predictive value and a high negative predictive value for the
6° scotoma radii.

The lower the margin for the scotoma radii, the higher number of positive predictive
values are expected. This increase will occur until the positive predictive value would
reach a plateau. The opposite would be observed for the negative predictive value. Fur-
thermore, this test allows us to identify the subjects who performed the task correctly from
those who did not. Each subject was looked at individually to observe the trend. If the
positive and negative predictive values did not show the same trend as the majority did,
they were identified as having a bad performance, not in line with the experiment and
therefore excluded.

3.2. Data Analysis
3.2.1. Gaze-Target Distancing: Condition Type Influence over Eye Position

After data pre-processing, the effect of the independent variable, condition type, was
investigated over the dependant variable, the median distance between the gaze and the
centre of the target. The normality of the sample was tested with the Kolmogorov–Smirnov
one-sample test (p < 0.001). Given the absence of a normal distribution in our data, the
non-parametric Kruskal–Wallis test was used. These results were further compared with
an FWER test (Dunn–Šidák).

3.2.2. Gaze-Target Direction: Training Effect across Blocks

To examine whether there was a significant change in gaze behaviour, the gaze-target
direction was plotted as a function of different blocks. Re-direction of eye positions in
favour of the upper, lower, right, or leftwards hemifield indicated changes of gaze be-
haviour across time [18,25]. A polar histogram was used to look into the gaze direction and
confront it to the target across blocks. Zittrell [46] polar histogram plot based on Berens [47]
was used after calculating the wrap angle between gaze and target. Circular statistics were
used, and the mean resultant vector (r) and the average direction were calculated for each
block. The mean resultant vector values range between 0 and 1, where 0 indicates that
data have a large spread while 1 means that the entire dataset is concatenated towards one
point. This parameter was used to look into the spread of the gaze direction with respect to
the target. The average angle indicates the potential directionality for the tested block.
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4. Results

4.1. Data Pre-Processing
4.1.1. Noise Cancellation: Fluctuation in the Sampling Data

Only 0.83% of the data were omitted due to fluctuations in the sampling rate, meaning
that these points had a sampling rate outside the normal range of sampling.

4.1.2. Latency Error Correction

The best gaze-target distance was found to be when gaze data points were 3 position
updates behind the target data. Considering the sampling frequency of 120 Hz, in terms
of latency, this indicates that the recorded eye position and the actual eye position had a
delay error of 25 ms (Figure 4).

Figure 4. Latency offset for best gaze-target distance across all subjects. The red line indicates the
mean tested for all the different time offsets, and the shading red represented the SD around the
mean. The black arrow indicates that the best gaze-target distance is at its lowest when gaze data are
sifted by 25 ms.

4.1.3. Eye-Tracking Data Filtering

A 24 sample Savitzky and Golay [41]´s algorithm was found to effectively refine
the velocity between successive gaze data. This second-order polynomial interpolation
smooths the gaze data gaps, where the velocity was above the normal saccades velocity, as
reported by Nyström and Holmqvist [40]. The result of the filter can be seen in Figure 5
when comparing filtered data with raw data, sample-by-sample.

x

x

Figure 5. Gaze samples were filtered using the Savitzky–Golay filter, with second-order polynomials
and 24 filter length. In the dataset, the effect (red) on simple, raw (blue), sample-to-sample velocity.
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4.1.4. Saccades Smoothing: Moving Median Window

Four different moving median windows were tested to the gaze-target distance to
de-noise it. In comparison to the original data, every sliding window proved to improve
and smooth the gaze-target distance (Figure 6). Out of the four tested ones, the 40 s centred
moving average window presented less volatility induced by saccadic behaviour and best
smoothing in the data.
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Figure 6. Original gaze samples (blue) and different moving window medians applied to the original
data smoothing the saccades (red).

4.1.5. Colour Change Recognition Sub-Task and Scotoma Radius as Cutoff for the
Maximum Positive and Negative Predictive Values

The test revealed that indeed there was a big variability when comparing positive and
negative predictive values across different scotoma radii, starting already at 5.5° indicating
that the actual radius of the coverage area was smaller than 6°. The probability of positive
and negative predictive values had less considerable variability when reaching the 5°
radius of scotoma coverage and started to reach a plateau (Figure 7). This indicated that
the ball could have been perceived when the distance was ≤5°, and not 6° from the target.

On the other hand, it was observed that some subjects performed the task correctly
across all conditions, while others did not. The probability of positive and negative
predictive values did not show the same trend as the majority of subjects, with no plateau
reached (Figure 8); those subjects were excluded from the analysis, as a poor performance
in the test was suspected. A total of 5 subjects had to be excluded due to this criterion. For
the analysis, a total of 8 subjects were included, four from each group.
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Figure 7. Bar plots of positive and negative predictive values of all subjects across different scotoma
radii. The black arrow inside the box plots indicates the point from which a plateau is starting to
emerge. The plateau is starting to emerge at 5°.

Figure 8. Inclusion and exclusion criteria for different subjects. Positive and negative predictive
values were looked at to identify the trend where, irrespective of the scotoma radius, both values
reached a plateau (the positive predictive value did not increase and the negative predictive value
did not decrease anymore). The black arrow indicates where this plateau was reached for the majority
of subjects. In this example, a demonstration is shown for subjects 1 and 2. For those where this trend
was not observed, they were excluded. This was the case, for example, for subjects 5 and 12.

4.2. Data Analysis
4.2.1. Gaze-Target Distancing: Condition Type Influence over Eye Position

In the first group, salience was applied after subjects had to adapt for 15 min to an
advanced scotoma simulation. The Kruskal–Wallis test found that there is a significant
difference between the three conditions (χ2 (2) = 7.19, p = 0.03) for the distance between
gaze and target. The post-hoc Dunn’s revealed that the cued scotoma induced significant
changes in the gaze-target distance (p = 0.02) compared to the normal condition. No
significant difference was found for the scotoma condition compared to the other two
conditions (Figure 9, G1).
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For the second group, where subjects were presented first with the scotoma simulation
together with the cued salience, there was a significant effect between the three conditions
as well (χ2 (2) = 7.20, p = 0.03). The post-hoc Dunn’s revealed that compared to the normal
condition, the central scotoma changed significantly the gaze-target distance (p = 0.02,
Figure 9, G2).

Figure 9. Box plots of the gaze-target distance for the two groups tested. A Kruskal–Wallis test
indicated a significant difference between the three conditions for both groups. The post-hoc Dunn’s
indicated differences in gaze behaviour when comparing the normal condition to the augmented
scotoma (AS) for group 1 (G1) and the scotoma condition (CS) for group 2 (G2). Both p-values were
below 0.05 (indicated by the asterisk). The target cover area (in green) is both above the intended
scotoma cover area (in gray) and the scotoma area with cover errors (scotoma trailing area, above the
dotted lines). The values above the median line (red) of the box plots are the median value of the
pre-processed gaze-target distance for all subjects across all three blocks.

4.2.2. Gaze-Target Direction: Training Effect across Blocks

Circular statistics revealed that gaze had a directional tendency above the target in the
second group, where subjects started first with the augmented scotoma. For both groups,
when the augmentation was present (during the three blocks), the gaze starts showing a
preferred direction, with a less homogeneous distribution in the gaze directions, across
blocks. For the second group, the gaze shifts upwards, and during the third block, the
resultant mean vector doubles its size for the second block, meaning a greater bias in the
directionality. An upper direction starts to emerge, with an average angle of 92° ± 2° of gaze
with respect to target. This trend is maintained when the augmentation is removed (central
scotoma condition), becoming more pronounced across blocks of this new condition,
maintaining the gaze-target direction at 89° ± 1° and at 91° ± 1° for the second and third
block, respectively (Figure 10). The bias strength also increased across blocks. No such
trend was observed for group one.
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Figure 10. Polar histograms of gaze direction in respect to target for group 1 (G1) and group 2 (G2)
across the blocks (1, 2, and 3). Above each polar histogram, the mean resultant length (r) and the
average angle (avgAng) with the corresponding SD of gaze-target direction are represented. The long
red line represents the average angle, the black bold semicircle at the end of the red line indicates the
SD. The red arrow overlapped on top of the long red line is the mean resultant vector.

5. Discussion

Macular degeneration is a chronic disease that affects central vision; as the macular
region deteriorates, it loses the ability to produce clear images of the focused objects. The
visual system needs to re-adapt its behaviour to overcome this condition by shifting the
gaze away from the object of interest and reallocating it in the periphery (outside the area
of visual loss). Quickly developing a new adaptive mechanism is essential for patients
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suffering from macular degeneration to detect objects of interest, such as incoming cars
or bicycles. Most patients with central visual loss take up to three (3) months to adapt,
and only one out of three manages to direct their eyes correctly towards the object of
interest [9,48].

Other authors have already used VR for rehabilitation and training of this eccentric
fixation behaviour using patients [13–15]. However, one of the major challenges for these
studies is that patients have different types of scotomas with different shapes and positions,
and for this reason, patients require individualized augmentations. The mixed results
obtained so far regarding individual augmentation on patients complicate its translation to
clinical practice.

The current study investigates gaze behaviour during salience augmentation for
standardised central scotoma simulation during tracking of a moving object. Previous
studies only looked at changes in normally sighted participants with simulated scotomas
without further testing how augmentations might change their behaviours. In our case,
a modified version of a VR Pong game was presented to participants where they had to
pursue a ball, stopping it from exiting the play area by moving the paddles, and they also
had to acknowledge changes in the ball’s colour.

The group whose participants initially experienced an advanced scotoma simulation,
and only afterwards salience around the scotoma was presented, a significant change in
gaze behaviour was observed. In comparison to the normal condition, during the salience
augmented scotoma condition, the target was placed above the scotoma edge both when
considering 5° as well as 6° radius (Figure 9, G1). Furthermore, the polar histograms show
that, even if the mean resultant vector did not increase across blocks, gaze position started
to be directed more and more towards the lower hemifield in the augmented condition. On
the other hand, no such trend could be observed across blocks for the scotoma simulation
condition (Figure 10, G1). The tendency observed for the salient augmented condition is
in accordance with previous findings [4] where 57% of macula degeneration patients had
better attention preference for the lower hemifield and where most patients with central
visual loss direct their gaze [21,48–51].

For the second group, a change in gaze behaviour for both simulated conditions was
also achieved. A significant change was observed during the scotoma simulation, with the
target being placed further away from the scotoma edge when taking into account 5° and
also 6° extension in the coverage range (Figure 9, G2), when compared with the baseline
condition (normal). The polar histogram revealed a similar trend for the augmented
condition to the one observed by the first group. The gaze’s direction started having a
specific directionality that was kept throughout the other two blocks. This direction was
kept when scotoma simulated participants had to play the game without augmentation,
and the value increased even more across the blocks. Additionally, by the end of the third
block of the central scotoma condition, the bias strength tripled the value that subjects had
when they finished the last block of the augmented condition (Figure 10, G2). The trend
that emerged was to position the gaze above the target. However, even if in an uncommon
position, the gaze position above the target was still in line with previous studies [25].

Based on the results, we hypothesise that presenting salient cues at the early stages of
central visual loss can help build a preferred gaze location. In contrast, prior experiences of
wild gazing in the presence of a scotoma may delay this choice. These results also point
towards developing a preferred retinal locus (PRL) position for moving targets.

Subjects presented with advanced stages of a central scotoma who have not undergone
any training and had not been presented with visual cueing usually develop an unclear
and variable preferred gaze positioning. This variability is reduced when augmentation is
implemented and the previously adopted positioning changes. However, this behavioural
change might take longer due to this previously positioning that the subject already has.

Some potential limitations should be acknowledged, considering the pilot nature of the
study. For instance, future studies will need to replicate our findings with greater samples.
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Moreover, the present study indicates that different adjustments on the augmentation
might be needed depending on the stage of the macular degeneration.

In this study, the HTC Vive Pro Eye, which is known to have an end-to-end latency
between 58.1 ms [31] and 80 ms [32] was used. Thanks to the colour recognition subtask
and the scotoma radii thresholding, the data were corrected for eye-tracking delays (25 ms).
However, this end-to-end latency [31,32,44] is not stable as it can be seen in the results,
and therefore may have influenced the scotoma positioning similarly to previous gaze-
contingent paradigms [44,45].

After data pre-processing, a 1° error in scotoma coverage for the majority of subjects
tested was found. This finding allowed a better understanding of the occluded area and
allowed us to correct for it when analysing the results. However, it also decreased the area
that was intended to be covered.

An additional limitation of the current system are errors in the IPD estimation. This
type of error can lead to a breakdown of binocular fusion, with errors in correctly focusing
on a target [52]. However, as calibrations were performed before each condition and manual
adjustments of the scotoma were performed on a trial basis, this error can be neglected.

Despite the limitations discussed above, a standardised scotoma simulation of 5°
was still achieved for eight subjects. The simulation changed the gaze behaviour com-
pared to normal conditions. In general, our results confirm what was previously pub-
lished [16–20,24], i.e., standardised scotoma simulations and augmentations help study
and train gaze behaviours. Virtual reality gaming proved to be a more entertaining task,
resulting in greater participants’ engagement and rapid adaptation. The similar results
obtained in a VR 2D world to previous literature is the first step for building a model for a
future, more complex and immersive reference system. Once a model of PRL development
with the key characteristics and behaviours has been established more immersive and
realistic virtual scenarios can be used, such as, for example, crossing the street scenarios
that involve tracking a moving target in the periphery.

6. Conclusions

Not only salience augmentation to standardised scotoma simulations in normally
sighted participants was investigated for the first time in this study, but this study also
looked and corrected for the latency effect these paradigms suffer from.

Displaying a gaze-contingent scotoma induces an eccentric gaze behaviour, and a ring
augmentation on top of it can modify this behaviour. Early application of this augmentation
enhances the gaze positioning and the development of a PRL, similar to what has been
reported in the literature. Meanwhile, experiencing a scotoma without any cue can lead to
a higher position disparity and may require more extended training periods.

This study needs to be replicated before clinical translation can be applied. Nonethe-
less, it shows potential for a new type of training for macular degeneration patients.
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Abstract: The main purpose of this research is to evaluate the differences in the reaction time
and accuracy rate of three categories of subjects using our serious games. Thirty-seven subjects
were divided into three groups: normal (n1 = 16), MCI (Mild Cognitive Impairment) (n2 = 10), and
dementia—moderate-to-severe (n3 = 11) groups based on the MMSE (Mini Mental State Examination).
Two serious games were designed: (1) whack-a-mole and (2) hit-the-ball. Two dependent variables,
reaction time and accuracy rate, were statistically analyzed to compare elders’ performances in
the games among the three groups for three levels of speed: slow, medium, and fast. There were
significance differences between the normal group, the MCI group, and the moderate-to-severe
dementia group in both the reaction-time and accuracy-rate analyses. We determined that the
reaction times of the MCI and dementia groups were shorter compared to those of the normal group,
with poorer results also observed in accuracy rate. Therefore, we conclude that our serious games
have the feasibility to evaluate reaction performance and could be used in the daily lives of elders
followed by clinical treatment in the future.

Keywords: reaction time; accuracy rate; serious game; PC-based game; MCI; dementia; elderly
healthcare; cognitive function

1. Introduction

The World Health Organization (WHO) estimates that around 50 million people have
dementia, with nearly 10 million new cases every year [1]. Dementia refers to deterioration
of cognitive function in the elderly. This syndrome affects memory, thinking, orientation,
comprehension, calculations, learning capacity, language, and judgment. It also affects
individual quality of life and is a financial burden for families due to expensive costs for
healthcare [2]. According to the Alzheimer’s association (2019), 36% of people aged 85
or older have Alzheimer’s Disease (AD) [3]. Dementia and other cognitive impairment
diseases have become an important global issue, as the number of elderly people is in-
creasing. In 2025, it is predicted that Taiwan will become a super-aged society (National
Development Council in Taiwan, 2016). As age increases, problems in cognitive abilities,
such as divided attention, memory decline, etc., also increase [4].

Simple reaction times are valid for measuring cognitive function in both patients
and normal subjects [5]. Furthermore, the authors in [6] also noted that accuracy rate can
correlate significantly with episodic memory performance and other cognitive functions.
Reaction time and accuracy rate are thus related to cognitive functions [5–7]. Most pre-
vious research used neuropsychological tests, such as the Flanker test, the Cambridge
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Neuropsychological Test Automated Battery, and Repeatable Battery for the Assessment of
Neuropsychological Status [6,7]. Therefore, in this study, our main objective is to determine
the difference in the reaction time and accuracy rate between the aforementioned three
categories of subjects (normal subjects, Mild Cognitive Impairment (MCI), and dementia)
using our own designed serious games. We intended to determine whether the response
performance (also mentioned in [7]) can differentiate between these three categories. A
study by Phillips et al. [8] found that patients with MCI and Alzheimer’s disease had
significantly longer reaction times than normal aging control groups, with reaction times
that did not eliminate individual differences. When the factors related to the different
reaction times of individuals are excluded, patients with MCI actually behaved similarly to
the normal aging control group, but the responses of patients with Alzheimer’s disease,
after excluding the effects of individual differences, were still not as good as those of the
other two groups.

Numerous methods have been developed to examine Alzheimer’s disease and MCI.
Invasive methods are used to collect data from inside the human body and are not con-
sidered safe and comfortable for subjects [9]. Valladares-Rodriguez et al. [10] found that
using noninvasive methods like serious games can detect the onset of MCI or Alzheimer’s
disease. In our study, we applied the same method noninvasively by designing PC-based
serious games to evaluate the reaction times and accuracy rates related to the cognitive
abilities among normal subjects, MCI subjects, and dementia subjects. Our approach was
to compare the results of the performance of an elder individual when playing the game
using neuropsychological tests of cognitive function based on the MMSE (Mini Mental
State Examination).

There are many neuropsychological tests and clinical questionnaires used to assess
dementia levels among the elderly. Clinical questionnaires, such as the Mini Mental State
Examination (MMSE) [11] and the Montreal Cognitive Assessment (MoCA) [12], are a
popular way to evaluate cognitive abilities via clinical measurements. Costaz et al. [13] used
an Augmented Reality (AR) serious game called Smartkuber to perform cognitive screening
among the elderly. To validate the relationship between game results and MoCa results,
the authors used the Pearson correlation statistical method [13–15]. In our research, we use
the MMSE to evaluate the level of dementia among the elderly due to the heterogeneity
of the age-group. A study was conducted by the authors of [16] in Greece to validate the
performance of the MMSE, and the result proved that an MMSE score of 23/24 is a credible
test for diagnosis of dementia.

Several well-designed serious video games have been proposed and should be helpful
for evaluating cognitive abilities [10,11,17–19]. Fontana, E et al. [19] developed a serious
game called TrainBrain, designed to improve concentration and to minimize the effects
of the cognitive decline in attention for the elderly and children with ADHD (Attention
Deficit Hyperactivity Disorder). In recent years, the products currently on the mainstream
market for video and mobile games were designed for young people to experience exciting
sight and sound stimulation, which may not be adaptable for the elderly. The development
of a serious game is very challenging, especially when addressing dementia patients.
Many factors must be considered, such as the needs of the subjects, human–computer
interactions, emotions, comfortability, etc., which make development more complicated.
A well-designed GUI (Graphical User Interface) is one of the most important aspects to
help subjects focus on the game [20]. In [21], the authors built a whack-a-mole game for
tablets (Android-based). The game was divided into different speeds, and the time was
used to record the subject’s score and response time. The authors proved that this game
can be used to assess some executive functions, especially those related to inhibition, in
their recent study [22]. They also suggested that this game can be developed for the elderly
to assess other executive functions [22,23].

In this present study, two serious games were designed to meet the standards of play
for the elderly. The purpose of our PC-based games was to measure response performance
(reaction time and accuracy rate). Psychologists and clinicians were continuously consulted
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during system development to obtain a better understanding about the complexity of the
external appearance of cognitive functions and the reactions of the elderly. Based on [22],
first, we built a similar whack-a-mole game without distractors (the objects in addition
to the mole) to focus only on reaction time and accuracy rate when playing the game,
as the game’s target is to collect information on the reaction time and accuracy rate of
the subjects. Then, we designed the second game, hit-the-ball (with a distractor), also
to assess judgment ability and to observe how the subjects distinguish between objects.
Another issue, as explained in [24], is that elderly people may think that computers are
not friendly for them, making these games uncomfortable to play. Therefore, our games
were designed to be as simple as possible and easy to play, considering that the subjects
are old and that most of them have never experienced playing PC-based games before. It
was found that the traditional whack-a-mole machine game was a famous game in the past
for Taiwanese people. We designed a special board-button to allow the subjects to be more
familiar and comfortable with the game. In our discussion, we analyze and explain the
response time and the accuracy rate as the dependent variables. We used the MMSE score
(normal group, MCI group, and moderate-to-severe dementia group) and game level (slow,
medium, and fast) as the independent variables. We also analyzed judgment ability for the
hit-the-ball game. All results were calculated using statistical methods (Kruskal–Wallis Test
and Friedman Test) for accuracy rate and one-way ANOVA for reaction time. We found
that there are significant differences between these three categories of subjects.

2. Methods and Experimental Design

2.1. Game Design
2.1.1. Whack-a-Mole

The typical whack-a-mole machine was historically very popular at playgrounds in
Taiwan. The PC-based whack-a-mole game was designed to simulate the gameplay of a
real whack-a-mole game machine. Based on the work in [22], we built the game with only
three holes and hidden moles that pop up randomly. The players need to hit the correct
button on the button array immediately next to the hole when the mole pops up randomly.
Unlike the authors in [22], we did not use another object as a distractor, such as a similar
mole with a hat or another object to assess inhibition ability, as our main concern here was
the differences in reaction times and accuracy rates between our subjects. We designed
the game with 3 holes, as shown in Figure 1, and Table 1 shows the three levels of speed:
(1) slow, (2) medium, and (3) fast.

 

Figure 1. Screenshot demonstration of the whack-a-mole game.
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Table 1. Time difference based on the speed level of the whack-a-mole game (in seconds).

Speed-Level Time Duration Time Interval between the Mole Appearing

Slow 3 1
Medium 2 1

Fast 1 1

2.1.2. Hit-the-Ball

Based on the whack-a-mole game, we built a second game called hit-the-ball. This
game has almost the same purpose as that of the whack-a-mole game but with differences
to assess judgment ability. We also designed it in a 3D environment. We designed this
game considering the participant’s mood since they played the games in sequence, which
we assumed would be a relatively long time for an elder. This game has three fairways.
Every fairway has three segments for evaluating reaction time. Balls are launched far from
the end of the fairway and roll toward the player. In this case, the subject has time to
think about and anticipate the right ball. The player needs to hit the balls that roll into
the red zone of the fairway, while some metal meteors that should not be hit are used to
distract the player’s judgement. We used a judgment analysis to determine if the subjects
had any difficulty in differentiating between the objects. The number of balls and metal
meteors are the same and appear randomly. Figure 2 shows the design of the hit-the-ball
game, and Table 2 shows the three levels of speed for the hit-the-ball game. Three modes
with different rolling speeds (from slow to fast) were designed to test reactive ability. A
screen demonstration is shown in Figure 3. For further investigations, we included a
time-unlimited mode, where we recorded the time when the subject pressed the button
even after the ball disappeared.

 
(a) 

 
(b) 

 
(c) 

Figure 2. Screen shots of the first stage of the hit-the-ball game: (a) the scene, (b) the ball, and (c) the
metal meteor.
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Table 2. Time difference based on the speed of the hit-the-ball game (in seconds).

Speed-Level Time Duration
Time Interval

between the Balls
Time on the Redzone

Slow 3.7 5 1.6
Medium 2.8 4 1

Fast 1.8 4 0.5

 

Figure 3. A designed board-button.

2.2. Experimental Design

These games were designed using Unity 2018 and the C# platform with Microsoft
Visual Studio 2016. Statistical analyses were performed using the SPSS 25 software package
(IBM Corporation, Armonk, NY, USA). The designed board-button was made with an
Arduino UNO R3 with FSR sensor as the input. We designed the board-buttons for both of
the games since we were concerned about the comfort of the patients (some of them have
never played PC-based games with a keyboard or mouse). We considered also the size
and distance between the button, which should be as large as when they played the game
in an amusement park. The width for each button was 7 cm, with the distance between
the centers being 10 cm. For detailed information, Figure 3 shows the specification of the
designed board-button. Figure 4 shows the subject playing in front of the screen using the
designed board-button.

 

Figure 4. A subject playing a PC serious game in our experimental room using a designed board-button.

103



Appl. Sci. 2021, 11, 628

This study was approved by the ethics committee of Taichung Veterans General
Hospital in Taiwan and conducted in accordance with good clinical practice procedures and
the current revision of the Declaration of Helsinki. There were a total of 37 subjects enrolled
in this study, including 16 males and 24 females between the ages of 70 and 90 years, with a
mean of 75.38 ± 11.41 SD (16 normal subjects, 10 mild cognitive impairment subjects, and
11 moderate-to-severe dementia subjects). Table 3 shows the demographics of the subjects
with the clinical questionnaire MMSE scores.

Table 3. Demographic of the subjects with the clinical questionnaire MMSE (Mini Mental State
Examination) scores.

Subjects
People

(Percentage)
Mean and Standard

Deviations

Age 37 75.38 ± 11.41
Sex

Male 13 (35%)
Female 24 (65%)

MMSE
Normal 16 (43%) 27.81 ± 1.97

MCI (Mild Cognitive Impairment) 10 (27%) 20.50 ± 1.51
Moderate 10 (27%) 14.30 ± 1.49

Severe 1 (3%) 6 ± 0

2.2.1. Clinical Evaluation: MMSE (Mini Mental State Examination)

We used the clinical questionnaire MMSE (Mini Mental State Examination) to cate-
gorize our subjects into three different groups: the normal group, the MCI group, and
the dementia (moderate-to-severe) group. The MMSE questionnaires were examined by a
psychologist along with a doctor specialized in healthcare for the elderly.

2.2.2. Procedure and Consent

The participants signed their consent to ensure they knew all the regulations and
the consequences related to the experiments. All participants were instructed before
playing to familiarize them with the PC-based games. They also had practice time. In the
practice mode, they played in the slow-speed mode for each game and were assisted by
the instructor to ensure that they knew how to play the games. They only played both
games once, and all data were recorded for analysis. Recorded data during practice were
not included.

2.2.3. Modes

In these two games, we separated the measurements into the time-limited mode and
time-unlimited mode. The time-limited mode features a limited time to respond when the
ball/mole appears, while the time-unlimited mode gives the patients more time to react
after the ball/mole disappears. We divided the games this way because we assumed that
some of the subjects would be slow to respond to the correct ball and the mole even if
they recognized the ball/mole. We believe that the subjects had awareness, even though
they reacted slowly. This was proven when they hit the button after the ball had passed
the fairway.

2.2.4. Parameters

• Independent Variable To easily observe performance in the hit-the-ball game, the sub-
jects were divided into three groups for observation according to the total score of the
subject’s MMSE scale: the normal group (MMSE ≥ 24), MCI group (18 ≤ MMSE ≤ 23),
and moderate-to-severe group (MMSE ≤ 17).

• Dependent Variable
• The hit-the-ball game
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• Accuracy rate of the ball In the hit-the-ball game, the accuracy rate considered only
correct balls hit by our subjects. Every speed level has 5 balls, and the accuracy
rate was calculated for the time-limited and time-unlimited modes in each group of
subjects. Time-limited here means the time when the subjects pressed the button while
the ball was within the red zone. Time-unlimited is considered the time when the ball
appeared until the time the next ball appeared.

• Response time This variable includes all response times when the subject presses the
button for the three different speed levels. Here, we consider the time-limited and
time-unlimited modes to observe the differences between the three different groups.

• Accuracy rate of the ball and metal meteor (Judgement) In this variable, we consider
the balls and the metal meteors to observe the judgement of the subjects. There are
5 balls and 5 meteors balls for every speed level. Every subject has to hit the correct
ball and not hit the metal meteors to obtain a point. If the subject presses the metal
meteors, he or she misses one point.

• The Whack-A-Mole game
• Accuracy rate of the mole In the whack-a-mole game, the accuracy rate was calculated

by all the correct answers when the subjects responded to the mole. There are ten
moles for every speed level in this game.

• Response Time The response time for the time-limited mode is the time when the
subjects press the button when the mole appears, and for the time unlimited mode,
the response time is when the mole appears and disappears before the next mole
is launched.

2.3. Statistical Methods

A normality test of the data was performed to determine the use of parametric or
nonparametric statistical methods. In the hit-the-ball and whack-a-mole games, the Kruskal–
Wallis test was used to compare the accuracy rates among the normal (n1 = 16), MCI
(n2 = 10), and moderate-to-severe dementia (n3 = 11) groups. A comparison of the two
groups using a Mann–Whitney test was performed after the null hypothesis in the Kruskal–
Wallis test was rejected. The median difference among the repeated measures of the
3 speed levels in the game for each group was compared using a Friedman test. A Wilcoxon
signed-rank test was used to test the null hypothesis that the median difference between
two speed levels is equal to 0. The average response time of the 3 groups was compared by
a one-way ANOVA. A post hoc analysis for comparison of the two groups was performed
after the null hypothesis in the one-way ANOVA was rejected. The significance level for
the statistical analysis was 0.05.

3. Results and Discussion

3.1. Whack-a-Mole
3.1.1. Accuracy Rate Analysis

Table 4 shows the accuracy rate and the results of the Kruskal–Wallis test for com-
parisons of the three groups at different speed levels for accuracy-rate analysis. In the
time-limited mode, the Kruskal–Wallis test was used to observe whether the performance
of the three groups was different for the three game speed modes. The results show that the
three groups had significant differences at medium speed (X2 = 17.147, p < 0.05) and fast
speed (X2 = 10.187, p < 0.05). The results of the posterior comparison with a Mann–Whitney
U test indicated that there was a significant difference between the moderate-to-severe
and normal groups (p < 0.05) as well as a significant difference between the MCI and
moderate-to-severe groups (p < 0.05) at medium speed. Further, when the speed was fast,
the normal and moderate-to-severe groups showed significant differences (p < 0.05), and
there was also a significant difference between the MCI group and the moderate-to-severe
group (p < 0.05).
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Table 4. Posterior comparisons of the different groups by test scores using Kruskal–Wallis.

Game Level

MMSE Kruskal–Wallis

Normal (1) MCI (2) Moderate-to-Severe (3)
X2 p-Value

Mean ± SD a Mean ± SD a Mean ± SD a

Time-limited
Slow 0.98 ± 0.05 0.98 ± 0.04 0.97 ± 0.06 0.229 0.892

Medium 0.99 ± 0.03 0.99 ± 0.03 0.88 ± 0.10 17.147 0.000 *
Fast 0.41 ± 0.33 0.11 ± 0.16 0.06 ± 0.09 10.187 0.006 *

Time
unlimited

Slow 0.99 ± 0.03 0.99 ± 0.03 0.97 ± 0.06 1.057 0.590
Medium 1.00 ± 0.00 1.00 ± 0.00 0.95 ± 0.10 4.859 0.088

Fast 0.97 ± 0.06 0.86 ± 0.19 0.80 ± 0.20 6.247 0.044 *
a SD indicates standard deviation. * p < 0.05. The null hypothesis that the medians of the three populations are equal is rejected.

In the time-unlimited mode, the Kruskal–Wallis test was used to observe whether the
three groups were different at the three game speed levels. The results showed that the three
groups were significantly different in the fast speed mode (p < 0.05). The Mann–Whitney
U test was then used to perform posterior comparisons, and the results showed that, when
the speed was fast, there was a significant difference between the moderate-to-severe group
and the normal group (p < 0.05). This means that the time-unlimited mode was relatively
easy for the normal group but difficult for the moderate-to-severe group. Some subjects in
the MCI group performed well, while others performed poorly.

Table 5 presents posterior comparisons of the impacts of the different game speeds
on test scores using a Friedman Test for the time-limited mode to observe whether game
speed was different for the three groups. The results show that the differences of all three
groups are significant (p < 0.05). A Wilcoxon signed-rank test was used to perform the
posterior comparison, and the results showed that the performance in the moderate-to-
severe group was significantly different between the medium to fast, slow to fast, and
medium to slow speeds (p < 0.05). The normal group, on the other hand, showed a
significant difference (p < 0.05) in performance under the medium to fast and slow to fast
speeds but no significant difference in slow to medium speeds; the MCI group also had a
similar performance. This means that, for the subjects in the moderate-to-severe group,
the three speeds provide three different levels of difficulty. For the normal group, there
was no difference in performance between the slow and medium speeds. The MCI group
presented a similar performance.

Table 5. Posterior comparisons of different speeds based on test scores using a Friedman Test.

MMSE

Game Level Friedman

Slow(A) Medium(B) Fast(C)
X2 p-Value

Mean ± SD a Mean ± SD a Mean ± SD a

Time-limited
Normal 0.98 ± 0.05 0.99 ± 0.03 0.41 ± 0.33 28.167 0.000 *

MCI 0.98 ± 0.04 0.99 ± 0.03 0.11 ± 0.16 19.419 0.000 *
Moderate-to-Severe 0.97 ± 0.06 0.88 ± 0.10 0.06 ± 0.09 20.600 0.000 *

Time-unlimited
Normal 0.99 ± 0.03 1.00 ± 0.00 0.97 ± 0.06 6.500 0.039 *

MCI 0.99 ± 0.00 1.00 ± 0.00 0.86 ± 0.19 7.000 0.030*
Moderate-to-Severe 0.97 ± 0.06 0.95 ± 0.10 0.80 ± 0.20 11.217 0.004 *

a SD indicates standard deviation. * p < 0.05. The null hypothesis that the medians of the three populations are equal is rejected.

In the case of the time-unlimited group, a Friedman test was performed to check if
the game speeds of every group of MMSE were significantly different. The results showed
that, among the three groups, the normal group and the moderate-to-severe groups had
significant speed performance differences (p < 0.05). A Wilcoxon signed-rank test was used
to perform the posterior comparison, and the results showed that the performance under
slow-to-fast and medium-to-fast speeds in the moderate-to-severe group was significantly
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different (p < 0.05). This result indicates that, for the subjects in the moderate-to-severe
group, each speed is significantly different from the other two speeds.

3.1.2. Reaction-Time Analysis

Table 6 shows the response time(s) of each group of MMSE in the time-limited mode
at different game speeds. The table shows that the reaction time decreases as the game
speed increases. For the fast speed level, the time taken by the MCI and dementia groups
is shorter than that of the normal group. We assume that this occurred because the subjects
did not pay attention to which hole the mole appeared in instead of simply pressing the
button randomly (which can be observed by the accuracy rate explained in Table 4). For the
time-limited mode, after the null hypothesis of the one-way ANOVA was rejected, a post
hoc analysis for comparison of two groups was performed and showed differences between
the normal group and the moderate-to-severe group, with a T-score = −0.24238 for the
slow speed and −0.24998 for medium speed. For the normal group and the MCI group,
the T-score was −0.18751 for medium speed. Significance levels were 0.05 for all analyses.

Table 6. Time-limited mode: the response time(s) of each group of MMSE at different game speeds.

Game Level

MMSE One-Way ANOVA

Normal (1) MCI (2)
Moderate-to-

Severe (3) F p-Value

Mean ± SD a Mean ± SD a Mean ± SD a

slow 1.10 ± 0.18 1.27 ± 0.19 1.34 ± 0.21 5.675 0.007 *
medium 1.07 ± 0.19 1.26 ± 0.12 1.32 ± 0.18 7.865 0.002 *

fast 0.71 ± 0.36 0.40 ± 0.46 0.68 ± 0.41 3.581 0.039 *
a SD indicates standard deviation. * p < 0.05.

Table 7 shows the response time(s) of different MMSE groups at different game speeds
in the time-unlimited mode. In the case of the time-unlimited mode, the response time of
the normal group was usually shorter than that of the MCI group and the response time
of the MCI group was also shorter than that of the moderate-to-severe group at all three
speed levels.

Table 7. Time-unlimited mode: posterior comparison of each group of MMSE at different game speeds.

Game Level

MMSE One-Way ANOVA

Normal (1) MCI (2)
Moderate-to-

Severe (3) F p-Value

Mean ± SD a Mean ± SD a Mean ± SD a

slow 1.13 ± 0.19 1.29 ± 0.24 1.34 ± 0.21 3.637 0.037 *
medium 1.08 ± 0.20 1.28 ± 0.15 1.38 ± 0.19 8.792 0.001 *

fast 1.05 ± 0.17 1.23 ± 0.16 1.31 ± 0.16 9.114 0.001 *
a SD indicates standard deviation. * p < 0.05.

For the time unlimited mode, after rejecting the null hypothesis in one-way ANOVA,
a post hoc analysis for a comparison of the two groups was performed and showed
differences between the normal group and the moderate-to-severe group only, with a
T-score = −0.20988 for slow speed, −0.29224 for medium speed, and −0.9224 for fast speed.
The results for the normal group with the MCI group presented a T-score = −0.20037 for
medium speed and −0.18090 for fast speed. The significance level was 0.05 for all analyses.

3.2. Hit-the-Ball
3.2.1. Accuracy-Rate Analysis

Table 8 shows the accuracy rate and the results of the Kruskal–Wallis test for compar-
isons of the three groups at different speed levels for accuracy-rate analysis. In the three

107



Appl. Sci. 2021, 11, 628

groups grouped by MMSE in the time-limited case, the Kruskal–Wallis test was used to
observe whether the three groups were different at the three speed levels of the hit-the-ball
game. After the posterior test with the Mann–Whitney U test, the results showed that,
when the speed is fast, there is a significant difference between the moderate-to-severe
group and the normal group (p < 0.05) but there is no significant difference between the
moderate-to-severe group and the MCI group (p > 0.05) as well as no significant difference
between the normal group and MCI group (p > 0.05). In the time-limited mode, when
the game speed is fast, the normal group and the moderate-to-severe group can be dis-
tinguished but the normal and MCI groups cannot be distinguished. In Table 8, we can
observe that, when the game speed is fast, the performance of those in the normal group
and the MCI group is much better than that of those in the moderate-to-severe group.

Table 8. The accuracy rate and the results of the Kruskal–Wallis test for comparisons of the three groups under different
speed levels.

Speed Levels of Game

Groups Kruskal–Wallis Test

Normal
Mean ± SD a

MCI
Mean ± SD a

Moderate-to-Severe
Mean ± SD a X2 p-Value

Time-limited

Slow 0.86 ± 0.17 0.68 ± 0.38 0.58 ± 0.29 6.587 0.037 *
Medium 0.83 ± 0.24 0.68 ± 0.40 0.60 ± 0.37 3.096 0.213

Fast 0.50 ± 0.43 0.16 ± 0.26 0.02 ± 0.06 9.972 0.007 *

Time-unlimited
Slow 1.00 ± 0.00 0.96 ± 0.13 0.78 ± 0.28 12.675 0.002 *

Medium 1.00 ± 0.00 0.98 ± 0.06 0.78 ± 0.34 7.637 0.022 *
Fast 0.98 ± 0.07 0.88 ± 0.21 0.56 ± 0.25 19.073 0.000 *

Judgment
Slow 0.98 ± 0.05 0.95 ± 0.16 0.76 ± 0.16 16.826 0.000 *

Medium 0.99 ± 0.05 0.96 ± 0.10 0.80 ± 0.20 9.778 0.008 *
Fast 0.96 ± 0.10 0.89 ± 0.12 0.71 ± 0.19 17.175 0.000 *

a SD indicates standard deviation. * p < 0.05. The null hypothesis that the medians of the three populations are equal is rejected.

In the time-unlimited mode, the Kruskal–Wallis test was used to observe whether
the three groups were different under the three game speed modes. The results showed
that the performance of the three groups under the three game speeds was significantly
different (p < 0.05). After a posterior comparison with the Mann–Whitney U test, the results
show that, when the speed is slow and fast, there is a significant difference between the
moderate-to-severe group and the normal group (p < 0.05) as well as a significant difference
between the MCI and moderate-to-severe group (p < 0.05); when the speed is medium,
there is a significant difference between the normal group and the moderate-to-severe
group (p < 0.05). This means that time-unlimited play is relatively simple for the normal
group and the MCI group while the moderate-to-severe group will have some difficulties.

To determine the judgment abilities of the three groups divided by MMSE, by using
the Kruskal–Wallis test to observe whether the three groups are different under the three
game speeds, the results showed that there were significant differences in performance
(p < 0.05) between the three groups. After posterior comparison with the Mann–Whitney U
test, the results showed a significant difference between the moderate-to-severe group and
the normal group (p < 0.05) in all three speed modes. There were also significant differences
between the MCI and moderate-to-severe groups (p < 0.05). This means that it is relatively
easy to judge the ball type for the normal and MCI groups, while this same task will be
difficult for the moderate-to-severe group.

In the case of the time-limited mode, the performance of the three groups at the three
game speeds was analyzed based on Friedman’s two-factor level variation. The results
show that the groups have significant performance differences at different speeds (p < 0.05).
In addition, a Wilcoxon signed-rank test was used to perform a posterior comparison and
the results showed that the speed score was significant (p < 0.05) for the medium vs. fast
modes in every group as well as the slow vs. fast modes (p < 0.05). This might indicate that
the speed was too fast for all subjects, which is why they performed poorly.
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For the three game speeds under the time-unlimited mode, the Friedman test was used
to observe whether the game speeds produced significant differences between the three
groups. The results showed that only the moderate-to-severe groups had significant differ-
ences (p < 0.05). In addition, the Wilcoxon signed-rank test was used to perform the poste-
rior comparison, and the results showed that there were significant differences (p < 0.05)
between the speeds of the medium vs. fast and slow vs. fast modes in the moderate-to-
severe group. Therefore, for the subjects in the moderate-to-severe group, there will be a
large difference in the accuracy rates under high speed compared to other speeds.

For the three groups, judgment ability was discriminated by the different speeds. The
analysis was based on the Friedman test, and the MCI group presented significant (p < 0.05)
results at the different speeds. However, the results showed no significant difference
(p > 0.05) using the comparison with the Wilcoxon signed-rank test. Therefore, for the
subjects in the moderate-to-severe group, there is a slight difference in judging the ball
compared to the other two groups, but there is no large difference. The time-limited mode
can, therefore, better classify the performance of the three groups than the time-unlimited
mode. Table 9 shows the posterior comparisons of the results of different game speeds by
test scores using the Friedman Test.

Table 9. Posterior comparisons of the results of different game speeds by test scores using the Friedman Test.

MMSE

Game Level Friedman

Slow(A) Medium(B) Fast(C)
X2 p-Value

Mean ± SD a Mean ± SD a Mean ± SD a

Time-limited
Normal 0.86 ± 0.17 0.83 ± 0.24 0.50 ± 0.43 13.378 0.001 *

MCI 0.68 ± 0.38 0.68 ± 0.40 0.16 ± 0.26 12.000 0.002 *
Moderate-to-Severe 0.58 ± 0.29 0.60 ± 0.37 0.02 ± 0.06 13.650 0.001 *

Time-unlimited
Normal 1.00 ± 0.00 1.00 ± 0.00 0.98 ± 0.07 4.000 0.135

MCI 0.96 ± 0.13 0.98 ± 0.06 0.88 ± 0.21 2.923 0.232
Moderate-to-Severe 0.78 ± 0.28 0.78 ± 0.34 0.56 ± 0.25 7.032 0.030 *

Judgement
Normal 0.98 ± 0.05 0.99 ± 0.05 0.96 ± 0.10 6.500 0.039 *

MCI 0.95 ± 0.16 0.96 ± 0.10 0.89 ± 0.12 6.421 0.040 *
Moderate-to-Severe 0.76 ± 0.16 0.80 ± 0.20 0.71 ± 0.19 4.171 0.124

a SD indicates standard deviation. * p < 0.05. The null hypothesis that the medians of the three populations are equal is rejected.

3.2.2. Reaction-Time Analysis

The response time here is the time from the ball appearing at the start point to the
subject pressing the button. Every group uses the response time of each person as an
individual datum for analysis. Without considering individual differences, some people
may have responded slightly slower and were only able to react when the ball entered the
red zone. Reaction time is used to indicate reaction ability in this evaluation. As the game
speed increases, the response time gradually decreased in all groups. The response times
under different game speeds are shown in Table 10.

Table 10. Response times of subjects at different game level(s) (time-limited).

Game
Level

MMSE One-Way Anova

Normal (1) MCI (2) Moderate-to-Severe (3)
F p-Value

Mean ± SD a Mean ± SD a Mean ± SD a

slow 0.29 ± 0.21 0.32 ± 0.26 0.37 ± 0.27 0.950 0.391
medium 0.22 ± 0.13 0.25 ± 0.15 0.25 ± 0.13 0.587 0.558

fast 0.14 ± 0.07 0.12 ± 0.07 0.15 ± 0.00 0.163 0.850
a SD indicates standard deviation. p < 0.05.
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Like in the whack-a-mole game, at medium and fast speed levels, the MCI group has a
shorter reaction time than the normal group, but the accuracy rate is very low (see Table 8).
Because the three groups of data were used for the normality analysis and found to be
normal, a one-way ANOVA was used to test whether the groups were different, and then a
post hoc analysis was performed to compare the differences between the groups.

For the time-limited mode, after the null hypothesis was rejected in the one-way
ANOVA, a post hoc analysis for comparison of the two groups was performed, and
the results showed differences between the normal group and the MCI group, with a
T-score = −0.27715 for medium speed; between the normal group and the MCI group,
with a T-score = −0.12272 for fast speed; and between the normal group and the moderate-
to-severe group, with a T-score = −0.14359 for fast speed. All significance levels were 0.05
for the analyses.

However, when individual differences are considered, the reaction time in the time-
unlimited mode did not increase with an increase in the game speed. However, in the three
groups, we found that moderate-to-severe subjects needed a longer response time than the
normal and MCI groups (as shown in Table 11), which may also indirectly lead to a lower
accuracy rate when game speed is faster.

Table 11. Response times of subjects at different game level(s) (time-unlimited).

Game Level

MMSE One-Way ANOVA

Normal (1) MCI (2)
Moderate-to-

Severe (3) F p-Value

Mean ± SD a Mean ± SD a Mean ± SD a

slow 0.17 ± 0.38 0.11 ± 0.55 0.28 0.51 1.213 0.301
medium 0.22 ± 0.47 0.49 ± 0.47 0.34 ± 0.22 9.342 0.000 *

fast 0.34 ± 0.23 0.46 ± 0.27 0.48 ± 0.16 6.261 0.002 *
a SD indicates standard deviation. * p < 0.05.

4. Conclusions

In this study, we found that the response performance of subjects with mild cogni-
tive impairment and dementia were poor compared to normal subjects comprehensively
evaluated by reaction time and accuracy rate. Although in the reaction-time analysis, the
performance times of the MCI and dementia groups seemed to be shorter than those of
the normal group for the same speed level, the accuracy-rate analysis showed poor per-
formance for both the MCI and dementia groups. We observed that these groups reacted
randomly by pressing the button when the speed was increased, without considering the
accuracy of the object in both the whack-a-mole and hit-the-ball games. Our results, along
with those in [6,7], show that those subjects had significantly poorer performance when
measured by simple reaction time and accuracy rate. Moreover, we successfully differ-
entiated these three categories of subjects using our serious games. For the reaction-time
analysis, we established that the time-unlimited mode in our experiment is a better method
to explain the results.

We also found that, even though the two games were designed together to evaluate the
reaction performance of the subjects, there were some observable differences in the results
of each game. Most subjects had better results with the whack-a-mole game than with
the hit-the-ball game. The first reason for this result may be because the hit-the-ball game
provides some time for the subject to wait before the ball is on the fairway, which might
be related to other cognitive abilities. Further related investigations could be explored in
the future. The second reason is because the subjects had to choose between the ball or the
meteor ball, which might be related to inhibition ability mentioned by [23], which affect
reaction time. This result could also be because the subjects played a similar game (like
a whack-a-mole machine at an amusement park (especially in Taiwan)) in the past. This
result could, thus, indicate muscle memory that was trained several years ago.
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Finally, we concluded that the reaction time and accuracy rates can be evaluated
using our two serious games while distinguishing between the three different subjects.
However, participation of more subjects will be an important factor for future research.
We also believe that these research results could be developed to investigate cognitive
function for healthy subjects and patients because such results are associated with neural
functioning [5,7]. Therefore, we will also observe potential neural cognitive dysfunction
using noninvasive methods such as EEG, MRI, and FMRI with our PC-based serious game.
We will also conduct intraindividual variability analysis in future studies to observe the
behavior of these subjects. Our hope is that these serious games will be used in the daily
life lives of elders to evaluate their performance, followed by and to be followed-up by
clinical treatment in the future.
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Featured Application: A mental and emotional state priming BCI to assist Neurofeedback self-

regulation serious games.

Abstract: Neurofeedback training (NFT) is a technique often proposed to train brain activity SR with
promising results. However, some criticism has been raised due to the lack of evaluation, reliability,
and validation of its learning effects. The current work evaluates the hypothesis that SR learning
may be improved by priming the subject before NFT with guided mindfulness meditation (MM). The
proposed framework was tested in a two-way parallel-group randomized controlled intervention
with a single session alpha NFT, in a simplistic serious game design. Sixty-two healthy naïve subjects,
aged between 18 and 43 years, were divided into MM priming and no-priming groups. Although both
the EG and CG successfully attained the up-regulation of alpha rhythms (F(1,59) = 20.67, p < 0.001,
ηp

2 = 0.26), the EG showed a significantly enhanced ability (t(29) = 4.38, p < 0.001) to control brain
activity, compared to the CG (t(29) = 1.18, p > 0.1). Furthermore, EG superior performance on NFT
seems to be explained by the subject’s lack of awareness at pre-intervention, less vigour at post-
intervention, increased task engagement, and a relaxed non-judgemental attitude towards the NFT
tasks. This study is a preliminary validation of the proposed assisted priming framework, advancing
some implicit and explicit metrics about its efficacy on NFT performance, and a promising tool for
improving naïve “users” self-regulation ability.

Keywords: self-regulation; assisted Neurofeedback; neurostimulation; mindfulness; randomized;
serious games BCI

1. Introduction

Techniques for self-regulation (SR) of mental states are widely used in clinical, pro-
fessional, athletic, and the game industry, whether for therapeutic, performance, or enter-
tainment reasons. They include imagery training, music regulation, breathing, meditation,
amongst others [1–6]. Many therapeutic implementations of SR have been using serious
games to increase user engagement and motivation for anxiety disorders [7], epilepsy [8],
attention-deficit/hyperactivity disorder [9], and cognitive training in elders [10]. However,
the combined use of SR and serious games is not a mature methodology. Some criticism
has been raised, pointing to the need for gradual stimulation, extra personalization of the
methodology, and more rigorous validation of its efficacy [7,9].
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With the advancement of SR technologies, mechanistic approaches are increasing, such
as brain-computer interfaces (BCI) that utilize our ability to learn how to self-regulate brain
states when provided with corrective feedback training (in this field SR is also known as
self-control) [11–14]. This type of training is defined as neurofeedback training (NFT). Put
simply, a neurofeedback (NF) interface works as a virtual “mirror” for neuronal oscillations
occurring within the brain, empowering a person to modify them [6–8] explicitly. In this
way, NFT acts as a technique to train brain activity SR (in EEG, train brainwave SR). In
generic terms, SR is a vital adaptation process to environmental and social challenges.
Moreover, SR deficits are linked with diverse behavioural problems and mental disorders
such as depression, rumination, distraction, anxiety, stress, and attention control [1,3]. In
neurophysiological terms, the adaptation process depends critically on the brain’s ability to
carefully control the time within—and transitions among—different states [15]. Moreover,
NFT promising results attracted the attention and scrutiny of the scientific and medical
community, and the technique of NF received criticism concerning the insufficient evalua-
tion, reliability, and validation of its training effects [16]. With the current protocols, the
benefits from NFT significantly differ between subjects, with a high percentage of inefficacy
(this percentage varies up to ≈50% of non-responders/non-learners, and depending on the
protocol, it can be higher). Leading to the frustration of potential users, economic costs,
and discredit in NFT and its professionals [5,12,13,17–22].

Multiple mechanisms drive NF SR learning and experimental outcome [14,16]. Nonethe-
less, it has been hypothesized that an “optimal” self-regulation state is necessary to achieve
significant performance in voluntary modulating brainwaves. In this state, the learner
should be more engaged, focused (mental focus), undistracted, and mindful of the experi-
ment without judgement of present tasks. Conversely, the learner should avoid self-related
thinking (self-monitoring), ruminating, distracting and task-unrelated thoughts, irrelevant
associations between internal states and external reward (doubts, questioning, evaluation of
progress), and mind-wandering [23–26], suggesting a correlation to focused attention forms
of mindfulness meditation (MM). Indeed, during MM, an individual is trained to more
efficiently sustain his/her attention toward an intended object (in the current experiment,
bodily breathing sensations, BM, and internal imagery of a calm place, IM) and away from
external (e.g., external stimulus like sounds, visual cues) or internal sources of distraction
(e.g., mind-wandering thoughts) [26–28]. From a dynamical system perspective, the subject
needs to “walk” (transition between states) in a trying-sensing continuum until it reaches
the “optimal” sensing state [11,15,26]. Therefore, brainwaves SR practice seems closely re-
lated to MM, and they both seem to depend upon three core mechanisms: attention control,
self-awareness, and emotional regulation [4,25,29,30]. In addition, current “big data” fMRI
research investigates the influence of pre-training/priming mechanisms associated with
brain structures and NF success [31] and activation levels on NF success [32] to find possi-
ble predictors of NFT performance. Moreover, the same group investigated a wide range of
different subject- and study-specific factors on real-time fMRI NF success [33], linking the
significant positive effect of pre-training to the familiarization of the participants with the
NF setup and mental imagery task before NFT runs. Other EEG studies focused on finding
predictors from the resting state baseline [22,34–36], psychological factors [23,24,34,37–46],
and neurophysiological factors [35,36,47–55].

Additionally, current EEG literature relates these states with up-regulation (synchro-
nization) of alpha rhythm or/and sensory-motor rhythm (SMR), but also with desyn-
chronization (downregulation) of surrounding bands [5,17,18,30,56–61]. The most repli-
cated electro-neurophysiological correlates of MM include phasic increases in the am-
plitude of EEG alpha oscillations during MM practice and increased resting EEG al-
pha amplitude. MM and EEG alpha NF have been shown to improve attentional per-
formance and increase full 8–12-Hz EEG alpha amplitude, as shown in the past two
decades [4,27,28,30,60,62–67]. As such, EEG alpha rhythm was selected as the feedback
signal of interest in the current study.
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Based on these previous studies, we hypothesized that it would be possible to develop
a “Neurofeedback assisted self-regulation machine” combining the technical, behavioural,
psychological, emotional, and electrophysiological components of EEG BCIs, NFT, MM, and
SR in a single framework. The current work intends to shed light on the specific question
of “how” priming intervention right before NFT (pre-NFT) affects NFT performance (of
alpha brainwave) and the emotional state—acquired using qualitative emotional state self-
reports and the quantitative emotional state biomarkers of galvanic skin response (GSR)
and heart rate variability (HRV). This framework could potentially improve the efficacy of
SR serious games targeting therapeutic, performance, or entertainment applications. The
current work belongs to a broader three-part study, in which the contributions were: (1)
the definition of the foundations of the framework and its design for priming subjects to
self-regulate their NF; (2) the development of NeuroPrime [68], an open-source version
of the framework in Python for utility, expandability, and reusability; (3) the testing and
validation of the framework in different experiments, one previously published [69], that
enabled the grasping of the requirements for validation, and the one described in this
paper. These preliminary steps aimed to answer what can be gained by developing this
framework. Specifically, the fundamental question is, does priming with external stimulation
affect the SR of NF? Questioning the targets, which target states (from EEG, GSR, HRV, and
self-reports) can be “optimal” for learning SR of brain activity (up-regulation of alpha)? Regarding
the stimulus, are mindfulness stimuli a good starting primer baseline to arrive at the “optimal”
target, compared to, for example, the standard rest baseline tasks? Measurement-wise, how can
we measure each individual’s target performance (learning and behavioural outcomes)? Regarding
the experimental temporal design, what is the best temporal design to implement the framework?
Regarding the software, is it possible to develop software to implement this framework?

This paper focuses on the significance of the current experiment on answering the fun-
damental question, precisely, which physiological (implicit) and declarative measurements
can provide information about the MM priming effects on NFT performance and the emo-
tional state of experimental participants. Hence, following the current NFT experimental
checklist [16], we present a randomized controlled intervention with multidimensional
signals processing and multivariate statistical analysis.

2. Materials and Methods

2.1. Participants

Criteria. The participants eligible for this study were Portuguese-speaking healthy
subjects aged 18–43 years, with normal or corrected-to-normal vision. At study entry,
they needed to be naïve or did not perform, at least, in the last year any NFT session.
Exclusion criteria were a history of psychiatric or neurological disorders and the taking
of psychotropic medications or addictive drugs. In addition, they were requested to give
voluntary written informed consent.

Groups sample. Initially, 121 participants were eligible for inclusion. Only 83 were
assessed for eligibility, and 62 participants were eventually randomized over two interven-
tions: the experimental priming group (EG, n = 31) and the control no-priming group (CG,
n = 31). Moreover, the priming stimuli (PRIME) and the eyes sequence (ES) of open (EO)
and closed (EC) eyes were randomized. The randomization criteria were to balance the
groups in sample and gender. Sixty-two participants completed the study; there were no
participant dropouts, and no adverse events were recorded. EEG power spectra during the
different task conditions were available for 60 participants (n = 30 EG, n = 30 CG). EEG
missing data were due to technical reasons (n = 1) and outliers at baseline tasks (n = 1).
Auxiliary measures like the battery of self-reports and GSR measures were available for
the 62 participants, while the HRV was missing data due to technical reasons (n = 3). As
such, we selected the 60 participants from EEG for the study of this paper. The consort flow
diagram of this single session randomized controlled experiment is presented in Figure 1.
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Figure 1. Consort flow diagram of the randomized controlled intervention. Of the 121 participants
eligible for inclusion, 38 declined to participate, and 21 did not meet the inclusion criteria. Sixty-two
participants were randomized and allocated to the priming and no-priming group. There were no
dropouts, and all the subjects completed the tasks. During analysis, missing data from subjects in
EEG and HRV were detected, and one CG subject with outlier EEG data was removed.

Procedure. All the protocols were in accordance with the Declaration of Helsinki,
and the reported study was approved by an Internal Review Board (IRB), the local Re-
search Ethics Committee of the University of Minho (Subcommission of Life and Health
Sciences, SECVS, created under the University of Minho Ethics Commission, CEUM).
Written informed consent was obtained before participation. Participants were recruited
from the University of Minho student and working community. Intervention measures
included questionnaires (psychological traits and states), neuropsychological tasks, EEG,
GSR, and HRV.

2.2. Randomizations and Study Blinding

A two-way parallel-group study with balanced randomization in sample and gender
was conducted (EG|CG). Randomization was performed using Python “random” package.
First, a list of subjects was created with balanced groups (EG|CG, EO|EC, BM|IM) in
sample and gender, and then, the list was shuffled using “random.shuffle()” function. From
the schedule time slots for experimental acquisition—slot 1 (9:00 a.m. to 11:00 a.m.), slot 2
(11:00 a.m. to 1:00 p.m.), slot 3 (1:00 p.m. to 3:00 p.m.), and slot 4 (3:00 p.m. to 5:00 p.m.)—the
participants would choose the slot to be allocated, and they were allocated following the
rule first come/first served.

PRIME stimulus (BM|IM) and the ES protocol (EO|EC) were double-blinded, i.e.,
neither the subject nor the researcher knew the group. The main groups (EG|CG) were
single-blinded to the subject.
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Power analysis. From a priori analysis, for two dependent groups, a total sample size
of 54 (i.e., 27 per group) was calculated (by G*power version 3.1.9 [70]) to be sufficient
to detect a medium effect size (f = 0.25) in a between moments repeated measure (RM)
analysis of variance (ANOVA) with an alpha of 0.05 and a power of 95% (i.e., testing same
group intervention on different tasks). While for two independent groups within-moments,
a total sample size of 60 (i.e., 30 per group) was only sufficient to detect a large effect size
in a one-way ANOVA (f = 0.47) and a t-test (f = 0.86) with an alpha of 0.05 and a power of
95% (i.e., testing different group interventions on the same task).

2.3. Interventions and Control Condition

Our framework adopts a closed-loop brain state-dependent stimulation (BSDS) de-
sign [13] and a simple NFT protocol to test whether mindfulness (focused attention on
stimuli) has a role in NF SR. The methodology of a BSDS is to substitute the NFT learner
(explicit NF), who is actively engaged and adapting strategies to alter the brain activity
in the intended direction, with a stimulator device (implicit NF), which is adapted online
to present an experimental stimulus [13]. Hence, our framework for studying brain states
and stimuli that complement the NFT for a better self-regulation performance uses the two
methodologies for a loop of implicit and explicit training, testing if the implicit priming of
the target brain state at pre-NFT (pre-training) can facilitate/scaffold the explicit control
of the brain activity towards the target brain state during NFT. Nonetheless, considering
that the current experiment represents the first steps within this framework, instead of
adapting online the stimulus, we randomized two mindfulness stimuli (BM|IM) to assess
the viability of a closed-loop machine learning BSDS framework.

To simplify the analysis of stimulus-response oscillations, PRIME with MM is the
target condition, while the resting-state task (REST) is the no-priming control condition.

Priming. The external PRIME stimuli are pure instructional audio manipulations
to lead the person from a subjective trying state to a more sensing state before the NFT
(pre-training). These transitions can be referred belonging to the trying-sensing contin-
uum discussed by Davelaar and colleagues [26]. During the EO condition, the subject is
instructed to “focus on the cross in the centre of the screen and follow the audio-guided
instructions”, while during the EC condition, the subject is instructed to “close the eyes
and follow the audio-guided instructions”. The stimuli were adapted from previously pub-
lished procedures [71], reviewed/transcribed to Portuguese by a specialized mindfulness
psychologist, and recorded by a hospital Nurse on macOS using Garageband® software.
These meditation instructions are consistent with recent psychological conceptualizations
of MM that emphasize the development of attentional abilities combined with a specific,
non-judgmental attitude toward the different mental experiences that may arise during
MM [4,27–29].

No-priming. The REST task, based on resting-state baseline tasks, is the no-priming
control condition. In this type of task, the participant is instructed to “try to relax” for the
duration of the task. Moreover, if the task is with EO, the participant is instructed to “focus
on the cross in the centre of the screen”, while with EC, the participant is instructed to “close
the eyes”. This choice of control condition was due to the hypothesis that the attentional
focus would wander around during the REST control condition when the subject is only
instructed to “try to relax”.

Additionally, we hypothesize that the MM priming task will promote attentional
focus, awareness, and less self-related thinking. Concerning these hypotheses, Davelaar
et al. found surprising evidence that the typical instruction, “try to relax and focus on the
task”, used in NFT and REST tasks, can be detrimental to the learning success [26]. As
such, it is expected that the PRIME stimuli, pure implicit instructions guiding the person
toward the target subjective experience, can stimulate SR learning performance in short
NFT sessions compared to typical REST tasks.

Eyes protocol. To test EO and EC conditions, each subject received a randomized ES
intervention. In this study, our distinguishing feature was to use both EO and EC conditions
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for possible comparisons. Previous single-session studies [42,59,72–74] have tended to
use EO conditions for comparisons with the majority of NFT literature in multi-session
designs [17,54,60,75,76]. Moreover, the alpha amplitude is generally seen as a function of
reduced sensory input from the thalamic nuclei to the cortex [77], and keeping the EO will
naturally suppress alpha amplitude relative to an EC condition, providing a lower baseline
from which to attempt to increase the alpha amplitude, thereby presumably more amenable
to intervention effects via NFT [22,27,78]. Nevertheless, MM is most often practiced with
EC in the majority of studies [27,66]. As such, we implemented both conditions, and their
resting-state baselines can be used to predict NFT performance [22,35,36,54].

2.4. Experimental Design

The design of the experimental study is represented in the following Figure 2 This
study tested 60 participants grouped in 2 interventions: no-priming CG (n = 30) and
priming EG (n = 30). Before the intervention, each participant was instructed about the
tasks and did the battery of trait self-reports. During the interventions, each participant
of CG did a single session of no-priming, while the EG did a single session of priming.
The session was divided into six blocks (B), with a total of 14 tasks (T). The first and the
last block are equal for the two groups, named block in (Bin) and Block out (Bout). Bin
is used to extract the initial baseline threshold from REST EC and EO tasks (T1 and T2
respectably), the first EO NFT, and the first emotional states (using the TMS and POMS).
Bout has the same tasks as Bin and serves as the outcome block for comparison. The
four blocks between Bin and Bout, B1 to B4, are different for EG and CG. The ES was
randomized between two sequences, ES1: EO, EC, EC, EO and ES2: EC, EO, EO, EC. The
PRIME stimuli were also randomized between two PRIME sequences (PS), the PS1, BM,
IM, BM, IM and PS2: IM, BM, IM, BM. While the CG had a stimuli sequence (SS) of only
REST tasks, RS: REST, REST, REST, REST. All participants were randomized between ES1
and ES2 (2 blocks for each condition EO|EC). The CG participants repeated 4 blocks of the
REST task (no-priming) followed by the NFT task, while the EG were further randomized
between PS1 and PS2 (with two blocks for each condition BM|IM), with each block having
the PRIME task followed by the NFT task. After the intervention, participants were tasked
to describe the perceived outcome of the experiment and the mental strategy they have
used to gain control over the moving bars. The reports were recorded electronically.

NFT Paradigm. The NF system provided audiovisual feedback modality (guided
by [13,16]) for increasing alpha power (8–12 Hz). EEG signal was recorded over electrode
position Pz. One vertically moving bar, depicting the power of the feedback frequency, was
presented on a screen, as shown in Figure 2. The bar in the centre of the screen presented
feedback of the alpha power from the Pz channel. Participants were rewarded by getting
points, displayed on the feedback screen below the vertical bar and an audible sound
cue. Positive feedback was delivered when alpha power increased above an individually
calculated threshold. As referred before, at Bin, a 90 s baseline/resting measurement, REST
task, was used to define the individual threshold (alpha: mean of alpha power during
rest). The thresholds are adapted after each NFT task to prevent the extreme cases of the
trained EEG frequency in a single session design due to artefacts [58]: if 90% of epochs are
above the threshold, then its value is updated to threshold + 0.1 × threshold and if only
10% of epochs above the threshold then threshold − 0.1 × threshold. The NFT session
contained six feedback tasks with four EO NFT runs and two EC NFT runs. Before starting
NFT, participants did not receive any specific instruction on how to control the moving
bars. They only got the minimal instruction of being physically relaxed, mentally focused,
avoiding producing artefacts, and reading the instructions on the screen at the beginning
of each block.
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Figure 2. Experiment Block Mockup. Time flows from left to right, top to bottom. In a single session,
first, the subject fills the traits self-reports. Then, the training starts. There are 6 blocks and 14 tasks in
total. Block in and Block out each begins with rest state with eyes closed then eyes open, followed by
alpha NFT. From block 1 to 4, in the EG first is the PRIME, then NFT. In the control group PRIME is
substituted by REST. PRIME stimuli are randomized between IM and BM with two PS, PS1 and PS2.
Moreover, from blocks 1 to 4, eyes closed and eyes open are randomized between blocks with two
ES, ES1, and ES2. In the diagram, the “or” signal is represented by “|”. It is used to separate the task
for each group or the randomizations of ES (EO|EC) between blocks and the randomizations of PS
(BM|IM).

This experimental design enables the study of linear feature changes, within-subjects
(i.e., between tasks same group) and between-groups (i.e., same task or combination of
tasks in different groups), on the REST, PRIME, and NFT tasks. These feature changes
enable to test the main objective: whether the PRIME task before the NFT can facilitate or
scaffold the transition to the target brain activity, alpha (see Figure 3).

Figure 3. Objective diagram. The external mindfulness stimuli prime the subject to facilitate/scaffold
the transition to the target brain activity alpha (α) in the Pz channel during NFT. The EEG spectrum
physiological change is also represented.
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2.5. Questionnaires

Psychological traits. To investigate different personality traits related to the NF
self-regulation performance and for descriptive baseline purposes, participants first com-
pleted a sociodemographic questionnaire (SOC), then standard, well-validated Portuguese
versions of scales to assess mindfulness, emotional regulation, anxiety, depression, and
stress. For mindfulness-related traits, the Five Facet Mindfulness Questionnaire, FFMQ,
addressing the traits of “describe”, “observe”, “nonjudge”, “actaware”, and “nonreact” [79,80],
was considered. For symptoms of depression, anxiety, and stress, the Depression Anxiety
Stress Scale, DASS [81,82], was used. For emotional regulation, the Emotional Regulation
Questionnaire, ERQ, measuring “cognitive reappraisal” and “expressive suppression” [83,84],
was applied.

Emotional states. In order to assess the immediate outcomes of the interventions on
mood and mindfulness state, participants also completed the Profile of Mood States-Short
Form, POMS [85] and the Toronto Mindfulness Scale, TMS [86], which assesses the degree
to which participants experience mindful curiosity (e.g., “I was curious to see what my mind
was up to from moment to moment”) and mindful decentering (e.g., “I experienced myself
as separate from my changing thoughts and feelings”). Neurofeedback and emotional states
results are complementary and offer a way to relate the phenomenological structure of
subjective experience with a real-time characterization of large-scale neural operations
continuously over the course of the experiment.

For more detail in the trait and states features, go to Appendix A.4.

2.6. Physiological Measures

The EEG, GSR, and HRV signals were continuously acquired to monitor the subjects
online during the tasks. The EEG power spectrum, GSR tonic and phasic components of
skin conductance level, and HRV photoplethysmography (PPG) signals were collected.
The features extracted and analysed from each signal are described in more detail in
Appendices A.1–A.3, respectively.

2.7. Recordings

EEG signals were acquired with a 32 channels amplifier ActiCHamp® from Brain
Products GmbH. The cap from EASYCAP GmbH has a unified, optimized layout based on
an international 10–20 localization system. The ground is located at Fpz position and is a
reference-free montage. Any referencing is done post hoc in the software. Before electrode
placement, the skin was prepared with a mild skin cleanser, ethanol 70% V/V, to help
improve the impedance and conductance of electrodes. Then, electrodes were affixed with
a conductive viscose gel, SuperVisc®, high viscosity electrolyte gel for active electrodes,
EASYCAP GmbH. Impedances were checked before starting the experiment to be below
30 kOhm and critical channels below 10 KOhm, and the signal was visually inspected to
find possible channels with noise. The computer screen was placed 60 cm from the edge of
the table. The mouse was only used by the researcher while the keyboard was placed at the
edge, close to the participant, so he could use it to interact with the task interface. A cup of
water was always present for the subject to drink if needed. Moreover, Bluetooth wireless
headphones were used for a lesser impact over the electrodes, consequently less prone to
artefacts. A new biosignals device, James One from MindProber Portugal, with a built-in
GSR sensor and a PPG sensor that allows HRV measurements [87,88]. The biodevices were
placed in the left hand of all the participants, even if they were lefties. GSR sensor was
placed in the palm, and the PPG sensor was placed in the index finger. Additionally, a
tablet was used to acquire the self-reports answers digitally using Google Forms®.

2.8. Multidimensional Signals Processing

Software. The online experimental paradigm was built from the ground up on Python
open-source language, synthesizing and using the best-tested parts of specific BCI and EEG
modules. For more detail on NeuroPrime, check [68]. The offline data analysis pipelines
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were run first in Brain Vision Analyzer (Brain Products GmbH) for visual inspection of
noisy channels, noisy epochs, and the processing pipeline’s automation planning. Then,
NeuroPrime (with Python modules like MNE) was used for advanced signal process-
ing/classification and automation of the pipeline [68].

NFT. During the EEG NFT online loop, the data were updated at an average rate
of 200 ms in each iteration. It was concatenated in an epoch buffer of 1 s, meaning that
the epoch is made from 800 ms of historical data and 200 ms of new data. There is no
real-time loop in the offline analysis, the entire length of each task is analysed instead, and
during pre-processing, these data were segmented into epochs of 1 s. Continuous EEG
measurements were band-pass filtered with a low cut-off of 1 Hz and a high cut-off value
of 40 Hz using a finite impulse response filter (FIR). The original sampling of 1 kHz was not
subsampled to maintain a higher resolution on the fast Fourier transform (FFT). Although
a common-reference was used for online data analysis, the data are re-referenced to an
average-reference previously to offline data processing. Four EEG channels were selected
for further processing: Fp1, Fp2, Fz, and Pz. In both online and offline processing pipelines,
we excluded epochs with abnormally large amplitudes with a maximum peak-to-peak of
over ±100 μV for online and ±150 μV for offline and also based on the flatness of the signal
with a minimum peak-to-peak acceptance of ±0.5 μV. Additionally, in offline analysis,
epochs contaminated by spurious gross-movement and other non-stereotyped artefacts
were also identified by visual inspection and additionally rejected. Afterwards, during
processing, the band power values were extracted from the power spectrum of the Pz
channel (for theta 4–8 Hz, alpha 8–12 Hz, SMR 12–15 Hz, beta 15–35 Hz). For a list of
descriptions of all the EEG features, please go to Appendix A.1.

GSR and HRV . They were continuously monitored for all the participants during the
session. Each signal was acquired at a 1 s interval. GSR tonic (skin conductance level—
SCL) and phasic components (skin conductance responses—SCR) were extracted offline
from each 1 s interval, with an exosomatic direct current sensor [87]. HRV time domain,
frequency domain, and non-linear domain features were extracted from the 1 s PPG RR-
intervals [88]. For a list of descriptions of all the features, please go to Appendix A.3.

2.9. Data Analysis

Theoretically, an NFT framework implies that any observable measure of brain activity
can be extracted and tested for volitional control. Nonetheless, what constitutes successful
control, and how to quantify it? In the engineering sense, successful control can be viewed
as enhancing the signal-to-noise ratio of a parameter relative to a control condition, a
reference condition (e.g., resting-state, sham, or sensory stimulation without control),
which could be administered sequentially or interspersed randomly in the experiment [11].

EEG measure. In the current work, the EEG band measure assessing NFT successful
control is based on the suggested measures from Dempster and Vernon [89] that can be
used to assess feature changes of brain activity during NF. We choose to study changes in
absolute values of the alpha amplitude of the Pz channel, reflecting brief and temporally
unstable increases over time from the learner. Then, this power spectra measure was
log10-transformed to obtain normally distributed data.

Group domains. Apart from the intervention groups (EG, CG) and EEG measures, the
additional multivariate data are grouped in four domains, two belonging to qualitative
data while the other two are quantitative. Qualitative data are the subject traits groups
domain (TG = FFMQ, DASS, ERQ) and emotional states group domain (SG = TMS, POMS).
Quantitative emotional states are divided into the skin response (GSR) and heart rate
variability (HRV) domains. Each one of these domains and its respective features is detailed
in Appendix A.

Statistical Analysis. Statistical analysis was performed using the R language. Sig-
nificance was assumed if p < 0.05 (two-tailed). Demographic data at pre-intervention (T0,
referring to the moment right before starting the training session) were compared between
groups with one-way ANOVA or χ2 test with Fisher exact correction. Significant group

121



Appl. Sci. 2021, 11, 7725

effects at Bin EC and EO baseline tasks were further explored to locate group differences
in band profile using one-way ANOVA. RM ANOVAs were calculated for each condition
(REST EC, REST EO, and NFT EO) and frequency band (theta, alpha, SMR, beta) with
time (Bin versus Bout) as within-subject factors, and the intervention group (EG vs. CG)
as between-subject factor. Only time effects, group main effects, and interactions with a
group are reported. For the main outcomes, mean difference and 95% confidence interval
[95% CI] are reported. Effect sizes are reported as partial eta-squared (ηp

2), with effects
interpreted as small (0.01), medium (0.06), or large (0.14). Afterwards, to perform single
session analysis, individual NFT performance was quantified by regression slopes of the
trained alpha feedback frequency across the intervention blocks B1 to B4 (regression slopes
have a mathematical component of within and between tasks). For that, B1 to B4 were
further break down in EO only tasks and EC only tasks, culminating in 3 tasks per subject:

“restBin”, the baseline REST task to get the initial threshold at Bin; “nft1”, the first NFT task
preceded by priming (in the EG) or no-priming (in the CG) and “nft2”, the second block of
NFT preceded by priming or no-priming. Regression slopes were estimated individually
(predictor variable = feedback task number; dependent variable = z-transformed power
of alpha) and subsequently averaged per group domain (based on [30]). Additionally,
to verify group domain effects on NF learning apart from priming (EG) and no-priming
(CG), the same alpha regression analysis was performed on two subgroups of participants
according to the features in each domain. Each feature (qualitative or quantitative variable)
was converted into a dichotomous variable: high value (HV) and low value (LV), represent-
ing the groups above and below the best central measure, respectively. We found that the
best central measure was mean = (maximum + minimum)/2 for the quantitative regression
slopes and the qualitative data of the 60 participants. As such, the statistical hypothesis
testing was centred on comparing the regression slopes from each group of HV with LV,
HV with zero, and LV with zero. When considering the grouped frequency distribution of
HV in the different domains (represent how frequent each HV value occurred within each
domain), we selected features with similar HV frequencies in both EG and CG and with
nine or more subjects (at least ≈ 1/3 of the EG and CG sample) for balanced comparisons
because we are not only comparing with zero slopes but also HV versus LV. One-sample
t-tests were calculated for each group to test whether the regression slope is different from
zero and between groups to test whether the two regression slopes are different. Only
features with significant time effects, group main effects, and interactions with groups
are reported.

3. Results

3.1. Group Characteristics

At pre-intervention before the training session starts, T0, there were no differences
between the intervention groups (EG, CG) in age, gender, and education, see Table 1. There
were no baseline differences between groups at Bin in alpha and SMR power during EO
and EC tasks in the Pz electrode (using the log10 transformation). However, there were
some baseline differences between groups in theta EC (p < 0.05) and beta EC (p < 0.01) and
EO (p < 0.05). The number of artefact-free segments was always above 40% of the total
task segments.

3.2. EEG Power Spectrum at Pre and Post Priming Intervention

RM ANOVA results for each condition and frequency band are shown in Table 2.
Log10-transformed EEG power spectra of theta, alpha, SMR, and beta frequency bands at
pre- (Bin) and post- (Bout) priming intervention are shown in Figure 4.

Looking at Table 2, the main findings in all the population were a significant decrease
between Bin and Bout for the REST EC condition in alpha and beta and an increase in SMR,
while for the REST EO a significant increase in theta, alpha, SMR, and beta. As for the NFT
EO, a significant increase in theta and alpha was observed. A significant interaction T × G
(time × group) was found for theta value on the REST EC task, while the value of theta
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in CG group decreases from Bin to Bout. In the EG group, this value is slightly increased.
This last result can be confirmed in Figure 4, as well as the similar behaviour of the EG and
CG between Bin and Bout.

Table 1. Group characteristics at preintervention (T0) (for n = 60).

EG (n = 30) CG (n = 30) p-Value

M SD M SD F p

Demographic
Age (years) 28.87 7.40 27.50 6.38 0.587 ns
Gender (F/M) 18/12 19/11 0.00 a ns
Education

(9/12/15/17/21) 0/3/10/12/5 0/8/8/11/3 5.01 b ns

Conditions
ES (ES1/ES2) 16/14 15/15 0.0 a ns
SS (RS/PS1/PS2) 0/15/15 30/0/0 - c - c

Baseline Bands
theta (EC/EO) −0.02/−0.16 0.28/0.2 0.27/−0.05 0.42/0.24 9.75/3.92 **/ns
alpha (EC/EO) 0.52/−0.015 0.61/0.47 0.82/0.19 0.56/0.45 3.90/3.04 ns/ns
SMR (EC/EO) −0.15/−0.35 0.55/0.40 −0.07/−0.28 0.55/0.38 0.23/0.53 ns/ns
beta (EC/EO) −0.75/−0.94 0.27/0.23 −0.56/−0.79 0.28/0.22 7.31/6.30 **/*

EG, experimental group; CG, control group; M, mean; SD, standard deviation; EC, eyes closed; EO, eyes open; F,
female; M, Male; ES, eyes sequence; ES1 and ES2, eyes sequence 1 and 2; SS, stimuli sequence; RS, REST sequence;
PS1 and PS2, PRIME sequence 1 and 2. Education level values refer to the number of participants (n) reporting the
number of years completed in one of the following five-category: (1) n ≥ 9, ninth grade; (2) n ≥ 12, Secondary; (3)
n ≥ 15, Bachelor’s degree; (4) n ≥ 17, Master’s degree; (5) n ≥ 21, Ph.D. Significant tests are marked with asterisks
(* p < 0.05, ** p < 0.01). a χ2 (df = 1); b χ2 (df = 5). Stimuli sequence (SS) is intended to be different for the CG and
the EG.

Table 2. RM ANOVA of pre-(Bin) and postintervention (Bout) power spectra for three conditions.

Task
T T × G

F ηp
2 Bout-Bin F ηp

2

REST EC theta 3.98 0.06 −0.050 4.86 * 0.08
alpha 5.04 * 0.08 −0.061 0.01 <0.001
SMR 4.67 * 0.09 0.054 <0.001 <0.001
beta 4.45 * 0.07 −0.033 2.13 0.04

REST EO theta 8.89 ** 0.13 0.056 0.64 0.01
alpha 18.17 *** 0.24 0.096 0.07 0.001
SMR 33.62 *** 0.38 0.015 0.61 0.01
beta 5.21 * 0.08 0.033 0.01 <0.001

NFT EO theta 4.41 * 0.07 0.039 0.77 0.01
alpha 20.67 *** 0.26 0.109 0.65 0.01
SMR 0.02 <0.001 0.015 0.02 <0.001
beta 0.79 0.01 0.012 0.17 0.003

REST, the rest task; NFT, the alpha neurofeedback training; EC, eyes closed, EO, eyes open; T, time; G, group.
Bout-Bin, the difference between log10 means from the 60 subjects. Significant tests are marked with asterisks
(* p < 0.05, ** p < 0.01, *** p < 0.001).
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Figure 4. EEG power spectra at Bin and Bout. Estimated marginal means are log-transformed absolute power (μV2) with
95% confidence intervals. During REST EC, both groups show reductions in alpha, CG also has reductions in theta, while
EG increases SMR. While for the REST EO, both groups show up-regulation of alpha, similarly to the NFT EO task.
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3.3. NFT Performance in Different Group Domains at Intervention Blocks

As demonstrated in the previous section, results from EO tasks require a different
analysis from EC tasks. Therefore, the tasks were analysed separately, as described in
Section 2.9.

Regarding the analysis of no-priming (CG) and the priming (EG) results, both groups
increased their alpha during EO (voluntarily) and decreased during EC after one session
of NFT (Figure 5). These changes were reflected by linear increase and decrease of the
power, respectively, matching the results discussed in the previous section at pre- and
post-intervention (Figure 4)

Figure 5. Z-transformed EEG power at intervention blocks. Alpha z-transformed power over the
baseline (restBin) and NFT tasks for EO condition and EC at intervention blocks (nft1 and nft2). Three
regression slopes are presented separately for CG and EG. Additionally, the regression equations are
depicted as well as the regression lines for each group are indicated by thinner lines. The regression
slopes at intervention blocks show a significant alpha increase for the EG in the EO condition. In
contrast, the EC condition shows a similar downregulation of alpha in both groups.

When individual alpha was regressed on EO NFT tasks, 24 out of 30 EG (80%) partic-
ipants and 17 out of 30 CG (57%) participants were able to linearly increase their alpha,
as suggested by positive individual regression slopes. Checking further, considering half
of the maximal slope as the threshold (0.80 = 45.83◦) instead of a zero slope, 12 out of 24
(50%) EG participants and 6 out of 17 CG (35%) were able to increase above this slope.
One sample t-tests revealed that regression slopes in the EG (t(29) = 4.38, p < 0.001) were
significantly larger than zero, while the CG were not (t(29) = 1.18, p > 0.1). We also directly
compared the slopes between groups. A t-test revealed a significant difference between
the slopes of the EG and CG (t(58) = −2.10, p < 0.05). We have similar results for the EC
NFT tasks, as 24 out of 30 EG participants and 24 out of 30 CG participants had negative
regression slopes. From these, 17 out of 24 EG and 16 out of 24 CG (~70%) participants had
greater negative slopes than half the minimal slope (−0.72 = −41.14◦). One sample t-tests
revealed that regression slopes in the EG (t(29) = −5.53, p < 0.000001) and CG (t(29) = −4.50,
p < 0.001) were significantly smaller than zero. A t-test revealed no difference between the
negative slopes of the EG and CG (t(58) = 0.62, p > 0.05). As such, we decided to only verify
in EO condition the existence of group domain effects on NF learning apart from the EG
and CG.

To verify the group domain effects, the first column of Table 3 depicts the HV frequency
distribution of each significant domain feature (according to the methodology described in
Section 2.9). The subsequent columns represent the average alpha power slope for the HV
and LV groups and their t-test’s. Considering the alpha regression slope, in the TG domain,
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the EG with LV of “actware” (those acting with less awareness) at T0 (pre-intervention)
were the most effective on increasing alpha power in the EO condition. For the SG domain,
LV of reported “vigour” at Bout in the EG led to the most significant EO NFT performance
in this domain, followed by HV of “decentering” at Bin and HV of “tension” changes (as the
difference Bout-Bin). While for the CG, LV of “fatigue” changes (as the difference Bout-Bin)
led to the most significant EO NFT performance, followed by LV “confusion” changes.
Considering the GSR regression slopes at intervention blocks, the EG participants with LV
of “scl std” (standard deviation of the tonic baseline skin conductance level), as well as those
with LV of “scr sumResp” slope (sum of the amplitudes of phasic event skin conductance
responses) had better efficacy on increasing alpha power during EO NFT performance.
While for the CG participants, those with HV of “scl mean” (mean of the tonic baseline skin
conductance level) led to significant alpha slopes during EO NFT. Considering the HRV
domain, the alpha power slopes (55 subjects because of missing HRV values) during the
EO NFT performance were most significant for the EG participants with LV of “rmssd” (it
reflects high-frequency influences on HRV—fast or parasympathetic, those influencing
larger changes from one beat to the next). In contrast, the CG participants with HV of
“sdnn” significantly decreased alpha during EO NFT performance.

Table 3. Table by domain at intervention blocks. Alpha z-transformed power over the baseline
(restBin) and NFT tasks for EO condition at intervention blocks (nft1 and nft2).

Domain Feature
HV Frequencies

(EG/CG)
EO EG

[HVp1/LVp2]p3
EO CG

[HVp1/LVp2]p3

TG FFMQ actaware 13/16 [0.16/0.79 ***] ++ [0.35/−0.08]

SG TMS decentering (Bin) 18/19 [0.69 ***/0.27] [0.07/0.29]
POMS Vigour (Bout) 13/15 [0.2/0.76 ***] + [0.22/0.09]

POMS confusion (Bout-Bin) 12/13 [0.64 **/0.44 *] [−0.23/0.44 *] ++

POMS fatigue (Bout-Bin) 18/21 [0.48 **/0.58 *] [−0.06/0.63 *] +

POMS tension (Bout_Bin) 17/20 [0.69 ***/0.3] [0.04/0.38]

GSR GSR scl_mean 19/15 [0.39 */0.74 **] [0.46 **/−0.15] +

GSR scl_std 15/17 [0.36/0.68 ***] [0.1/0.22]
GSR scr_sumResp 11/10 [0.4/0.59 ***] [0.24/0.11]

HRV HRV sdnn 15/15 [0.48 */0.56 *] [0.44 */−0.12] +

HRV rmssd 14/9 [0.35/0.69 ***] [0.23/0.17]
HV, high value, LV, low value; All, EG and CG subjects; EO, eyes open, EC, eyes closed; EG, experimental priming
group; CG, control no-priming group. HV frequencies (the frequency distribution) represent how frequently each
HV value occurred within each EG and CG domain. Total sample = 60; EG = 30; CG = 30; Total HV = EG HV + CG
HV; Total LV = 60—Total HV; EG LV = 30—EG HV; CG LV = 30—CG HV. Note for HRV data: Total = 55, EG = 28
and CG = 27. Statistically significant non-zero regression slopes, p1 and p2, marked with an asterisk (* p < 0.05,
** p < 0.01, *** p < 0.001). Statistically significant differences between the two regression slopes from HV and LV,
p3, groups are marked with a cross (+ p < 0.05, ++ p < 0.01, +++ p < 0.001). Green represents the significant results.

4. Discussion

We investigated the ability to gain control over one’s brain with the assistance of
priming MM techniques right before NFT runs, compared to the no-priming REST tasks.

In this single session design, as initially predicted, the behaviours at pre- and post-
priming intervention are similar between the EG and CG. Nonetheless, the EG during the
EO intervention blocks showed an improved ability to control their brain activity compared
to the CG. While for the EC blocks, a downregulation on both groups was evident. As such,
in EC condition, we need further analysis to separate intervention feature changes from
the possible downregulation reflex occurring in the Pz channel after closing the eyes, as
physiologically expected. Alpha activity in the EEG is dominant during an eyes-closed
resting condition and is suppressed during visual stimulation [22,78]. Additionally, the
profile of theta power is always lower than alpha (see Figure 4). This result is generally the
case in adults during normal wakefulness and, in this case, focus on tasks [90].
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Furthermore, within the EG, the most significant subjects on increasing alpha power
during NFT had low values of the awareness trait (at pre-intervention) and reported more
signs of built-up tension and less “vigour” at the end of the experiment protocol (Bout). As
such, subjects with a low capacity to act with awareness benefited more from priming, and
the demand for focused attention on internal sensations through guiding audio increased
the subject’s emotional state of tension and lack of vigour. In contrast, the CG participants
didn’t express these emotional states, as they were not guided and were only required to
stare at the screen. Another distinctive EG feature is the higher decentering at Bin, which
is connected to the learner’s “optimal” state. It reflects higher situational self-awareness
(self-regulated awareness of thoughts and feelings), i.e., a capacity of non-judgement
by avoiding distractive task-unrelated thoughts—“awareness of one’s experience with
some distance and disidentification rather than being carried away by one’s thoughts and
feelings” [86].

Concerning the GSR biomarkers, the EG participants with low changes of SCL stan-
dard deviation from the baseline (an almost zero slope between “baseline”, “nft1” and

“nft2”) and low changes of SCR sum seem to perform the best. This finding seems to be in
line with the literature, since lower values of SCL standard deviation and SCR sum during
task performance usually reflect less arousal (diminished stimulation of the sympathetic
nervous system) and perhaps, explaining a less stressful, relaxed, and non-judgement
attitude (towards stimuli, thoughts or feelings) during task performance [91,92]. Con-
cerning the HRV metrics, the EG participants with low changes of HRV “rmssd” values
from the baseline (low high-frequency variations of vagal parasympathetic components)
performed better, and it might show a more effective task engagement of the subject dur-
ing the NFT task [93,94]. In contrast, the CG performers had an increase of SCL mean
and an increase of HRV “sdnn”. In the case of HRV, the literature suggests that a higher
baseline HRV is related to concomitants of better self-control and higher vagal withdrawal
scores to better attention control and emotional regulation [94–96]. As such, the biomarker
results seem to suggest that mindfulness priming stimulates engagement and a relaxed
and non-judgement attitude in alpha NFT performers. Nonetheless, these claims must be
interpreted with caution, as there is still observable publication bias.

General Discussion and Future Proposals

This work demonstrates a significant effect in priming versus no-priming on NFT
performance. In future priming designs, the priming stimuli sequence can be adjusted to
the subject’s performance in real-time instead of the current protocol’s random mindfulness
priming sequence. While priming protocols lack some consistency and are not yet ready
to be implemented on final products like SR serious games, they potentially provide an
essential layer of personalization and mutual game-player adaptation. Actually, a review
of attention-deficit hyperactivity disorder (ADHD) randomized control trials indicated that
the long-term effects of personalized NF interventions were superior to non-personalized
NF [97]. To optimize self-regulation learning, future work will also address the use of neural
networks to learn the sequence of stimuli that leads the subject towards their personalized
“optimal” state (e.g., using reinforcement learning, deep learning for time series forecasting
with long short-term memory networks, multilayer perceptron’s, convolutional neural
networks, between others). The framework should adapt to the user pace (even slow down
user pace if needed) and regulate/control the user’s brain state according to the target.

Mindfulness priming seems to facilitate learning in the current single session context,
while REST tasks do not. Thus, REST tasks do not seem to be the best primer for this
type of protocol. We find it imperative for baseline primer tasks to be discussed and
improved since the instruction “try to relax” and even “focus on the cross” does not seem
sufficient to diminish self-related mental processes and target a relaxed or/and attentive
state (also discussed by Davelaar et al. [26])—leading to uncertain brain states. Although
the baseline REST task is often used as a predictor of NFT performance [22,35], the difficulty
in monitoring its effects on the brain and emotional states is still meaningful. Therefore,
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the assumption that a guided instructional approach based on mindfulness techniques can
better target a relaxed and focused attention state seems valid. Thus, it is a step further for
a more consistent NF operant protocol.

In summary, we addressed the proposed questions in the present work. Regarding
the fundamental question, “Does priming with external stimulation affect the self-regulation of
NF?”, we were able to find significance in priming with MM external neurostimulation.
Priming increases the number of subjects with better NFT performance during intervention
blocks. As such, some implicit factors in priming were affecting the explicit control of NFT,
especially in subjects with a low self-awareness trait. Concerning the mental target state,
the hypothesized “optimal” target state seems to correspond to the actual state needed
for the learner to self-regulate brain activity, i.e., situational self-awareness (“decentering”,
a non-judgement attitude towards stimuli, thoughts, or feelings) and task engagement.
Following this answer and regarding the stimuli, it seems that MM stimuli are a significant
primer to arrive at the “optimal” target. Indeed, the best performers from the EG showed
distinct emotional state from the best performers of the CG, as qualitatively analysed by
the self-reports’ dimensions (“decentering”,” vigour”, “tension”) and quantitively by the
GSR (SCL SD, SCR sum) and HRV (“rmsdd”) domains. Measurement-wise, the EEG log10
transformed amplitudes, and z-transformed regression slopes seem suitable to track session
changes. Nevertheless, future publications will consider other measurements, e.g., the
percent time spent in the desired brain state by Vernon and Dempster [77], because it reflects
different aspects of brain activity. The percent of time reflects slight differences within the
training that are temporally stable, while amplitude reflects brief and unstable increases
over time. In the trait self-reports, the “actware” of FFMQ predicts that low self-awareness
users will significantly benefit from priming. Regarding the subjective experience, it seems
essential to target the “decentering” dimension of the TMS scale, and the POMS scores
seem to quantify the moods relative to the intervention correctly. Moreover, HRV and GSR
features seem to correctly separate some emotional states between the EG best performers
and the CG best performers. As such, MM priming seems to target mechanisms that
scaffold the subject into a superior NF operant. In the future, such mechanisms still need to
be discriminated from NF-specific (related to training a target neurophysiological variable),
NF non-specific (dependent on the NF context, but independent from the act of controlling
a particular brain signal), or general-non-specific mechanisms (including the common
benefits of cognitive training as well as psychosocial influences) [16].

We should also not forget that this framework will not substitute other self-regulation
mind-body techniques, such as physical exercise, musical training, and meditation, among
others. We consider this framework a mechanistic approach to SR techniques, a researching
tool for priming the capacity to self-regulate on SR serious games for therapy, performance,
and entertainment.

5. Conclusions

This study developed a human-computer framework to assist the SR of NF, aiming to
decrease the number of unsuccessful practitioners (non-responders/non-learners) of SR
tasks. The assistance was done by priming the subject with mindfulness guided instructions
right before the explicit NFT. This intervention was the first step to demonstrate that
priming with external stimulation assists NF SR in serious games design and potentially
turns NFT non-responders into responders. The main results showed that priming with
mindfulness stimuli enables higher significance of EEG target self-regulation during the EO
priming intervention blocks in a single session design. Additionally, from the self-reports
and biomarkers, the most significant priming performers had low values of the awareness
trait at pre-intervention, showed a higher “decentering” (situational awareness) at the end
of the first block (Bin), and reported signs of built-up tension and less “vigour” at the end of
the experiment protocol (Bout). As such, especially on subjects with a low capacity to act
with awareness, the demand for focused attention on internal sensations through guiding
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audio seems likely to implicitly support the subject’s emotional regulation capacity. In turn,
it should increase NFT task engagement and target situational awareness.

Nonetheless, there are remaining questions to be solved that should be addressed in
further experiments. In the future, we should be able to: experiment the priming effects
in a multi-session design and check if they are only crucial for the first session of the
NFT or if they support the subject throughout the multi-session; test different temporal
designs to find the best design for this type of framework; find the “optimal” mechanisms
that should be primed and validate stimuli able to prime them; test if MM audio-guided
is the “optimal” stimuli at priming NF SR mechanisms or if other categories of stimuli
or stimuli personalization have better efficacy in leading the subject into the “optimal”
learning state; evaluate the hypothesis that non-responders/non-learners depend on the
priming protocol personalization, i.e., that non-responders/non-learners can be turned
into a responders/learners. In this way, we are trying to answer that brain activity self-
regulation can be scaffolded by implicitly priming the “optimal” state at pre-NFT, limiting
the number of non-optimal mechanisms, and potentiating optimal mechanisms that affect
NF SR performance.

Scaling up this priming assistance research, we envision a machine controller that
uses neural networks to classify and select the required neurostimulation to arrive at
the desired target—this way, outsourcing the difficulty of sensing the correct mental
strategies. Moreover, the machine controller should assist the participant to gravitate/walk
towards the desired mental state by implicit neurostimulation, which can affect explicit
self-neuromodulation.

In conclusion, we took the first steps towards a better NF operant. Showing that
priming with mindfulness stimuli enables higher significance of EEG target self-regulation
in a single session. In this way, we find appropriate further research of priming right before
NFT for a more precise methodology in this field.
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Appendix A

Appendix A.1. EEG Features

Sample rate: 1000 Hz.
Feature region of interest (ROI): Pz.
Features extracted per subject:

• [theta, alpha, SMR, beta]: list of bands extracted.
• epoch_a: epochs array of each task = [[band mean, standard deviation] . . . , [n-epoch]].

Bands power spectrum density (PSD) is calculated from 1000 samples per second.

The measure used to detect brain activity changes due to neurofeedback [89]:

• Mean: changes in absolute values of frequency band mean amplitude (power spectra
measures were log10-transformed to obtain normally distributed data), reflecting brief
and temporally unstable increases over time from the learner.

Appendix A.2. GSR Features

Sample rate: 100 Hz.
Features extracted per subject:

• epoch_a: epochs array of each task = [[TIMESTAMP, SAMPLE_COUNTER, GSR_VALUE,],
. . . , [n-epoch]]. Each epoch is 1 sample of GSR value, calculated from the 100 samples
per second.

Tonic GSR Features, skin conductance level (SCL) [91,92]:

• scl_mean: GSR mean per task.
• scl_std: GSR standard deviation per task.

Phasic GSR Feature, skin conductance responses (SCR) [91,92]:

• scr_sumResp: sum of response amplitude per task.

Appendix A.3. HRV Features

Sample rate: 100 Hz.
Features extracted per subject:

• epoch_a: epochs array of each task = [[TIMESTAMP, SAMPLE_COUNTER, BPM_VALUE,
RR_VALUE], . . . , [n-epoch]]. Each epoch is 1 sample of RR value, calculated from the
100 samples per second.

Time Domain Features [93,98]:
Mainly used on long-term recordings (24 h), but some studies use some of these

statistical features on short term recordings such as in our case, from 1 to 5 min window.

• sdnn: The standard deviation of the time interval between successive normal heart
beats (i.e., the RR-intervals).

• rmssd: The square root of the mean of the sum of the squares of differences between
adjacent NN-intervals. Reflects high frequency (fast or parasympathetic) influences
on HRV (i.e., those influencing larger changes from one beat to the next).

Appendix A.4. Self-Reports Features

The reader can check out the digital forms at the following links:

• First questionnaire at T0 (pre-intervention): https://forms.gle/2uT7f7oH3pd4c9FD9
(accessed on 21 August 2021).

• Second questionnaire at Bin: https://forms.gle/nQNRQkBWEVtbKySo8 (accessed on
21 August 2021).

• Third questionnaire at Bout: https://forms.gle/k1zVwzwVacu7hBYRA (accessed on
21 August 2021).

130



Appl. Sci. 2021, 11, 7725

Appendix A.4.1. Traits (TG)

See the form online (1st questionnaire).

FFMQ

Five dimensions were obtained by summing the items: [describe, observe, nonjudge,
actaware, nonreact].

(R) = reverse item.

• Observe. “I notice the smells and aromas of things.”
• Describe. “I am good at finding words to describe my feelings.”
• Actaware (acting with awareness). “I find myself doing things without paying aware-

ness attention” (R).
• Nonjudge (nonjudging of inner emotions). “I think some of my emotions are bad or

experience inappropriate and I should not feel them”(R).
• Nonreact (nonreactivity to inner emotions). “I perceive my feelings and emotions

experience without having to react to them.”

ERQ

Two dimensions were obtained by summing the items: [cognitive reappraisal, expres-
sive suppression].

• Cognitive reappraisal. Where a person attempts to change how he or she thinks about
a situation in order to change its emotional impact.

• Expressive suppression. “I keep my emotions to myself”—where a person attempts to
inhibit the behavioural expression of his or her emotions.

DASS

Three dimensions were obtained by summing the items: [stress, anxiety, depression].

Appendix A.4.2. Sates (SG)

TMS

Two dimensions obtained by summing the items: [curiosity, decentering].
Decentering: awareness of one’s experience with some distance and disidentification

rather than being carried away by one’s thoughts and feelings.
Curiosity: reflect awareness of present moment experience with a quality of curiosity.

POMS

Four dimensions obtained by summing the items: [tension, fatigue, vigour, confusion].

• Tension: state of preoccupation and muscle tension.
• Fatigue: state of tiredness, inertia, boredom.
• Confusion: state of confusion.
• Vigour: state of energy and physical and psychological vigour.
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Abstract: Simulation for surgical training is increasingly being considered a valuable addition to
traditional teaching methods. 3D-printed physical simulators can be used for preoperative planning
and rehearsal in spine surgery to improve surgical workflows and postoperative patient outcomes.
This paper proposes an innovative strategy to build a hybrid simulation platform for training of
pedicle screws fixation: the proposed method combines 3D-printed patient-specific spine models
with augmented reality functionalities and virtual X-ray visualization, thus avoiding any exposure to
harmful radiation during the simulation. Software functionalities are implemented by using a low-
cost tracking strategy based on fiducial marker detection. Quantitative tests demonstrate the accuracy
of the method to track the vertebral model and surgical tools, and to coherently visualize them in
either the augmented reality or virtual fluoroscopic modalities. The obtained results encourage
further research and clinical validation towards the use of the simulator as an effective tool for
training in pedicle screws insertion in lumbar vertebrae.

Keywords: surgical simulation; augmented reality; spine surgery; hybrid simulator; pedicle screws
fixation training; unity game engine

1. Introduction

Simulation is becoming an essential part of surgical training as it allows for repetitive
practice in a safe controlled environment whose complexity can be tailored to the trainee’s
expertise level and needs. Currently, there is a consensus among the orthopedic community
that the acquisition of trainees’ surgical skills should commence in a simulated training
environment prior to progression to the surgical room [1] in order to improve surgical
outcomes and patient safety.

Pedicle screws fixation, the gold standard among posterior instrumentation techniques
to stabilize spine fusion, is a technically demanding procedure which requires long training
to avoid catastrophic neurovascular complications due to screw misplacement. The risk
of misplacement, which is exacerbated by the complexity of the anatomy (e.g., deformity
of the spine together with dysplastic anatomy) can be very high, indeed literature studies
report an error rate of 10–40% [2,3].

This leads to the need of enriching traditional educational methods, largely based
on the Halstedian model “see one, do one, teach one” [4], with surgical training sessions
outside the operating theatre. According to the literature, cadavers are an effective medium
for teaching surgical skill outside the operating room due to their realism [5]; however,
their availability may be limited and their use has ethical, legal, and cost implications [6].

Since a few years ago, the use of three-dimensional (3D)-printed spine models has been
emerging as a low-cost, easy-to-handle, and store alternative which allows the overcoming
of ethical issues and/or legal constraints of training on cadavers [7].
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Today, 3D printing is playing an emerging role in the domain of orthopedic education,
allowing the development of high-fidelity anatomical reproductions which can be fruitfully
used to learn and understand the pathological anatomy, but also to plan a surgical proce-
dure, and to simulate surgical steps using real orthopedic instruments [8]. Furthermore,
patient specific 3D-printed spine models, obtained starting from computed tomography
(CT) images, overcome the intrinsic morphological constraints of cadavers. In fact, a user
may wish to rehearse a particular surgical case or anatomical variation, but it is unlikely to
find ex-vivo tissues that exhibit the desired pathology. Recent literature studies show that
life-size 3D-printed spine models can be an excellent tool for training beginners in the use
of free-hand pedicle screw instrumentation [9], enabling the training course administrator
to select the surgical case from a digital library of anatomical models, and to tailor the
simulation difficulty level to fit the needs of the learner [7].

3D printing of patient-specific models offers great benefits for surgical training and
rehearsal, and also overcomes limits of standard commercial mannequins which cover a
very limited range of individual differences and pathologies. However, a recent review [10]
on orthopedic simulation technologies suggests that “an ideal simulator should be multimodal,
combining haptic, visual and audio technology to create an immersive training environment”: this
highlights the need for further studies to develop “high-tech” simulators.

Virtual reality (VR) has been well-established as a learning and training tool [11]. An
interesting example of VR simulators available for spine surgery is the ImmersiveTouch
Surgical Simulation Suite for Spine Surgery [12] that provides surgeons the ability to visu-
alize 3D models of real patients, measure the exact dimensions of anatomical irregularities,
etc. The effectiveness of this VR simulator was tested by Gasco et al. in [13], who demon-
strated that it can effectively improve pedicle screw placement compared to traditional
(oral/verbal/visual) teaching. However, the availability of realistic haptic feedback is
the bottleneck in developing high fidelity VR simulators, especially in open surgery, and
conventional haptic interfaces are limited in the magnitude of the forces being rendered (so
they do not enable a realistic simulation of the surgical instruments/bone interaction) [14],
thus a hybrid approach based on 3D printing and augmented reality (AR) is promising to
overcome current technological limits [14].

Hybrid simulators combine physical anatomical models with virtual reality elements
by exploiting AR technologies to enrich the synthetic environment, for example: to visualize
hidden anatomical structures, and/or additional information to guide the surgical tasks
and to help the trainee [15,16].

For these reasons, in a previous work, we presented a patient-specific hybrid simulator
for orthopedic open surgery featuring wearable AR functionalities [14]. That simulator,
which uses the Microsoft HoloLens (1st gen) head-mounted display (HMD) [17] for an inter-
active and immersive simulation experience for hip arthroplasty training, received positive
feedback from medical staff involved in the study to evaluate visual/audio perceptions,
and gesture/voice interactions.

Head-mounted displays are increasingly recognized as the most ergonomic solution
for AR applications including manual tasks performed under direct vision like what
happens in open surgery; however, literature studies [18] highlight some possible pitfalls to
consider when using HMDs not specifically designed for the peripersonal space, to guide
manual tasks: the perceptual issue related to vergence-accommodation conflict (VAC) and
focal rivalry (FR) which hinder visual performance and cause visual fatigue [19], and the
physical burdening of wearing an HMD for a prolonged period of time. Indeed, the HMD
weight demands the forceful action of the neck extensors muscles to support and stabilize
the neck and maintain the posture [20]. For these reasons the simulation environment
should be carefully set up so that the virtual content appears in the optimal/comfort zone
for most of the simulation, and so that the head tilt is sustainable.

Furthermore, one should consider that the availability of an HMD during the sim-
ulation is a technological addon not coherent with the devices available in a traditional
surgical room. Other non-wearable AR-enabling devices deserve consideration to develop
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hybrid simulators for the training of image-guided surgical procedures, such as spinal
fluoroscopic-guided interventions, where the operator is constantly required to switch
attention between the patient and a monitor showing real-time fluoroscopic images of
the spinal anatomy. For these reasons, a traditional stand-up display appears the best
technological choice in terms of realism, since it is consistent with the equipment of a real
surgical scenario.

In this work we describe and test an innovative hybrid spine simulator consisting of
a torso mannequin with a patient-specific spine, and a PC with a traditional monitor to
render the scene generated by a software module. Specifically, this latter provides:

• A “Virtual X-Ray Visualization”, simulating X-ray images of the anatomy to train for the
uniplanar fluoroscopic targeting of pedicles without any exposure to harmful radiation.

• An “AR Visualization”, allowing the observation of the torso with overlaid virtual
content to assist in the implantation of the screws at the proper anatomical targets
(vertebral peduncles).

Fluoroscopic images simulation has been previously proposed by Bott et al. in [21]
to improve the effectiveness of C-arm training for orthopedic and reconstructive surgery.
Specifically, the system designed by Bott et al. can generate digitally reconstructed radio-
graphs based on the relative position of a real C-arm and a mannequin representing the
patient: a virtual camera is used to simulate the X-ray detector, providing views of a CT
volume (selected from a database containing surgical cases) from various perspectives. The
mannequin is not patient-specific, and it does not contain a replica of the bony structures
corresponding to the CT dataset. Moreover, the trainee can only interact with the man-
nequin to simulate different positioning of the patient on the surgical bed, without using
any surgical instruments.

In this work, the patient specific physical bone replica and virtual information are
consistent with each other, the trainee can interact with the spinal anatomy by using real
surgical instrumentations, and the simulated fluoroscopic images are updated according to
the current pose of the orthopedic tools and the positioning of each single vertebra.

2. Materials and Methods

This section describes both the design and development of the simulator hardware and
software components (in Sections 2.1 and 2.2), and its qualitative testing (in Section 2.3).

2.1. Hardware Components

The hardware components of the simulator include (Figure 1a): the spine phantom,
the surgical instruments, the camera and markers for tracking, a calibration cube, as well
as a desktop computer.

The spine phantom contains patient-specific vertebral synthetic models, generated by
processing CT datasets, and manufactured with a fused deposition modeling (FDM) 3D
printer (Dimension Elite 3D Printer Stratasys Ltd., Minneapolis, MN, USA and Rehovot,
Israel). The CT datasets are processed using a semi-automatic tool, the “EndoCAS Segmen-
tation Pipeline” integrated in the ITK-SNAP 1.5 open-source software [22], to generate the
3D virtual meshes of the patient vertebrae. Then, following the image segmentation, these
3D meshes are refined into printable 3D models, via the open-source software MeshLab [23]
by performing a few optimization stages (e.g., removal of non-manifold edges and vertices,
holes filling, and finally mesh filtering).

Acrylonitrile butadiene styrene (ABS) is used to manufacture vertebral models via
3D printing: this material is commonly employed for 3D printing in the orthopedic do-
main to replicate the bone mechanical behavior [24]. Mockups of intersomatic disks are
manufactured with a soft room-temperature-vulcanizing silicone (RTV silicone), modeled
to replicate the size and to maintain a mobility similar to the in-vivo human spine [25].
The spine mannequin is embedded in a soft synthetic polyurethane foam to simulate
paravertebral soft tissues, and a skin-like covering made of RTV silicone is added to allow
an accurate simulation of palpation and surgical incision (Figure 1b).
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(a) (b)

Figure 1. (a, left) Overview of the final design of the simulator hardware components: a spine phantom, equipped with
markers for tracking, surgical tools with markers, two cameras for tracking, and a calibration cube. (b, right) The final
appearance of the 3D printed spine embedded in the soft synthetic foam and covered with a skin-like silicone layer.

Vertebrae tracking is necessary to update the Virtual X-Ray Visualization and the AR
Visualization accordingly to any vertebral displacement during the simulated surgical
intervention. The selected tracking strategy is based on the using of low-cost cameras
to reduce the total cost of the simulator. Cameras and markers’ positioning are chosen
considering both technical requirements and the consistency with a real surgical scenario.
ArUco markers [24], square (2 cm × 2 cm) fiducial markers composed of a binary matrix
(white and black) and a black border, are used for real-time tracking of anatomical models
and instrumentation.

Ad-hoc supports are designed to apply these planar fiducial markers on each vertebra,
allowing us to determine their real-time pose during the entire surgical simulation. Given
that the intervention is commonly performed with a posterior access, vertebral supports
are designed to emerge from the bottom side of the phantom (Figure 2a), so that they are
visible by a lateral camera (CamLat) which is used to track in real-time the pose of vertebrae.
An additional top camera (CamTop), opportunely calibrated with CamLat, is placed above
the phantom to acquire posterior images and then to offer AR views of the simulated
torso, to help the trainee in the identification of pedicles and implantation of screws (e.g.,
vertebra models or virtual targets showing the ideal trajectory for screw insertion). At the
same time, this second camera (CamTop) offers an additional point of view to track the
surgical instruments (e.g., pedicle access tool equipped with a trackable fiducial marker),
when they are not visible for the CamLat camera. The calibration between the reference
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systems of CamLat and CamTop is performed as described in Section 2.2.2 thanks to the
calibration cube.

(a) (b)

Figure 2. (a, left) Cameras and fiducial markers setup with schematic representation of transformation matrix involved. (b,
right) Calibration of the lateral and top cameras with the calibration cube.

The cameras selected for the implementation of our application are the UI-164xLE
camera from IDS Imaging with a 1/3” CMOS color sensor (resolution 1280 × 1024 pixels).
The UI-164xLE is a compact USB camera with an S-mount adapter allowing the use of
small low-cost lenses, and it allows the user to set focus manually.

2.2. Software Architecture

In addition to the hardware components described in the previous paragraph, the
architecture of the simulator (represented in Figure 3) also comprises software components.
The latter have been developed using the Unity game engine [26], with OpenCV plugin for
Unity [27] to perform the video-based tracking necessary for the rendering in both the AR
Visualization and Virtual X-Ray Visualization.

As summarized in Figure 3, the software architecture includes the following modules:
ArUco 3D Tracking, Camera Calibration, Virtual X-Ray Visualization, AR Visualization, and
User Interface. The ArUco 3D Tracking module acquires images from the two cameras and
receives input parameters from the Camera Calibration module to model the projection
matrix of the two cameras. It runs image-processing steps allowing the Virtual X-Ray
Visualization module, and the AR Visualization module to, respectively, perform the proper
graphics rendering of the surgical scenario. Finally, the User Interface module allows the
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user to load the cameras’ intrinsics and to control both the visualization modules. Each
software module is described in detail in the following sections.

 

Figure 3. Architecture of the simulator. The Hardware module consists of two cameras, a synthetic spine, and surgical tools
with ArUco fiducial markers. The simulator also includes: the Camera Calibration module to model the projection matrix of
the two cameras; the ArUco calibration module to track the spine and the surgical instrumentations; the User Interface to
load the cameras’ intrinsics, to control the virtual C-Arm and the visualization modules, and to visualize the generated
images; the Virtual X-Ray and the augmented reality (AR) visualization module to generate and update the fluoroscopic
images and the AR view.

2.2.1. ArUco 3D Tracking

The ArUco library [28,29], a popular library for detection of square fiducial marker
based on OpenCV, is used for tracking purposes. ArUco marker tracking is based on image
segmentation to extract the marker region, contour extraction to extract the polygons in the
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interior of the marker images, identification of marker codes by the pre-defined dictionary,
and finally marker pose computation with the Levenberg–Marguardt algorithm [30].

The OpenCV undistort function is used to transform images acquired by the two
cameras (CamLat and CamTop) to compensate for lens distortion (mainly radial) according
to the distortion coefficients stored by the Camera Calibration module. Undistorted images
are then processed by the ArUco 3D Tracking module to determine the pose of each vertebra
and the surgical instrumentation.

The ArUco tracking expresses the pose of each marker according to the right-handed
reference system of OpenCV, whereas Unity uses a left-handed convention (the Y-axis
is inverted as shown in Figure 4): thus, a change-of-basis transformation is applied to
transform the acquired tracking data from OpenCV convention to Unity convention.

 

Figure 4. Camera coordinate frame and image coordinate frame of the pinhole camera model in OpenCV and in Unity.
Both OpenCV and Unity assume that the camera principal axis is aligned with the positive Z-axis of the camera coordinate
system, but the OpenCV coordinate system is right-handed (the Y-axis is oriented downward) while the Unity coordinate
system is left-handed (the Y-axis is oriented upward). Moreover, in OpenCV, the origin of the image coordinate system is
the center of the upper-left image pixel while in Unity the origin of the image coordinate system is at the image center. This
picture also shows the coordinate system of the quad primitive used in Unity.

A moving average filter is then applied to denoise marker tracking: the number of
points in the average was empirically set to five to stabilize the marker pose with an
acceptable delay for real-time monitoring. Finally, a calibration procedure is performed:
indeed, the pose of markers on vertebra replicas and the pose of instrumentations are,
respectively, acquired in the CamLat and CamTop local reference system and they should be
expressed in the same global coordinate system. In this work, the global reference system
corresponds to CamTop local reference systems (see Figure 2). The roto-translation matrix
between the two reference systems is computed by the Camera Calibration module as
described in the following paragraph.

2.2.2. Camera Calibration

Cameras are modeled with the well-known pinhole camera model. Figure 4 depicts
the camera coordinate frame and image coordinate frame of the pinhole camera model in
OpenCV and in Unity.

An asymmetric checkerboard is used to estimate cameras’ intrinsic parameters offline
using the Camera Calibrator application of the MATLAB Computer Vision Toolbox™ [31]
based on the Zhang method [32]. The calibration process involves the detection of the
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checkerboard from at least 10 different viewpoints, and it is repeated until the reprojection
error is less than 0.15 pixels.

Once the calibration is completed, the results are saved in a text file (.txt
format), including:

• the horizontal and vertical focal length expressed in pixels (fx, fy);
• the coordinates of the principal point in pixels (cx, cy);
• two radial distortion coefficients (K1 and K2); and
• the input image size in pixels (Nx, Ny).

The Camera Calibration module of our software acquires these data and makes them
available to the ArUco 3D Tracking and the AR Visualization modules.

The Virtual X-Ray Visualization and AR Visualization modules require the pose of
vertebral models and instruments to be expressed in the same reference system. With this
aim, the Camera Calibration module also computes the extrinsic calibration consisting of
the roto-translation matrix between the reference systems of CamLat and CamTop. This
calibration is performed by acquiring the pose of a calibration cube with two ArUco
diamond markers (DiamondTop and DiamondLat) placed, respectively, on two adjacent
faces (Figure 2b). ArUco diamond markers are chessboards composed of 3 × 3 squares
with four ArUco fiducial markers, and they can be used for accurate pose computation
in all situations when the marker size is not an issue for the application. Each diamond
marker is represented by an identifier and four corners: these latter corners correspond
to the four chessboard corners and they are derived from the previous detection of the
four ArUco markers. The coordinate system of the diamond pose is in the center of the
diamond marker with the Z-axis pointing outward, as in a simple ArUco marker [33].

For this application, diamonds markers are printed in a size of 9 × 9 cm (the four
ArUco markers of a diamond marker measure 2 × 2 cm each). The calibration process
includes the following steps:

1. The calibration cube is positioned inside the field of view (FOV) of both cameras, and
CamLat and CamTop simultaneously acquire the diamond markers.

2. ArUco libraries are used to estimate the pose of each diamond marker in the reference
system of the corresponding tracking camera. We refer to the position vector from the

CamTop reference system to the origin of the DiamondTop reference system as
→

OTop,

while we use
→

OLat to denote the position vector from the origin of the CamLat reference
system to the origin of the reference system of the DiamondLat (see Figure 2b).

3. The position of the cube center is estimated in each camera reference system from the

position of the two diamond markers (
→

OTop and
→

OLat), the orientation of their Z-axis
(ẑTop, ẑLat) expressed in the tracking camera reference system, and the size (l) of the
ArUco Diamond marker according to Equations (1) and (2).

→
PTop =

→
OTop +

l
2

ẑTop (1)

→
PLat =

→
OLat +

l
2

ẑLat (2)

where
→

PTop is the position vector from the origin of the CamTop reference system to the

calibration cube center, and
→

PLat is the position vector from the origin of the CamLat
reference system to the calibration cube center.

4. Steps 1–2–3 are repeated at least three times moving the cube in the camera FOV to
collect two clouds of n-positions (n ≥ 3).

5. A rigid point cloud registration algorithm based on singular value decomposition
(SVD) is used to calculate the transformation matrix (TopTLat in Figure 2b) between
the reference systems of the two cameras from the collected clouds of positions (n-

144



Appl. Sci. 2021, 11, 1038

positions of the center of the calibration cube expressed in the reference systems of
the two cameras).

2.2.3. AR Visualization

The visualization of the AR scene requires configuration of the virtual camera using
the intrinsic parameters of the corresponding real camera to obtain the same projection
model and thus to guarantee the virtual–real matching. To do this in Unity, we used the
“Physical Camera” component that can simulate real-world camera attributes: focal length,
sensor size, and lens shift.

The lens shift (Sx, Sy) of a Physical Camera in Unity is a dimensionless value which
“offsets the camera’s lens from its sensor horizontally and vertically” [34] and it can be used
to model the principal point offset. This lens shift is relative to the sensor size, and it is
derived from the principal point coordinates expressed in pixels (cx, cy) and the input
image size in pixels (Nx, Ny), according to Equations (3) and (4).

Sx =
cx − Nx

2
Nx

(3)

Sy = − cy − Ny
2

Ny
(4)

A quad primitive is used to render the images acquired by the camera after undis-

tortion. The quad size is set as a multiple of the sensor size (W, H) and its position
→
O′ is

determined as in Equation (5), where k is the ratio between the quad size and the sensor size.

→
O′ =

⎛
⎝ Sx Nx k

Sy Ny k
f k

⎞
⎠ (5)

2.2.4. Virtual X-ray Visualization

This module generates realistic virtual fluoroscopic images of the current surgical
scene that comprises: the surgical tool, the patient-specific vertebrae, a virtual human body,
and a C-arm 3D model (the “Virtual C-Arm”). The pose of the vertebrae and the tool are
expressed in the same reference system thanks to the Camera Calibration module. The
human body (a standard 3D model, with size compatible with the patient-specific virtual
spine) is manually registered according to the anatomical correct positioning of the spine
The Virtual C-Arm is scaled to a realistic size (the source-to-detector distance, SDD, is 0.120
m as in [35]), and a “virtual isocenter” is placed at a distance of 0.64 m from the source
(source-to-isocenter distance, SID, of 0.64 m).

X-ray simulation is obtained through the implementation of a virtual camera (the
“X-ray Camera”), positioned at the Virtual C-Arm source. The FOV of the X-ray Camera
and its clipping planes are manually tuned according to the size of the Virtual C-Arm.

The X-ray beam projection of a C-arm device is commonly defined using two ro-
tation angles (Figure 5): the left/right anterior oblique (LAO/RAO) angle, α; and the
caudal/cranial (CAUD/CRAN) angle, β (in the literature, these are also referred to as the
angular and orbital rotation angles, respectively) [36]. A custom Unity script-component
was implemented to allow the user to rotate the Virtual C-Arm around its isocenter, adjust-
ing α and β values with keyboard inputs to obtain different image projections. Moreover,
this script also implements the Virtual C-Arm translation along the three main axes.

The X-ray Camera uses a custom replacement shader to render the vertebral meshes
and the tracked instrumentation: the “X-ray effect” is implemented with a colored, semi-
transparent shader, with no backface culling to also render polygons that are facing away
from the viewer (Figure 6).
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Figure 5. Virtual C-Arm modeling for the Virtual X-Ray Visualization module. The Virtual C-Arm
can rotate around its isocenter, adjusting α and β values with keyboard inputs to obtain different
image projections.

 

Figure 6. Two screenshots of the User Interface during the simulation in Virtual X-ray Visualization modality. The
User Interface shows the relative positioning of the Virtual C-Arm and the patient and the corresponding simulated
fluoroscopic image.

2.2.5. User Interface

The User Interface allows the user to load the cameras’ intrinsics, to control the Virtual
C-Arm, and to visualize the generated images. Moreover, the user can switch between
the calibration (Figure 7a) and the simulation application. During the simulation, the user
can turn on both the AR Visualization and the Virtual X-ray Visualization modalities at
the same time (Figure 7b), or activate the Virtual X-ray Visualization alone (Figure 6). The
Virtual X-ray Visualization allows the visualization of the Virtual C-Arm pose and the
corresponding simulated fluoroscopic image. The user can move the Virtual C-Arm (by
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adjusting the angular and orbital rotation angles and translating the Virtual C-Arm with
respect to the patient bed) via keyboard input.

(a) (b)

Figure 7. Screenshots of the User Interface: (a, left) the User Interface during a calibration procedure; (b, right) the User
Interface during a simulation session. This second screenshot shows both the virtual fluoroscopic image (from the selected
Virtual C-Arm pose) and the AR view from the top camera (CamTop).

2.3. Simulator Testing

Quantitative tests were performed to evaluate the accuracy of both the AR Visual-
ization (that in turn gives information about the calibration of the two cameras), and the
Virtual X-Ray Visualization. Figure 8 illustrates the testing setup: the two cameras are held
in position by an articulated arm, and the vertebral models are assembled and inserted into
a support structure.

(a) (b)

Figure 8. Testing setup: (a, left) configuration of the two cameras and the spine model; (b, right) a
close-up of the spine model with 3D-printed spherical landmarks, and the trocar mockup.

2.3.1. Evaluation of the Camera Calibration and AR Visualization

Three fiducial spherical landmarks (2 mm in diameter) were added to each vertebra
model at known positions to evaluate the cameras’ calibration: one was positioned at
the vertebral body so that it is visible by the lateral camera (CamLat), and the other two
at the vertebral peduncle and the spinous process so that are visible by the top camera,
CamTop (Figure 8).

The VR models of landmarks were added to the AR scene for estimating the target
visualization error (TVE), thus evaluating the accuracy of the AR overlay (a similar proce-
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dure was adopted in [16] to evaluate the accuracy of a hybrid simulator). With this aim,
the vertebral models were moved in ten different positions, acquiring each time the AR
image of both virtual cameras.

More specifically, for each position, two images were captured from each virtual
camera. The first image was acquired with AR switched-off; therefore, this image contains
only the scene as viewed by the camera, without AR information. The second image was
acquired with AR switched-on, thus it also shows the virtual landmarks. This produced for
each camera two sets of corresponding images: we refer to the set with AR switched-off as
the “Real Set”, and to the set with AR switched-on as the “AR Set”. The correspondence be-
tween the Real Set and the AR Set guarantees an accurate modeling of the camera projection
models and their intrinsic and extrinsic calibration, which is a requirement for the realism
and fidelity of both the AR Visualization and the Virtual X-ray Visualization modalities.

The acquired sets were automatically processed to estimate the 2D target visualization
error (TVE2D), that is: the offset, expressed in pixels, between the virtual and real objects
in the image plane (i.e., the centroids of the virtual landmarks, and the corresponding real
3D-printed landmarks). The Real Set and the AR Set were processed in the hue–saturation-
value (HSV) color space that allows a robust segmentation even when the target objects
show non-uniformities in illumination, shadows, or shading [37]. The image processing,
performed in MATLAB, included the following steps:

1. Transformation from RGB to HSV color space.
2. Detection of the virtual landmarks in the AR Set (Figure 9a).
3. Detection of the 3D-printed landmarks in the Real Set (Figure 9b).

(a) (b)

Figure 9. Examples of corresponding images of AR Set and Real Set from the CamTop view. (a, left) Image from the AR Set:
the eight detected digital markers are circled in red, and a zoomed view of the first top left marker is provided. (b, right)
Image from the Real Set: the detected 3D-printed markers are circled in red with each region of interest (ROI) enclosed by a
black-edged square, and a zoomed view of the first top left marker is provided.

Virtual landmarks were detected with the circular Hough transform, using their di-
ameter as an input parameter. The Hough transform sensitivity was adjusted to detect all
the landmarks in the image (four markers for CamLat and eight for CamTop): an increase
in the sensitivity allows the detection of more circular objects, including weak and par-
tially obscured circles (however higher sensitivity values also increase the risk of false
detection) [38].

The knowledge of the virtual markers position derived from step 2 was used to
improve the robustness of step 3. Each 3D-printed landmark indeed was searched within a
region of interest (ROI) centered on the position of the corresponding virtual landmark.
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The ROI was segmented to identify the red areas through filtering on the hue (H) and
saturation (S) channels.

Detected 2D positions were used to calculate the TVE2D, and subsequently to derive
the TVE3D, a rough estimation of the visualization error in space at a fixed distance,
expressed in mm [39]. The TVE3D was estimated by inverting the projection equation as in
Equation (6).

TVE3D =
TVE2D

k
Zc

f
(6)

In Equation (6): ZC is the estimated working distance, f is the camera focal length
estimated in the calibration stage, and k is the scaling factor of the image sensor (number
of pixels per unit of length).

2.3.2. Evaluation of the Total Error

Inaccurate tracking of surgical instrumentation is a source of error that can affect
the realism and fidelity of the system, particularly of the Virtual X-ray Visualization
that simultaneously shows the tracked vertebra and instruments. For this reason, we
performed additional tests, using a mockup of a Jamshidi trocar (a tool for percutaneous
pedicle cannulation) equipped with an ArUco marker (Figure 9) to estimate the total
error. We pointed the trocar tip at the vertebra landmarks under direct visual control,
and we calculated the accuracy as the distance between the tracked tip position and the
virtual landmark. Targeting landmarks under direct visualization allowed us to minimize
positioning inaccuracy due to the experience level of the experimenter, compared to
targeting under Virtual X-ray Visualization.

The error was calculated as the projection of the Euclidean distance on the XZ- and
XY- planes that coincide with the simulated anteroposterior and latero–lateral fluoroscope
projections, respectively.

3. Results

The target visualization errors (both TVE2D and TVE3D) were estimated for each
spine pose for a total of: 40 measurements for the lateral camera, CamLat (4 markers
detected in each of the 10 images); and 80 measurements for the top camera, CamTop (8
markers detected in each of the 10 images). Table 1 summarizes mean (μ) and standard
deviation (σ) values for each of the 10 images.

Table 1. Mean (μ) and standard deviation (σ) of target visualization errors (TVE)2D and TVE3D values for each of the
10 poses.

Pos 1 Pos 2 Pos 3 Pos 4 Pos 5 Pos 6 Pos 7 Pos 8 Pos 9 Pos 10 Total

CamLat

TVE2D
(pixel)

μ= 8.1 9.1 10.1 10 6.5 8.8 7.4 7.5 5.5 6.6 8
σ= 7.7 7.8 9.9 9.2 5.5 9.2 8.4 8.5 6.1 6.4 4.1

TVE3D
(mm)

0.7 0.9 1 1 0.6 0.9 0.8 0.8 0.6 0.7 0.8
0.3 0.4 0.4 0.7 0.3 0.4 0.3 0.4 0.3 0.5 0.4

CamTop

TVE2D
(pixel)

5.9 6.5 4.9 4.7 4.5 6.6 6.6 3.9 4.1 6.8 5.5
2.8 3.8 3.2 3.6 1.2 3.4 3.2 2.2 2.2 3.1 3

TVE3D
[mm]

1.7 1.9 1.5 1.4 1.4 2 2 1.1 1.3 2 1.6
0.8 1.1 0.9 1.1 0.4 1 1 0.6 0.7 0.9 0.4

The total error was calculated for each vertebra (for a single spine pose), three times
for each of the landmarks (landmarks on the vertebral body, pedicle and spinous process)
for a total of 36 measurements. Table 2 summarizes mean (μ) and standard deviation (σ)
values for each vertebra.
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Table 2. Mean (μ) and standard deviation (σ) of the targeting error latero–lateral (LL) and anteropos-
terior (AP) projections.

Vertebra 1 Vertebra 2 Vertebra 3 Vertebra 4 Total

Targeting
Error

LL
(mm)

1.9 2.2 2.1 2.1 2.1
0.8 0.6 1.1 1.3 1.0

AP
(mm)

2.5 1.7 1.6 1.8 1.9
0.5 0.8 0.4 1.4 0.9

The obtained TVE3D and targeting errors confirm the feasibility of the proposed
strategy to track the vertebral models/surgical tools, and to coherently visualize them both
in AR Visualization mode and in Virtual X-ray Visualization as an aid for the training of
pedicle screw implantation in lumbar vertebrae. The errors are indeed lower than half the
size of lumbar pedicle radius which, according to [40], is 6.4–6.5 mm for L1 (left and right
pedicle, respectively) increases from L1 to L4, and increased sharply at L5 reaching a mean
size of 17.5–17.7 mm (left and right pedicle, respectively).

The TVE3D of the CamTop is an estimation of the error in the registration of vertebral
models in the global (CamTop) reference systems (Vertebra Registration Error). As for the
targeting error we should consider the following sources of error: Vertebra Registration
Error, error in the localization of the ArUco marker used to track the surgical tool in the
global (CamTop) reference system, inaccuracy of the users in the alignment of the tool tip
with the marker, and finally the error in the tool calibration.

The instrument calibration is required to infer the pose of the tool tip from the pose of
the detected marker. In this study, we used a built-in marker to track the trocar mockup
and we derived the calibration matrix from the CAD (computer-aided design) project; a
procedure such as the pivot calibration [41] can be used instead for localizing a real surgical
tool using a marker whose relative pose with the respect to the tool tip is unknown a
priori. Given the obtained TVE3D and targeting error we can assume that, even using
a real surgical tool, the final accuracy of the system would be enough for the proposed
application (screw implantation in lumbar vertebrae).

Figure 10 illustrates the simulated lateral (Figure 10a) and anterior–posterior (Figure 10b)
fluoroscopic view of the spine during the targeting of one marker with the Jamshidi trocar
mockup. The corresponding actual positioning of the trocar is shown by the images captured
by the lateral (CamLat) and the top camera (CamTop). For these experiments, the “X-ray”
shader was applied only to the vertebral models while a standard opaque material was used
for the landmarks and the instrument model for a better visualization of their pose.

(a) (b)

Figure 10. Two screenshots of the User Interface during the targeting of a landmark with a trocar mockup. (a, left) The
pose of the Virtual C-Arm is adjusted to simulate a lateral fluoroscopic image. (b, right) The pose of the Virtual C-Arm is
adjusted to simulate an anterior–posterior fluoroscopic image.
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4. Discussion and Conclusions

A recent literature review on orthopedic surgery simulation highlights the need for
“high-tech” multimodal simulators allowing the trainees to develop visuospatial awareness
of the anatomy and a “sense of touch” for surgical procedures. Starting from these consid-
erations, in a previous study we have presented a hybrid simulator for open orthopedic
surgery using the Microsoft HoloLens [14]. Although HDMs represent an ideal solution
to develop an immersive training environment for open surgery, other non-wearable
AR-enabling devices deserve consideration to develop hybrid simulators for training of
image-guided surgical procedures such as spinal fluoroscopic guided interventions. For
this reason, in this work we present and technically test a prototype of an innovative hybrid
spine simulator for pedicle screws fixation, based on the use of a traditional stand-up
display, that is consistent with the equipment of a real surgical scenario and thus appears
the best technological choice in terms of realism.

The proposed strategy to build the spine simulator takes advantage of:

• patient-specific modeling to improve the realism of the simulated surgical pathology;
• rapid prototyping for the manufacturing of synthetic vertebral models;
• AR to enrich the simulated surgical scenario and help the learner to carry out the

procedure;
• VR functionalities for simulating X-ray images of the anatomy to train for the uniplanar

fluoroscopic targeting of pedicles without any exposure to harmful radiations.

Fiducial markers are used to track in real-time the position of each vertebra (which
can move relative to adjacent vertebrae to simulate the mobility of the human spine) and
surgical instrumentation. Two calibrated cameras, arranged in an orthogonal configuration,
are proposed to track the vertebral models (lateral camera) and to track the instrumentation
and produce an AR view of the simulated torso (top camera). A simulated virtual C-arm
is used to generate synthetic fluoroscopic projections, using a simple approach based on
shader programming to achieve an “X-ray effect”.

Quantitative tests show that the proposed low-cost tracking approach is accurate
enough for training in pedicle screws insertion in lumbar vertebrae.

Future studies will improve the robustness of the simulator, involving clinicians to
test the system and define the best positioning of the cameras (an ad-hoc support structure
will be designed to hold in position the two cameras), fiducial markers, and lights so that
the accuracy is maximized and, at the same time, the tracking set-up (camera, markers and
lights) does not hinder the surgeon’s movements and manipulation of the instruments.
To this end, the proposed tracking strategy that is based on the optical tracking of the
passive markers, is advantageous compared to other techniques using wired sensors (e.g.,
electromagnetic sensors). On the other hand, the selected tracking approach can fail due to
marker occlusions: in our simulator, this is particularly true for the markers placed on the
instruments. However, for our application, continuous instrument tracking is not necessary
because, even in the real surgical workflow, fluoroscopic imaging is not continuous but
intermittent to minimize the radiation dose to the patient.

In the future, Face Validity, Content Validity, and Construct Validity tests will be
performed for a complete assessment of the proposed simulator for training in pedicle
screws insertion.
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Abstract: Simulation-based medical training is considered an effective tool to acquire/refine technical
skills, mitigating the ethical issues of Halsted’s model. This review aims at evaluating the literature
on medical simulation techniques based on augmented reality (AR), mixed reality (MR), and hybrid
approaches. The research identified 23 articles that meet the inclusion criteria: 43% combine two
approaches (MR and hybrid), 22% combine all three, 26% employ only the hybrid approach, and 9%
apply only the MR approach. Among the studies reviewed, 22% use commercial simulators, whereas
78% describe custom-made simulators. Each simulator is classified according to its target clinical
application: training of surgical tasks (e.g., specific tasks for training in neurosurgery, abdominal
surgery, orthopedic surgery, dental surgery, otorhinolaryngological surgery, or also generic tasks
such as palpation) and education in medicine (e.g., anatomy learning). Additionally, the review
assesses the complexity, reusability, and realism of the physical replicas, as well as the portability
of the simulators. Finally, we describe whether and how the simulators have been validated. The
review highlights that most of the studies do not have a significant sample size and that they include
only a feasibility assessment and preliminary validation; thus, further research is needed to validate
existing simulators and to verify whether improvements in performance on a simulated scenario
translate into improved performance on real patients.

Keywords: healthcare simulation; augmented reality; mixed reality; hybrid; medical training

1. Introduction

Until the 20th century, the apprenticeship model, focused on the educational philoso-
phy of “see one, do one, teach one”, was the standard teaching methodology in medical
education. This model, developed by Dr. William Halsted in 1890, is based on progressive
responsibility culminating in almost-independence [1–3]. In other words, the trainee di-
rectly observes a procedure performed by the expert supervisor several times, then (once
the apprentice is considered ready) he/she executes the same procedure by imitating the
supervisor’s skills; possible mistakes are prevented or fixed immediately by the supervisor
to protect the patient. This model undoubtedly has strengths thanks to the trainee’s early
immersion in the clinical environment which allows him/her to acquire practical and
applied knowledge. However, it is inefficient because it is characterized by long hours of
work with poorly defined goals and random experiences depending on the flow of patients
in the operating theatre [4].
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Over the last decades, the rapid introduction of new techniques and surgical ap-
proaches, such as the minimally invasive and robotic procedures, combined with the new
legislative restrictions on surgeons’ working hours have worsened the issues of the appren-
ticeship model [5–7]. Thus, based on these considerations, the surgical community was
forced to reconsider training strategies [8].

Simulation-based training, relying on “see one, simulate many deliberately, do one”
principle, has been proposed as an excellent adjunct method to traditional medical edu-
cation [9,10]. Simulation is defined as “a technique to replace or amplify real experiences
with guided experiences, often immersed in nature, that evoke or replicate substantial
aspects of the real world in a fully interactive way” [11]. Healthcare simulation provides the
opportunity to develop the knowledge, the skills, and the attitude of medical professionals,
without any risk to the patient. The trainee can explore, repeat the surgical practice in a
setting that “fosters permission to fail”, recognize the mistakes and correct them, and try
different approaches without jeopardizing patient safety. Thus, simulation-based medical
training can be a platform for learning to mitigate ethical tensions and acquire/refine
technical skills [12–15]. The main simulation techniques in healthcare include virtual reality
(VR) simulation, physical simulation, and hybrid (virtual-physical) simulation.

VR simulation is based on the principles of immersion, interaction, and user in-
volvement at different degrees: learners are immersed in a highly realistic virtual clinical
environment (e.g., an operating room or an intensive care unit) and interact in real-time
with the environment through virtual interactions/interfaces (e.g., virtual menus, point-
and-click, etc.). Two interesting features of VR simulation are the objective evaluation of
the trainee’s performance, and the flexibility in selecting the virtual scenario. The latter
allows the simulation to be adapted to the trainee’s learning needs, enabling the learner to
gain new cognitive skills, or develop and refine technical skills (e.g., instrumental naviga-
tion, clipping, slicing, etc.). However, two major limitations of VR-based simulation are
the moderate sense of haptic feedback during interactions and the high costs making it
prohibitively expensive for many institutions [16–18].

On the contrary, physical simulation is based on the reproduction of clinical scenarios
with various degrees of realism. Low-fidelity scenarios include simple synthetic models
(such as tubes or rings) made of plastic, rubber, and latex that are used to train basic clinical
skills (such as knot-tying and suturing). High-fidelity scenarios include human organs or
mannequins that can be used to perform the physical examination and to complete more
complex procedures than just basic clinical tasks, and, unlike VR simulation, they provide
the trainee realistic haptic feedback during all tool–tissue interactions [19,20]. However,
the main negative aspects of this type of simulation are the need to replace the model in
case of a destructive task increasing training costs and the lack of the objective evaluation
of trainee’s performance.

Hybrid simulators combine VR elements and physical models of the anatomy which
can have an active or passive role in the simulation. Hybrid systems retain the natural
haptic feedback of the physical simulation and the performance evaluation tools typical of
VR simulation.

We present a systematic review of simulation techniques based on augmented re-
ality (AR), mixed reality (MR), and hybrid approaches in the context of healthcare, to
investigate the challenges and trends in this discipline. Firstly, we define AR, MR, and
hybrid approaches (Section 2.1), then we examine the simulation techniques in terms of the
implementation of their virtual and physical components and the accuracy validity of the
adopted techniques. Finally, we evaluate the clinical validity of the simulators and their
frequency of use.
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2. Materials and Methods

2.1. Simulation Approach

In the literature, there is no univocal definition of the terms hybrid simulator, AR
simulator, and mixed reality simulator. In performing this review, we have categorized the
simulators using the following definitions:

• Augmented reality (AR) simulator: an interactive simulator in which the real-world
environment is enhanced by computer-generated content perceived by the user using
different senses. In these simulators, the specifically designed physical component
could be absent (using only pre-existing elements of the real-world environment, such
as the ground, a wall etc.), passive (not actively participating in the simulation), or
active (providing/enabling specific functionalities in the simulation).

• Hybrid simulator: an interactive simulator in which the system integrates both a
virtual and a physical module. In these simulators the physical parts are always
present, but they could play either a passive or active role in the simulation.

• Mixed reality (MR) simulator: an interactive simulator in which real content (physical
objects) and virtual information (computer-generated content) are merged so that they
can interact with each other in real time. In these simulators the physical parts can
interact with the virtual content (and/or vice versa).

Therefore, as an example, a simulation system could have been classified as AR and
hybrid but not as MR if the system integrated both virtual content and physical parts but
did not enable any virtual physical interaction.

The results of the classification according to these definitions are given in Section 3.10,
which reports the associate statistical data collected by answering statistical questions SQ2
(“How many AR simulators are there?”), SQ3 (“How many MR simulators are there?”),
and SQ4 (“How many hybrid simulators are there?”).

2.2. Literature Search

The literature search was conducted using the following nine electronic databases:
Scopus, Google Scholar, PubMed, ProQuest, ScienceDirect, Wiley Online Library, IEEE
Xplore, Taylor & Francis Online and SAGE. The searches were limited to studies published
between February 2008 and April 2020 inclusive. The review was conducted by four
reviewers and the searches in all the databases above returned 262 results.

We have used the following research terms:

• (Augmented Reality OR AR) AND (Simulation OR Simulator) AND (Healthcare OR
Medicine OR Surgery OR Surgical)

• (Mixed Reality OR MR) AND (Simulation OR Simulator) AND (Healthcare OR
Medicine OR Surgery OR Surgical)

• (Hybrid) AND (Simulation OR Simulator) AND (Healthcare OR Medicine OR Surgery
OR Surgical)

The search in the online digital libraries was conducted in April 2020.

2.3. Study Selection

The selection process started with 262 studies collected from online digital libraries.
We defined three questions to select and include relevant studies:

Q1: Is the study relevant to healthcare simulation for improving the medical technical
and/or non-technical skills?

Q2: Are the simulation techniques based on AR, MR, and/or hybrid approach?
Q3: Does the study concern the development of an ad-hoc simulator or the evaluation of

a commercial simulator?

The selection process has been divided into four phases:

1. Removal of duplicates from nine different databases. After removing them, 98 stud-
ies remained.
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2. Removal of editorials (1), reviews (2), book chapters (1), conference abstracts (8),
thesis (9), reports (1), and reflections (4). After removing them, 72 studies remained
for the next phase.

3. Removal of studies after reading the title and abstract. The removed articles do not
resolve question Q1. After removing them, 35 studies remained.

4. Removal of studies after reading the full text, since some papers are still dubious after
step 3. The removed articles do not resolve questions Q2 and Q3. A total of 23 studies
remained relevant for our review.

Figure 1 shows the flow chart for the selection of studies according to PRISMA
statements [21].

 

Figure 1. Flow chart illustrating the selection of studies according to PRISMA statements.
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2.4. Research Questions

To guide the entire methodology and to help define the purpose of our systematic
review, we have defined 23 research questions that have been classified into three categories:
General Question (GQ), Focus Question (FQ), and Statistical Question (SQ). All these
research questions (GQs, FQs, and SQs) are listed in Table 1.

Table 1. Research questions.

Type/Code Research Questions

General
Questions

GQ1 Which is the target clinical area?
GQ2 Which skills are addressed by simulator? (technical skills, non-technical skills)
GQ3 Does the simulator integrate haptic feedback?
GQ4 What kind of sensors are used?
GQ5 Is the simulator patient-specific? (patient-specific, not-patient-specific)
GQ6 Are the simulator components reusable?
GQ7 Is a clinical performance evaluation performed?
GQ8 Does the simulator allow the selection of different scenarios based on trainee’s needs?
GQ9 How portable is the simulator? (very portable, portable, not portable)

Focus
Questions

FQ1 How invasive is the simulated surgical approach? (non-inv., minimally-inv., inv.)
FQ2 Which mode is used to convey haptic feedback?
FQ3 Which tracking approach is used to implement AR? (marker-based or marker-less)
FQ4 What visualization type is used? (monitor, hand-held display, HMD, projection)
FQ5 What kind of artificial intelligence technique is implemented?
FQ6 Which types of phantom are used? (commercial, custom-made)
FQ7 Which simulator manufacturing technique is used?
FQ8 Which metric is used for performance evaluation?
FQ9 Which evaluation method is performed to validate the simulator?
FQ10 Is a statistical analysis performed?

Statistical
Questions

SQ1 How many commercial simulators are used?
SQ2 How many AR simulators are there?
SQ3 How many MR simulators are there?
SQ4 How many hybrid simulators are there?

GQs concern the target clinical area (GQ1), the skills addressed by the simulator
(GQ2), the presence of haptic feedback (GQ3), integrated sensor types (GQ4), the presence
of patient-specific anatomy (GQ5), the reusability of simulator components (GQ6), the
evaluation of clinical performance (GQ7), the possibility to select different scenarios based
on the trainee’s needs (GQ8), and simulator portability level (GQ9).

FQs refer to specific questions to help answering GQs providing more details on how
invasive the simulated surgical approach is (FQ1), the mode used to convey haptic feedback
(FQ2), the tracking approach adopted (FQ3), the visualization techniques used (FQ4), the
artificial intelligence technique implemented (FQ5), the phantom type used (FQ6), the
manufacturing techniques adopted (FQ7), the performance evaluation metric used (FQ8),
the evaluation method performed (FQ9), and the presence of statistical analysis (FQ10).

SQs concern the current trends in the choice of simulation approaches in the healthcare
sector (SQ2, SQ3, and SQ4) and the types of simulators (commercial or custom-made) used
to implement a specific approach or to compare two different approaches (SQ1).

3. Results

A total of 23 studies remained relevant for our review. Table 2 contains basic infor-
mation on the selected studies: the authors and year of publication and reference number
(column Reference) and the publication title (column Title).
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Table 2. Selected studies.

Reference Title of Selected Study

Coelho 2020 [22] Augmented reality and physical hybrid model simulation for preoperative planning of metopic
craniosynostosis surgery.

Condino 2018 [23] How to build a patient-specific hybrid simulator for orthopedic open surgery: benefits and limits of
mixed-reality using the Microsoft HoloLens.

Condino 2011 [24] How to build patient-specific synthetic abdominal anatomies. An innovative approach from physical
toward hybrid surgical simulators.

Feifer 2011 [25] Randomized controlled trial of virtual reality and hybrid simulation for robotic surgical training.

Ferrari 2016 [26] Augmented reality visualization of deformable tubular structures for surgical simulation.

Fuerst 2014 [27] A novel augmented reality simulator for minimally invasive spine surgery.

Fushima 2016 [28] Mixed-reality simulation for orthognathic surgery.

Halic 2010 [29] Mixed reality simulation of rasping procedure in artificial cervical disc replacement (ACDR) surgery.

Huang 2018 [30] The use of augmented reality glasses in central line simulation: “see one, simulate many, do one
competently, and teach everyone”

Jain 2019 [31] Virtual reality based hybrid simulation for functional endoscopic sinus surgery.

Keebler 2014 [32] Building a simulated medical augmented reality training system.

Lahanas 2015 [33] A novel augmented reality simulator for skills assessment in minimal invasive surgery.

Lee 2013 [34] Augmented reality intravenous injection simulator based 3D medical imaging for veterinary
medicine.

Lin 2012 [35] The development of optical see-through display based on augmented reality for oral implant surgery
simulation.

Loukas 2013 [36] An integrated approach to endoscopic instrument tracking for augmented reality applications in
surgical simulation training.

Nomura 2015 [37] Laparoscopic skill improvement after virtual reality simulator training in medical students as
assessed by augmented reality simulator.

Onishi 2013 [38] AR dental surgical simulator using haptic feedback.

Parkes 2009 [39] A mixed reality simulator for feline abdominal palpation training in veterinary medicine.

Tai 2009 [40] Augmented-reality-driven medical simulation platform for percutaneous nephrolithotomy with
cybersecurity awareness.

Thomas 2014 [41] The validity and reliability of a hybrid reality simulator for wire navigation in orthopedic surgery.

Tsujita 2018 [42] Development of a surgical simulator for training retraction of tissue with an encountered-type haptic
interface using MR fluid.

Van Duren 2018 [43] Augmented reality fluoroscopy simulation of the guide-wire. insertion in DHS surgery: a proof of
concept study.

Viglialoro 2018 [44] Augmented reality to improve surgical simulation. Lessons learned towards the design of a hybrid
laparoscopic simulator for cholecystectomy.

3.1. Target Clinical Area (GQ1, FQ1)

Simulation-based education is widely incorporated as a means of effective training to
learn technical and non-technical skills in almost all areas of healthcare. In the past, it has
been mainly used for training medical professionals to reduce errors during surgery. Today,
there is a growing trend to use simulation both as a tool for objective skill assessment and
as an anatomy learning tool to circumvent the drawbacks associated with conventional
anatomy training based on cadaver dissection.

With regard to question GQ1 (“Which is the target clinical area?”), 22 of the 23 studies
concern simulators for training of surgical tasks/procedures (such as neurosurgery [22,42],
abdominal surgery [24,26,40,44], orthopedic surgery [23,27,29,41,43], dental surgery [28,35,38],
otorhinolaryngological surgery [31], laparoscopic basic tasks [25,33,36], abdominal surgery
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and basic tasks [37], palpation [39], intravenous injection [34], and central venous catheter
insertion [30]); eight of them use the simulation also as an assessment tool [25,33,34,37,40,41,43].
One study reports the use of simulation only for didactive purposes to learn anatomy [32].

Surgical Approaches (FQ1)

A surgical procedure can be classified according to the degree of invasiveness in
non-invasive surgery, minimally invasive surgery (MIS), or invasive surgery (i.e., open
surgery). The non-invasive surgical approach is a conservative treatment that does not
require any incision in the skin; such procedures range from simple observation to surgical
specialties such as radiosurgery. The MIS approach refers to surgical procedures using
small incisions. This approach allows the patient to recover faster with less pain than the
open surgery approach characterized by large incisions.

In answering question FQ1 (“What surgical approach is implemented in sim.? (non
inv., minimally inv., inv.)”), a total of 15 studies concern the simulation of MIS pro-
cedures [24–27,29–31,33,34,36,37,40,41,43,44], six concern the simulation of invasive ap-
proaches [22,23,28,35,38,42], and only one concerns the simulation of a non-invasive ap-
proach [39].

3.2. Technical and Non-Technical Skills in Surgery (GQ2)

Mastery of both technical and non-technical skills is required to perform a safe proce-
dure. The former are defined as psychomotor actions or related mental faculties acquired
through practice and learning, pertaining to a particular craft or profession. The latter are
defined as the social (teamwork, leadership, communication), cognitive (situation aware-
ness, decision-making), and personal resource skills (stress, fatigue, and stress management)
that complement technical skills, contributing to safe and effective performance [45]. As
reported by [46], the technical skills are no longer enough for the delivery of a modern
and safe surgical practice; indeed, more frequently the risk to the patient is from failure of
non-technical skills [45,46].

Regarding question GQ2 (“Which skills are addressed by simulator? (technical skills,
non-technical skills)”), in the largest part of the analyzed studies [22–31,33,34,37,38,40,41,44],
the simulators address both the technical and non-technical skills. Only in five stud-
ies [35,36,39,42,43] do the simulators address only the technical skills. Indeed, many
studies show that simulation-based education is a powerful tool to teach both technical
and non-technical skills to individual surgeons and surgical teams without risking
patient safety.

3.3. Haptic Feedback (GQ3, FQ2)

Haptic feedback plays a key role in medical simulations because it increases the
simulation fidelity with beneficial effects on training. In particular, haptic feedback is
an important add-on for virtual reality simulators because it improves the perception of
virtual objects giving the user the illusion of touch. Many VR simulators recreate the sense
of touch through haptic devices that apply forces, vibrations, or motions to the user during
their interaction with the virtual environment.

In particular, haptic technology can be used to simulate the tactile properties of tissues
(i.e., the stiffness of a tissue is essential during a palpation procedure) and the manipulation
of surgical instrumentation [47].

With regard to question GQ3 (“Does the simulator integrate haptic feedback?”),
22 [22–31,33–44] of the 23 studies integrate haptic feedback. The only system that does not
offer such feedback is the simulator presented in [32] designed for the AR visualization of
anatomical models for educational purposes.

In more detail, answering question FQ2 (“Which mode is used to convey haptic
feedback? (actual interaction with physical components, haptic interface)”), the largest part
of the studies analyzed [22–24,26,27,29–31,33,34,36,38,41–44] offer the trainee the possibility
to use actual surgical instruments and/or manipulate/palpate physical anatomical replicas.
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Two of the reviewed simulators [39,40] incorporate a haptic software module and de-
liver the simulated haptic experience via commercial haptic interfaces: Phantom Premium
devices [39] and Phantom Omni devices [40] (Sensable Technologies, Woburn, MA). The
main difference between the two studies is that haptic interfaces are used in [39] to interact
with virtual models of organs superimposed on a physical model (a cat toy), whereas
in [40] they are used to interact with a purely virtual representation of anatomy to mimic
the insertion of a percutaneous needle and to mimic hand palpation.

3.4. Implementation of the Virtual Component of the Simulators (FQ2–5)

In the following paragraphs we report technical details on the implementation of the
virtual component of the simulator, including the tracking approach adopted for deriving
the spatiotemporal relationship between the real and virtual worlds (FQ3), the display
technologies to provide the user with computer-generated information (FQ4), and the
implementation of artificial intelligence (AI) techniques (FQ5).

3.4.1. Tracking Approach (FQ3)

The knowledge of the spatiotemporal relationship between the real and virtual worlds
is a key aspect in the development of a MR simulator for allowing a proper interaction of
virtual elements (e.g., virtual models of the anatomy) with real objects (e.g., surgical tools).
Moreover, accurate and fast estimation of the viewing pose relative to the real objects is a
crucial challenge for a proper alignment of the virtual content to the real-world in AR/MR
application.

Tracking methods commonly employed comprise the following approaches:

1. Vision-based approaches, that can be further categorized into two mutually non-
exclusive methods: marker-based and marker-less (i.e., location-based position).

A marker is a distinguishable artificial element that a computer system can detect using
image segmentation, pattern recognition, and computer vision techniques. Marker-based
methods are fast; however, inherent drawbacks of these approaches lie in the fact that
marker detection is very sensitive to marker occlusion and poor ambient lighting (that
can make the makers unrecognizable). As for the latter issue, infrared (IR) retro-reflective
markers can be used to improve the reliability of tracking, reducing the effects of ambi-
ent illumination.

2. Other sensor-based approaches (apart from vision sensors) including electromagnetic
tracking, acoustic tracking, and inertial tracking sensors.

3. Hybrid techniques that combine marker-based with marker-less approaches or vision-
based and sensor-based techniques.

Our analysis shows that none of the literature simulators employ a marker-less method
alone, instead there are several systems based on the use of markers. Explored marker-
based solutions mainly use planar printable markers such as Vuforia Image Targets (images
that Vuforia Engine can detect and track) [48], square black and white patterns [32–35,42],
and colored strips [41]. Only two systems [29,43] employ non-planar markers: retroreflec-
tive IR markers tracked by the Vicon system in [29] and two colored (green and yellow)
markers in [43].

As for the sensor-based approach, our literature search shows that the most com-
mon sensors used for the development of AR/MR simulators are electromagnetic (EM)
coils [24,26,31,41,44] that do not require line-of-sight and can be used to track hidden
anatomical structures as described in [24,26,44].

Finally, some simulators adopt a hybrid approach. For example, the minimally inva-
sive laparoscopic system described in [33] employs a planar marker to track the box-trainer;
an electromagnetic sensor, a rotary encoder, and IR sensors are instead used to provide the
laparoscopic tool kinematics (3D pose of the tool in six DOF (degrees of freedom), shaft
rotation, and opening angle of the tooltip).The simulator in [34] employs a gyro sensor cou-
pled with a planar marker for an accurate tracking of the instrument (a syringe). Another
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hybrid approach is presented in [41] for estimating the pose of the surgical instrument
with respect to the camera: first, an algorithm creates an adaptive model of a color strip
attached to the distal part of the tool, then another program tracks the endoscopic shaft,
using a combined Hough–Kalman approach.

3.4.2. Visualization Modality (FQ4)

Available display technologies to provide the user with computer-generated informa-
tion include: 2D monitors, hand-held displays (mobile phones and tablets), head-mounted
displays (HMDs), and spatial projection-based AR displays.

Most of the revised simulators [25–28,33,34,36,38,39,41,43,44] use a traditional 2D dis-
play. In these simulators (except for the commercial LapSim® and ProMIS® systems), the
virtual information is not designed to interact in real-time with the real content (physical
objects). Moreover, most of these simulators are for minimally invasive procedures not
performed under direct vision. Indeed, [25,26,36,44] are designed for laparoscopy, for
endoscopic surgery [33], and for wire navigation in minimally invasive procedures [41,43].
Finally, in [27] the monitor is used to show simulated fluoroscopic images to guide spine
surgery. Among the other simulation systems for procedures involving the direct visualiza-
tion of the anatomy, a particular solution is presented in [38]. This system uses a traditional
monitor in a tilted position coupled with a half mirror placed horizontally between the
user’s head and his/her hands to visualize the virtual information superimposed onto the
anatomical physical replica.

Six papers [23,29,30,34,35,40] report the use of a HMDs. These intrinsically provide the
user with an egocentric viewpoint and allow handsfree work; for these reasons, HMDs are
deemed the most ergonomic solution for applications including manual tasks performed
by the user under direct vision, similar to what happens in open surgery. The devices
selected by the AR/MR simulators evaluated are optical see-through HMDs (OST HMDs):
these displays offer an instantaneous and unobstructed full resolution view of the real
environment allowing a naturalistic experience. In more detail, the simulators in [23,40]
are based on Microsoft HoloLens (1st generation), [30] is based on AiRScouter WD-200B,
and [35] presents the design of an innovative custom-made OST HMD. Finally, HMDs are
also used in [29] (NVIS nVisor ST50) and [31] (HTC VICE MIS) for virtual reality immersive
experience.

Only two simulators [22,32] employ a hand-held display: these systems are designed
for AR visualization of VR anatomical models for surgical planning [22] or training of
medical and anatomy students [32]. None of the simulators employ a spatial projection-
based AR display.

3.4.3. Artificial Intelligence Techniques Integrated in the Simulation (FQ5)

The use of AI algorithms is raising in the development of surgical simulators as the
AI potential is huge for automatic performance evaluation, metrics extraction, simulation
level adaptation to the trainee performance, and realistic force feedback implementation.

Actually, in the literature, AI methods are studied but not yet robustly integrated.
Indeed, among all the studies analyzed, only four report the use of AI methods [25,36,37,40].
In [25] and [37], the authors use the commercial ProMIS hybrid laparoscopic simulator in
a training program. ProMIS integrates a machine learning algorithm for the tracking of
the laparoscopic instrumentation. In particular, the instruments are optically recognized
through color-contrasted adhesive labels that are affixed to their distal tips and through a
proprietary formula that combines time and path length the simulator manages to record
and evaluate the economy of motion, and then generates a numeric score for the execution
time. The same approach is used in [36] with the scope to estimate the 3D pose of the
surgical instrument with respect to the camera and follow its movements. In this paper
the adaptive algorithm developed through the color tracking method is compared with
a second algorithm that tracks the endoscopic shaft using a combined Hough–Kalman
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approach. Here the final aim is to achieve a robust interaction with the virtual world and to
improve the realism of the rendering when the virtual scene is occluded by the instrument.

In [40], AI is used to improve the realism of the force feedback provided in the AR
simulator. In particular, the authors use a cyber security algorithm to anonymously and
safely record actual force feedback from real surgical interventions, then they analyze the
data recorded to provide precise muscle memory acquisition during the training procedure.

3.5. Implementation of the Physical Component of the Simulator (GQ4, FQ6–7)

The physical components of the simulators are based mostly on phantoms (plastic
structures) simulating parts of the patient body or a full human body. The more complex
phantoms are equipped with sensors and computer software that allow an objective
performance assessment and the implementation of advanced functionalities such as
guidance information to the trainee, simulation of physiological functions, etc. The main
advantage of using physical models is that they provide a realistic training environment
owing to the real haptic feedback provided and the possibility to use actual surgical tools.

3.5.1. Materials and Fabrication Techniques (FQ6–7)

Simulators can consist of commercial or custom-made physical components. The
analysis performed to answer question FQ6 (“Which phantoms are used? (commercial,
custom-made)”) reveals that most of the simulators analyzed are custom-made; indeed, a to-
tal of 13 studies employ custom-made phantoms, and only five studies employ commercial
phantoms.

Below, the manufacturing techniques for both of these types of simulators are reported
to answer question FQ7 (“Which simulator manufacturing technique is used?”). As for
the simulators with custom-made anatomical replicas, only three studies [29,35,38] do not
provide details on the manufactured process, while the others provide a description of the
manufacturing method useful to reproduce the simulator.

The study in [27] presents a peculiar method for fabricating the anatomical replicas.
The phantom includes artificial vertebrae and soft tissue. The synthetic vertebrae are man-
ufactured starting from frozen and formalin-fixed thoracolumbar spines; they are defrosted
and dissected, then embedded using a fast curing plastic. In particular, polyurethane foam
recipe is used for the inner cancellous core of vertebrae while a resin is used covering a
layer of cortical bone. Finally, different mixtures of silicone rubber are used to manufac-
ture the human’s erector spinae and the skin, while a thin plastic foil is used to imitate a
muscle fascia.

In a large part of the studies [22–24,26,28,29,31,34,44], the authors instead devel-
oped phantoms extracting the 3D anatomical models from CT images of real patients.
In [22–24,26,29,31,34,44], the virtual anatomical model is turned into a tangible physical
replica by using 3D printing technologies and casting fabrication processes. For example,
in [34], the authors fabricate a silicone model using a casting technique based on a 3D
printed forelimb prototype of a beagle dog.

The remaining studies explored the use of 3D printing with the resin and acrylonitrile
butadiene styrene (ABS). The resin is used to mimic the skull bone in [22] and to manu-
facture anatomical structures and surgical tools in [31]. In addition, in [22] the authors
improve the model according to a handmade process with a platinum-cure silicone (Dragon
Skin; Smooth-On, Inc, Macungie, PA, USA), mixed with some additives in order to mimic
human tissue properties such as textures, consistencies, and mechanical resistance. Instead,
ABS is employed to 3D print a hip models in [23] because it adequately approximates the
mechanical behavior of the bony natural tissue. After that, the hip model is embedded
in a soft synthetic foam and covered with a skin-like material which allows an accurate
simulation of palpation and incision. In addition, in [24,26,44] the ABS material is used to
3D print molds for anatomical replicas. In [24], the hybrid simulator includes a physical
commercial trunk phantom with replicas of the liver, gallbladder, pancreas, and stomach.
The physical environment is enriched with coherent virtual models of the entire abdomen.
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The replicas are obtained using casting processes of silicone materials and pigment pow-
ders. In addition, the stomach and liver are EM sensorized to quantify deformations
caused by surgical action. In [26,44], the hybrid simulator developed by Viglialoro et al.
includes both patient-specific models (e.g., liver, gallbladder, pancreas, abdominal aorta,
esophagus–stomach–duodenum) and non-patient-specific synthetic organs designed in a
CAD environment (e.g., arterial tree, biliary tree, and connective tissue). The strategy used
to manufacture patient-specific replicas is the same as that used in [24]. The manufacturing
process of the arterial tree and biliary tree involves the use of nitinol tubes joined together
by tin wires and covered by a thin silicone layer. In addition, EM sensors are inserted
inside the nitinol tubes to implement an AR solution allowing the real-time visualization
of the Calot’s triangle. Finally, the synthetic tissue is produced in the form of thin sheets in
gelatinous material (Psyllogel Fiber powder).

The research in [28] developed a hybrid simulator that integrates a 3D virtual dento-
skeletal model with the real dental cast model using the reference splint. However, the
authors do not provide details on the manufactured process used to create the dental
cast model.

Only five studies employ commercial phantoms. Among these, four are anthropo-
morphic [30,37,41,43]. In [41,43], both studies employ a plastic foam femur surrogate
(Sawbones AG, Karlihof, Switzerland) to fabricate a hybrid simulator for wire navigation
in orthopedic surgery. The research reported in [30] completes a commercial physical
mannequin for internal jugular vein central line insertion with AR glasses. Finally, in [37]
the authors customize the ProMIS simulator with a gallbladder model (Limbs & Things,
Bristol, UKd) to perform a cholecystectomy procedure.

In [40], the authors report the use of commercial non-anthropomorphic phantoms.
In detail, they employ two Phantom Omni (a six DOF haptic device) with one stylus that
mimics the percutaneous needle during the simulation of percutaneous nephrolithotomy.

Finally, the research in [39] reports the use of toy as the main physical component of
a simulator developed for training of veterinarians: two commercial Phantom Premium
1.5 haptic devices are positioned on either side of a toy cat with virtual representations of
the chest and abdominal organs superimposed on the physical model.

3.5.2. Sensors Types (GQ4)

In addition to the use of position sensors for the tracking of tools and anatomical struc-
tures, in [40,42] force sensors are used to measure the puncture force during percutaneous
renal access [40] and the retracting force of soft biological tissues [42].

3.6. Patient-Specific Simulation (GQ5)

As reported by Ryu et al. [49], the patient-specific simulation is very useful because
it provides an accurate representation of intraoperative conditions related to the patient
anatomy and the target surgical technique, and it allows trainees to try different approaches
that can translate into training for complication avoidance.

Among all the studies analyzed, 13 report the use of a patient-specific simulator. In two
studies [28,40], the 3D models are purely virtual, whereas in nine studies [22–24,27,29,31,34,35,38]
virtual models are combined with physical replicas to create a more complex environment; finally,
in only two studies [26,44] the patient-specific models are purely physical. All 3D models are
obtained starting from the segmentation of the CT images of real patients.

3.7. Reusability of Simulator Components (GQ6)

Two key challenges to the reduction of the training costs are the reusability of the
medical simulator components and the minimization of spare parts cost. With regard to
question GQ6 (“Are the simulator components reusable?”), in the largest part of the studies
analyzed [22–25,27–35,38–41,43] the entire simulator is reusable. This is due to the fact
that the authors perform only non-destructive tasks such as palpation, basic laparoscopic
tasks (i.e., instrument navigation, peg transfer, clipping of virtual objects, etc.), insertion of
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tools (i.e., wire navigation, intravenous injection, etc.), and surgical planning. In particular,
the authors use materials that are extremely durable over time such as silicone rubbers,
polyurethane, and plastic materials.

In studies [26,44], the authors have designed solutions to make all anatomical com-
ponents reusable such as the liver, gallbladder, pancreas, abdominal aorta, esophagus–
stomach–duodenum, arterial tree, and biliary tree, except the connective tissue which must
be dissected during each training session. Finally, only in four studies [22,29,36,37] was the
entire simulator substituted after each training session.

3.8. General Features of Simulation Systems (GQ7–9, FQ7–10)

The key feature of simulation-based medical education is the knowledge of the results
of the trainee performance during a learning experience because that leads to effective
learning. Other important simulation features include the possibility to create medical
scenarios of progressive difficulty and the portability of the medical simulators [50]. Each
feature will be explained in the next three subsections.

3.8.1. Performance Evaluation Metrics (GQ7, FQ7–8)

The assessment of clinical competence is one of the most difficult and important
tasks in medical education because it provides feedback to trainees about their clinical
skills, supports self-paced learning, assures the public, and provides evidence toward the
certification of achievement of clinical competencies.

There are several methods of assessment, each with its own strengths and limita-
tions. As reported by Epstein in [51], the main strategies include written examinations,
direct observation or video review, assessments by supervising clinician, clinical simula-
tion, and multisource (“360-degree”) assessments and portfolios. The appropriateness of
each method depends on the goal that is addressed (i.e., measuring performance or skill
acquisition, etc.) and on the level of the learner’s education.

Ryall et al. [52] present a systematic review of the simulation as a clinical assessment
tool. They suggest that the simulation can be a valid and reliable method to assess the
technical skills and to determine the skill level and the capability to practice safely. Indeed,
the simulation can both differentiate performance between experts and novices on given
tasks and also identify poor performers.

With regard to question GQ7 (“Is a clinical performance evaluation performed?”),
a total of eight studies assess clinical performance. In answering question FQ8 (“Which
metric is used for performance evaluation?”), two methods of performance evaluation
are used [53]: the first technique is based on the human rater’s score performance using
checklists on scoring rubrics, and it is used in [30]; instead, the second method is based on
the automated scoring of measurements integrated into the simulator itself, and it is used
in the remaining studies [25,33,34,37,40,41,43].

The results in answering question FQ7 (“What kind of artificial intelligence technique
is implemented?”) are that one of six studies used an automated scoring based on artificial
neural networks [40].

3.8.2. Implementation of Different Levels of Complexity (GQ8)

To design an effective learning experience in simulation-based medical education,
an important factor is the possibility to offer a wide range of task difficulty levels. An
appropriate level of training allows the trainee to increase the mastery of skills; the learners
have opportunities to engage in the practice of medical skills, starting from basic techniques
(novice levels) and proceeding to train at progressively higher difficulties (expert levels) [50].
Five of the 23 articles address question GQ8 (“Does the simulator allow selection of different
scenarios based on trainee’s needs?”).

In [33], the authors propose an AR laparoscopic simulator including a box-trainer,
a camera, and a set of laparoscopic tools equipped with custom-made sensors. Such
a system allows the trainee to interact with various VR training elements. To this, the
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authors implement three different training tasks: instrument navigation, to improve the
perception of depth of field; peg transfer, for hand-eye coordination skills; and clipping, for
bimanual operation.

In [40], the authors developed an AR simulator (SimPCNL) for percutaneous nephrolitho-
tomy and successively compared it with the commercial virtual simulator, PERC Mentor
(Simbionix, Cleveland, OH). Both simulators allow the trainees to practice basic tasks for
percutaneous access procedures performed under real-time fluoroscopy on a variety of
virtual patients.

Two studies [25,37] concern two laparoscopic commercial simulators: the LapSim®virtual
simulator (Surgical Science Inc, Minneapolis, MN, USA) and the ProMIS hybrid simulator
(Haptica, Dublin, Ireland) that offer different training scenarios with different levels of com-
plexity. No outcome has been reported on this aspect of simulation. The former simulator
(the LapSim) is a high-fidelity simulator available in two versions: with and without haptic
feedback. This modular system consists of laparoscopic instruments as interfaces connected
to a computer. Modules include basic laparoscopic skills, ranging from navigation to more
advanced skills (e.g., coordination, grasping, cutting, clip applying, suturing, etc.) and
multiple surgical procedures (e.g., cholecystectomy, appendectomy, laparoscopic gynecol-
ogy, etc.). The latter system (the ProMIS) combines a laparoscopic mannequin connected to
a laptop with integration also into a virtual environment. It uses real surgical instruments
which are tracked during the tasks to provide an accurate and objective assessment of the
user’s performance. The system includes both basic laparoscopic tasks and entire surgical
procedures, such as appendectomy, colectomy, cholecystectomy, etc. Different physical
models (such as suturing pads) can be inserted into the mannequin; for example, in [25]
the authors used the MISTELS (McGill Inanimate System for Training and Evaluation of
Laparoscopic Skills) task set, whereas in [37] the authors used an object-positioning module
and a gallbladder model during the training sessions.

In [44], the authors developed an AR simulator for laparoscopic cholecystectomy. The
key feature of this system is the capability to create physical and virtual scenarios with
different degrees of complexity, allowing the trainee to acquire both the dexterity necessary
for good practice and the decision-making skills. Due to the morphological and topological
variations that occur naturally in human hepatobiliary anatomy, the authors predisposed
physical models of different anatomical variations of the arterial and biliary trees and
implemented an easy connection/disconnection coupling to facilitate any substitution on
demand. This gives the tutor the possibility to choose the anatomical variations according
to the trainee’s level of experience.

3.8.3. Portability (GQ9)

The portability of a simulator is a major factor in spreading the use of medical simu-
lators in educational and training settings. In answering question GQ9 (“How portable
is the simulator? (very portable, portable, not portable)”), we have defined three levels
of portability:

• A very-portable simulator is a commercial or custom system designed to be held in the
hands and/or on the head or that can be easily carried. Seven studies [22,23,25,30,32,35,37]
report the use of very portable simulators.

• A portable simulator is a system designed to have a simple assembly/disassembly
of the setup and (eventually) an easy calibration procedure. Thirteen stud-
ies [24,26–28,31,33,34,36,39,41,43,44] report the use of portable simulators.

• A non-portable simulator is a system that requires a dedicated room and/or has a
complex assembly/disassembly of the setup and (eventually) a difficult calibration
procedure. Two studies [29,42] report the use of non-portable simulators.

In [40], the authors use two simulators: one commercial, identified as very portable;
and one custom, identified as portable.
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3.9. Evaluation of Simulators (FQ9–10)

To guarantee proper simulator-based training it is important to verify whether im-
provements in performance on medical simulators translate into improved performance
on real patients. In [53], the authors affirm that the evaluation of medical simulators has to
satisfy two main criteria that are “validity” and “reliability”.

Overall, the “validity” is the degree to which a method measures something. The
main types of validity are face, content, construct, concurrent, and predictive validity. In
the medical simulation context:

• Face validity refers to simulator realism, and it is assessed by experts by means of
questionnaires or surveys;

• Content validity measures the appropriateness and usefulness of the simulator as a
training tool, and it is typically assessed by experts with checklists;

• Construct validity determines the ability of simulator to differentiate between expert
and novices;

• Concurrent validity indicates the correspondence between trainees’ performance
tested on a simulator and on a gold standard method or against another, previously
validated, simulator;

• Predicitive validity denotes the ability of the simulator to predict future performance
in real scenarios [53,54].

“Reliability” refers to the consistency of measurements. However, there are two
other less important criteria that are “fairness” and “usability”: the first is an aspect of
validity, and it is refers to absence of any bias (test free of bias, lack of favoritism toward
test takers, accessibility, and validity of score interpretations), while the second concerns
implementation costs, time required, ease of administration, and comprehensibility of the
results for the users [53,54].

To answer question FQ9 (“Which evaluation method is performed to validate the sim-
ulator? (technical, validity, technical + validity)”), we have defined three evaluation stages:
only technical evaluation, only validity evaluation, both validity and technical evaluations.

The technical evaluation concerns accuracy, reliability, and efficiency, and only nine
studies out of 23 report a technical evaluation [22,27,28,31,35,36,38,42,43]. In [35,38], the
authors evaluate the displays in terms of registration accuracy [35,38] and frames-per-
second (FPS) during the visualization of surface and volume data [35].

Measurements of force are performed in [27,42]. Fuerst et al. [27] evaluate the physical
components of the simulator measuring the average force during transpedicular insertions
performed on six vertebral models to perform a comparison with human specimens. Tsu-
jita et al. [42] instead evaluate whether the developed haptic interface and the mechanical
components satisfy the specifications in terms of force requirements.

In [23,28,36,43], the authors evaluate the accuracy of simulators that include an AR
component. Among them, Condino et al. in [23] evaluate the accuracy of a simulator
developed for Microsoft HoloLens. The accuracy was evaluated in terms of the perceived
position of AR targets; moreover, the authors evaluate the workload and usability of the
HoloLens for their application considering visual and audio perception, interaction, and
ergonomics issues.

In [31], the authors evaluate the reliability and efficiency of the simulator. The authors
evaluate the accuracy of the registration between real and virtual scenarios using the
Euclidean distance between the 3D point where the resident hit the equipment in the simu-
lation model and the actual 3D point in the real world, and the robustness, checking if the
registration error depended on landmark points. Additionally, the authors demonstrated
the efficiency of the system.

Validity evaluation: Eleven studies out of 23 report face/content/construct/concurrent/
predictive validity tests [22,25,29,30,32–34,37,39,40]. Among them, three studies [29,32,39]
perform a non-detailed preliminary evaluation of simulators, and the results obtained
should be confirmed in larger studies. The sample sizes are five (expert physicians), five
(undergraduate students), and seven (veterinary students), respectively. In [29], the au-
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thors evaluate the effectiveness of the system to teach anatomy and to grasp the basics of
a specific orthopedic surgery. In [32], both content validity and usability evaluation are
performed in terms of how easy to use the simulator is. In [39], the authors perform only
face validity.

In [40], the authors report face, content, construct, skills improvement validity, and
criterion validity (often divided into concurrent and predictive validity). They compare the
developed simulator and the PERC Mentor.

Simulator’s face and content validity are evaluated by 38 expert surgeons in [22] and
by 40 subjects in [34]. In both of these studies, a questionnaire on the realism and the
usefulness of simulators is used, and in [22] the authors also address questions on the value
of AR for medical training. Overall, the opinions of the users are very positive in all studies.
Finally, in [34], proficiency level is also assessed.

Concurrent validity is reported in four studies [25,30,37,40]. In [25], the authors
evaluate the performance of 20 medical students in robotic surgery sessions before and
after training using ProMIS and the LapSim. The results show that the use of ProMIS and
LapSim simulators in conjunction with each other can improve robotic console performance.
In [37], laparoscopic skills are assessed in ProMIS tasks before and after LapSim training to
clarify whether this training improves operation skills: the results confirm an improvement.
In [30], the authors compare physical simulation and AR simulation of central venous
catheters mannequin. The results show a significant difference in the adherence level
between the AR group and the non-AR group, owing to the real-time feedback the AR
group received as they performed the procedure. Additionally, tests of usability, workload,
and ergonomics of AR glasses are performed.

Lahanas et al. [33] report both face and construct validity of their simulator. Face
validity is evaluated by 20 users (10 novices and 10 expert surgeons) using a questionnaire
about the realism of the VR objects and the interaction between the instruments and the
VR objects, and the difficulty of the task and the lack of force feedback during tool-object
interaction. Construct validity is evaluated in three tasks between two experience groups.
The results demonstrate highly significant differences in all performance metrics.

Validity and technical evaluation: Four studies out of 23 report face and content
validity and technical evaluation [24,26,41,44].

With regard to face and content validity, all studies use a questionnaire on the realism
and the usefulness of the simulators; in [26,44], the questions also address the value of AR
for medical training. Overall, the opinions of the users are very positive. Additionally,
in [26,44] the authors evaluate the robustness of the simulator hardware. The users enrolled
in all studies are five expert surgeons in [26], 13 clinicians in [24], 10 expert surgeons in [44],
six novices, and four expert surgeons in [41].

With regard to the technical evaluation, in [26,44] the accuracy of AR visualization
is evaluated as adequate for training purposes. In [24], the authors perform three tests to
measure eventual damage of EM sensors during embedding steps, the correspondence
between planned and actual sensor positions, and the correspondence between real and
virtual scenarios; all the results were coherent.

In [41], the authors assess both the simulator reliability measuring the precision of
the tracking and the simulator face, content, and construct validity. All users agree on the
realism of the simulator and on the fact that practice on the simulator would improve their
intraoperative wire navigation performance. About the content validity assessment, the
authors compare the desired task characteristics from the design specification checklist with
the features of the assembled simulator. Additionally, construct validity results confirm the
ability of a simulator to differentiate performance between experts and novices.

With regard to question FQ10 (“Is a statistical analysis performed?”), 16 studies out
of 23 conducted a statistical analysis [22–28,30,31,33,34,37,40,41,43,44]. One criticism of
these studies is that often the number of participants was small: only five studies involved
more than 20 subjects [22,30,34,40,43], so further studies are needed to generalize the
findings obtained.
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3.10. Trends of Simulation Techniques in Healthcare (SQ1–4)

This review also reports the trends of simulation techniques in healthcare and the
types (commercial or custom-made) of simulators used to integrate the chosen approach or
to compare two or more different approaches.

The statistical data collected in this section are obtained by the answering the statistical
questions SQ1 (“How many commercial simulators are used?”), SQ2 (“How many MR sim-
ulators?”), SQ3 (“How many AR simulators?”), and SQ4 (“How many hybrid simulators?”).
Figure 2 shows the percentage of studies using commercial and custom-made simulators:
it can be seen that 22% used commercial simulators, and 78% custom-made simulators.

 

Figure 2. The pie chart shows the percentages of studies using commercial (22%) and custum-made
(78%) simulators.

Figure 3 shows the distribution of the approaches used in the implementation of
medical simulators: 43% of selected studies combine two approaches (MR and hybrid), 22%
combine all three approaches, 26% employed only the hybrid approach, and 9% applied
only the MR approach.

 

Figure 3. The pie chart shows the distribution of analyzed papers in terms of the approaches used
in the implementation of medical simulators. The categories grayed out (augmented reality (AR),
AR-mixed reality (MR), and AR-Hybrid) are associated with a percentage of 0%.
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4. Discussion

This systematic review investigates the impact of AR, MR, and hybrid approaches on
medical simulation and reveals that most of the selected studies (43%) combine MR and
hybrid approaches.

Most studies use simulation predominantly as a medical/surgical training tool ad-
dressing both technical and non-technical skills. Eight of them use the simulator also as an
automatic assessment tool for the evaluation of the user performance. However, given the
promising role of simulation in objective skill assessment, we believe that more research is
needed to integrate such functionalities in AR, MR, and hybrid simulators.

Furthermore, the review examines how the virtual and physical components are
implemented. As for the virtual component, we analyzed the following core elements: the
tracking approach for deriving the spatiotemporal relationship between the real and virtual
worlds, the display technologies, and the implementation of software haptic feedback and
AI techniques.

Tracking methods commonly employed for simulators include the use of EM sensors,
vision-based approaches (mainly with planar printable markers), and hybrid methods. The
latter use marker-based procedures combined with marker-less or sensor-based methods.

Concerning the visualization modality, most of the revised simulators use a traditional
2D display; six studies report the use of HMDs, and only two a hand-held display.

As for haptic feedback, it is mostly obtained through actual interaction with a physical
replica of the anatomy. However, two simulators integrate a commercial haptic interface.
More specifically, in one study, interaction with the physical environment is enriched by
virtual haptic feedback generated by means of commercial haptic interfaces used to interact
with internal organs not reproduced in the mannequin.

Actually, in the literature, AI algorithms are studied but not yet robustly integrated.
Indeed, among all the studies analyzed, only four report the use of AI methods. The use of
AI techniques is increasing in the development of surgical simulators, as the AI potential is
huge for automatic performance evaluation, metrics extraction, simulation level adaptation
to the trainee performance, and realistic force feedback implementation. Thus, we believe
that this issue deserves future attention for the development of high performance AR, MR,
and hybrid simulators.

Among all the studies analyzed, 78% use custom-made simulators. The manufacturing
process for most custom-made phantoms starts with extracting 3D models from CT images
of real patients. The 3D model is turned into a tangible physical replica using 3D printing
technologies and casting fabrication processes. Printing materials such as resin and ABS
are used to reproduce rigid parts (i.e., bones), and they adequately approximate the
mechanical behavior of the natural tissue. Silicone mixtures and polyurethane materials
are used for the manufacturing of soft parts to mimic human tissue properties. Among
the revised custom-made phantoms, two include both patient-specific and non-patient
specific synthetic organs. In addition, some authors equip the phantoms with EM sensors
to implement AR applications. Overall, the manufacturing materials used are extremely
durable over time allowing the reusability of the phantom (where is it possible) and thus
a reduction in training costs. Given the importance of physical interaction in the skill
acquisition for surgery, it is essential in the future both to study deeply the most suitable
materials to mimic soft tissues and bones and to validate the realism of the interaction
between physical models and surgical instrumentation.

Other aspects investigated by this review include the complexity of the medical
scenario, the integration of methods for evaluating clinical performance, and the level of
portability of the simulator. Despite the importance of the first two aspects on learning
effectiveness, only a few studies have addressed these issues. Regarding portability (a
significant factor in the widespread use of medical simulators in educational and training
settings), the review shows that most simulators are simple to assemble/disassemble, and
some can be easily transported.
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Finally, concerning the evaluation of simulators, most articles conduct either a tech-
nical or a validity evaluation or, more rarely, both. However, a common limitation of the
reviewed studies is the small number of participants (only five studies involved more than
20 subjects [22,30,34,40,43]) recruited to test simulator. More specifically, with regard to
the validity assessment, the number of experts enrolled to validate simulators is often
small (only two studies involved more than 10 experts [22,30]). Thus, although preliminary
results are encouraging, further research is needed to validate existing AR, MR, and hybrid
simulators for surgical training and to test whether improvements in performance on a
simulated scenario translate into better performance on real patients.

At the time of the literature search, there was no systematic review covering the topic
of simulation techniques based on AR, MR, and hybrid approaches in healthcare. Only one
review in English [55] was found on augmented reality-based simulators in laparoscopic
surgery. More specifically, the authors described five commercial AR simulators in terms of
the features of simulators (modules and tested skills, recorded parameters, and feedback),
an overview of measurements (need for observer and instructions), the assessment methods
of performance, the most important aspects, shortcomings, validity, and costs of the
simulators. However, our review provides a wider range of studies on medical simulation
techniques not limited to AR but including also MR and hybrid approaches, providing a
complete analysis of virtual and physical components of commercial and custom-made
simulators and identifying current trends in the choice of simulation approaches.
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