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Due to the great success of the initial Special Issue on Miniaturized Transistors [1], we
have decided to continue addressing the ever-advancing progress in microelectronic device
scaling with this second volume. Complementary Metal-Oxide-Semiconductor (CMOS)
devices continue to endure miniaturization, irrespective of seeming physical limitations to
scaling, helped by advancing fabrication techniques. We also observe that miniaturization
does not always refer to the latest technology node for digital transistors. Rather, by apply-
ing novel materials and device geometries, we note that a significant reduction in the size of
microelectronic devices for a broad set of applications can be achieved. The achievements
made in the scaling of devices for applications beyond digital logic (e.g., power applications,
optoelectronics, and sensors) are taking the front stage in microelectronic miniaturization.
Furthermore, all these achievements are assisted by improvements in the simulation and
modeling of the involved materials and device structures. In particular, process and device
technology computer-aided design (TCAD) has become indispensable in the design cycle
of novel devices and technologies.

There are 19 research papers published in this Special Issue, covering recent advances
in research aspects related to transistor miniaturization, including theoretical assessments
of novel device geometries, the application of wide bandgap materials for high-power
applications, modeling techniques for highly scaled devices, as well as devices for applica-
tions in optoelectronics and sensing. Furthermore, three reviews are included in this Special
Issue, one which looks into transistor scaling along Moore’s Law and presents ideas about
what lies ahead [2], another which investigates the applicability of metal oxide/polymer
heterojunctions for flexible and portable electronics [3], and a third which performs an
analysis of the reliability of highly scaled devices, where the charging kinetics of single
defects play a critical role [4].

The three review articles which are provided in this Special Issue nicely summarize
the impact of miniaturization on the current semiconductor device landscape. They in-
clude transistor scaling along Moore’s Law and the introduction of new materials and
hetero-junctions for exciting new applications in flexible and portable electronics. However,
miniaturisation and scaling come at a price, as is discussed in the third review, which looks
into the impact of defects in highly scaled devices. Radamson et al. [2] provide a review on
the development of the metal-oxide-semiconductor field-effect transistor (MOSFET) over
the last decades while following the international technology roadmap of semiconductors
(ITRS). They focus on methodologies, challenges, and difficulties when ITRS approaches the
end and discuss new and emerging channel materials beyond the Moore era. Jeong et al. [3]
provide a thorough review of the application of hybrid polymer/metal oxide films for
flexible and wearable devices. These nanocomposites are excellent materials for flexi-
ble electronics due to the combined benefits of durability of the polymers and excellent
electronic properties of the metal oxides. The authors highlight the advances made in
improving the electrical performance of these devices by studying their mobilities and
dielectric constants, as well as looking into interface engineering and its impact on the
electronic properties. Waltl [4] wraps up this Special Issue with a thorough look into
the reliability of highly scaled semiconductor transistors. As transistors are miniaturized
further, single defects play an ever-increasing role in the device performance and reliability.
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Waltl takes a look into bias temperature instability (BTI) at the single-defect level to provide
an in-depth investigation of charge trapping kinetics of the defects to ultimately provide an
accurate assessment of the device lifetime.

The impact of single defects is also studied by Stampfer et al. [5]. The authors of this
paper look at the adverse effects of miniaturization. Mainly, they observe how miniaturiza-
tion leads to increased variability among nominally identical devices, primarily due to the
increased relative impact of oxide traps. With random telegraph noise (RTN) measurements,
the authors are able to extract the step heights of defects present at the Si/SiO2 interface.
They note that, contrary to recently published studies, a bimodal distribution in step heights
can be observed. Cheung, in [6], on the other hand, explores the potential application of
a single-defect MOSFET device towards the realization of the elusive quantized current
source. Their experimental results on a single-defect MOSFET shows that the one charge
pumped per cycle is valid, encouraging further exploration of charge pumping based on
quantum current sources.

With increased device scaling and the uncertainty of what lies beyond Moore’s law
once the physical limits are reached, many researchers are theorizing about novel transistor
designs. For this, applying advanced TCAD tools is indispensable. It is no longer a
reasonable expectation that any potential design can be tested in a lab, as this comes with
extremely high costs, especially at the leading technology nodes. Instead, many researchers
rely on TCAD as an initial assessment of their proposed device ideas. With this in mind,
in [7], Wulf presents a compact nanotransistor model which allows for the extraction
of important device parameters such as the effective height of the source-drain barrier,
device heating, and the quality of the coupling between the conduction channel and the
contacts. This model is then used to quantitatively describe quantum transport in a variety
of industrial nano-FETs. Medina-Bailon et al. [8] presented a quantum enhancement of
a 2D Multi-Subband Ensemble Monte Carlo (MS-EMC) simulator, specifically to observe
transistor behavior at the nanometer scale. Kim et al. [9] use TCAD simulations to examine
the differences between the memory mechanisms in poly-silicon and silicon body one-
transistor dynamic random-access memory (1T-DRAM) cells. They found that a poly-
silicon 1T-DRAM can perform memory operations by using grain boundaries (GBs) as
storage regions in thin body devices with a small floating body (FB) area. Zhang et al. [10]
propose an implementation of a novel core-insulator gate-all-around (CIGAA) nanowire
transistor which exhibits low off-state current compared to that of traditional gate-all-
around (GAA) nanowire devices, making it ideal for future energy-efficient applications.
Han et al. [11] proposed a germanium-based GAA transistor, which shows an all-around
improved performance when compared to silicon GAA FETs. Specifically, the germainum
GAA FET exhibits a higher ON/OFF ratio compared to silicon and a steady and steep
average subthreshold swing. Chen et al. [12] presents a three-input, three-channel field
effect transistor (TI-TcFET) design with multiple gate contacts (top, front, and back) in order
to increase the gate control of the channel. The authors show that the proposed device
could be used to simplify complex circuits by using less transistors than in traditional
CMOS technology.

Beyond digital logic, high-power electronic devices are playing a very important role
in today’s technology development. They are essential components in the push towards au-
tonomous vehicles and safer air and space travel, while also providing important progress
towards green energy applications and overall increase in energy efficiency. Six papers
in this Special Issue look into novelties related to high-power electronic devices, mostly
using wide-bandgap semiconductors such as silicon carbide (SiC) and gallium nitride
(GaN). Chien et al. [13] study the application of a split-gate trench (SGT) power metal-
oxide-semiconductor field-effect transistor (MOSFET) to reduce specific ON resistance.
They note that the bottom epitaxial layer of a double-epitaxy structure can be designed
to support the breakdown voltage, while the top one can be adjusted to reduce the ON
resistance. Jia et al. [14] present a 4H-SiC metal-semiconductor field-effect transistor (MES-
FET) with layered doped and undoped regions. After optimizing the thickness of the
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undoped region, the authors obtained an increase in the power-added efficiency (PAE) of
85.8% and a saturation current increase of 27.4%, when compared to the double-recessed
4H-SiC MESFET. Li et al. [15] tested the surge reliability of 1200 V SiC MOSFETs from
various manufactures by stressing them until failure. By decapping the failed devices and
observing the cross-section of the damaged cell, they found that high temperature caused
by excessive current flow through the devices during the surge tests is the main culprit
for failure. In a contribution by Li et al. [16], the authors propose and test a SiC MOSFETs
device which is able to meet the requirements of DC microgrid protection. Their prototype
was developed, tested, and compared to the silicon-based insulated gate bipolar transistor
(IGBT) alternative, showing high promise in its application in a solid-state circuit breaker.
Guo et al. [17] looked into the thermal characteristics of pulse-operated AlGaN/GaN high-
electron-mobility transistors (HEMTs). Their models show that the maximum channel
temperature and thermal impedance of the devices are considerably influenced by the
pulse width and power density, while the geometry of the gates, i.e., variations in the gate
fingers and their width, have no effect on the channel temperature, as long as the total
gate width and active area is kept constant. Zhu et al. [18] propose a new design for a
multi-recessed double-recessed p-buffer layer 4H–SiC metal semiconductor field effect
transistor (IMRD 4H-SiC MESFET) with high PAE. Their design shows an improvement in
the PAE of almost 70%, when compared to similar state-of-the-art designs. In an additional
contribution from Zhu et al. [19], a novel AlGaN/GaN HEMT is proposed, with a high
gate and a multi-recessed buffer (HGMRB) for high-energy-efficiency applications. Their
design promises an increase in the breakdown voltage by 16.7%, while the gate-to-source
capacitance is decreased by 17%. The radio frequency (RF) simulations showed impressive
PAEs of 90.8%, 89.3%, and 84.4% at 600 MHz, 1.2 GHz, and 2.4 GHz, respectively.

This Special Issue also looks at applications beyond digital logic and high-power
applications. Several research papers have been included, which discuss novel sensing
and imaging technologies. Cheng et al. [20] studied the potential of using vacuum channel
transistors in low-loss and high-speed electronics for operation in high-temperature and
high-radiation environments. Their measurements of vertical diodes further show that
current and voltage vary based on the pressure and gas composition of the ambient, sug-
gesting a potential application of these devices for gas and pressure sensing. Mao et al. [21]
theorized a floating gate transistor with two control gates in order to provide active noise
control in bio-electrical measurements. The advantage of their implementation is the ability
to use a cost-efficient single-polysilicon CMOS fabrication process. Zhi et al. [22] presented
a novel avalanche photodiode (APD) design, which is compatible with Taiwan Semicon-
ductor Manufacturing Company (TSMC)’s standard CMOS process, realizing scaling in
these devices by enabling an integration between the optoelectronic and digital compo-
nents. The fabricated device is able to operate at a wavelength of 850 nm. Finally, McGhee
and Georgiev in [23] apply semi-empirical density functional theory (DFT) calculations to
study the surface transfer doping process between hydrogen-terminated (100) diamond
and the metal oxides MoO3 and V2O5. Their study shows that both oxides act as electron
acceptors and inject holes into the diamond structure, meaning that these metal oxides can
be described as p-type doping materials for diamond. The study suggests the ability to
use deposited metal oxides in an oxygen-rich atmosphere to enhance the surface transfer
doping between diamond and the oxides.

Finally, we would like to take this opportunity to thank all the authors for submitting
exceptional and highly relevant research papers to this Special Issue. We would also like
to sincerely thank all the reviewers who took precious time to carefully examine and help
improve the quality of all submitted manuscripts. Peer review is an essential component of
good science, and they deserve recognition for the success of this Special Issue. It is our
sincere hope that the results provided in this Special Issue prove useful to scientists and
engineers who find themselves at the forefront of this rapidly evolving and broadening
field. Now, more than ever, it is essential to look for solutions to find the next disrupting
technologies which will allow for transistor miniaturization well beyond silicon’s physical
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limits and the current state-of-the-art. This requires a broad attack, including studies of
novel and innovative designs as well as emerging materials which are becoming more
application-specific than ever before.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: When the international technology roadmap of semiconductors (ITRS) started almost
five decades ago, the metal oxide effect transistor (MOSFET) as units in integrated circuits (IC)
continuously miniaturized. The transistor structure has radically changed from its original planar
2D architecture to today’s 3D Fin field-effect transistors (FinFETs) along with new designs for gate
and source/drain regions and applying strain engineering. This article presents how the MOSFET
structure and process have been changed (or modified) to follow the More Moore strategy. A focus has
been on methodologies, challenges, and difficulties when ITRS approaches the end. The discussions
extend to new channel materials beyond the Moore era.

Keywords: FinFETs; CMOS; device processing; integrated circuits

1. Introduction

In 1965, Gordon Moore, the founder of Intel, published his famous paper describing the evolution
of transistor density in integrated circuits. Although his first insight was to establish a business
roadmap to increase the profit of the company, he later built the fundaments for technology roadmap
in the semiconductor industry. Moore’s idea was based on doubling the transistor density in the chip
every 18 months, which causes the transistors to become smaller in size and consumes lower power
while performing at higher speed [1].

With years of continuing MOSFETs (metal oxide effect transistor) down-scaling, different non-ideal
factors e.g., short channel effects (SCEs), poor electrostatics integrity, and large device variability
appeared. Therefore, conventional bulk FinFET and fully depleted silicon on the insulator (FDSOI) are
proposed to improve the above problems by applying low gate voltage to fully deplete the ultra-thin
silicon [2]. Currently, bulk FinFET has been widely used in mass production from 22 nm to 10 nm
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node and will be extended to the 5-nm node [3–6]. In fact, the critical dimension (CD) of the device,
e.g., gate length (Lg), applied voltage (VDD), and effective oxide thickness (EOT) are not strictly scaling,
according to the Moore’s law. The foundries seek an improvement of driving current (IDS) at the same
leakage or achieve the smaller leakage at the same IDS. On the approach to the end of the technology
roadmap, the 3-nm node and the traditional bulk FinFET technologies would suffer from enormous
challenges [7]. Thus, new device structures, new materials, and new integration approaches have to
provide new solutions. Therefore, novel promising device architectures like fin-on-insulator (FOI)
FinFET [8–11], scalloped fin FinFET [12], nanowire (NW) FETs, and the stacked NW device [13–15]
have demonstrated great improvement for short channel effects (SCEs), leakage control, and higher
electron and whole mobility. The fin-on-insulator (FOI) FinFET, fabricated on the bulk Si substrate
with a special process takes both advantages of bulk FinFET and SOI technologies. Therefore, it may
be one of the most promising candidates for further device scaling. In addition, the low cost and fully
Metallic Source and Drain (MSD) process is extensively investigated for the FOI FinFET [9].

Other architecture such as scalloped fin FinFETs with mainstream all-last HKMG (high-k and
metal-gate) technology could provide a larger control area and obtain a great improvement for SCEs.
Stacked gate-all-around (GAA) NW or nano-sheet is also receiving increasing attention among all
device structures. This is considered to be the most promising candidate beyond FinFET technologies
for a 3-nm node due to its special characteristic, such as quasi-ballistic transport, steep sub-threshold
slope, and one-dimensional channel geometry [13,14].

3D-monolithic or 3D sequential CMOS technology is based on stacking active device layers
on top of each other with very small 3D contact pitch (similar pitch as a standard contact) [16,17].
This approach could achieve a 14-nm circuit performance by using 3D sequential CMOS technology
with lower parasitic resistance, capacitor, and signal delay. In addition, this integration scheme offers
a wide spectrum of applications including (i) increasing integration density beyond device scaling,
(ii) enabling neuromorphic integration where RRAM is placed between top and bottom tiers, and
(iii) enabling low-cost heterogeneous integration for e.g., smart sensing arrays. However, such an
integration process faces the challenges of fabricating high-performance devices in the top tier without
degrading the electrical characteristics of the bottom tier [18,19].

The CMOS scaling-down in process, VDD, and temperature (PVT) are becoming a major issue
for the nanoscale IC design. The need for low power induces supply voltage scaling, which makes
voltage variations a significant design challenge. Moreover, the operation frequency is sensitive to
die temperature variations. Therefore, it is increased at high junction temperatures. It is known
that process variations are a serious concern due to uncertainty in the device and interconnects
characteristics. Process variations negatively impact the speed, stability, and power consumption of
traditional transistor designs.

With the continuing scaling of devices, the driving current would become bigger and the
frequencies of transmitted signals become higher [20,21].

This article presents how the technology roadmap deal with miniaturization of CMOS including
advanced lithography for patterning nano-scaled transistors, process integration, (wet and dry) etching,
strain engineering with an emphasis on SiGe epitaxy for source/drain (S/D), dopant implantation,
gate formation including deposition of high-k material, and the metal gate using the atomic layer
deposition (ALD) technique, and III-V materials for high carrier mobility in the channel for FinFETs.
The discussions have a focus on the challenges and difficulties of the path of More Moore and even
provide a glimpse of the beyond Moore era for CMOS.

2. Miniaturization Principles

Figure 1 shows the official technology roadmap, which was originally established in the early
1970s and the semiconductor industries began to down scale the transistors [22]. In 2003, when the
transistor size shrunk to sub 100 nm, the nano-electronic era was inaugurated. The continuation of
down-scaling lead to the parasitic capacitance and the resistance increased. Lastly, the 2D transistors
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were abandoned and 3D FinFETs were introduced. This is considered as a revolutionary design in the
transistor world, which paved the path for sub 22 nm FinFETs with high performance and full control
on the carrier transport in the channel.

Figure 1. Miniaturization of the transistor gate length in different technology nodes and production
years [22].

The down-scaling of the transistors results in operation at lower supply voltages as well as
switching with less current.

On one hand, the shorter channel causes lower gate capacitance and higher drive current resulting
in faster transistors. On the other hand, the shorter channels contribute to higher S/D and Gate leakage
since gate oxide becomes thinner. The smaller transistors have both lower VDD and threshold voltage
(VT) or, in principle, lower dynamic power is obtained. The main rules to miniaturize MOSFET with
a factor of γ is demonstrated in Figure 2 [23]. This task is performed for transistors when the gate
length and width, oxide thickness, junction depth, and substrate doping are downscaled. Therefore,
both supply and threshold voltages are also scaled by a factor of γ. In this way, the electric field is
maintained constant. Meanwhile, the density of transistors is increased by factor of γ2. In this design,
the ratio between gate length and width is also unchanged.

Figure 2. A schematic drawing of MOSFET downscaling [23].

However, information on the size of the pitch in nanometer technologies and the freedom in
choosing the size of the transistors can be different. Simply, the pitch parameter may not follow the
same trend as the general miniaturization of technologies.

3. Lithography of Nano-Scaled Transistors

A state-of-the-art lithography seeks sharp patterns with high reproducibility. For 20-nm and
14-nm node technology, 193 nm ArF immersion with multiple patterning has been mainly used [24].
Meanwhile, 193-nm immersion with self-aligned double patterning (SADP) and self-aligned quadruple
patterning (SAQP) techniques is intended to be used for a 7-nm technology node [24].
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SADP is a technique which applied spacer transfer process for small pitch whereas SAQP is
applied twice self-aligned double patterning to develop very narrow features [25].

There is a strong effort to apply extreme ultraviolet (EUV) lithography and 193 nm immersion
with multi-patterning for a 7-nm node. Although EUV simplifies the patterning process for the 7-nm
node, EUV still has issues with resists and mask infrastructure as well as the power source, which have
to be solved before high-volume manufacturing.

Figure 3 indicates that the lithography cost depends on the layer and, therefore, the cost of
applying either 193i triple patterning or 193i SADP are roughly equal to single-patterning with EUV.
This means that the choice of the lithography method depended more on the performance-involved
trade-offs [26]. For 7-nm and 5-nm nodes, there is a risk that quad-patterning may occur from 193i
and double-patterning from existing EUV tools, or single-patterning from as-yet undelivered high
numerical aperture (NA) EUV tools.

Figure 3. Normalized cost/layer vs. lithography method.

To apply 193 nm immersion lithography with multiple patterning for 7-nm and 5-nm nodes
has difficulties. The main problem is overlay, which involves the ability of a scanner to align the
various mask layers accurately on top of each other. There may be too many masks at each new node.
This slows down throughput in the mask shop, increases the possibility that errors will be introduced,
and raises the cost at the same time.

Recently, it has demonstrated excellent industrialization progress of its pellicle, with tests
confirming that pellicles can withstand 245 W source power and an offline power lifetime test
indicating 400 W capability. Compared to the 7-nm logic node, the requirements for EUV masks is
tighter for 5 nm. Meanwhile there is good progress to support 5 nm in areas such as reducing mask
blank defects [27,28].

The EUV mask infrastructure is the need to manufacture defect-free photo masks where an
actinic mask review capability is a critical success factor [29,30]. The ongoing development for anEUV
pellicle solution alleviates industry concern about one significant source of line-yield risk [31]. Because
pellicles are currently unavailable for EUV lithography, other measures need to be taken to deal with
contamination that can occur during mask transport and usage. Such contamination can indeed occur,
and it has been observed by practitioners of EUV lithography. This may occur with sufficient frequency,
which justifies the concern for repeating defects that can reduce the yield significantly [32].
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In addition to the high EUV sensitivity, low local CD uniformity, and high patterning resolution,
the next generation resist systems should also efficiently solve the issues of pattern collapse, resist
homogeneity, etch resistance, UV out of band, outgassing, high volume manufacturing (HVM)
compatibility, defects, and shelf-life [33].

To improve throughput in HVM, the resist sensitivity to the 13.54-nm wavelength radiation of
EUV needs to be improved while the line-width roughness (LWR) specification must be held to low
single-digit nm. With a 250 W source and 25 mJ/cm2 resist sensitivity, an EUV stepper should be able
to process ~100 wafer-per-hour (wph), which should allow the affordable process when matching with
other lithography technologies.

Figure 4 shows that higher absorption allows the use of thinner resist, which mitigates the issue
of line collapse. Resistance as thin as 18 nm has been patterned over a 70-nm thin Spin-On Carbon
(SOC) layer without the need for another Bottom Anti-Reflective Coating (BARC).

Figure 4. Evolution of the lithography technique where the pattern becomes denser and smaller in each
new technology node. To prevent pattern collapse, the thickness of resist is reduced proportionally to
the minimum half-pitch (HP) of lines/spaces.

4. Process Integration of New Transistor Architecture

4.1. Process Flow of 2D and 3D Transistors

The process flow of FinFETs consists of the SADP technique, followed by oxide filling, planarization
using CMP (chemical mechanical polish), and etching to reach the fin active region and form shallow
trench isolation (STI).Afterwards, the process flow is similar to the planar transistors e.g., well doping,
dummy gate deposition and patterning, spacer formation, SiGe-epi, and S/D formation, interlayer
dielectric zero (ILD0), chemical mechanical polish (CMP), dummy gate etch, high-k and metal-gate
(HKMG) process, self-aligned contacts (SACs) for silicide and metal formation, local interconnects (LI),
and back-end-of-line (BEOL) interconnect construction [34–36], as shown in Figure 5.
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Figure 5. Process flow for the bulk FinFETs or planar transistors. The FinFETs process are underlined [36].

On the path of CMOS miniaturization, the smaller contact size leads to higher contact resistance
and contact-to-gate capacitance. Normally, the parasitic effects had no big impacts on the transistor
performance because they were significantly smaller than the resistance and capacitance of the channel.
However, both these effects becomes proportional to the gate length, which has been significantly
reduced during past years. The parasitic effects became comparable or even larger than the intrinsic
channel (gate and body) capacitance and resistance, as is shown in Figure 6.

Figure 6. (a) Parasitic resistances and (b) capacitances in each technology node [22].

The contacted CD of FinFET or lateral GAA NW device is 18 nm for the 10-nm node and the
contacted CDs are expected to be 16 nm, 14 nm, and 12 nm for 7 nm, 5 nm, and 3 nm in the future,
respectively [37], as is shown in Figure 7. The contacted resistivity has reached sub 10−9 Ω·cm2 for
advanced CMOS FinFET beyond 7 nm, and the values need to be smaller in the future [38].
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Figure 7. Values of contacted CD for advanced device.

4.2. Challenges in FinFETs’ Process

Electrical characteristics of FinFETs are related to the fins’ profile and dimensions [39]. In order to
transport higher current, longer fins are required, which leads to several challenges to manufacture
transistors, as shown in Figure 8.

Figure 8. New challenges in the miniaturization of FinFETs [36].

The process of long Si fins creates difficulty for the integration of poly gate, spacer, and replacement
metal gate. One of the problems’ roots is not easy to etch the poly gate with a high aspect ratio [39].
Charging and micro-loading of etching results in variable Lg. An over-etch process is needed to clean
the poly residual, and to remove the offset spacers on the fin-sidewalls [40,41]. Unfortunately, both
these over-etchings result in damages of the Si fins. A remarkable Si loss may occur after wet cleaning
and the solution has to be more diluted and should be used at low temperatures. Therefore, the dry
and wet etching need more attention to be optimized to produce 3D gates with minimum Lg variation
and Si loss in fins.

The patterning of fins is performed by SADP [42]. In this process, the depth of fin etching is usually
determined by time. Meanwhile, the fins located at the edge of the wafer may show larger profile
variation compared to those in the middle. To obtain uniform fin dimensions, dummy features could be
used [43]. In this case, some dummy fins are necessary to be cut at the pitch. It is important to mention
that, when the fin pitch shrinks and becomes compatible to the overlay limit, cutting fins becomes more
difficult. Other steps of the FinFET’s process, e.g., fin isolation by STI and channel-stopper doping
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become more challenging, because the tighter pitch makes it more difficult to control the STI profile as
well as doping variation.

In conclusion, in order to maintain the integrity of fins with a high aspect ratio is a challenging
task [32]. The dry etching of fins is not a straight forward task because of the 3D topography. Thus, a
plasma pulsing scheme is viable to decrease Si loss [39]. In a similar way, the oxidation of fins is a
non-uniform process and it is faster at corner and tip areas.

One of the important issues in the FinFETs process is doping the fins [44,45]. A conformal doping
profile in the S/D and extension regions has to be performed to create uniform carrier conduction in
the fin-channel. The tight pitch of the fins restricts the incident beam angle in ion implantation (I/I),
and may result in shadowing neighboring fins.

During the I/I, the Si fins become amorphous and, later, an annealing treatment is applied for
re-crystallization. Unfortunately, this thermal treatment usually leads to poor dopant activation and
formation of defects [44]. The poor fin quality has strong impact on the epitaxial quality of SiGe
in S/D epitaxy as well as contact resistance in those regions. An increase of Si wafer temperature
during I/I could be an appropriate solution to decrease the amorphous depth and fin damage [44,45].
Several reports have presented different innovative doping methods. Solid-source doping, molecular
monolayer doping, and conformal plasma doping can improve the doping profile.

5. SiGe Epitaxy of Nano-Scaled Transistors

SiGe was integrated in S/D regions as stressor material for the first time in the 90-nm technology
node to induce uniaxial strain in the channel region. Selective epitaxy growth (SEG) of SiGe was
applied to fill out the recessed S/D regions. The advantage of uniaxial strain to the biaxial one is higher
carrier mobility even for high electric fields. The embedded SiGe in S/D regions has been continuously
increased from 19% to 45% when the transistors were miniaturized from 90-nm to 22-nm nodes [46–50].
In a 45-nm node, the shape of recess in S/D regions was modified from a round shape to sigma shape in
order to further increase the SiGe strain since the layers could be located closer to the channel [51–53].

Beyond the 22-nm node (3D transistors), the SiGe layers are being grown on the Si fin to raise the
S/D regions. The summary of Ge contents in S/D regions for different technology nodes is shown in
Figure 9.

Figure 9. Ge contents in S/D for different technology nodes.

The SEG of SiGe on Si-Fin and nanowires has its own complexity and challenges. The SiGe growth
may suffer from a series of problems: facet formation [54,55], defects, micro-loading, non-uniform strain
distribution, surface roughness, and the pattern dependency effect [56–60]. Among those problems, the
pattern dependency effect occurs when the density and size of the transistor vary in a chip. The reason
for the pattern dependency of SEG is mainly non-uniform consumption of reactant gas molecules
when the exposed Si area varies in a chip. Hence, more careful optimization of the growth parameters
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as well as redesigning chip layout for uniform exposed Si areas could create uniform gas consumption
during epitaxy for a successful process [56–60].

Currently, there is a strong attitude to replace the Si channel with SiGe or Ge in FinFETs with
a high aspect ratio. The idea behind is to terminate the formed defects close to the fins’ sidewall
during epitaxial growth. This method is also called high aspect ratio trapping (ART) and by using it,
high-quality film in the vertical direction is obtained.

There are two methods to remove the Si and form the trench including the wet etch using
Tetramethylammonium hydroxide (TMAH) and the vapor etch using HCl inside the CVD (chemical
vapor deposition) chamber. The biggest difference between these two methods is the control of the
silicon morphology at the bottom of the trench. A “V-shape” (111)-oriented of Si crystal is formed in
the TMAH etch. Meanwhile, the HCl vapor method offers (311)-oriented facets of Si at the bottom of
the trench, as shown in Figure 10a–c.

Figure 10. (a) Si fin covered with SiO2 (b) removal of Si in the fin after wet-etch by TMAH and (c) HCl
vapor etch [61].

After filling the fins, the Chemical Mechanical Polish (CMP) technique is used to planarize the
lateral overgrown part. Later, the STI oxide is removed by diluted HF solution to expose the Ge or
SiGe fin. Figure 11 is the process scheme of SiGe or Ge SEG in the channel region in a FinFET structure.
The process initiates to form a “V-shaped” Si recess and growth of the strain relaxed buffer (SRB) of
Si0.3Ge0.7 [62].

Figure 11. Cross-section TEM of strained Ge-cap/ SRB Si0.3Ge0.7 grown in an oxide trench and observed
at (a) fin cut and (b) along the trench. The Si was removed by the wet etch prior to epitaxy [62].

For a better control over a short channel effect, a more aggressive design e.g., the Gate-All-Around
(GAA) structure is proposed to be integrated in the near future. For such transistors, SiGe or Ge are
proposed to be grown as channel material for high mobility.
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For the sub 10-nm technology node and beyond, the nano-wire device might be one of the
promising candidates to obtain better gate control and lower leakage current [63–66]. In this approach,
SiGe/Si multi-layers are grown where either SiGe or Si can be etched selectively to form channel regions
for NWs. Figure 12 illustrates an image of a multilayer SiGe/Si structure with eight periods for forming
vertical NWs.

Figure 12. HRSEM of a multilayer of the SiGe/Si structure with eight periods [66].

6. Monolayer Doping

Monolayer doping (MLD) is a self-assembly doping process, which can be applied for doping
NWs. This doping method is dominated by a surface chemical reaction between the semiconductor
substrate and dopant-containing organic molecules [67–71]. Compared to conventional implantation,
MLD introduces fewer defects into the substrates [72–75] and the dopant-containing molecules could
attach uniformly on the surface, which results in a better conformal doping profile [73].

The basic procedure of MLD for nano-sheets is shown in Figure 13 [70]. However, the process
could be easily used for NWs. The solution aqueous HF or NH4F was first used to remove the native
oxide on the surface and to obtain a hydrogen-terminated surface. Later, the substrate will be immersed
into dopants containing liquids or solution of organic materials [70–75]. The organic material could
be dopant atoms contained in alkene or alkyne. After that, a low temperature treatment or light
irradiation will be adopted to enable a reaction, which is called hydrosilylation to form a covalent bond
between the dopant containing molecules and Si atoms of the substrate’s surface [70]. A conformal
doped junction is formed by capping a thin SiO2 layer and high temperature RTP (rapid thermal
processing) annealing to drive the dopant into the substrate.
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Figure 13. Schematic of the monolayer doping process [70].

The tuning of doping concentration in the MLD process could be realized by either changing the
amount of the dopant atom in a molecule (dopant enriched adsorbate) to improve the packing density
or by mixing the dopant adsorbate with molecules that lack dopants to reduce the dopant quantity at
the interface. The final junction doping level is always determined by dopant solid solubility of the
dopant element [71,74].

7. Plasma Doping

Plasma doping is a method based on when the dopants are adsorbed conformally on the surface
of Si during the wafer, which is immersed into the plasma and dopant radicals in plasma. The uniform
doping profile can be obtained by plasma doping and the damage to the surface can be suppressed by
controlling the plasma energy. Recently, this technology has been improved by introducing ion energy
decoupled plasma doping. This is based on a pretreatment to corporate decoupled plasma doping.
In this way, the dopant level was remarkably raised and the surface damage could be decreased by
heating the wafer during the process [68,75,76].

8. High-k & Metal Gate (HKMG)

In downscaling of MOSFET, SiO2 high-k material was eventually replaced with high-k material
and the gate formation in the process flow was moved to the last in order to save the high-k integrity.

Table 1 summarizes the thickness of the materials in the gate stack (high-k dielectric and SiOx) from
a 45-nm to a 5-nm technology node [77–80]. The thickness of SiOx decreased dramatically from ~1.2 nm
in a 45-nm node to ~0.6 nm in a 14-nm node. In a similar way, high-k dielectric (HfO2) decreased
from ~1.5 nm in a 45-nm node to ~1.2 nm in a 14-nm node. As a result, the equivalent oxide thickness
of gate dielectric was decreased. In the 14-nm node CMOS, the thickness of SiOx and HfO2 have
significantly decreased to ~0.6 and ~1.2 nm, compared to ~1.1 and ~1.0 nm for transistors in a 22-nm
node. The 0.6 nm of SiOx contains only four or five layers of atoms, which is very thin. In addition, for
reliability of the gate stack, the thickness of SiOx is an important issue and, consequently, cannot be
further decreased. Therefore, it is expected that the thicknesses of SiOx and HfO2 would be considered
~0.5 nm and ~1.0 nm beyond a 5-nm node.
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Therefore, for high-k dielectric gate stack beyond the 5nm CMOS, almost the same gate stack
(HfO2 and SiOx) will be built and the thickness of these two materials will be nearly unchanged
compared with the 14-nm technology node. This is due to the direct tunneling current, which increases
exponentially with thinner film thickness.

Table 1. Material selection of high-k dielectric and metal gate from 45-nm to 5-nm nodes.

Technology Nodes
Film Thickness (nm)

Thermal Oxide High-k TiAl(N) TiN

45 nm ~1.2 ~1.5 ~2 ~2.1
32 nm ~1.2 ~1.1 ~1.7 ~2
22 nm ~1.1 ~1.0 ~1.2 ~1.4
14 nm ~0.6 ~1.2 ~1.2 ~1.4
5 nm ~0.5 ~1.0 ~1.0 ~1.2

For the metal-gate, the N metal for NMOSFET (N-type metal-oxide-semiconductor
field effect transistor) is still TiAl-based material, and the P metal for PMOSFET (P-type
metal-oxide-semiconductor field effect transistor) is TiN. The work function metals for the NMOS
(N-type metal-oxide-semiconductor) and PMOS (P-type metal-oxide-semiconductor) in 45 nm and
32 nm node were TiAlN and TiN, respectively [4,81]. Through the tremendous downscaling of CMOS
starting from FinFET in a 22-nm node to the GAA (nanowire) structure, the electrostatic gate control is
improved. This decreases the requirement of the metal-gate work function [41].

For the GAA structure, the gate-fill is a challenging task, and this increases the requirement of
further decreasing the metal-gate thicknesses. Beyond the 5-nm technology node, the thicknesses of
the TiAl and TiN metals are expected to be ~1.0 nm and ~1.2 nm, respectively.

For transistors beyond the 5-nm node, the device performance cannot be further improved by
optimizing gate stacks. The high-k dielectric and metal-gate are simply very thin and cannot be
further decreased. For the GAA device structure, the deposition of HKMG requires precision in atomic
levels. The ALD technique offers a good control for layer thickness of HfO2 and TiN. However, for
NMOSFET, it is relatively difficult to acquire the N-type work function metal due to the precursor
limitation. In this field, TaCy [82], TaCN [83], TiC [84], WC0.4 [85], and ErC2 [86] were studied for
NMOSFET application. However, in most of these processes, plasma enhanced ALD (or PEALD) was
used. To some extent, thermal ALD without plasma damage is more suitable for the metal gate. TiAlX
films as the metal gate were developed by Chao et al. by the thermal ALD technique using TiCl4,
TMA (Al(CH3)3), and NH3. It was demonstrated that NH3 presence in the TiCl4 and TMA reaction
makes the film more like TiAlN(C) while its absence makes the film turn to TiAlC. The TiAlC film has a
smaller effective work function than the TiAlN(C) film [87]. The effective work function can be tailored
from 4.49 eV to 4.79 eV by tuning the process conditions [88]. By introducing the triethylaluminum
(TEA) into the process, more Al-doping is obtained in the TiAlC film due the reaction of TEA with
TiCl4. The effective work function of the TiAlC with TEA as a precursor can be tunable from 4.46 eV to
4.24 eV [89]. The deposition of TaAlC films using TMA and TEA has almost the same effective work
function as TiAlC films grown by TMA and TEA separately, which provide more choices for metal
gate selection [90,91]. The effective work function of different metals for NMOSFET are summarized in
Table 2 [82–91].

High-k material can be applied for a more complicated transistor design, e.g., negative capacitance
FET (NCFET). This type of transistor is a strong potential device beyond the 5-nm node CMOS.
The reason for choosing NCFET is due to its dramatic improvement in a sub-threshold swing, which
has compatible process flow with the conventional CMOS technology, and on-current enhancement [92].
The high-k materials suitable for NCFET are considered to be HfZrO and HfO2 with a thickness below
5 nm.
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Table 2. The effective work function of different metals grown by ALD for NMOSFET.

Metal Dep. Method Effective Work Function Ref.

TaCy PEALD 4.77–4.54 eV [84]
TaCN PEALD 4.37 eV [85]

TiC PEALD 5.24 eV–4.45 eV [86]
WC0.4 PEALD 4.2+/-0.1 eV [87]
ErC2 ALD 3.9 eV [88]
TiAlC thermal ALD 4.79–4.49 [90]
TiAlC thermal ALD 4.46–4.24 [91]
TaAlC thermal ALD 4.74–4.49 [92]
TaAlC thermal ALD 4.65–4.26 [93]

9. Interconnections in CMOS

Tungsten (W) has excellent thermal stability, the highest melting point among all metals, and
perfect resistance to electro-migration (EM). The tungsten plug has been used for metal interconnection
in integrated circuits to connect different layers of metals to nano transistors. ALD has been widely used
for deposition of tungsten. ALD W has been used as gate filling metal (HKMG-last) due to its properties
for trench filling [93]. ALD W can be selectively deposited and this is important for advanced sub-10
nanometer transistors, which needs good alignment to underlying structures, and edge definition [94].
W films have an α-phase and a β-phase with different morphologies and electrical properties. W films
with an α-phase have the lowest resistivity and an important role in the logic MOSFETs.

The common precursors used for ALD W are SiH4 [95–108], Si2H6 [99], and B2H6 [100–103].
Different precursors will form films with different phases. Qiang Xu et al. studied the adhesion,
roughness, and pore filling ability of ALD W films using different growth methods and different
precursors for the 22-nm technology node, as shown in Figure 14 [104]. The authors demonstrated
that the roughness of the W film grown by the ALD technique is clearly better than that of CVD. The
roughness of ALD films grown by SiH4 is better than that of the B2H6 precursors. However, the filling
performance of SiH4 is worse than that of B2H6.

  
(a) (b) 

Figure 14. Cross-sectional SEM images of W films grown in different conditions: (a) on blank wafers
and (b) trenches filling capacity [104].

In order to further understand the internal morphology of the ALD W film, Wang et al. measured
the morphology of these films by using the XRD technique. It was found that there were two kinds of
crystalline phases in the ALD W films grown by SiH4 as precursors, while the films grown with B2H6

were amorphous, as shown in Figure 15 [98].
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Figure 15. XRD spectra of ALD W using SiH4 and B2H6 and calculated stress data on a blank
substrate [98].

In integrated circuits, ALD W with the α-phase is commonly used for metal interconnection or
electrode filling. One way to grow tungsten films with α-phase on SiO2 is to use WF6 as a precursor
and H using hot-wire (HW) assisted atomic layer deposition (HWALD) [105]. Kim et al. demonstrated
that tungsten films using B2H6 and WF6 precursors create large grain size α-phase tungsten at 450 ◦C.
Meanwhile, at 395 ◦C and applying a low flow rate of B2H6, smaller grains could be obtained [106].

The initial nucleation process in the growth of ALD has a great influence on the state of the
subsequent films. The main factor affecting the nucleation of ALD is the surface active site density.
For example, in the study of selective ALD deposition, it was found that hydroxyl bonds were formed
on the surface of SiO2 after wet cleaning, which resulted in the nucleation of SiH4 and WF6 on
the surface of SiO2 [94]. However, the nucleation is greatly delayed after the removal of surface
hydroxyl groups by heating or using a precursor, which interact with the surface to change the surface
characteristics. For example, when B2H6 and WF6 are used as precursors, pretreatment with B2H6

accelerates nucleation. At the same time, the resistivity of the film is reduced.
F.H. Fabreguette presented the Quartz crystal microbalance study of the tungsten atomic layer

deposition using WF6 and Si2H6. This work found that the growth rate of ALD W was weakly
temperature-dependent with an activation energy of 1.5 ±0.1 kcal/mol at T < 250 ◦C and a lower
activation energy of 0.6 ± 0.3 kcal/mol at T > 275 ◦C [99].

At present, there are few research studies on the theory and interfacial states of ALD W. It is
a valuable research direction to study the selective deposition on the basis of interfacial states and
the formation mechanism for different crystal phases of W in the future. In the aspect of the device
application, the process of preventing the diffusion of the F atom and the B atom through the TiN/Ti
layer is also a valuable research direction in the integrated circuit.

10. Stressors SiNx Contact Etch Stop Layer (CESL) Technology

After integration of the SiGe stressor material in MOSFETs, a large effort was spent to find new
methods to increase the strain amount. Among the various methods, stress liner technology, which is
based on the SiNx contact etch stop layer (CESL) received more attention. The strain in these films
could be tuned from highly tensile to highly compressive. The stressed nitride contact liners were
incorporated into a high performance CMOS flow. This CESL approach resulted in N-FET/P-FET
effective drive current enhancement of 15%/32% and saturated drive current enhancement of 11%/20%.
In these transistors, a significant enhancement of 60% was achieved in whole mobility without using
SiGe [107].

Another example is shown in Figure 16a,b where the CESL was used in Ω-gate CMOS NWs
with N-FET. The carrier mobility of transistors lied in a range of 250 to 350 cm2/Vs for different gate
widths [108].
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Figure 16. (a) Electron effective mobility in NFET and (b) TEM images Ω-Gate CMOS NW transistors
for N-FET [108].

10.1. High Tensile Stress CESL

Many growth techniques have been applied to deposit high tensile SiNx, e.g., LPCVD (low
pressure chemical vapor deposition), ALD, and PECVD (plasma enhanced chemical vapor deposition).
It is known that Si3N4 films produced by the LPCVD technique possess high tensile stress of 2 Gpa.
However, the relatively high thermal process makes the process not compatible with Ni silicide [109].
Therefore, PECVD technology with a low thermal budget process was taken as the best choice to
deposit CESL [110].

Unfortunately, the hydrogen in PECVD nitride film could not have been pushed out, which pulled
down the film tensile stress to about 1 Gpa [111]. There are various reports that demonstrate methods.
Plasma treatment and the ultraviolet thermal process (UVTP) can enhance the tensile stress. The latter
method breaks Si-H and N-H bonds and pushes out H molecules. This method meets the demand of
both high tensile stress, a low thermal budget, and stress amount as high as 1.7 Gpa can be obtained
(see Figure 17).

Figure 17. Tensile stress change with a UV cure.
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10.2. High Compressive Stress CESL

In order to make high compressive stress CESL, both the RF power source and diluted gas have
to be tuned. It is known that the compressive stress has a strong relationship with which a type of
diluted gas is used. For example, the compressive value is as low as ~1.2 Gpa when nitrogen is used
as diluted gas whereas a mixture of argon and nitrogen could highly increase the compressive stress
to ~2.3 Gpa [112]. The compressive strain could be further increased to ~3.1 Gpa by using a diluted
gas of hydrogen and argon mixture. The hydrogen reduces the energy loss during bombardment.
To obtain further improvement, it is necessary to improve the film’s elasticity modulus by applying
the carbon element, which could impel hydrogen volatilize (less hydrogen and higher compressive
stress). In this case, the SiH4 precursor has to be replaced with TMS (tetramethylsilane), which contain
a carbon element and compressive stress could reach close to 3.5 Gpa.

11. Etching Evolution

Miniaturizing the transistor according to the principles shown in Figure 2 occurred when
equivalent oxide thickness (EOT), transistor gate length, and transistor width were scaled down by a
constant factor. However, this trend is followed very differently when the CMOS scaling focuses more
on low voltages and low power consumption. By entering the 10-nm technology node, the silicon
channel is being gradually replaced with silicon-germanium (SiGe), germanium (Ge), or III-V materials
because they have remarkably higher carrier mobility [113]. For example, 40,000 cm2·V−1·s−1 for
InGaAs [114] (for electrons) and 1900 cm2·V−1·s−1 for Ge [115] (for holes) compared to 1400 cm2·V−1·s−1

for electrons and 450 cm2·V−1·s−1 for holes in silicon [116]. Not only is the channel material changed,
but the transistor shape is changed from a simple fin-like shape to a lateral gate all around (LGAA)
or vertical gate all around (VGAA) in order to obtain transport control through the channel region.
It means that the fabrication of state-of-art transistors need to be modified.

In this case, a dummy gate poly crystalline was initially formed as a replacement metal gate
(RMG) as well as silicon dioxide, which was deposited as dummy gate oxide to give the green light for
all the high temperature-annealing processes [117]. Eventually, the gate was removed by a wet process
using none metal alkaline solutions. The merits of RMG are first addressed to avoid crystallizations of
the high-k dielectric during the rapid thermal annealing (RTA) process for dopants activation, which
may increase leakage current of the gates [117]. Second, it avoids the chemical reactions between the
metal-gate and the high-k in RTA processes [118] or it avoids the boron diffusion into high-k [118,119].

The RMG process is still used and will be applied for the 7 nm and 5 nm technology node,
where the sacrificial material is Si and will be selectively removed from the SiGe channel [120].
The exponential decrease in the alkaline etch rate of SiGe with increasing Ge content enables the
selective removal of Si to Si0.75Ge0.25. [121–124]. Alkaline etching of Si has been extensively studied
and is well understood [125,126]. The etch rate in Si (001) and (110) directions is remarkably faster
compared to the Si (111) crystallographic planes [127]. As shown in Figure 18, the selective etching of
Si to SiGe was performed at a TMAH 5% solution at 60 ◦C. In both pictures, the Si underneath material
of the NW stack is completely removed. The 7-nm thick Si layers, which are sandwiched in between
the Si0.75Ge0.25NWs are removed until the (111) limiting planes are formed.

In fabricating the SiGe NWs from the Si/SiGe stack, the conventional alkaline Si etchant such
as TMAH (aq) poorly removes the Si sacrificial layer. The selectivity of the Si-vs-SiGe etch is only
marginal [128,129]. A surface modifier is employed in ACT® SG-201, which improves the relative etch
rates of Si (110) and Si (111) orientations. This solution results in etching selectivity of Si (110)/Si (100)
in the range of 1 to 2.5 and Si (111)/Si (100) of about 0.5 or above. By a combination of the Si surface
modifier and an effective SiGe corrosion inhibitor in ACT® SG-201, the selectivity of Si (111)/SiGe 25%
is significantly improved as compared to the conventional Si etchants. Consequently, ACT® SG-201 is
more efficient in removing the sacrificial Si layer in the Si/SiGe stack [130]. The reduced Si etch rate
anisotropy in combination with an effective SiGe corrosion inhibitor prevents SiGe loss during the NW
release [130].
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Figure 18. (a) Schematic picture of a stack of Si0.75Ge0.25/Si NW used for selective etch and TEM across
a section of 30-nm wide Si-Si0.75Ge0.25 NWs after Si selectively etched (b) in TMAH 5% and (c) without
the oxide-nitride HM [127].

The sacrificial material is SiGe and will be selectively removed from the Ge channel [131–133]. For
example, SiGe can be selectively etched to Ge in diluted TMAH 5–25% at 90 ◦C. Figure 19 shows the
Si0.5Ge0.5/Ge NWs after selective etching in TMAH 15 or 25%. The Ge NW is not etched in the solution
while the Si0.5Ge0.5 and substrate are etched anisotropically. The undercut for the 25% TMAH solution
is more than for the 15% solution one. The etch rate of the (001), (110), and (111) crystallographic
planes of Si0.5Ge0.5 were estimated from these cross-sectional scanning electron microscopy (XSEM)
images (see Figure 19b,c). The etch rate of the different planes is decreasing in magnitude from (001) to
(111) to (110) plane. If the selective removal of Ge is the goal, then oxidizing solutions, e.g., using SC1
solutions can be used due to the high solubility of the Ge-oxide [122,134].

Figure 19. (a) Pictorial description of the Si0.5Ge0.5/Ge NW stacks used for the selective etch test and
SEM images of Si0.5Ge0.5-Ge NWs after selective etch for 10 seconds in TMAH with a concentration of
(b) 15% and (c) 25% for 45 and 55 nm wide fins [127].

In fabricating the Ge NW from the SiGe/ Ge stack, two different (i.e., alkaline vs acidic) chemical
solutions have been investigated. The alkaline solution (5% TMAH) shows anisotropic SiGe etch
behavior as well as a decrease of etch rate when the Ge content is higher than 50%. To overcome
the anisotropic etch problem in the alkaline solution, isotropic SiGe etch behavior and better Ge
protection are required. Different from the Ge etchant with mixtures of HF-H2O2-H2O [135], the
formulated solution ACT® SG-301 employs a selective oxidizer [130], a SiGe etchant, an effective
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Ge corrosion inhibitor, and a well-designed solvent system for polarity adjustment. By suitable pH
control, the oxidized SiGe sacrificial layer could be effectively removed and the Ge NW damage could
be minimized [130].

12. BEOL for Nano-Scale Transistors

Interconnects are a fundamental element of any microelectronic circuit. As semiconductor
technology keeps evolving along the trajectory predicted by the Moore’s Law, the CD of the BEOL
circuits must continue shrinking. However, the scaling of the interconnect dimensions will be
led to the deterioration of the interconnect performance and reliability [136]. Twenty years ago,
dual damascene copper replaced the subtractive etch of aluminum and the method for BEOL
interconnect fabrication [137]. Copper is expected to be used in scaled transistors in the future.
However, as the CD narrows, filling the BEOL trench over the structure using the conventional
physical vapor deposition-Electro chemical deposition (PVD-ECD) approach becomes more and more
challenging. In the 5-nm technology node, interconnect half pitches are expected to reach dimensions
of 12 nm [138,139]. For such narrow lines, the intrinsic properties of Cu start to severely limit the
interconnect performance. At first, Cu resistivity is increased because of electron scattering at the
sidewall and grain boundaries [140–142], which results in an exponential increase in resistivity and
resistance. Secondly, there are limitations in scaling the diffusion barrier for the currently used Cu
dual-damascene process, which increasingly reduces the Cu volume in interconnect lines [143,144].
Thirdly, barriers and liners do not scale well since strongly reduced thicknesses negatively affect
the dielectric breakdown as well as the electromigration (EM) properties [144]. Hence, these issues
eventually stop scalable solutions for interconnects.

Materials innovation and integration improvement are the requirements for diffusion barriers in
combination with low-k dielectrics, the resistance to EM, and lower resistance than the combination of
Cu and barrier layers in small dimensions. According to these requirements, there are two methods to
improve them. One is to partially modify traditional Cu integration process and the other is to use
new materials to replace the Cu integration process.

As the critical dimension continues to shrink to a 5-nm node, the bilayer approach (PVD TaN/Ta)
faces scaling challenges, e.g., thickness control and PVD TaN over-hang. Wu et al. reported a
novel approach to use thin (≤ 15 Å) ALD-based TaN barriers [145] and Co liner instead of copper
electroplating. The use of a post-ALD treatment in a PVD chamber resulted in ALD films with
resistivity, density, and a Ta/N ratio similar to industry-standard PVD TaN. This approach enables the
conformal Cu barrier without reliability degradation compared to PVD TaN [145]. This new method
overcomes the shadowing effect of the traditional PVD approach and improves the metal-fill process
window. Furthermore, this method promotes lower via-resistance through barrier thickness reduction,
which proves it to be a viable Cu-barrier candidate for the 5-nm node and beyond. However, this
approach would only be a short-term alternative due to a size effect of Cu resistivity and TaN high
resistance [146].

Van der Veen et al. [147] and Zhang et al. [148] introduced Co via-prefill concept to achieve
void-free and bottom-up fill of metal in advanced interconnects, as shown in Figure 20. The via-prefill
is beneficial for the Cu damascene process. The direct contact of Co and Cu at the bottom without
TaN/Ta barrier interface results in a reduction of via-resistance. Moreover, Co is expected to have a
better EM performance compared to Cu due to its higher melting point [143,146,149,150].
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Figure 20. Integration of Co selective growth [148].

Zhang et al. reported, for the first time, a highly selective CVD Co deposition on Cu to fill a 45
nm diameter with 3:1 aspect ratio in a Cu dual damascene structure [148]. The results showed void-
free Co-fill of the vias. interuniversity microelectronics centre (IMEC) demonstrated the feasibility
of the prefill concept using the electroless deposition (ELD) technique for Co as material to pre-fill
vias [147,151,152]. The main benefit of having Co vias is the reduction of the via-resistance. As the via
CD shrinks, vias with ELD-Co show larger resistance reduction compared to the conventional PVD-EC
Dones. As an example, at 40 nm via critical dimension (CD), the via-resistance reduction is ~30% [151].
For 12 nm chamfered vias with 3 nm metal barrier and Co via prefill, 45% resistance reduction can be
achieved [152]. Therefore, the selective Co process for contact and via prefill has the potential to enable
future scaling of the advanced technology node.

Marleen et al. benchmarked Ru, Co, and Cu in a damascene vehicle with scaled dimensions down
to 11 nm CD and for different aspect ratios [142]. The Ru and Co NWs have higher resistivity, but
Ru and Co are both superior to Cu for trenches smaller than 250 nm2. The difference in resistance
for the Ru, Co, and Cu is clearly increased with the decrease of the total wire area, as illustrated in
Figure 21 [142]. The slope for Cu increases and it crosses over to Co and Ru at 400 nm2. Ru effective
resistance potentially crosses the Cu curve at 14 nm by assuming that the Cu barrier/liner thickness was
2 nm. The cross-point would happen at 8 nm with 1 nm Cu barrier/liner thickness [141]. Moreover, the
EM performance reveals that the barrier-less Ru systems are robust with higher lifetime compared to
Cu and Co [142]. These properties make Ru an attractive interconnect candidate for small line widths.

Figure 21. Damascence line resistance vs. the total conductor area of Ru, Co, and Cu NWs [142].

ALD Ru was studied as an option for barrier-less metallization for the future interconnects [141].
Ru shows regular nucleation on SiO2 without any growth inhibition. The adhesion was significantly
increased to 7.0 ± 2.3 J/m2 by applying an ALD TiN adhesion promoting layer with a thickness as low
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as 0.25 nm. The Ru lines with widths of about 10 nm, which show excellent EM behavior on a single
damascene test vehicle. Time-dependent dielectric breakdown measurements revealed negligible Ru
ion drift into dense low-k dielectrics with k ∼3.0 up to 200 ◦C, which demonstrates that Ru has the
potential to be used as a barrierless metallization as a future advanced interconnect solution.

Currently, the damascene implementation of Ru lines is hampered by the availability of
optimized CMP. A semi-damascene integration approach is a proposed solution for the multi-level Ru
interconnect [153]. This method is formed in low-k and then followed by filling both the via and the
trench layers with a single deposition step. Key advantages are that the process can be barrier-less, the
grain size can be tuned, and there is no requirement for metal CMP. The trench layer is then patterned
using subtractive etch, which eliminates the need for plasma processing of low-k trenches. Ru films
were patterned using EUV single exposure and subtractive etch to generate lines with CD down to 10.5
nm. This approach has excellent process control, stability, and results in a very high line yield. These
results indicate that the subtractive etch of Ru could be a viable interconnect candidate for advanced
technology nodes.

Plasma enhanced chemical vapor deposition Co was evaluated to fill dual damascene (DD)
structures as an interconnect wiring metal alternative to Cu [139]. The void-free gap fill of damascene
structures down to 10 nm CD was demonstrated using just 1 nm ALD TiN liner. A CMP process
without Co residues or corrosion has been developed. 22 nm half-pitch Co lines with 1 nm ALD
TiN liner in porous ultra low-k (ULk) meet the 10-year lifetime time-dependent dielectric breakdown
(TDDB) reliability requirement in Figure 22 [139]. EM data indicates that the Co EM performance with
1 nm ALD TiN liner can be better than that of Cu in Figure 23 [139].

Figure 22. 22-nm half-pitch Co lines/ALD TiN liner compared to Cu [139].

Figure 23. Performance of Co and Cu EM with 1-nm ALD TiN liner [139].
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In response to the scaling challenges, Intel introduces a new metallization solution to meet the
reliability challenges of technology scaling [154]. At trench contact, electroplating of Co occurs on a
chemical vapor deposition (CVD) TiN barrier/adhesion and CVD Co seed layer. EM time to failure is
observed to be at least four orders of magnitude higher for Co fill interconnects compared to the Cu
alloy (see Figure 24). Moreover, superior intrinsic TDDB and stress induced voiding reliability was also
demonstrated for Co low-k interconnects. Co shows superior intrinsic properties with respect to Cu.

Chemical vapor deposited tungsten (CVD W) based middle-of-the-line (MOL) contacts and local
interconnects have been extensively used in high-performance CMOS logic IC’s. The standard process
scheme has included a TiN adhesion layer to dielectrics and a nucleation W layer for CVD W, but these
layers consume most of the volume in narrow features. A major challenge for W fill scaling is that the
line resistance of sheet Rs and plug resistance of contact Rc increase due to a reduction in the volume of
the low resistance CVD W bulk material. Recent simulation results of the local interconnect resistance
indicated that the M0 and the contact would become dominant contributors to a resistance increase at
the 5-nm process node [155]. W M0 and Contact comprise 65% of the total M0/M1 stack resistance due
to a narrow CD. Contact shows 43% reduction in M0/M1 resistance.

CVD Cobalt (Co) has been used in recent studies as replacement for W in local interconnect
showing a 2.5× line resistance reduction, void-free and seamless fill at the local interconnect level [156].
Unlike W, Co metal does not need high resistivity nucleation layers and can be annealed at low
temperature to undergo grain growth and reflow into the high aspect ratio contact plug. Moreover,
CVD Co precursors do not attack Ti liner, which enables barrier thickness scaling. The resistivity of
Ru [157] is comparable to that of Co in terms of 7 nm MOL critical dimensions. Both Ru and Co have
better liner/barrier scalability compared to W. Susan Su-Chen Fanet al. demonstrated Ru metallization
assessment on 7 nm MOL with remarkable resistance reduction in the S/D contact and MOL local
interconnect [158]. Table 3 summarizes some MOL Metallization Options [158].

Figure 24. EM lifetime distributions for the Co and Cu alloy [157].
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Table 3. Summary of all MOL Metallization Options [158].

No. Process Name
Material Normalized Total

ResistanceS/D Contact Level MOL LI Level

1 By Scaling Ti/TiN W Ti/TiN W 1
2 Process A Ti/TiN W Co 0.85
3 Process B Ti/TiN W Liner free W 0.7
4 Process C Liner free W Co 0.55
5 Process D Liner free W Ru 0.55

Moreover, the Co/CoTix structure on SiO2/p-Si was investigated to evaluate its feasibility to replace
conventional W/TiN/Ti structure of MOL in a future technology node [158–160]. An alloy of Co-20
at.%Ti is chosen as a single layer liner/barrier to replace Ti/TiN. Since the binary phase diagram of
the Co-Ti system shows a deep eutectic point at 24.2 at.%Ti, an amorphous phase can be formed
as a metastable state, which is a prerequisite structure for a barrier layer. Good adhesion and low
film resistivity between Co and SiO2was attained by CoTix in as-deposited and annealed samples.
The results indicate that the 3 nm thick CoTix layer has an excellent diffusion barrier property against
Co diffusion at the elevated temperature 500 ◦C. Therefore, the amorphous CoTix alloy could be
a promising liner/barrier material in combination with the Co M0/contact structure for advanced
technology of the 5-nm node.

13. Reliability

For advanced CMOS technology, the ultra-scale FinFET and Nano sheets are the best candidates for
the beyond 5-nm technology node. The reliability issues are becoming more complicated due to the novel
materials, novel process, novel integration, and novel structures for the performance improvement.

13.1. New Material—Ge/GeSi

In order to improve the device performance, the novel materials, such as GeSi/Ge, is applied in
channel or S/D regions [161–165]. In contrary to traditional silicon technology, the structure of high-k
and metal gate (HK & MG) stack is changed/improved by novel material application but, at the same
time, the interface quality between substrate and gate insulator becomes worse. Therefore, interface
quality and reliability of novel materials are actively researched. Based on those, a Si-passivated option
was proposed by inserting a thin silicon passivated monolayer between Ge layer and SiO2 to improve
interface quality and reliability together [161–163]. In this case, the band alignment of Ge and Si shows
the different carrier transport mechanism under bias temperature instability (BTI) stress. Therefore,
the BTI is clearly improved, as shown in Figure 25a. Moreover, in Figure 25b, the two types of electron
traps are investigated, which is related to the HK layer thickness and Si-cap growth condition [165].
Furthermore, this is a big issue for the reliability model for new materials, such as the negative bias
instability (NBTI) model of SiGe [166,167]. The novel materials can worsen the interface quality and
cause serious reliability problems. Therefore, the solution to suppress reliability degradation and to
improve performance are important issues.
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(a) (b) 

Figure 25. (a) Schematic image of the band alignment of the Ge and Si channel gate stacks during NBTI
stress. The Ge/Si valence band offset (Si-passivated Ge FETs) causes the inversion layer to energetically
move away from the oxide traps [161] and (b) defect energy profiles after filling at low and high Vgch
vs. Vgdisch-ΔVth. The insets illustrate the charging mechanisms for two different types of electron
traps [162].

13.2. New Process—Dipole Formation

In advanced CMOS technology, in order to reduce the influence of the thermal budget on junction
and channel quality, introducing the novel materials and processes are necessary in gate engineering.
Therefore, the dipole formation in the gate stack is widely applied in the Replacement Metal Gate (RMG)
process [168–173]. Usually, Lanthanum (La) and Aluminum (Al) are used to tune threshold voltage
for NFET and PFET due to the different dipole polarity [168–171]. This includes metal deposition (La
or Al) and annealing treatment with or without a capping layer [168]. It has been reported that La
induced dipole effectively, which makes VT decrease and positive bias temperature instability (PBTI)
improve, but NBTI is worsened [168,169]. Meanwhile, the Al induced dipole increases VT and BTI
becomes worse as well. These results are explained by the band-diagram at the same E-field and Vg
stress, as shown in Figure 26 [168]. Recently, IBM and the Applied Material proposed ALD Mg-based
dipole method for multi-VT tuning application. The results discuss the electrical parameters changing
by the Mg-based dipole. However, there are no reliability investigations [168].

 
(a) (b) 

Figure 26. (a) NBTI VT shift vs. Eox after 1000 s for all effective La doses in PMOS. La addition causes
enhancement of NBTI VT degradation and (b) PBTI VT shift vs. Eox after 1000 s for all La doses for
NMOS. La addition causes reduction of PBTI VT degradation [168].

13.3. New Integration—Physical Mechanism

Similar to the novel process, the novel integration is also necessary for performance and reliability
improvement especially in gate engineering [162–164,174,175]. As an example, Simple Gate Metal
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Anneal (SIGMA) [171] is applied for a thin TiN layer as a work function (WF) metal for CMOS
(red-marked in Figure 27a). The PBTI lifetime is 100× improved due to the oxygen vacancy
effectively decreasing during α-si removal. The CMOS integration flow together with a mechanism
for PBTI improvement, which are shown as a band diagram in Figure 27b. For the reliability study,
the impurity implantation in the HK&MG stack, such as “Nitrogen Implantation” in the work
function metal layer [170] and the thickness tuning of an effective work function metal (EWF) can
be investigated [170–173]. The advantage of such a study is to control the VT shift over a processed
wafer, which provides very valuable information for chipmakers. This is a feedback between reliability
improvement and novel integration.

 
(a) (b) 

Figure 27. (a) CMOS flow and schematics for NFET with SIGMA/W stack and PFET with TiN/W stack
and (b) PBTI improvement mechanism for the SIGMA stack [174].

13.4. New Structure—Self-Heating (SH) and Random Telegraph Noise (RTN)

In CMOS miniaturization, the random telegraph noise (RTN) needs to be paid more attention to
as an indicator for problem source acting on the transistor performance. For advanced CMOS, the
self-heating becomes a more serious matter and this has been widely studied [176–179]. It has been
reported that PFET has higher RTN than NFET due to an extrinsic origin caused by SiGe in the S/D [177].
Moreover, based on simulation results, the nano-sheet devices exhibit better resilience to a self-heating
effect (SHE) in comparison to the FinFETs [177]. In general, SHE is very sensitive to layout design,
hot-carrier degradation (HCD), and bias temperature instability (BTI) [178,179]. In the layout design
of the nano sheet devices, the width of the nano sheet (Wsh) is the key parameter, which provides a
flexible choice to make trade-offs between thermal properties and electrical performance in nanosheet
FETs, compared with the NW FETs (see Figure 28) [179]. Usually, the random telegraph noise (RTN)
is generated by a single trap, which is explained by the “normal” two-state trap model. This model
considers the RTNs caused by two or more traps in a device, which are regarded as independent and
may have a superposition effect [180–183]. In general, two categories of RTNs are induced: those by the
metastable trap-states and the others by the trap coupling effect, as shown in Figure 29 [180,181]. It has
proposed a novel RTN-true random number generators (TRNGs) design, which provides a solution to
address speed, design area, power consumption, reliability, and cost simultaneously [182]. In the RTN
study of Ge NW nMOSFETs, it shows that the low frequency noise decreases when the channel length
scales down from 80 nm to 40 nm because of the near-ballistic transport of electrons [183].
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Figure 28. Peak temperature rise in nano-sheet FETs with increased width of nano-sheets (Wsh) [179].
Hsh stands for height or thickness of nano-sheets.

Figure 29. Illustration of the complex RTN induced by a single trap with an additional one or two
metastable states, named as MS-cRTN [181].

14. Channel Materials for Beyond Moore Era

14.1. III-V on Silicon

Chipmakers have declined III-V materials at the 7-nm node but the main question still remains
whether III-V will happen in advanced CMOS.

There are a lot of challenges in integrating III-V materials on silicon, ranging from epitaxy to
etching. For example, the etch rates for ternary compound materials, e.g., InGaAs with complex
concentration has to be properly controlled where all atoms will be removed at the same pace.
Otherwise, the diffusion of arsenic during a different process could lead to cross-contamination [36].

Whatever, the next step in CMOS technology is, we have to implement the right process for
integration of III-V materials on silicon, which are categorized in the three following ways: blanket
epitaxy [184,185], selective epitaxy [186,187], and wafer bonding [188].

IMEC demonstrated III-V FinFET and III-V parallel Gate-All-Around (GAA) FET on a silicon
substrate by ART technology [186]. They reported InGaAs GAA FETs with channel width down to
7 nm and Lg down to 36 nm, which is the smallest dimensions reported about III-V materials devices
on 300 mm Si wafer. Figure 30 shows the TEM of completed devices. ION above 200 μA/μm is obtained
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at IOFF of 100 nA/μm and VDS = 0.5 V on a 300 mm Si platform. The InGaAs S/D improves the peak gm

by 25% relative to InAs S/D.
The same group presented a promising way to manufacture III-V vertical GAA FET [187]. They

used an InGaAs nucleation layer for InAs NW SAE on Si and reached nearly 100% yield, but there was
no further report on the III-V vertical device yet.

Figure 30. TEM micrographs of completed devices. (a) Devices across one gate pattern. (b) 9.5 nm-wide
channel obtained from 2 cycles of WHALE* where 1 nm conformal interfacial layer was grown by ALD
before HfO2 deposition. (c) 7 nm-wide channel obtained from 5 cycles of WHALE* with the same gate
stack as shown in (b) are used, and (d) along the trench showing Lg of 36 nm [186]. * WHALE stands
for Wet HCl-based Atomic Layer Etch.

In recent years, IBM demonstrated a series of electronic devices including InGaAs-OI FinFET,
InGaAs FET, III-V Tunnel FETs (TFETs), and hybrid InGaAs/SiGe CMOS on a silicon substrate [189–194]
by using advanced template-assisted selective epitaxy technology [190].

They reported CMOS-compatible n-channel InGaAs-OI FinFETs by replacing the metal gate
(RMG) process flow, as shown in Figure 31 [191–193]. The channel down to Lg = 50 nm with WFin = 15
nm has proven to have an excellent control on short channel effects [192]. The same device exhibited
a record ION of 156μA/μmfor a supply voltage of 0.5 V and a fixed OFF-state current of 100 nA/μm,
with a minimum sub-threshold swing of 92 mV/decade at VDS = 0.5 V and a drain-induced barrier
lowering to 57 mV/V. This ION value is the highest reported to date for CMOS-compatible InGaAs
devices integrated on Si.

Furthermore, they show record-performance InGaAs-on-Insulator FinFET with Lg down to 13 nm,
where ION reaches to 249 μA/μm at fixed IOFF = 100 nA/μm and VD = 0.5 V. This work demonstrates
the feasibility of high-performance III-V devices on Si at sub-7 nm nodes [193].
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Figure 31. Cross-section images of the self-aligned InGaAs-OI FinFET architecture where (a) the scaled
HKMG deposited on a 15-nm-wide fin using a highly conformal and uniform PEALD* process [192],
and (b) shows CS STEM images across the gate showing the InGaAs FinFET with Lg = 13 nm [194]. *
plasma-enhanced atomic layer deposition.

14.2. 2D Channel Materials

Over the last decade, various 2D materials have been discovered and studied as promising
candidates for next-generation electronic materials due to their unique properties such as atomic
thin thickness, high mechanical strength, transparency, and flexibility. There are several interesting
2D materials, which could be applied as channel material in CMOS for beyond the Moore era, as
presented below.

14.2.1. Graphene

Graphene is a material composed of carbon atoms closely packed into a single layer
two-dimensional honeycomb lattice structure. Graphene has many unique physical properties,
which attract attention to use it as channel material beyond Moore.

(1) Ultra-high mobility: The mobility of the suspended exfoliated graphene is as high as about 2
× 105 cm2·V−1·s−1 without considering the charged impurities and ripples [195]. (2) Great thermal
conductivity: The thermal conductivity of graphene is superior to that of carbon nanotubes and
diamonds. Single-layer graphene has a thermal conductivity of up to 5300 W/mK, which is much
higher than metals such as silver and copper with high thermal conductivity [196]. (3) Excellent
light transmission: Graphene is almost completely transparent. It only absorbs 2.3% of light and
allows all spectral light to pass evenly. Therefore, it also has great application potential in the field of
optoelectronic devices [197].

Since the material has almost no bandgap, then a lot of works have been performed to create
bandgap for graphene, which can be classified into three types: (1) fabricate graphene nanoribbons
(GNR) by cutting graphene sheets into narrow strips, (2) grow bilayer graphene (BLG) by Bernal
stacking, and (3) form a heterojunction in graphene by introducing a material with a non-zero bandgap
as a barrier.

Single Layer Graphene Field Effect Transistors

The lack of bandgap in the single layer graphene results in such transistors not being able to turn
off. Therefore, they can only be used in the field of radiofrequency (RF) circuits. Wu et al. studied the
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formation of graphene FETs on SiC substrates. The cutoff frequency of the device with a gate length of
40 nm can be increased up to 350 GHz, which is much better than silicon transistors (40 GHz) under
the same conditions [198].

Graphene Nanoribbons Field Effect Transistors

When the width of graphene nanoribbons is less than 10 nm, it exhibits semiconductor
characteristics. The bandgap of GNRs is inversely proportional to the ribbon width. Studies
have shown that, as the GNR width decreases, the on/off ratio of devices increases. Jiao et al. reported
a plasma etching process to produce high quality, narrow GNRs with a bandgap of ~15 meV [199].
Wang et al. demonstrated sub-10 nm GNRs FETs with Ion/Ioff ratio up to 106 and on-state current
density as high as ~2000 μA/μm at room temperature [200].

Compared to large-area laminar graphene transistors, MOSFETs made from graphene nanoribbons
have a significantly improved device current on/off ratio. If high-quality GNRs can be produced on a
large scale in the future, such nanoribbon transistors will likely be applied to logic circuits in the future.

Bilayer Graphene Field Effect Transistors

If two graphene layers are asymmetrically stacked, so-called Bernal stacking, and a vertical electric
field is applied to them, a bandgap can be generated in graphene. Zhou et al. determined the bandgap
of graphene placed on SiC and the bandgap is 0.26 meV when there is only one graphene layer. As the
number of layers increases, the bandgap will gradually decrease [201]. Liu et al. demonstrated a large
number (>50) of dual-gated field-effect transistors with high on/off current ratios of 15 fabricated at
random across the large-area bilayer CVD graphene film, which further confirms the quality of the
synthesized graphene [202].

The BLG can be made to have a bandgap by the above method, but its value is small. These values
so far are promising for the high mobility graphene application but is still insufficient for logic
applications. The mobility of the carriers in the double-layered graphene structure is lower than that
of the single-layer graphene without the bandgap.

Graphene Heterojunction Field Effect Transistors

In recent years, a heterojunction was formed on the surface and boundary of the graphene to
form a heterojunction transistor by introducing a material with a non-zero bandgap as a barrier to
generate a forbidden band. Graphene heterojunction transistors are generally classified into lateral
heterojunctions and vertical heterojunctions. This method is a new research hotspot of graphene digital
transistors. Moon et al. partially fluorinated the single-layer graphene to obtain a lateral heterojunction
structure with a bandgap of about 2.93 eV and a current on/off ratio of 106 [203].

Although it is still a great challenge to fabricate a dielectric material that is lattice-matched with
graphene, the vertical heterojunction structure can construct a tunnel transistor and achieve a high
current on/off ratio of >107 [204]. In addition, graphene-based vertical heterostructures can be extended
from FET electronics to optoelectronics, which is a promising direction.

In general, graphene field effect transistors (GFETs) still have a long way to go from practical
applications. Although GFETs have broad application prospects, it also faces many challenges. In
addition, other indicators for evaluating digital circuits, such as short channel effects, integration, and
power consumption, should be considered.

14.2.2. Graphene-Like Materials as Channel Materials

Transition-metal dichalcogenides (TMDCs), e.g., MoS2, WSe2, WS2, etc. have emerged as a new
class of semiconductors that display distinctive properties at the monolayer thickness. They can be
used in electronic devices such as transistors and in optical components as emitters and detectors.
The band gaps of TMDC monolayers are in the visible range (between 400 nm and 700 nm).

32



Micromachines 2019, 10, 293

Classes and representative examples of 2D materials together with representative materials for
each group are shown in Figure 32 [205].

Figure 32. Drawing of different 2D materials [205].

A novel example for 2D transistors is shown in Figure 33. A dual-channel FET based on a vertically
stacked hetero-structure of ultrathin n-type MoS2 and p-type WSe2 layers for the study of parallel
carrier transport (electrons from MoS2 and holes from WSe2) have been demonstrated [206].

Figure 33. (a) Schematic of fabrication, a WSe2/MoS2 hetero-structure dual-channel FET. (b) Optical
picture of a processed transistor. The dashed line shows the bottom MoS2 layer, (c) schematic of electron
and hole transport in one channel of dual-channel FET, and (d) band diagram WSe2-Pt metal (top) and
MoS2-Ti. The symbol φb in the picture stands for the barrier for hole and electrons [206].

Atomic thin molybdenum disulfide (MoS2) is an ideal semiconductor material for field-effect
transistors (FETs) with sub-10-nm channel lengths. The high effective mass and large bandgap of MoS2

minimize direct source-drain tunneling, while its atomic thin body maximizes the gate modulation
efficiency in ultra-short-channel transistors. The sub-10 nm channel-length transistor was fabricated
by directed self-assembly patterning of the mono-layer and tri-layer MoS2. This is done in a 7.5-nm
half-pitch periodic chain of transistors where semiconducting (2H) MoS2 channel regions are connected
to metallic-phase (1T) MoS2 and contact regions. The resulting 7.5-nm channel-length MoS2 FET has a
low off current of 10 pA/μm, an on/off current ratio of >107, and a subthreshold swing of 120 mV/dec.
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To demonstrate and benchmark MoS2 transistors with channel lengths below 10 nm, two important
challenges need to be overcome, which include a suitable lithography technology and a low-contact
resistance for the S/D to ensure that the channel resistance will dominate the device behavior. To reduce
the contact resistance, a junction between the metallic phase of MoS2 (1T) and its semiconducting
phase (2H) has been used (see Figure 34) [207].

Figure 34. (a) and (b) Electronic band structures of 2H and 1T’ MoS2 and their atomic structures. The 2H
band structure shows a bandgap of approximately 1.8 eV, while the conduction and valance bands of
1T’ MoS2 overlap. Therefore, 1T’ MoS2 has metallic gapless characteristics. (c) Transfer characteristics
of three MoS2 FETs with different thicknesses of MoS2 before and after phase transition treatment.
The intrinsic 2H MoS2 FETs show strong semiconducting behavior with large gate modulation, while
the phase transition shows constant current with almost no gate modulation featuring, and (d) PL
(photoluminescence)spectra of the monolayer 2H and 1T’ MoS2. The 2H phase shows a strong PL peak
at 1.85 eV generated by its bandgap, while the PL of the 1T’ phase is completely quenched due to its
gapless metallic characteristics [207].

More complicated 2D material transistors can be realized by using heterogeneous stacks.
For example, MoS2 is used as the active channel material and hexagonal-BN as the top-gate dielectric
with graphene S/D (see Figure 35). This transistor exhibits n-type behavior with an ON/OFF current
ratio of >106, and an electron mobility of ∼33 cm2/Vs. The mobility does not degrade at high gate
voltages, which presents an important advantage over conventional Si transistors where enhanced
surface roughness scattering severely reduces carrier mobility values at high gate-fields [208].
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(a) (b)  

Figure 35. (a) Schematic of advanced 2D stacks and (b) characteristic curves of the transistor.

(1) Tunnel Field Effect Transistors (TFET)

The next generation of transistors in the future has to offer a sub-threshold swing of
sub-60 mV/decade with a supply voltage< 0.6 V. In this field, different devices e.g., negative-capacitance
FETs [209,210] and tunnel FETs (TFET) [211,212] are proposed. TFET is a gated p-i-n diode where the
carriers are injected from the source to the channel region through the band-to-band tunneling (BTBT)
mechanism [213]. Therefore, TFTs offer remarkably low IOFF with a steep subthreshold slope.

Since the sub-threshold swing decreases with the gate voltage bias, then the transistors have to be
manufactured for a low voltage supply. In order to obtain high tunneling current and a steep slope,
the transmission probability through the tunneling barrier has to be close to unity for a small variation
of gate voltage. Therefore, the bandgap, the effective carrier mass, and the screening tunneling length
have to be minimized for high barrier transparency. Finding appropriate materials for TFETs is an issue
to be solved [214,215]. For example, Si-based TFETs have reported poor sub-threshold swing and low
ON-current14 due to indirect band gap of 1.12 eV, which causes phonon-assisted tunneling (PAT) [216].
Recent studies suggest 2D materials have great properties for TFET channel material due to their planar
structure and mechanical flexibility, outstanding electrostatic integrity, and small band gap with low
effective mass. In this case, Graphene nanoribbon [217,218], transition metal di-chalcogenides (MoS2,
WS2, MoSe2, WSe2, MoTe2, etc.) [219,220] Phosphorene [221,222], and group IV mono-chalcogenides
(GeSe, GeS, SnSe, SnS) have been proposed for TFETs. Both hetero-bilayer [223,224] and hetero-junction
transistors 25 are designed. TFT (field-effect transistors) technology is still not mature and needs more
reliable fabrication techniques for mass production.

(2) New Devices in the Near Future

Intel has demonstrated a spintronic logic device, so-called magnetoelectric spin–orbit (MESO),
which can be scaled down in energy per operation to a level of switching energy. This is 30 times
below today’s CMOS transistors. MESO may operate at a voltage around 100 mV, which is 5 times
below any advanced CMOS. The device functions by a ferroelectric/magnetoelectric switching and
topological conversion of spin to charge. In addition, the non-volatility property offers remarkably low
standby power, which is crucial for modern computing. MESO has the potential to be developed for
multi-generational computing in the future [225].

15. Advanced Characterization for Ultra-Miniaturized CMOS

The continuous refinement of semiconductor manufacturing technologies urges the key sizes of
devices to be down scaled while more challenges are created in testing methodologies. The expected
measurements are not only focusing on critical dimension and thickness, but also on the 3D device
structure on a nanometer scale. In research development in the future, it is necessary to measure the
critical dimensions of the device structure, thickness of thin film, surface and interface properties,
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physical properties, and surface defects. It is expected that the test equipment should have a
high-precision, high-speed, and is non-destructive, which can be used to monitor in-line. The application
of advanced measurement strategies of integrated circuit critical dimension in ultra-miniaturized
CMOS are presented below.

15.1. CD-SEM

Traditional SEM imaging is slow and cannot meet the needs of the semiconductor industry. High
throughput SEM has a high detection speed and has been prepared and developed by processes
below 10 nm. High throughput SEM technology is a general term for the integrated application of
multiple technologies, including immersion rocker objectives lens, focus tracking technology, charge
control technology, and high-speed image acquisition system. Their application makes large-area
high-precision scanning imaging a reality, and, compared to imaging speed of the traditional SEM, is
more than 300 times faster, where the low-voltage resolution is up to the nanometer level [226].

CD-SEM is an important test device in the front-end process of integrated circuits. CD-SEM is
mainly used for in-line measurement of critical dimensions and performance monitoring of critical
equipment during chip manufacturing. CD-SEM also plays an important role in optical proximity
correction (OPC) model modification. Its main feature is the rapid and accurate automatic image
recognition ability. In addition, CD-SEM can realize more test methods by constant optimization
and improvement of the algorithm, such as Edge Roughness evaluation, Gap, wiggling, overlay, and
center gravity. The advantages of CD-SEM makes the tool more useful in some form of continued
applications. However, with the development of integrated circuits in the future, CD-SEM demands
improving the resolution and assisting the modeling of OPC 2D graphics [227].

15.2. 3D AFM (Atomic Force Microscope)

3D AFM technology is based on a non-contact technique. In addition, this tool can be tilted at
angles up to 38 degrees. AFM testing can be applied in the dimensional space, resolving sidewall and
analyzing three-dimensional doping that most testing techniques cannot measure. 3D AFM has the
nondestructive measurement of nano precision and accuracy, which can realize automatic analysis
and cooperate with efficient production. 3D AFM technology can be used in In-line monitoring and
engineering analysis. It overcomes the weakness of CD SEM in measuring CD at the bottom of the
sidewall, and can test data more accurately than OCD (optical critical dimension), which saves the
derivation work of the optical measurement [228].

15.3. 3D APT (Atom Probe Tomography)

The principle of elemental analysis by TEM/STEM is that an electron beam is required to act on the
material and then elemental analysis is performed based on the information of the scattered electrons.
At present, the elemental analysis results of TEM/STEM are basically two-dimensional. Due to the
limitation of the resolution, for many elements with low atomic number, such as C, N, O, and Al, the
resolution of TEM/STEM is low, and energy dispersive spectrometer (EDS), EELS elemental analysis
cannot easily distinguish the elements [205]. The above reasons make TEM/STEM not provide the
required information in some occasions. APT technology can overcome the problem to distinguish
light elements, and directly obtain the element distribution in three-dimensional space in solid samples,
which is a significant advantage compared to TEM/STEM technology. In most semiconductor devices,
there are often multiple components, and their spatially ordered distribution constitutes nano-devices.

An element map with a high resolution can be obtained in space. Through the use of 3D Atom
Probe Tomography (3D APT), the three-dimensional structure of the device can be characterized,
and the parameters of the device as well as the size and spatial structure of each component can be
understood. As shown in Figure 36, 3D APT volume is based on the standard reconstruction algorithm
after density correction of GAA (a) and tri-gate (b) silicon nanowire transistor. An element map with a

36



Micromachines 2019, 10, 293

high resolution can be obtained in space. The interface of different materials is clearly visible, which
can effectively help us understand the structural characteristics of these devices.

Figure 36. 3D APT volume based on the standard reconstruction algorithm after density correction of
GAA (a) and tri-gate (b) silicon nanowire transistor [229].

3D APT method reveals any non-uniform shape of the apex since the signals are distorted due to
irregularity of nano-scaled shapes. In the future, we need to develop an advanced sample preparation
technology that contributes for a better structure analysis but also better distinguish the corresponding
positions of elements, which reduces the impact of material types. The interface states on resolution and
avoiding defects leads to failure of the analysis results. APT also needs to combine more equipment to
improve test results and analysis algorithms to restore the three-dimensional structure more realistically.
This technology is still developing and improving in the semiconductor field [230,231].

15.4. Optical Critical Dimension

Optical critical dimension (OCD) measurement equipment is widely used in process development
and process control with its fast, non-destructive, and non-contact testing methods. The principle is
to obliquely illuminate the surface of the film with elliptically polarized light in a broadband band
as well as to collect the reflection spectrum, and measure the thickness and width parameters of the
three-dimensional structure by optical calculation. A spectral database is formed in the early stage
and the collected measured spectra were fitted with the theoretical spectra to obtain the final results.
The measurements could include the spectroscopic ellipsometry (SE), Mueller matrix (MM) SE, and
normal incident polarized reflectometry, or multi-Angle multi-wavelength OCD [232,233].

Optical critical dimension measurement equipment is widely used in process development and
process control with its fast, non-destructive, non-contact testing methods. The CD of the 3D device
structure and the thickness of each film layer can be measured. However, OCD faces a new challenge
as the size of the node becomes smaller. For example, the measurement is complicated for multi-film
parameter measurements, 3D measurements, or to obtain a random structure parameter (roughness)
in FinFET. In order to increase the sensitivity of the tool to different structural parameters such as
CD or sidewall angle, extensive research has been conducted to use Mueller-matrix spectroscopic
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ellipsometry. In this field, using scatterometry as part of a hybrid metering scheme could help reduce
parameter uncertainty [234–236].

15.5. Hybrid Metrology

The precision and high-efficiency test equipment has been remarkably improved for
next-generations of transistor fabrication. In this field, hybrid metrology improves the metrology
performance of complex device structures by combining different test methods. In this way, more
functions can be performed and measurement errors are eliminated, which improves the accuracy of
test results compared to a single test device.

For FinFET structures, in-line monitoring CD-SEM can measure CD well, but it is not sensitive
enough to determine the fin’s height. Optical scattering can be used for FinFET structures, but relying
on a large number of data for fitting, it greatly increases uncertainty in the measurement.

The FinFET structure can be measured by the CD-SEM, AFM, or TEM. Then, the results are fed
into an OCD tool to validate and to compare the measured data from different processes and to examine
to which extent these techniques can detect subtle differences in the process [237]. It may be important
to use a hybrid metering method to share information across technologies and to reduce uncertainty
to an acceptable level. In the future, we may use atomized measurement equipment. The output
can then be combined with in-plant metering such as OCD, AFM, and CDSEM to create a hybrid
metering solution. Hybrid metrology and artificial intelligence can be integrated in the measurement
and data analysis.

15.6. X-Ray Metrology Technologies

Film metrology is an important issue besides CDs. There are three challenges in the metrology
arena: compositional, dopant, and strain.

When the technology node moves toward 5 nm, the traditional metrology techniques maybe
touch their limits [45]. FinFET and GAA structures create a need for 3D metrology where X-ray
plays a significant role by using the following technologies- XRF (X-ray fluorescence), XPS (X-ray
photoelectron spectroscopy), XRR (x-ray reflectivity), XRDI (X-ray diffraction image), XRD (X-Ray
Diffraction), HRXRD (high resolution X-Ray Diffraction), LEXES (low energy electron induced X-ray
emission spectrometry), CD-SAXS, and GISAXS.

XRF is a photometric technique, which is used to look at surface contamination. The XRF/XPS
combo tool is applied to determine the composition and chemistry on the surface. XRR handles thin
films and XRDI is used to detect wafer level defects such as slip.

HRXRD, or XRD, is a technique to characterize composition, thickness, dopant concentration and
strain in devices [238–243]. HRXRD is used to qualify the repeating patterns of FinFETs [244–247].
The LEXES is involved for dopants in materials.

HRXRD is emphasized as an important tool to characterize 10-nm node and beyond. It has
been demonstrated that in-line HRXRD can monitor the pre-fin and post-fin etching processes in
FinFET [248]. IMEC demonstrated an in-line HRXRD set-up for analyzing composition and strain for
nano-scale level devices. They have successfully studied the composition and strain state of etched
and selectively grown Ge/SiGe fins as well as multilayer fin width down to 16 nm. The RSM (reciprocal
space mapping) of (113) reflection acquired from fins, which provides information about the lattice
parameters in two directions, and calculate fin pitch, according to the spacing between first order
grating rods in the figure [247]. It is important to mention that HRXRD is also used to characterize
III-V fins in sub-10 nm as well.

Beyond metrology for epitaxy application, the semiconductor industry is also exploring new
metrology techniques for future requirement to characterize a three-dimensional structure, where the
critical dimensions are less than 10 nm. CD small-angle X-ray scattering (CD-SAXS) is non-destructive
and a promising technique to characterize the nano-devices [249–251]. This technique collects a series
of scattering signals by a small rotation angle of samples. The signals contain both in-plane and
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out-of-plane information. This technique is used to reconstruct the 3D reciprocal-space for measuring
line profiles of short grating, as shown in Figure 37. CD-SAXS provides real potential solutions
for replacing the traditional techniques like CD-SEM and OCD and it is applicable to any type of
material-crystalline, polycrystalline, and resists.

Intel and the National Institute of Standards and Technology (NIST) have demonstrated CD-SAXS
measurements from patterned 12 nm lines device with 0.5 nm spacing [250]. Using CD-SAXS, an
accuracy down to 0.1 nm has been reported. CD-SAXS can be used for 7 nm or 5 nm structures for 3D
memory, advanced EPI (epitaxy), and FinFETs with no calibration.

Figure 37. RSM and fits to the scattering profile of samples [250].

Another strategy for measuring critical dimensions is using Grazing-incidence small-angle X-ray
scattering (GISAXS) [252]. The measurement geometry of GISAXS is shown in Figure 38 GISAXS can
measure small targets, which are sensitive to the grating line profile. The technique shows the ability
to extract structural parameters of the gratings depending on scanning the photon energy and the
scattering intensity.

Figure 38. Geometry of GISAXS experiments [252].

15.7. Artificial Intelligence in Metrology

Artificial Intelligence in complex software programs is also involved in metrology recently.
Machine learning is an emerging technique, which will not replace metrology tools, but it
could help solve the most difficult metrology challenges at 10 nm node technology and beyond.
The companies— Nova launched its Artificial Intelligent software NOVAFit™, using machine learning
as a complementary method to predict the fin CD values from in-line measurements [253]. By using
such a technique, the electrical resistance in interconnects using data from both OCD and electrical
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tests could be predicted. The new software program improves metrology capabilities and accelerates
time to analyze complex 3D devices with a high aspect ratio.

16. Conclusions

This article has presented the principle of miniaturization of MOSFET and a survey of technology
roadmap for CMOS. An overview of transistor processing with a focus on the approach to the end has
been provided.

The discussions initiated from state-of-art lithography of nano-scale patterns using the extreme
ultraviolet (EUV) lithography and 193 nm immersion with multi-patterning. Even though EUV
simplifies the patterning process for the 7 node, EUV still has issues with resists and mask infrastructure
as well as power source, which have to be solved before high-volume manufacturing.

Furthermore, the challenges of FinFET processing and their relations to electrical characteristics
were discussed.

In FinFETs, high current should be transported in fins. Therefore, longer fins are required.
However, there is a difficulty for integration of poly-gate, spacer, and the replacement metal gate. For
example, to etch the poly-gate with a high aspect ratio, it suffers from charging and micro-loading of
etching, which results in variable gate length. It is concluded that an optimum wet and dry etch at low
temperature and low etch rate is needed to avoid gate length variation and Si loss in fins.

SiGe has used as stressor material for source/drain regions starting from a 90 nm technology
node. In order to have uniform SiGe epitaxy, a uniform chip layout is needed to minimize the pattern
dependency of the growth.

In approach to the end of the technology roadmap, FinFETs become lateral or vertical nanowire
transistors (LGAA or VGAA, respectively). In VGAA, the nanowire contains SiGe/Si or SiGe/Ge stack
where Si, Ge, or SiGe can act as the channel of the transistor. Si or SiGe material could be selectively
etched by using TMAH solution mixed by ACT® SG-201.

In the nanowire transistors, traditional ion implantation cannot be used and new doping strategies
e.g., monolayer and plasma doping are required to dope the nanowires.

After planar transistors were changed to 3D FinFETs in 22-nm node, HfO2 has been accepted
as high-k material due to its high dielectric constant and a relatively large bandgap. However,
the integration of HfO2 in nano transistors has a problem of the thermal instability of HfO2/Si
interface. The SiOx interlayer between HfO2 and Si substrate can improve the interfacial imperfection.
The thickness of this SiOx interlayer and the high-k dielectric have been continuously decreased in
each new technology node. Si polycrystalline gate-material was also abandoned and metal-gates like
TiAlN and TiN were introduced in a gate-last approach to prevent crystallization of the high-k material
during the thermal treatments.

In integrated circuits, ALD W with α-phase is mainly applied as electrode filling. One way to
grow tungsten films with α-phase on SiO2 is to use WF6 as a precursor and H using hot-wire (HW)
assisted atomic layer deposition (HWALD).

Cu is a classical interconnect material microelectronic circuit. However, as the CD narrows, filling
the BEOL trench-over-via structure by Cu becomes more challenging. Introducing Co via the prefill
concept makes it possible for void-free and bottom-up fill of metal in advanced interconnects. Co is
expected to have a better EM performance compared to Cu due to its higher melting point.

Reliability test over of a processed wafer is very important for IC manufacturers and this becomes
more critical when miniaturization of CMOS occurs. The checking points are novel materials, novel
process, and novel integration where the reliability characterization provides information about the
physical mechanism of degradation.

The random telegraph noise is also an issue that becomes more important for nano-scaled
transistors and could act as an indicator for transistor performance. As an example, the self-heating in
transistors could be a source for the signal noise.
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In the future, when the Beyond Moore era is reached, it is believed new material, e.g., III-V
and 2D crystals will be insightful. The main problem is integration of these materials with high
quality on Si. So far, III-V devices, e.g., InGaAs-OI FinFET, InGaAs FET, III-V Tunnel FETs (TFETs),
and hybrid InGaAs/SiGe CMOS on a silicon substrate by using advanced template-assisted selective
epitaxy technology.

Among 2D material Graphene, transition-metal dichalcogenides (TMDCs), e.g., MoS2, WSe2, and
WS2 have a strong position for devices. Since the 2D material have a lack of bandgap, then three
methods are proposed. The methods include narrow strips, bilayers, and heterojunction in order to
create a bandgap.

Many promising devices from 2D materials have been manufactured. As an example, a
dual-channel FET based on a vertically stacked hetero-structure of ultrathin n-type MoS2 and p-type
WSe2 layers for the study of parallel carrier transport (electrons from MoS2 and holes fromWSe2) have
been demonstrated.

More complicated 2D material transistors can be realized by using heterogeneous stacks. For
example, MoS2 is used as the active channel material and hexagonal-BN as the top-gate dielectric with
graphene S/D. This type of transistors exhibit n-type behavior with an ON/OFF current ratio of >106,
and an electron mobility of ∼33 cm2/Vs. The mobility does not degrade at high gate voltages, which
presents an important advantage over conventional Si transistors where enhanced surface roughness
scattering severely reduces carrier mobility values at high gate-fields.

In the research development in future production, it is necessary to measure the critical dimensions
of the device structure, thickness of thin film, surface and interface properties, physical properties, and
surface defects. It is expected that the test equipment should have a high-precision, high-speed, and be
non-destructive, which can be used to monitor in-line. The famous tools are CD SEM, OCD, and 3D
AFM, which can be used for the three-dimensional structure of the device. Recently, a new technique
3D APT, which provides an element map with a high resolution has been developed. In this way, the
three-dimensional structure of the device can be characterized.

It is also required to use a combination of these techniques, which could provide information
about more complex device structures.

A series of x-ray techniques, e.g., XRF, XPS, XRR, XRDI, XRD, HRXRD, LEXES, CD-SAXS, and
GISAXS are also used for in-line measurements. These techniques provide information about crystalline
materials for composition, thickness, dopant concentration, and strain in devices.

Recently, Artificial Intelligent in a new software form is also involved in metrology, which can
help solve the most difficult metrology challenges at 10-nm node technology and beyond. The new
software improves metrology capabilities and accelerates time to solution in complex 3D and High
Aspect Ratio devices.
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Abstract: Metal oxides (MOs) have garnered significant attention in a variety of research fields,
particularly in flexible electronics such as wearable devices, due to their superior electronic properties.
Meanwhile, polymers exhibit excellent mechanical properties such as flexibility and durability,
besides enabling economic solution-based fabrication. Therefore, MO/polymer nanocomposites are
excellent electronic materials for use in flexible electronics owing to the confluence of the merits of
their components. In this article, we review recent developments in the synthesis and fabrication
techniques for MO/polymer nanocomposite-based flexible transistors. In particular, representative
MO/polymer nanocomposites for flexible and transparent channel layers and gate dielectrics are
introduced and their electronic properties—such as mobilities and dielectric constant—are presented.
Finally, we highlight the advances in interface engineering and its influence on device electronics.

Keywords: flexible transistors; polymers; metal oxides; nanocomposites; dielectrics; active layers

1. Introduction

Thin-film transistors (TFTs) are the crucial elements in flat-panel display (FPD) applications,
including both active matrix liquid crystal displays (AMLCDs) and active matrix organic light emitting
diode (AMOLEDs) displays [1–3]. In recent years, the traditional amorphous Si (a-Si) TFT technology
has achieved higher resolutions, larger screen sizes, and lower power consumptions in FPDs [4,5].
However, the demand for transparent, flexible, and stretchable optoelectronic devices remains,
which requires further advancement in crucial component materials, including the semiconductor,
the dielectric, and the conductor, as well as the substrates [6–12].

As mechanically flexible and durable semiconductors as well as gate dielectrics, metal oxides (MOs)
such as In2O3, ZrO2, Al2O3, and TiO2 are now expected to be one of the most promising materials for
next generation display technologies, because of their high carrier mobility, good transparency, excellent
uniformity, and reasonable electrical reliability/stability [13–20]. More importantly, MOs exhibit high
carrier mobilities even in the amorphous state and satisfactory environmental stability [21,22]. It
is worth noting that the amorphous phase is favorable for use in flexible devices compared to the
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crystalline phase, as crystalline materials tend to crack when folded. Indium oxide (In2O3) is the most
heavily investigated metal oxide both as a conductor and a semiconductor, since the extensive 5s orbital
overlap leads to a broad conduction band with high electron mobility even in the amorphous state [23].
Furthermore, their large bandgap ensures optical transparency. The conventional strategy to achieve
optimal conductivity in In2O3 is to chemically dope the compound with various cations such as Sn,
Ga, La, or Sc [24–26]. For example, ITO (indium−tin−oxide) exhibits excellent transparency with high
conductivity since the Sn ion enhances the carrier density by donating free electrons to the lattice due to
the difference in oxidation state between In3+ and Sn4+ [27,28]. In IGZO (indium−gallium−zinc−oxide),
Ga forms stronger chemical bonds with oxygen and suppresses the formation of oxygen deficiencies and
free electrons, thereby serving the role of a “stabilizer” or a “suppressor” [29]. Currently, commercially
available metal oxide (semi)conductor films are primarily fabricated via capital-intensive vacuum vapor
deposition processes, such as sputtering or thermal evaporation, thereby limiting the large scale and
economic production of MO films. Post-annealing processes to enhance charge carrier mobility require
high processing temperatures to induce metal–oxygen–metal lattice formation. However, such high
temperatures are not suitable for fabrication of MO on soft polymeric substrates such as polyimide (PI),
polyethylene naphthalate, polyethylene terephthalate, polydimethylsiloxane, and parylene [29–31].
Moreover, mechanical toughness is also required for the use of inflexible and foldable devices.

In this context, novel processing techniques for fabricating flexible MO films with high charge
carrier mobilities is in great demand. Organic polymers such as poly(4-vinylphenol) (PVP),
polytetrafluoroethylene (PTFE), and polyethylenimine (PEI), therefore, have been utilized as flexible
matrices with various MO fillers due to their merits such as flexibility, light-weight, durability,
and solution-processability [32–35]. Using MO/polymer nanocomposites, the films can be easily
fabricated via solution-based fabrication processes including spin-casting and roll-to-roll.

This review seeks to summarize the recent progress in the synthesis and fabrication techniques
of MO/polymer nanocomposites for flexible transistors. In particular, the synthesis of metal
oxides/polymers nanocomposites for flexible channel layers and gate dielectrics, alongside their
electronic properties such as mobilities and dielectric constant, are presented. Furthermore, advances
in interface engineering and their influence on device electronics are highlighted.

2. Synthesis of Metal Oxides

New techniques have continued to emerge for the synthesis of MO nanostructures with controlled
shape, size, and composition, because these factors play an important role in any application [36,37].
In particular, the morphology of MOs are strongly dependent on the synthetic route [38,39]. Therefore,
it is critical to select an appropriate synthetic technique to achieve the desired morphology of MOs.
In general, a lot of approaches have been reported for the synthesis of various MO nanostructures
(Figure 1), including precipitation, hydrothermal, sol–gel methods, microwave-assisted synthesis,
and chemical vapor deposition (CVD) [37,40–43].

The earliest technique that was developed to synthesize inorganics is the precipitation method. The
primary merit of this strategy is its ease of scalability in the synthesis of MOs for commercialization [44].
In a typical process, the precipitation of sparingly soluble hydroxides takes place from an aqueous
solution on the addition of a precipitating agent (anion) or ligand (e.g., urea, hexamethylenetetramine,
and KOH) to the metal salt solution containing a cation. Subsequently, the precipitated hydroxides are
decomposed to metal oxides [45]. It is very difficult to control the uniformity of the product structures
via the precipitation approach, owing to a lack of understanding of major processing steps, namely
nucleation and growth [46].

Hydrothermal methods are very simple and capable of generating MOs with diverse morphologies,
such as spheres, rods, wires, and cones [47–50]. During synthesis, a heterogeneous reaction occurs in
an aqueous solvent containing NaOH, KOH, HCl, HNO3, H2SO4, etc. under a particular pressure and
temperature [51]. The major benefits of hydrothermal syntheses are its low processing temperature,
reduced aggregation of the products, homogeneous crystallinity of the products, and satisfactory
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uniformity in composition and purity of the products [52,53]. Occasionally, surfactants such as
cetyltrimethylammonium bromide, sodium dodecyl sulfate, and polyvinylpyrrolidine (PVP) are
utilized—the surfactant molecules selectively adhere onto the polar surface of the MO crystals,
controlling the shape and growth behavior of MO particles [54–56].

 

Figure 1. (a–f) A set of TEM images of diverse MO nanostructures: (a) MnO and (b) Fe3O4 nanoparticles
fabricated via microwave-assisted synthesis (Reproduced from [42], Copyright 2008 Royal Society of
Chemistry C), (c) porous SnO2 aerosols prepared via sol–gel method (reproduced with permission
from [41], Copyright 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim), (d) ZnO hollow
spheres synthesized via hydrothermal synthesis (reproduced with permission from [40], Copyright
2008 American Chemical Society), (e) In2O3 nanoparticles prepared via anodization-precipitation
(reproduced with permission from [37], Copyright 2018 American Chemical Society), and (f) TiO2

nanoparticle layer on SiO2 prepared via CVD, respectively (reproduced with permission from [43],
Copyright 2001 Elsevier).

Sol–gel is a general, versatile, and powerful approach for the synthesis of single- or
multiple-component MO nanostructures in the form of thin films, powders, and porous materials.
This approach is a cost effective and low-temperature process that enables the production of MO

59



Micromachines 2020, 11, 264

nanostructures with high homogeneity and compositional purity [57,58]. Metal alkoxides [M(OR)3]
are primarily used as a precursor to prepare MOs due to their propensity to form homogeneous
solution in a variety of solvents in the presence of other alkoxides or metallic derivatives and also
due to their reactivity toward nucleophiles such as water [59]. The sol–gel process involves several
important steps, such as hydrolysis and condensation, gelation, and drying (Figure 2). Typically,
metal precursors such as metal alkoxides and metal chlorides undergo the reactions of hydrolysis
and partial condensation to form a colloidal solution. Subsequently, three-dimensional gels are
formed immediately via polycondensation of the hydrolyzed precursors. Finally, the resultant gels are
converted to xerogel or aerogel based on the method of drying (i.e., supercritical drying or ambient
drying) and, furthermore, to the desired MO materials via a thermal treatment. The sol–gel technique
can be divided into two routes—namely the aqueous sol–gel and the nonaqueous sol–gel methods. The
aqueous sol–gel method requires oxygen for the formation of MOs, which is generally provided by the
water solvent. However, this approach is not suitable for the production of MO nanomaterials because
the crucial steps (i.e., hydrolysis, condensation, and drying) take place simultaneously and thus result
in the formation of bulk MOs [39,60]. In contrast, solvents such as alcohols, ketones, and aldehydes
are used to provide the oxygen necessary for the formation of MOs via the nonaqueous sol–gel
method [39,61–63]. Additionally, this approach is suitable for the production of MO nanomaterials,
rather than their bulk counterparts. The organic solvents serve as important components by controlling
morphology, particle size, surface properties, and composition of the resultant MO materials [64].

 
Figure 2. Reaction routes for the production of MO nanostructures by the sol–gel method.

Microwave-assisted synthesis is an approach that applies microwave radiation to chemical
reactions for the production of MO nanostructures. This method could allow more efficient,
rapid, and homogenous heating of reaction mixtures, thereby accelerating the synthesis of MO
nanostructures [65]. Furthermore, the formation of fine MO nanocrystals is enabled by the use of
microwave radiation due to the highly focused local heating that can be achieved [66]. Moreover,
the microwave-assisted approach can produce a wide range of MO nanostructures, including
nanoflakes [67], nanosheets [68], and nanoflowers [69]. However, the microwave-assisted synthesis
possesses some drawbacks, such as the high cost of microwave reactor and the limited penetration
depth of microwave radiation, indicative of restricted scalability for the commercial synthesis of MO
nanoparticles [70].
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3. Metal Oxide/Polymer Hybrid Films in Transistors

3.1. Active Channel Layers

Although metal oxides (MOs) exhibit high carrier mobilities and good environmental stability
even in the amorphous state, their application in flexible and stretchable devices has been rather
limited [25,71–73]. This is because polycrystalline materials suffer from crack formation at the grain
boundaries leading to drastic deterioration of structural integrity [74–78]. Recently, amorphous
metal oxides (MOs) have been prepared to improve flexibility. However, they are still vulnerable to
mechanical stress, yielding cracks under repeated mechanical deformation. On the other hand, polymers
exhibit flexibility, solution-processability, and excellent compatibility with organic substrates or active
layers [79,80]. In this context, organic–inorganic nanocomposites can gain the synergetic advantages of
these two components—namely, mechanical toughness, flexibility, and high mobility [81,82]. Moreover,
the incorporation of polymers with MOs successfully inhibits the formation of the crystalline phase
which is detrimental to flexible substrates. It should be noted that in general, the trade-off between the
mechanical properties and electrical properties is observed in MO/polymer nanocomposites. In other
words, while incorporation of polymers to MO films gives rise to an increase in flexibility, it leads to
a potential reduction in electrical properties due to phase separations and lack of interconnectivity
of MO domains in the resultant composite films. To overcome the issue, various strategies that can
improve the interconnectivity of MO domains within the composite films have emerged in recent
years, including engineering of weight fraction, surface modification, and morphology control of MO
nanoparticles [83–86].

To improve mechanical flexibility of metal oxide (MO) films, polymers such as poly(4-vinylphenol)
(PVP), polytetrafluoroethylene (PTFE), and polyethylenimine (PEI) were utilized as doping agents to
improve flexibility, as well as to form the amorphous phase of MO [35,87–90]. For example, Yu et al.
developed a new low temperature approach to high-mobility amorphous metal oxide semiconductor
films via doping with an insulating polymer, poly(4-vinylphenol) (PVP), to fabricate amorphous MO:
polymer blend composites, as depicted in Figure 3a [91]. It should be noted that PVP possesses excellent
solubility in the In2O3 precursor solution and their hydroxyl groups favor coordination with the MO
lattice. Such an approach effectively prevents crystallization, controls the carrier concentration in the
In2O3 channel, and retains conducting pathways for efficient charge transportation. In greater detail,
all-amorphous and transparent bottom-gate top-contact thin-film transistors (TFTs) were fabricated
via spin-coating of In2O/PVP precursor solutions on AryLite substrates and annealing at 225–250 ◦C.
They exhibited high transparency (< 80%) and low sheet resistance (< F Ω sq−1). In2O3: 5% PVP TFTs
exhibited electron mobilities of 11 cm2 V−1 s−1. As the amount of PVP content increases, the In2O3

films become amorphous even with 1 wt % of PVP, as confirmed by grazing incidence X-ray diffraction
(GIXRD)(Figure 3b). VT shifts to a positive value and the mobility slightly decreases upon incorporation
of PVP, as evidenced in Figure 3c, owing to the carrier concentration modulation from PVP-induced
electron traps. The bending/relaxation measurement is to characterize durability of flexible films.
A film is bended and relaxed several times with defined radius and then electronic properties are
measured. It is worth noting that smaller radius is for more harsh condition; the bending radii that are
required for flexible, rollable, and foldable displays are 0r, 10r, and 1r, respectively [92]. The bending
tests indicate that the In2O3: 5%PVP hybrid films exhibit only a slight decrease in the mobility from
10.9 to 8.9 cm2 V−1 s−1 as the bending radius decreases to 10 mm, while the pristine In2O3 films,
in stark contrast, show dramatic deterioration of the mobility from 22.2 to 0.5 cm2 V−1 s−1 (Figure 3d).
Importantly, the value retains up to ca. 90% of their performance even after undergoing repeated
mechanical stress (bending/relaxing 100 times).
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Figure 3. (a) Schematic representation of the flexible, transparent TFT structure based on a metal
oxide:polymer (In2O3: x% PVP) semiconductor blend. (b) X-ray diffraction (XRD) patterns of
In2O3: polymer films with various PVP concentrations: annealing at 225 ◦C. (c) TFT mobility and
threshold voltage for In2O3: polymer films having different PVP concentrations, processed at 225 ◦C.
(d) Dependence of TFT mobilities on bending radius of both neat In2O3 TFTs and all-amorphous In2O3:
5% PVP TFTs (left), and mobilities on all-amorphous TFT bending cycles at a radius of 10 mm. Inset:
Optical image of transparent flexible TFTs. Reproduced with permission from [91], Copyright 2015
Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.

Polyethylenimine (PEI) is a commercially available polymer capable of efficient n-doping due to
the electron-donating nature of the tertiary amine groups (Figure 4a). PEI electron doping has been
reported for several organic semiconductors and is widely used in organic photovoltaic cells and
transistors to enhance the charge transportation in other organic materials. In this context, Huang
et al. fabricated In2O3 / PEI TFT devices via doping of metal oxides with PEI [93]. Doping of In2O3

with PEI effectively prevents crystallization of MOs, controls the carrier concentration in the In2O3

channel, and increases the electron mobility of the In2O3 matrix. In greater detail, a PEI-doped In2O3

blend (i.e., aqueous PEI-In2O3 precursor solutions) was coated on Si substrates with 300 nm SiO2,
followed by annealing at 250 ◦C for 30 min. The addition of PEI successfully inhibits the formation
of crystalline structure, which is unfavorable for application in flexible devices as characterized by
GIXRD in Figure 4b. The characteristic peaks at 22.1◦, 31.1◦, 36.0◦, and 46.3◦ ascribed to crystalline
In2O3 are strongly suppressed even with a PEI concentration of >1%. Extended X-ray absorption fine
structure (EXAFS) measurements correlate the effect of PEI with the TFT mobility. The coordination
number (CN) of In-O at the first shell remains intact independent of the PEI doping concentrations,
while the second shell CN exhibits the PEI content dependency, decreasing from 6 to 4.05 as the PEI
concentration increases (Figure 4c). This indicates that PEI disrupts the formation of lattices, and thus
electron conduction pathways. The devices fabricated with polymer concentration of 1–1.5% resulted

62



Micromachines 2020, 11, 264

in excellent mobility up to 9 cm2 V−1 s−1 and high on/off ratio of 107, while that fabricated with pure
In2O3 only exhibited a maximum value of 9 cm2 V−1 s−1 (Figure 4d). It is because the electron donating
nature of PEI results in doping of In2O3 and matrix film microstructure tuning, yielding high mobilities
alongside optimal off-current (Ioff) and threshold voltage (Vth).

 

Figure 4. (a) Chemical structure of PEI. (b) GIXRD patterns of In2O3: x% PEI blend films with differing
PEI concentrations. (c) Derived coordination number, In-O bond lengths for the indicated films. (d) TFT
mobility and threshold voltage for In2O3: x wt % PEI (250 ◦C), IZO: x wt % PEI, IGO: x wt % PEI,
and IGZO: x wt % PEI, as a function of the polymer concentration. Tannealing = 300 ◦C. Reproduced
with permission from [93], Copyright, 2016 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.

The same research group also investigated the charge transportation and film microstructure
evolution of PEI-doped amorphous Zn- and/or Ga-incorporated In2O3 thin films [94]. PEI doping
generality was expanded from binary In2O3 to ternary (e.g., In + Zn in IZO, In + Ga in IGO) and
quaternary (e.g., In + Zn + Ga in IGZO) metal oxide matrices. PEI-metal oxide precursor solutions on
Si wafers with 300 nm wide thermally grown SiO2 layers were first spin-casted and then thermally
annealed at 300 ◦C. In this study, the effect of PEI doping concentration and the addition of secondary
ions (Ga and Zn) to In2O3 on the device performance was investigated. It was found that the
incorporation of Zn and PEI in In2O3 and IGO led to an increase in the surface roughness, thereby
degrading the charge transport properties. The crystallinity of In2O3 or IG(Z)O was effectively
suppressed and it was observed to monotonically decrease as the PEI concentration was increased.
The layer formed adjacent to the dielectric improves the efficiency of charge transportation in a channel
when PEI content is low because of trap prefilling. When PEI concentration exceeds a certain threshold,
the mobility of the resulting devices begins to decrease due to the disruptions in film continuity and
increased trap sites.

Na et al. demonstrated flexible IGZO:PTFE TFTs with improved stability and endurability against
water exposure using the facile method of blending the MO semiconductor with polytetrafluoroethylene
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(PTFE) via plasma polymerization [95]. In greater detail, the IGZO: PTFE layer was co-sputtered
with radio frequency magnetron sputtering processes. The hydrophobic nature of PTFE enhances
device performance (μFE exceeding 10 cm2 V−1 s−1) and stability (a Vth shift of 0.68 V after an hour
of immersion in water) by preventing the adsorption of water molecules on the back surface of TFTs
(Figure 5a). Such an approach also improves the electrical stability of IGZO: PTFE TFTs in positive
bias stress (PBS), positive bias temperature stress (PBTS), positive bias illumination stress (PBIS),
negative bias stress (NBS), negative bias temperature stress (NBTS), and negative bias illumination
stress (NBIS) stability tests. Indeed, Vth of IGZO: PTFE TFT remains steady, with only a shift of 0.68 V,
while that of IGZO TFTs exhibits significant negative shifts by 12.17 V, as depicted in Figure 5b,c.
The improved mechanical flexibility resulting from the soft nature of PTFE enhances the mechanical
durability, as depicted in Figure 5d. Specifically, the IGZO: PTFE TFT can retain its performance with
no substantial change in its electrical characteristics (a Vth shift of 0.89 V from 3.95 to 3.06 V) over 10000
bending cycles with a bending radius of 5 mm. In contrast, the IGZO TFTs exhibit a significant Vth

shift of 5.45 V, from 3.07 to −2.38 V.

 

Figure 5. (a) Schematic illustration of improved hydrophobicity of the IGZO: PTFE film. Transfer
characteristics of (b) the IGZO TFT and (c) the IGZO: 20 W PTFE TFT upon exposure to water for
different times. (d) Variations of mobility (μFE), on-current, and Vth for IGZO and IGZO: 20 W PTFE
TFTs with respect to bending cycles. Reproduced permission from [95], Copyright, 2018, American
Chemical Society.
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Sun et al. reported a strategy to control the geometry and enhance device performance of
inkjet-printed MOTFT arrays via the addition of an insulating polymer to the precursor solution prior
to film deposition [96]. To prevent the formation of a non-uniform geometry during inkjet-printing,
the polymer additive, polystyrene (PS) was utilized. It was reported that the addition of high viscous
polymers is favorable to eliminate coffee ring effects by significantly reducing the solute mobility and
thus suppressing outward capillary flow of solute to the edge. In detail, PS, with different molecular
weights ranging from 2000 to 2,000,000, was mixed with indium precursors (i.e., indium nitrate hydrate)
and then printed on silicon substrates, followed by annealing at 225 ◦C for 1 h. Interestingly, 202
with an increase in PS MW, the coffee ring effect gradually faded, as measured by optical microscope
in Figure 6a. The change in surface morphology by varying PS MW is attributed to the suppressed
capillary flow and the Marangoni effect. The relative viscosities of In2O3/PS precursor solutions to
those of pristine In2O3 solution are 1.02, 1.17, 1.39, and 1.31 for PS with MW of 2000, 20,000, 200,000,
and 2,000,000, respectively. Evidently, the use of PS with MW of 20,000 results in smooth films as
the increased viscosity inhibits the capillary flow, thus facilitating the depinning of the contact line.
The incorporation of PS results in the improvement of carrier mobility from 4.2 cm2 V−1 s−1 up to
13.7 cm2 V−1 s−1 as PS MW increases from 2000 to 2,000,000, which is about three times that of
the pristine In2O3 TFTs (Figure 6b). The trap densities for pristine, PS Mw of 2000, 20,000, 200,000,
and 2,000,000 were 2.4 × 1012, 1.2 × 1012, 1.1 × 1012, 1.0 × 1012, and 1.1 × 1012 cm−2 eV−1, respectively.
XPS characterization shows that the incorporation of PS obviously impacts local bonding of MO:PS
blends, thereby increasing M-O concentration (Figure 6c). Grazing incidence X-ray diffraction indicates
that the addition of PS favors the formation of amorphous phase and enhances the M-O lattice contents,
both of which facilitate the carrier transportation.

p

 
Figure 6. (a) Optical microscopy images of In2O3 deposition (right to left) without PS, with PS1, with
PS2, with PS3, and with PS4. The scale bar is 100 μm. (b) Transfer characteristics of inkjet-printed TFTs.
(c) X-ray photoelectron spectroscopy (XPS) of O 1s spectra. Reproduced with permission from [96],
Copyright 2018, American Institute of Physics.

3.2. Dielectric Layers

MOs have been considered to be a crucial component in thin-film electronic systems due to
their outstanding electrical and mechanical properties [97–104]. However, the MOs lack flexibility,
which limits their use in flexible electronics [105]. Thus far, most thin high-k inorganic metal oxide
dielectrics have been fabricated via conventional vacuum-based techniques including pulsed laser
deposition (PLD), atomic layer deposition (ALD), magnetron sputtering, and e-beam evaporation.
However, these methods are costly and unsuitable to produce large-area flexible oxide electronics.
For example, high-quality gate dielectric SiO2 films are produced via expensive vacuum-based
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plasma-enhanced chemical vapor deposition (PECVD) at high temperatures above 300 ◦C. It is worth
noting that such high temperatures may cause deformation or warping of flexible substrates. Although
high performances have been achieved, flexibility and stability still limit their application in real
products such as wearable devices. Moreover, dielectric layers (e.g., SiO2) are vulnerable to mechanical
stress notwithstanding their extremely thin width, yielding cracks or delamination under mechanical
deformation even at small bending radii. In this context, organic dielectrics have garnered substantial
attention in the area of flexible devices owing to their flexibility, mechanical stability, low temperature,
easy solution processability, and excellent compatibility with flexible organic substrates, despite
their low k value [105–110]. Therefore, hybridization of organic and inorganic materials can lead
to the improvement in flexibility, dielectric constant, and mechanical toughness of gate dielectric
materials [111–119]. The transistor parameters critically depend on the interface formed between
dielectric and semiconductor layers since the trapped charges strongly impact the electrical behavior.
The hybrid gate dielectrics tend to be compatible with either organic or inorganic semiconductors.
As the inorganic constituent, high-k inorganic nanoparticles such as ZrO2, Al2O3, Y2O3, Ta2O5, and
TiO2 were usually embedded in a polymeric matrix such as poly(methylmethacrylate) (PMMA)
and poly(vinylpyrrolidone) [120–122]. However, the inorganic nanoparticles tend to agglomerate,
increasing the surface roughness of the hybrid layers, resulting in high gate leakage current and low
on/off current ratio. In this section, the development of hybrid organic–inorganic composites with low
power consumption, low operating voltage, and compatibility with transparent flexible electronics for
the use in dielectric layers will be summarized.

Poly(methyl methacrylate) (PMMA) is an important thermoplastic polymer with excellent
transparency, a refractive index of n = 1.49, good chemical resistance, thermal stability, mechanical
flexibility, low cost, and a lower dielectric constant (2.9) than that of silicon oxide material (3.9) [123–126].
As a result, PMMA has been mixed with high-k inorganic nanoparticles such as ZrO2, Al2O3, and TiO2

to provide high optical transparency, low weight, mechanical flexibility, and formability [14,127,128].
The low temperature deposition process towards PMMA-ZrO2 nanocomposites as dielectric gate
layers has been reported [129]. Intriguingly, to prevent phase separation, inorganic oxides were
cross-linked with PMMA and trimethoxy-silyl-propyl-methacrylate (TMSPM) molecules that are
chemically compatible with both inorganic and organic phases. In greater detail, TFT devices with
a ZnO/PMMA-ZrO2/ITO/glass structure (Figure 7a) were fabricated and their electrical properties,
such as threshold voltage, channel mobility, and Ion/Ioff current ratio, were investigated. A hybrid
dielectric layer was prepared via a sol−gel reaction among zirconium propoxide (ZP), TMSPM,
and methylmethacrylate (MMA) precursors at variable TMSPM molar ratios. The devices fabricated
with 0.3 M TMSPM exhibit a mobility of 0.48 cm2/V s, on/off ratio of 106–107, and a threshold voltage
of 3.3 V. The leakage current density increases from 10−6 to 10−5 A/cm2 as the amount of TMSPM
content increases in the hybrid insulating layer, as illustrated in the current density versus electric field
characteristic curves (Figure 7b). Importantly, the threshold voltage of the devices decreases from 3.3 V
to 0.9 V with an increase in the TMSPM amount from 0.3 M to 0.75 M, as measured by transfer curves
in Figure 7c. This feature is advantageous for low power consumption.
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Figure 7. (a) SEM image of the TFT cross section, where the PMMA−ZrO2 layer was deposited with
1:0.3:1 molar ratio. (b) Leakage current density vs. electric field of the PMMA–ZrO2 hybrid layers
deposited with different TMSPM molar ratios. (c) Transfer characteristics for ZnO-based transistors with
PMMA–ZrO2 as gate dielectric hybrid films at different TMSPM molar concentrations. Reproduced
with permission from [126], Copyright 2017, American Chemical Society.

Yttrium oxide (Y2O3) nanoparticles exhibit a wide band gap of 6.0 eV, which is
advantageous to the aspects of illumination stability of TFTs [130]. In this context, TFTs
were fabricated on polyimide (PI) substrates using cross-linked poly(4-vinylphenol) (c-PVP)/
Y2O3 nanocomposites as gate insulators [131]. The architecture of the flexible devices was
Ag/6,13-bis(triisopropylsilylehtynyl)pentacene(TIPS-pentacene)/ c-PVP:Y2O3/c-PVP/PI. In greater
detail, the cross-linkable PVP was prepared by dissolving PVP and a cross-linking agent, (methylated
poly(melamine-co-formaldehyde), MMF) in propylene glycol methyl ether acetate (PGMEA). TFTs with
c-PVP:Y2O3 hybrid dielectric exhibited an on-state drain current of −0.165 μA at a gate voltage of −40 V,
which is higher than that of devices with only c-PVP (−0.0462 μA), as depicted in Figure 8a,b. However,
as illustrated in Figure 8c,d the c-PVP/Y2O3 composite films exhibited a higher roughness compared to
the c-PVP films, leading to a larger interference in hole conduction at the interface between the insulator
and the semiconductor. Additionally, c-PVP: Y2O3-based TFTs exhibited a greater number of leakage
paths for the gate current compared to c-PVP-based TFTs, possibly owing to several interactions like
i) the attraction of hole carriers by the highly polarized Y2O3 nanoparticles, ii) flow along the direction
of the gate electric field, and iii) repulsion by the positive side and attraction by other adjacent side of
the Y2O3 nanoparticles (Figure 8e–g).

Kim et al. have introduced TiO2-polymer composites via cross-linking reactions of these
two constituents with low surface energy which allows vertical growth of organic molecules
(e.g., pentacene) [132]. In greater detail, a TiO2 precursor (titanium(IV) butoxide and acetyl acetone)

67



Micromachines 2020, 11, 264

and poly(4-vinylphenol) (PVP) solution (PVP, poly(melamine-co-formaldehyde) methylated/butylated
and propylene glycol methyl ether acetate (PGMEA) solvent) mixture were spin-coated on ITO
substrates and then annealed at 200 ◦C for 1 h. Interestingly, poly(melamine-co-formaldehyde)
methylated/butylated acts as the cross-linker, which reacts with the hydroxyl group of the PVP and the
ligands of the TiO2, forming a dense structure. The resulting device exhibits a charge carrier mobility
of 0.105 cm2 V−1 s−1, on/off ratio of 103, and a leakage current of 10−7 A cm−2 at ±5 V due to such a
dense structure. Furthermore, this homogeneous TiO2-polymer composite solution is stable in ambient
conditions. Bang et al. fabricated bottom-gate ZnO-thin film transistors using PVP/Al2O3 dielectrics
and investigated the effects of an organic/inorganic dielectric on device performance [133]. The leakage
current of the PVP/Al2O3 dielectric improved by three times over the PVP counterparts. The saturation
mobility of PVP/Al2O3 TFTs also improved from 0.05 to 0.8 cm2 V−1 s −1 compared to PVP TFTs.

 
Figure 8. |ID|

1/2 vs. VG plots of TIPS-pentacene TFTs with the (a) c-PVP/Y2O3 composite and (b) c-PVP
gate insulators. AFM images of the (c) c-PVP and (d) c-PVP/Y2O3composite films. The insets show
the contact angles on both films. Leakage current paths through the (e) c-PVP/Y2O3 composite and
(f) c-PVP gate insulators. (g) Possible interaction between the holes and the Y2O3 nanoparticles in
the c-PVP/Y2O3 composite insulator. Reproduced with permission from [131], Copyright 2016, MDPI,
Basel, Switzerland.

Despite superior mechanical flexibility, organic materials as gate insulators, such as
poly-4-vinylphenol (PVP) and polymethyl methacrylate (PMMA), exhibit very low capacitance
compared to inorganic dielectrics. In this context, several approaches to improve the capacitance
have been introduced. This includes reducing the thickness of dielectric films and incorporating
high-k inorganic nanoparticles. However, the use of ultra-thin organic dielectrics often resulted

68



Micromachines 2020, 11, 264

in structural imperfections, producing current leakage. Kim et al. proposed a novel vapor-phase
synthesis method to form an ultrathin, homogeneous, high-k organic−inorganic hybrid dielectric [134].
Hybrid dielectrics are synthesized via initiated chemical vapor deposition (iCVD) in a one-step manner
(Figure 9a). This method utilizes 2-hydroxyethyl methacrylate and trimethylaluminum as the monomer
and the inorganic precursor, respectively. A uniform and defect-free hybrid dielectric layer with precise
thickness below 20 nm and composition can be produced. The hybrid films are formed via following
subsequent steps—the injection of vaporized monomers, precursors, and initiators, the thermal
decomposition of initiators to form free radicals, the adsorption of monomers and precursors, and
free-radical polymerization of monomers. The hybrid dielectric exhibits a high k-value of 7 and a low
leakage current density of less than 3 × 10−7 A/cm2 at 2 MV/cm, even with a thickness of less than 5 nm.
The capacitance (Ci) versus electric field and the current density (J) versus electric field characterizations
corresponding to varying hybrid film thicknesses were also investigated, as illustrated in Figure 9b. As
the thickness decreases, the Ci and J values reach 250 nF/cm2 and 1 × 10−7 A/cm2, respectively. The n-
and p-type OTFTs were fabricated using the hybrid dielectric deposited via the iCVD process and their
charge-transfer curves were studied, as depicted in Figure 9c,d. The hybrid dielectric offered a superior
interface between the channel and dielectric and thus induced ideal charge-transfer characteristics.
Both n- and p-type OFETs with the hybrid dielectric exhibited no apparent hysteresis and a low leakage
current density (<3 × 10−7A/cm2 at 2 MV/cm). Furthermore, the dielectric layer exhibited improved
chemical stability without any degradation in its dielectric performance. Interestingly, the hybrid
dielectric layer retained its excellent dielectric performance under tensile strains of up to 2.6%.

 

Figure 9. Vapor-phase synthesis of organic–inorganic hybrid dielectrics via iCVD. (a) A schematic of
the synthesis process: (i) Vaporized monomers, organometallic precursor, and initiators are injected. (ii)
The initiators were thermally decomposed near the heated filament to form radicals (red lines), which
are positioned away from the substrate. (iii) Monomers, precursor, and radicals were absorbed on the
heated substrate. (iv) The adsorbed monomers were polymerized and simultaneously reacted with
inorganic precursors. (v) Uniform dispersion of the inorganic oxides can be achieved in the polymer
matrix. (b) Ci–E(left), and J–E(right) characteristics of the MIM devices with the hybrid dielectrics
(Al concentration: 17.8%) with various thicknesses of 82.7, 55.4, 24.8, and 19.8 nm, respectively.
Charge-transfer characteristics of the (c) pentacene and (d) PTCDI-C13 OTFTs, respectively. Hybrid
films 25 and 34 nm thick were used as the gate dielectric for pentacene and PTCDI-C13 OTFTs,
respectively. Reproduced with permission from [134], Copyright 2018, American Chemical Society.
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The effects of the device architecture on indium zinc oxide (IZO) TFTs with
poly(4-vinylphenol-co-methylmethacrylate) (PVP-co-PMMA) gate insulators were investigated [135].
The top gate IZO TFTs exhibited the improved μFE, SS, Vth, and good Ion/off ratio of 8.5 cm2 V−1 s−1,
2.0 V per decade, -10.0 V, and 107, respectively, compared to the bottom gate IZO TFTs (μFE, SS, Vth,
and Ion/off ratio were 9.0 cm2 V−1 s−1, 5.0 V per decade, −12.5 V, and 2 × 105, respectively). This is
attributed to the energetic ion bombardment in the polymer gate dielectric layer during the sputtering
process. The device performance can be further improved by doping the hybrid PVP-co-PMMA gate
dielectric with ZrO2: the μFE, SS, Vth and Ion/off ratio in this case were 28.4 cm2 V−1 s−1, 0.70 V per
decade, −2.0, and 4.0 × 107, respectively.

To improve surface contact with organic molecules and increase dielectric properties, a bilayer
structure was introduced. For example, Held et al. fabricated a bilayer hybrid dielectric
consisting of a high-k hafnium oxide (HfOx)/thin PMMA layer with a donor-acceptor polymer,
poly(2,5-bis(2-octyldodecyl)–3-(5–(thieno[3,2-b]thiophen-2,5-yl)thiophen-2-yl)–6-(thiophen-2,5-yl)pyrr
olo[3,4-c]pyrrole-1,4(2H,5H)-dione) (DPPT-TT) or single-walled carbon nanotubes (SWNTs) as the
semiconductor [136]. PMMA layers were spin-casted and hafnium oxide layers were deposited via
ALD. The resulting FETs exhibited drastically reduced operating voltages. The PMMA/HfOx hybrid
dielectric exhibited low-voltage operation, well-balanced charge carrier transport, low trap densities,
and excellent bias stress stability as PMMA ensures a low density of trap states at the semiconductor
dielectric interface and HfOx layers provide high capacitance (Figure 10a). Moreover, the effects
of a hybrid dielectric layer for SWNT-FETs were investigated. The SWNT-FETs with only HfOx

dielectric layer exhibit strong threshold shift and hysteresis, as observed in the transfer characteristics
(Figure 10b). In contrast, ambipolar transfer characteristics without hysteresis was observed in
SWNT-FETs with the hybrid dielectric (Figure 10c). According to bias stress tests, SWNT-FETs with
hybrid dielectric exhibit constant on-currents without any noticeable degradation over 10 h, while
SWNT/HfOx FETs suffer an on-current decay of an order of magnitude recorded in Figure 10d.

High performance low-voltage pentacene-based organic TFTs with pentacene/PMMA/Al2O3/ITO
architecture were fabricated and their electronic characteristics were investigated [137]. In this study,
a high-k metal oxide dielectric, Al2O3, was used due to its excellent dielectric constant (k = 7.0~9.0)
and large bandgap (Eg = 8.45~9.9 eV). PMMA renders improved interfacial properties between
Al2O3 and organic pentacene. The OFETs with only an Al2O3 layer exhibited a field-effect mobility
of 0.65 cm2/Vs, a threshold voltage of −0.6 V,Ion/Ioff ratio of 4 × 103, and a sub-threshold swing of
0.45 V/dec, at operating voltages as low as −4 V. After being modified by PMMA, the mobility increased
from 0.65 to 0.84 cm2/Vs.

Poly(α-methylstyrene) (PαMS) was also applied on top of zirconium oxide (ZrO2) layers to
improve the quality of the interfaces between ZrO2 and organic semiconductors [138]. In greater detail,
a ZrO2 film was synthesized on Si via a chemical solution process and annealed at temperatures between
400 and 700 ◦C. PαMS or HMDS layers were then spin-casted and made to undergo vacuum evaporation
with pentacene. It was found that the surface modifications greatly affect the electrical performance of
the ZrO2 OTFTs. The surface energy deceased after surface modification and the calculated values are
43.9, 37.8, and 35.5 mJ/m2 for bare-ZrO2, HMDS-ZrO2, and PαMS-ZrO2, respectively, as depicted in
Figure 11a–c. The PαMS modified devices exhibited a higher carrier mobility and on/off ratio than
those fabricated with bare ZrO2 and HMDS-coated ZrO2 because the PαMS/ZrO2 layers provide a
low surface energy and thus promote the growth of large pentacene crystals. In particular, the carrier
mobility of the devices with PαMS-modified ZrO2 were observed to increase remarkably from 0.08
to 0.51 cm2/Vs, whereas the carrier mobilities of the devices with bare ZrO2 and HMDS-modified
ZrO2 remained at values of ~0.06 and ~0.11 cm2/Vs, respectively, while the dielectric constant of
ZrO2 was increased from 12.17 to 19.70 (Figure 11d). Furthermore, PαMS/ZrO2 OTFTs fabricated on
flexible polyethyleneterephthalate (PET) substrate were demonstrated, as depicted in Figure 11e,f. The
flexible OTFTs exhibited typical IDS-VGS curves of the ZrO2-OFET, exhibiting a ~105 on/off-current
ratio between +1 V and −5 V of VGS (Figure 11g).
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Figure 10. (a) Capacitance as a function of total layer thickness for hafnium oxide, PMMA, and hybrid
dielectric. Transfer characteristics of network SWNT FETs with (b) HfOx and (c) hybrid dielectric.
Channel width/length ratio and channel lengths were 125 and 40 μm, respectively. (d) Bias stress
tests of SWNT-based transistors with different dielectrics. Reproduced with permission from [136],
Copyright 2015 American Institute of Physics.

Ha et al. have reported on low-voltage OTFTs employing solution-processed hybrid bilayer gate
dielectric of high-k ZrO2 and low-k amorphous fluoropolymer, CYTOP [139]. The thin hydrophobic
CYTOP layer repels aqueous molecules from an organic active layer. Therefore, such device architecture
improves electronic characteristics including field effect mobility (from 0.18 to 0.28 cm2/Vs), threshold
voltage (Vth, from 0.4 to -0.1 V), and sub-threshold (S.S., 0.57 to 0.28 V/decade) compared to only high-k
ZrO2 devices. The reduction in defect-states at the interface suppresses photo-induced hysteresis and
enhances the stability of device performance against electric bias-stress.
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Figure 11. Water contact angles of (a) bare-ZrO2 surface, (b) HMDS modified surface, (c) PαMS
modified surface. (d) Field effect hole mobility as a function of ZrO2 dielectric constant for OFETs with
different surface modifications. The mobility was calculated with VG = −5 V and capacity density under
f = 1 kHz. (e) Schematic diagram of the flexible OTFT fabricated on PET substrate and (f) the digital
photograph of the flexible OTFTs. (g) IDS–VGS transfer curves of a ZrO2-OFET constructed on PET
flexible substrate. The channel width and length of the transistor are 750 μm and 50 μm, respectively.
Reproduced with permission from [138], Copyright 2016 American Chemical Society.

4. Summary and Outlook

In summary, we first give an overview of the development in polymer/metal oxide nanocomposites
for applications in flexible charge transport channels and dielectrics. Recently, metal oxides (MOs) have
been fabricated via vacuum-based techniques including pulsed laser deposition (PLD), atomic layer
deposition (ALD), magnetron sputtering, and e-beam evaporation, for use in flexible and transparent
charge transport channels. Despite their ultra-thin width, only inorganic MO films are vulnerable
to repeated mechanical deformation. As a response to low mechanical durability and flexibility,
hybrid polymer/MO nanocomposites have been introduced. Hybridization with soft organic materials
have proven to be an effective strategy that not only offers mechanical flexibility but also enables
solution-based fabrication.

Organic dielectrics have garnered substantial attention owing to their flexibility, mechanical
stability, solution processability, and excellent compatibility with flexible organic substrates. However,
the low k values of such materials prohibit their application in practical electronic devices. Thereby,
high-k inorganic MOs have been employed as fillers. Considering that most of the flexible substrates
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and semiconductors are organic materials, hybrid gate dielectrics tend to provide good compatibility
with organic substrates and semiconductors.

Despite significant advances in flexible electronics by using polymers, many challenges remain
to be surmounted, including poor mechanical durability, low charge-carrier mobility, and low
dielectric constants. However, we believe that hybrid nanocomposites will reach their full potential
in flexible electronics in the near future, as various methods to overcome their weaknesses are being
continuously explored.
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Abstract: To analyze the reliability of semiconductor transistors, changes in the performance of the
devices during operation are evaluated. A prominent effect altering the device behavior are the so
called bias temperature instabilities (BTI), which emerge as a drift of the device threshold voltage over
time. With ongoing miniaturization of the transistors towards a few tens of nanometer small devices
the drift of the threshold voltage is observed to proceed in discrete steps. Quite interestingly, each of
these steps correspond to charge capture or charge emission event of a certain defect in the atomic
structure of the device. This observation paves the way for studying device reliability issues like BTI
at the single-defect level. By considering single-defects the physical mechanism of charge trapping
can be investigated very detailed. An in-depth understanding of the intricate charge trapping kinetics
of the defects is essential for modeling of the device behavior and also for accurate estimation of the
device lifetime amongst others. In this article the recent advancements in characterization, analysis
and modeling of single-defects are reviewed.

Keywords: device reliability; nanoscale transistor; bias temperature instabilities (BTI); defects;
single-defect spectroscopy; non-radiative multiphonon (NMP) model; time-dependent defect
spectroscopy

1. Introduction

The complementary metal-oxide-semiconductor (CMOS) technology is the cornerstone of a vast
number of integrated circuits, which are the building blocks of numerous electronic applications. Such
circuits typically consist of a large number nMOS and pMOS transistors and their performance and
geometry have been successively improved over the last decades. For instance, the width and length
of the transistors have been reduced and the gate insulating layers have been thinned. Furthermore
new device geometries such as FinFETs [1–3] and gate-all-around FETs [4–7] have been introduced.
Notwithstanding this development, the reliable operation of the transistors at their nominal bias
conditions is of utmost importance for all technologies. However, the most fundamental device
parameters like the threshold voltage, the sub-threshold slope and the on-current, are affected by
charge trapping at defects in the atomic structure of the devices. Such defects can be located at the
interface between the insulator and substrate, but also inside the insulator and inside the semiconductor
bulk material. In order to reduce the defect density of transistors post-oxidation annealing (POA)
processes are applied during the fabrication process. The decisive importance of POA for improving
the performance of transistors becomes even more obvious when Si and SiC based MOS devices
are compared. While H2 annealing is regularly used within CMOS processes [8–10] similar POA
steps could not lead to an improvement of the electron mobility in SiC devices [11]. However,
by using NO or NH3 for POA, a considerable increase in carrier mobility can be observed for SiC MOS
transistors [12,13].

Although a number of defects can become passivated using POA during fabrication,
the interaction of high energetic carriers with atoms at the semiconductor/insulator interface
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during operation can break Si-H bonds and can lead to an electrically active dangling bond [14].
The bond rupture mechanism leading to the creation of interface states is typically referred to
hot-carrier-degradation (HCD). In order to explain HCD in miniaturized devices the physical origin
for HCD has been recently extended to cold carriers, where a series of collisions with low energetic
particles can also lead to the creation of interfaces states [15]. Such an increase of dangling bonds at
the interface can be observed as decrease of the device mobility, due to an increase of the interface
scattering of carriers. The reduced mobility evolves as a reduction in the sub-threshold slope and can
be for instance observed when IDVG measurements are performed [16,17], but can also be evaluated
as the CV characteristics of the device alters [18].

Another important reliability issue in miniaturized devices is the so called bias temperature
instabilities (BTI) [19–24]. BTI typically manifest as a drift of the drain-source current over time when
constant biases are applied to a transistor, and is studied up electric oxide fields of Eox ≤ 8 MV/cm.
The physical origin of this phenomenon is charge trapping at defects which can be located at the
semiconductor/oxide interface or directly in the oxide. The impact of BTI on the device behavior is
mostly expressed in terms of an equivalent shift of the threshold voltage ΔVth, which can for instance
be calculated from the current measurement data using an initial IDVG characteristics of a device,
when traditional measurement tools are used [25]. Alternatively, employing the fast-Vth method,
where the gate bias is controlled by an operational amplifier in order to obtain a constant current flux
through the device, allows for direct measurement of the ΔVth [26]. A typical temporal drift of the
source current which can be measured when BTI is studied is shown in Figure 1 (left).

Figure 1. The main difference in the bias temperature instabilities (BTI) behavior of large-area and
nanoscale devices is the number of defects contributing to the device behavior, and also the amplitude
of impact of a single defect on the current flux through the device. (left) While in large-area devices a
number of defects is responsible for a continuous drift of the drain-source current over time (right) the
charge transitions of defects can be directly observed as discrete steps in the respective current signal
recorded from nanoscale metal-oxide-semiconductor (MOS) transistors.

The inset indicates the number of defects affecting the device behavior. Quite interestingly,
although the same physical mechanism are responsible for charge trapping in large-area and
miniaturized devices, the picture of the drift of the device current is different for the scaled MOS
transistors, see Figure 1 (right). While the source-current exhibits a continuous drift at large-area
devices, charge trapping evolves in discrete steps of the device current, recorded at nanoscale MOS
transistors. This is due to the fact that scaling of the devices on the one hand reduces the number of
defects per device, but on the other hand the impact of a single defect on the overall device behavior
gets considerably increased. Thus nanoscale devices inherently provide a zoom mechanism enabling
to study charge trapping at the single-defect level.

The discrete steps in the current signal were first documented by Ralls et al. [27] and have since
then been the basis for a number of investigations considering random telegraph noise (RTN) [28–33]
aiming at the analysis of the physical origin of charge trapping. An significant advantage of evaluating
RTN to conventional trapping analysis is that the charge capture and charge emission times can be
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extracted directly from single measurement traces. However, as only defects with a trap level close
to the Fermi level of the conducting channel produce RTN signals tracing the bias and temperature
dependence of the charge trapping kinetics of certain defect is limited to a very narrow bias and
temperature range. To overcome this limitation and to enable a thorough study of the trapping behavior
of a multitude of defects the time-dependent defect spectroscopy (TDDS) has been proposed [34,35].
The measurement sequences used for TDDS relies on the measure-stress-measure (MSM) scheme,
which will be discussed in the following. Afterwards the TDDS is presented and finally charge trapping
models and recent results from single defect studies are reviewed.

2. Measurement Techniques for Characterization of Devices

Over the recent years a number of measurement methods have been developed in order to
properly characterize the impact of defects on the device behavior. Most of the methods aim at applying
a high stress bias for a specific period of time, and afterwards the state of the device is evaluated
considering various ways. For instance stress-IV measurements, where IDVG sweeps are measured
after a stress cycle has elapsed [17] have been used, but also hysteresis measurements [36,37], CV
measurements [38,39], DLTS measurements [40–44] and on-the-fly methods [45–47] have been applied
for assessment of the impact of charge trapping on the device performance. A common observation of
the many measurement techniques used is that the ΔVth is observed to recover very fast, as soon as the
stress bias is released [26,48–50]. To circumvent this limitation ultra-fast measurement setups have
been developed [51,52]. With these methods short measurement delays of a few tens of nanoseconds
can be achieved, whereas conventional tools exhibit delays in the hundreds of microseconds regime.
The ultra-fast methods clearly reveal a significantly larger ΔVth [52] at nanoseconds delays. However,
a considerable disadvantage of the high-speed methods is a typically high measurement noise of more
than 10 mV in ΔVth, as the signal-noise-ratio decreases at higher signal bandwidth. Thus the ultra-fast
methods do not allow to resolve single charge transitions which are typically in the order of a few
microvolt up to 10–15 mV [53,54]. However, a high measurement resolution is inevitable to study the
physical mechanism of charge trapping, which has to be performed at the single defect level.

To perform single defect spectroscopy MSM sequences are typically used. Patterns for MSM
characterization of charge trapping in large-area devices and miniaturized transistors are shown
in Figure 2, and rely on repeatedly applying stress and recovery cycles.

Figure 2. Schematic of the bias signals which are typically used for the measure-stress-measure
(MSM) scheme which is applied for (left) the characterization of large-area devices, and (right) for
defect-spectroscopy in nanoscale devices. An IDVG sweep is measured within a narrow gate bias range
before the first stress cycle is applied. While the stress and recovery times are successively increased
after each cycle for the characterization of large-area devices, N repetitions of the same sequence are
performed when single-defects in nanoscale devices are studied.

Before the first stress cycle is applied, an IDVG sweep within a narrow gate bias range is typically
performed. As mentioned before, the IDVG characteristics serves for the calculation of the ΔVth from
the recorded drain-source current in a post-processing step. The narrow bias range of the voltage
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sweep is important in order to preserve the pristine state of the device, as a gate voltage sweep
over a too wide bias range can already cause considerable degradation of the device characteristics.
If large-area devices are characterized the stress and recovery time of the subsequent measurement
cycles are continuously increased for each cycle. By doing so the number of traps which can contribute
to the drift of the threshold voltage ΔVth successively increase. It has to be noted that, in order to
accurately explain the so measured temporal behavior of ΔVth the entire measurement sequence has to
be simulated [55], as the ΔVth also shows a considerable permanent degradation, that is, the ΔVth does
not vanish at the end of each recovery trace, and otherwise the permanent part would not be described
by the simulations. In contrast to MSM sequences with increasing stress/recovery times applied for
the characterization of large-area devices, the a fixed timing is used for stress/recovery cycles when
TDDS measurements employing scaled transistors are performed. The main idea is that the defects
which emit their charge during the recovery cycle get charged in the next stress cycle again and so
on. In this way statistical information on charge capture and emission of defects can be collected and
evaluated, which will be discussed in Section 4 in more detail.

An important criterion when applying MSM measurements is the energetic and spatial
distribution of the traps which can contribute to the measurement signal. One condition for charge
trapping concerns the timing of the MSM sequence and the charge capture and charge emission time
of the defects at the respective bias condition and device temperature. The second boundary condition
for charge trapping is defined by the stress and recovery bias used for the experiment. These biases
determine the so called active energy region (AER) for charge trapping which is shown in Figure 3 for
the NBTI/pMOS case.

Figure 3. The band-diagram of a pMOS transistor is shown with a possible trap band of defects being
responsible for the drift of the threshold voltage when negative BTI (NBTI) is considered. Also shown
is the active energy region (AER, green area) for charge trapping which defines the energetic area of the
defects which can contribute to the measurement signal at given bias conditions. The transition region
shown in the band-diagram between the Si bulk material and the insulator which is in accordance with
ab-initio calculations [56–58]. Quite recently, BTI in various technologies has been successfully explain
using the modified band-structure [55].

In principle, the defects which exhibit a trap level below the Fermi level of the channel can
become charged, and the defects with a trap level above the Fermi level remain neutral. Thus the
key prerequisite of a defect to change its charge state during an MSM cycle is that its trap level is
shifted below the Fermi level of the channel during the stress phase, but lies above the same during
the recovery phase. The green area shown in Figure 3 is the energetic region where this condition
is fulfilled, and thus marks the energetic area for defects which can affect the device behavior. Also
shown is the hole trap band, which has been extracted for planar pMOS devices employing MSM
measurements [55]. For this the reliability simulator Comphy has been used, which relies on the
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non-radiative multiphonon (NMP) defect model [34]. Next, the main properties of BTI are briefly
discussed and afterwards defect models used to explain charge trapping are outlined.

3. Patterns of Bias Temperature Instabilities

The impact of BTI on the device characteristics is typically expressed in terms of an equivalent
shift of the device threshold voltage ΔVth, which can be calculated from the drain-source current
behavior using an IDVG characteristics [59]. In general, the impact of BTI on devices can be classified
into positive BTI (PBTI), where a positive gate bias is applied at the gate terminal of the MOS transistor
during stress, and negative BTI (NBTI), which is referred to when a negative stress bias is used [60].
In the literature mostly the NBTI/pMOS case is considered as in this case the ΔVth appears more
pronounced compared to the PBTI/nMOS case. The main reason lies in the about ten times higher
trap density present in pMOS devices compared to their nMOS counterparts [61], which makes
the assessment of the later with generalized measurement difficult. It has to be mentioned at this
point, that recently a custom-designed defect probing instrument has been proposed and used to
characterized NBTI and PBTI at ΔVth resolution of a few tens of micro-volts [53]. Despite the challenges
for instrumentation, the experiments are typically conducted at accelerated stress conditions, that
is, significantly larger biases and temperatures, as used for nominal device operation. The idea
is to accelerate device degradation and recovery and to calibrate the models to the corresponding
measurement data. Afterwards, the calibrated tools are used to estimate the impact of BTI on the
device performance at normal operating conditions. This procedure, however, requires accurate
physical models in order to ensure high quality of the extrapolations. Thus suitable models have to be
able to explain the different patterns of BTI at various stress and recovery bias conditions and also
capture the temperature activation of charge trapping. The most basic properties of BTI are briefly
summarized next.

3.1. Temperature Dependence of Charge Emission Times

Several recovery traces recorded at the same stress and biases conditions but at different
temperatures are shown in Figure 4 (left) for a large-area transistor. The traces have been normalized
to ΔVth(tr = 1 ms). As can be seen, a similar trend for the recovery behavior of the ΔVth can be
observed at different temperatures. This indicates, that only a weak temperature dependence of charge
trapping can be extracted from these measurements, which is an important parameter for developing
of charge trapping models. But a significant change of the emission time can be observed when the
average emission time of defects in nanoscale devices is evaluated, see Figure 4 (right). With increasing
device temperature the defects move towards shorter emission times, clearly indicating a considerable
temperature activation of the charge trapping kinetics. Although both cases rely on the same physical
mechanisms, significant differences in thermal activation can be observed. This underlines once more
the importance of investigating the behavior of individual defects in detail and taking this into account
in the models.
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Figure 4. The temporal recovery behavior of a large-area and a nanoscale pMOS transistor is shown at
different device temperatures. (left) Quite interestingly, the recovery traces of a large-area transistor
can show only a very week temperature dependence when normalized to a certain reference value.
(right) However, single-defect investigations clearly reveal a significant temperature dependence of
charge trapping. Also shown here for the nanoscale device are the single recovery traces recorded at
the same bias conditions, stress time and device temperature, which are used to determine the average
emission time of the visible defects.

3.2. Bias Dependence of Charge Trapping

The bias dependence of charge trapping is shown in Figure 5 for different stress biases and the
impact of the recovery bias on the measured ΔVth is visible in Figure 6 for both a typical large-area
and a representative miniaturized device. From Figure 5 (left) it becomes evident that at higher stress
bias a larger shift of the threshold voltage ΔVth can be recorded. This observation can be explained
by an increase of the AER at higher stress bias, and thus more defects are shifted above the Fermi
level of the channel during the stress phase, and as a consequence more defects can become charged.
In additions to the more defects shifted below the Fermi level, the energy difference between the
trap level and the Fermi level increase at higher stress bias. Thus, the larger this energy gap gets the
shorter the charge capture times become. This trend can be clearly observed when the charge capture
events of defects in nanoscale devices are evaluated, see Figure 5 (right). Another similarity between
large-area and nanoscale devices is the increasing number of defects which become charged when the
stress bias is increased. Quite interestingly, while for large-area devices charge capture and charge
emission are observed to be bias dependent, compare Figure 5 (left) and Figure 6 (left), a notable
number of defects in nanoscale device exhibit bias independent charge emission times. This behavior
can be observed for defect #2 from Figure 6 (right), whereas the two other defects #1 and #3 emit their
charge at shorter emission times at lower recovery bias. In general, the bias independent emission time
behavior is associated with so called fixed traps, whereas defects exhibiting a bias dependent emission
time are typically referred to as switching traps. Thus, providing an accurate model to explain the bias
dependence of BTI is pretty challenging, as the field dependence of individual defects is observed
to be on one hand negligible and on the other hand very strong. In order to explore a more detailed
picture of the many peculiarities of the charge trapping kinetics of defects in miniaturized devices the
recent findings employing the TDDS are discussed next.
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Figure 5. The temporal behavior of the drift of the threshold voltage is shown for pMOS transistors
with two different geometries. (left) For large-area devices a continuous drift of the Vth can be observed.
As more defects become charged at higher stress biases the recorded ΔVth increases too. (right) In
nanoscale devices the number of single charge transitions, that is, the number of discrete steps in the
ΔVth, increase with higher stress bias. Also the average charge capture time move toward smaller
values at higher stress biases.

Figure 6. The recovery of the threshold voltage for pMOS transistors is shown from the perspective of
a (left) large-area transistors and (right) a nanoscale transistor. In case of large-area devices the ΔVth

shift which recovers appears to be seemingly lower at lower recover bias. However, the main reason
for this observation is that the trap level of most of the defects is shifted far above the Fermi level of the
channel, compared to the case for larger recovery biases, which leads to small charge emission times
below the measurement delay. Thus, a significant bias dependence of the overall device recovery can
be observed. The recovery behavior of defects from a nanoscale device exhibit emission times which
can be either change with recovery bias (defects #1 and #3), or can be independent of the selected
recovery bias (defect #2). Also remarkable is that defects can become shifted outside measurement
window when the recover bias becomes too large.

4. Time-Dependent Defect Spectroscopy of Metal-Oxide-Semiconductor (MOS) Transistors

Most of the characterization techniques proposed to investigate defect distributions and densities
at various bias and temperature conditions employing large-area devices. One prominent example
is the so called deep level transient spectroscopy (DLTS) [40] which has been adopted to extract the
interface state density of MOS transistors [62]. In DLTS the interface traps can get charged by majorities
when an accumulation pulse is applied. When the bias is switched to deep inversion, the traps emit
their charge which can be observed as a temporal change in the device capacitance.

The time-dependent defect spectroscopy (TDDS) makes use of the principle of DLTS, applies it to
miniaturized devices and augments it by a statistical analysis. The main prerequisite of TDDS is that
the devices are small enough to reveal charge transition events as discrete steps of measurable size
in the device current. According to recent reports the step height of the defects is proportional to the
effective gate area, that is, η = Aη0 [61,63–66]. In contrast, the number of traps significantly decreases
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with the device geometry, that is, NT = NT0/A [66]. Quite remarkable, in most recent technologies less
than one trap per device can be present, however, its impact can evolve so pronounced that a charge
transition can lead to a serious change of the device characteristics. Thus the proper operation of a
single device can be solely determined by only one defect. Furthermore, the step heights produced by
the individual defects which have been observed in single-defect investigations are widely distributed,
ranging from several tens of micro-volts up to more than 30 mV and even higher depending on the
device geometry [53]. To approximate their distribution an exponential distribution can be used [53,67].
The detection limit of the steps is basically given by the limited drain/source current measurement
resolution of the instruments used. Note that for TDDS often custom-designed circuits are used
enabling highest measurement resolution and performance [53].

The procedure to extract their charge transition kinetics, that is, their respective charge capture
and emission times, as well as their steps heights will be discussed next in great detail.

4.1. Extraction of Charge Emission Time

To extract the average charge emission time at a certain gate bias the measure-stress-measure
(MSM) scheme from Figure 2 (right) is applied. As already mentioned, during the stress phase a number
of defects is energetically shifted below the Fermi level of the channel can become charged. After a
certain stress time has elapsed the gate bias is switched to a recovery bias, and the current through the
device is recorded, and afterwards mapped to an equivalent ΔVth which is shown in Figure 7 (top).

Figure 7. To extract the average charge capture time of a defect at a certain recovery bias the
MSM sequence from Figure 2 (right) is applied, and N cycles at the same biases, temperature and
stress/recovery times are measured. (top) The discrete steps in each recovery trace are extracted and
binned into a (bottom) 2D histogram, which is called spectral map. In case that a number of emission
events from a certain defect is available, a cluster is formed in the spectral map. Each of the clusters
can be considered the finger print of a defect. The dashed lines in the spectral map indicate the average
emission time, and the average step height, of the defect.

If the device is small enough discrete steps, which correspond to charge emission events of defects,
can be observed. Afterwards, a step detection algorithm is applied to the measurement data in order to
extract the charge transition events [68,69], which are then binned into a 2D histogram called spectral
map, see Figure 7 (bottom). As can be seen, the charge emission transitions form a cluster in the
spectral map, which is considered the fingerprint of the defect. The average step height of the defects
can be considered to follow a normal distribution due to the measurement noise. To check for the
distribution of the single emission time instances the bull percentile function can be analyzed [70,71],
see Figure 8 (left).
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Figure 8. (left) The Weibull percentile function of the emission times indicates that the emission
times follow an exponential distribution. (right) By binning the emission times into a histogram
and applying the exponential distribution function the average emission time of the defect can be
calculated. An almost equal average emission time is obtained when the mean value of transition times
is calculated.

For this the probability estimator [72]

F =
i − 0.3

Ne + 0.4
, (1)

with i being the rank of the data point in the emission time series sorted in ascending order, and Ne is
the total number of emission events which are assigned to a certain defect. In case of β = 1, as can
be seen for the log-linear function in Figure 8 (left), the Weibull distribution function transfers to an
exponential distribution function

fWB(x) = λβ(λx)β−1e−(λx)β β=1−−−−−−→ fEXP(x) = λe−λx, (2)

with λ = 1/τe. Alternatively, the exponential distribution of the charge emission events also becomes
evident when the emission time points are binned into a histogram, see Figure 8 (right). It has to be
noted that the quality of the histogram depends on the number of data points available and on the
number of chosen bins. A more direct approach to calculate the average charge emission time is to
calculate the mean value of the considered emission events

τe =
1

Ne

Ne−1

∑
i=0

τe,i. (3)

As noted in Figure 8 (right), by doing so the average emission time calculated lies well within the
uncertainty of the estimation using the exponential distribution function. In a next step the charge
capture of the defects has be extracted which will be discussed.

4.2. Extraction of Charge Capture Time

In contrast to the direct extraction of the charge emission time from the recovery traces, the charge
capture time cannot be determined directly, but can be extracted employing an indirect approach.
For charge capture it can be assumed that the longer the stress time is the larger the probability of a
defect to get charged becomes, when the same stress bias is considered. Thus, the expectation value of
the occupancy, that is, the ratio between the number of recovery traces in which an emission event of
the corresponding defect can be observed Ne and the total number of traces measured NN, follows

O(ts) = A(1 − e−
ts
τc ), (4)
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with A the occupancy and τc the charge capture time. The correlation between different stress times
and the occupancy function is shown in Figure 9 (middle). As can be seen from the corresponding
spectral maps for defect #B, with increasing stress time the respective cluster becomes brighter, that
is, the occupancy O = Ne/NN increases. After the values for the occupancy have been extracted at a
number of different stress times, the charge capture time can be estimated by applying Equation (4).

Figure 9. To extract the charge capture time a series of spectral maps (left and right images) for
sequentially increasing stress times is recorded. From each spectral map the occupancy, that is, the ratio
between the number of emission events of a certain defect and the number of traces measured, can
be extracted. The occupancy follows an exponential behavior (middle) enabling to extract the charge
capture time at a selected stress bias and device temperature.

To determine the charge emission times over a wider bias range, the extraction method has to be
performed for various stress biases. The upper limit for the stress bias is the breakdown voltage of
the oxide, and the lower limit is given by the trap level of the defect, as this has to be shifted below
the Fermi level of the channel during the stress phase. It has to be noted that, especially for defects
with large capture time, the extraction scheme can be very time consuming. In order to extend the
the measurement window for slow defects, the measurements can be performed at higher device
temperatures, which can significantly elevate the extraction of the charge transition times at low
stress biases.

The next steps is to provide an explanation for the extracted charge trapping kinetics of the defect.
One promising approach relies on the non-radiative multiphonon theory, and will be amongst others
discussed in the following.

5. Modeling of Charge Trapping

Most models developed to explain BTI aim at the reproduction of the temporal behavior of the
ΔVth at different stress and recovery biases and at different device temperatures. The measured ΔVth
typically shows a recoverable component, that is, the part of ΔVth which can be observed during the
recovery cycle, and a permanent component, that is, the fraction of ΔVth which remains at the end of
the respective trace. Thus, a suitable model necessarily has to be able to explain both contributions to
the measured threshold voltage shift precisely.

A straight-forward approach to explain the experimental data is to use empirical models. However,
such models typically aim at describing the data by simple mathematical formulas, but omit the
detailed physical mechanism behind the phenomena. In the context of device physics experimental
data can often be modeled using a power law or exponential-like functions [73,74]. Although empirical
models can be used for comparing different technologies, they have to be treated with care as they
do not provide a physics based explanation for the observations. Thus extrapolations of the data,
for instance to estimate the device lifetime, may not be very accurate. Another disadvantage of
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empirical models is that they have been developed to explain a continuous trend in device threshold
degradation and recovery, and are not designed to explain the discrete charge trapping behavior of
scaled devices. To describe such a device behavior a stochastic charge trapping model is required
rather than an approximation by a simple power law.

Attempts for the description of charge trapping have been based on the assumption that charge
capture an emission can be explained by an elastic tunneling process [75–77]. During an elastic
tunneling process a charge carrier can transit from a reservoir, that is, the device channel, to a respective
defect site and get trapped without changing its energy. In this case, the charge transition rates are
found to be proportional to the trap depth, τ ∝ exp−x/x0, which introduced difficulties when
describing the large charge transition times for miniaturized devices which exhibit thin oxides [78,79].
Another limitation of elastic tunneling models is that the tunneling process is almost temperature
independent, which cannot account for the considerable temperature dependence of charge trapping,
see Figure 4 (right). As a consequence, models which assume elastic tunneling may not provide an
accurate description of charge trapping considering BTI.

A very promising approach to model BTI was initially proposed in Reference [78] and has been
refined in References [34,80]. The model is based on the concept of charge trapping which has been
introduced to describe the stochastic nature of noise signals, that is, RTN and 1/f noise [81,82] and
relies on hole trapping at defect sites which are located in the oxide supported by a multiphonon
emission (MPE) process [75,83]. With MPE processes considerably larger charge capture and emission
times can be achieved, which makes the model more suitable for BTI [84]. In the initial approach the
HDL model has been used to explain charge trapping of switching oxide traps [85]. One characteristics
of switching oxide traps is that their charge capture and emission time are bias dependent. Such
a behavior can be described by three-state defect model. Later a notable number of single defect
studies revealed that defects can also exhibit bias independent charge emission times. Such a behavior
is referred to as fixed oxide traps [80]. Such a behavior can be described by the introduction of an
additional defect state to the HDL model, leading to the four-state defect model shown in Figure 10.

State 1

neutral dimer

+

State 2’

charged dimer

structural
relaxation

h+ exchange

h+ exchange
+

State 1’

neutral puckered
State 2

charged puckered

+

structural
relaxation

Silicon
Oxygen

Figure 10. The non-radiative multiphonon (NMP) defect model has been proposed to explain the
charge trapping kinetics of single defects. The model considers four defect states, two neutral defect
states 1 and 1’ and two charged defect states 2’. The prime states are considered the meta-stable states
of the system whereas the other states are the stable states. Either by exchanging a charge carrier or
by structural relaxation the defect can charge its current state within in the NMP model. For a certain
defect candidate, here shown for the E’ center, a certain atomic configuration of a defect can be assigned
to one of the states of the defect model.
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The four-state NMP model consists of two stable states (1 and 2) and two metastable states (1’ and
2’). In the model the transitions between the defect states are either described by an NMP process for
the transitions where a charge exchange takes place, that is, 1 → 2′ or 2 → 1′, or by a thermal barrier,
that is, 1 → 1′ or 2 → 2′, where the defect undergoes a structural relaxation but does not change its
charge state. A significant difference between both barriers is that the charge transfer reaction leads
to bias dependent transition times, while the thermal barriers results in bias independent transition
times. In order to ensure the physical accuracy of the model an atomic configuration of a certain defect
candidate can be assigned to each state of the model. In Figure 10 the atomic configurations of the so
called E’ center, which have been calculated using ab-initio methods, are shown [86]. This defect class
has been proposed as hole trap candidate in pMOS transistors [87,88]. Further trap candidates are
defects involving hydrogen, namely defects in the hydrogen bridge configuration [89,90] or hydroxyl
E′ centers [91]. The elongated oxygen bond has been proposed as suitable electron trap candidate for
charge trapping in nMOS devices [92].

In the final section of this paper the different charge trapping behavior of defects which have been
observed from single defect investigations and the corresponding configuration of the defect model to
explain the trap behavior is discussed.

6. Results

In the following, results from single defect studies performed on nanoscale devices are discussed
in detail. The shown charge trapping kinetics has been extracted either by applying TDDS, or from
RTN measurements, and is modeled considering the four-state defect model. It can be observed that
the model nicely explains the experimental data. In addition to the charge trapping kinetics, the impact
of the defects on the device behavior is also an important parameter for device reliability assessment.
This can be analyzed by calculating distribution function of step heights of the single charge transition
events, which is subject of the second part of this section.

6.1. Charge Trapping Kinetics of Single Defects

Extensive studies employing the previously mentioned TDDS have been carried out using
utilizing pMOS and nMOS transistors. These investigations reveled many peculiarities visible in
the charge trapping kinetics of the defects, which all have to be covered by a uniform model. It
has been observed that the charge emission times of traps can be either (i) bias-dependent, which
is typically referred to as switching trap, or (ii) bias-independent, a behavior which is assigned to so
called fixed oxide traps. In both cases strong bias dependent charge capture times are observed. Another
remarkable observation is that (iii) defects can show a volatile behavior [93]. More detailed, a small
number of defects have been observed to vanish from the spectral map and some of them reappeared
in the spectral maps at a later time point. It has to be noted that volatile defects have been observed in
nMOS and pMOS devices using SiON and high-k gate stacks and are thus not limited to any particular
technologies. As the phenomenon is stochastic, it is very difficult study it systematically. However,
these defects will an essential clue on the chemical nature of oxide traps.

In Figures 11 (left) and 12 (left) the charge trapping kinetics of two defects which have been
extracted from SiON pMOS transistors is shown.
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Figure 11. (left) The charge trapping kinetics for a fixed trap is shown at different temperatures (symbols
... measurement data, lines ... simulations). As can be seen, the fixed trap shows bias dependent charge
capture times, but bias independent charge emission times. (right) To explain this behavior three states
of the defect model are used and the pathways for charge capture an emission are shown together with
the corresponding approximation for the potential energy surfaces.

Figure 12. (left) The charge transition times of a switching trap shows bias dependent charge capture
and charge emission times (symbols ... measurement data, lines ... simulations). (right) To explain
the bias and temperature dependence the four state defect model is used and the corresponding
approximation for the potential energy surfaces (PES) is shown. This kind of defect requires four defect
states in order to properly capture the trapping behavior.

The defect presented in Figure 11 (left) shows a fixed trap characteristic with bias-independent
charge emission times, but bias dependent charge capture times. The corresponding configuration
coordinate diagram with the potential energy surfaces (PESs) used to describe the charge transitions is
given in Figure 11 (right). As already mentioned, the energy of the atomic configuration of the different
defect states of the NMP model is calculated using density functional theory. The transitions from one
defect state to another are then approximated by a harmonic oscillator, which is represented by the
PESs. The PESs either describe the situation of a neutral defect where the carrier is in its reservoir,
or describe the situation where a carrier is trapped at a defect. A transition between the two states,
that is, a charger transfer reaction, can occur when a carrier surpasses the energy barrier between two
states. To account for the bias dependence the relative position of the PESs is shifted according to the
change of the trap level when a gate bias is applied at the device. In case of a fixed trap, the transition
barrier between the states 1 and 2’ becomes relatively small when a gate bias is applied, see dashed
PES in Figure 11 (right). The system can further overcome the thermal barrier between the states 2’
and 2, and finally transit to the stable charge state 2. In summary, the charge transition proceeds via
the pathway 1 → 2′ → 2. The switching trap from Figure 12 follows the same pathway when a charge
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capture event occurs. However, the charge emission behaviors different for both cases. In case of the
fixed trap, the thermal barrier between the states 2 and 2’ determines the charge emission process,
while the barrier between the states 2’ and 1 is very small, see solid PES in Figure 11. Thus, the charge
emission follows the pathway 2 → 2′ → 1. In contrast, charge emission for the switching trap proceeds
via the pathway 2 → 1′ → 1. Here the barrier between the states 2 and 1’ (solid PES in Figure 12)
determines the charge emission time. It has to be noted that the charge transition processes, meaning
the transitions between different charge states of a defect, can be observed in the measurements as
discrete steps in the current. The thermal barriers are given by the overall charge trapping dynamics,
but transitions via these barriers are not directly visible in the measurement data.

Once the defect model is calibrated to a number of defects the parameters can be extended to
explain BTI in large-area devices. For this the trap levels and energy barriers are considered distributed,
which enables to calculate a number of defects with different configuration of their PESs. Finally,
the superposition of an large ensemble of defects allow explanation of BTI in large-area devices [94].
Based on this accurate lifetime estimations can be made. Quite recently, the two-state defect model has
been implemented into a 1D reliability simulator Comphy [55] and successfully applied to explain BTI
in various technologies. Lately it has also been demonstrated that the defect model in combination
with TCAD simulations can nicely explain charge trapping in SiC transistors, where a good agreement
between the extracted trap parameters and results from DFT calculations has been observed [11].
Furthermore, it has been demonstrated that empirical models typically omit effects like saturation of
the ΔVth with increasing stress time, but rather predict indefinitely large ΔVth when the stress time
becomes very large. However, such extrapolations are rather un-physical and pessimistic, thus a
physics based approach for explaining charge trapping, like the NMP defect model in combination
with TCAD simulations, considering the charge trapping kinetics of single defects to explain charge
trapping is preferred.

6.2. Distribution of Step Heights of Single Defects

To estimate the impact of a single defect on the device behavior the charge sheet approximation
(CSA), which assumes that the oxide charge is spread over the insulator according to [75]

ΔVth = − q
ε0εrWL

tox

(
1 − xT

tox

)
, (5)

with the elementary charge q, the dielectric constants ε0 and εr, the oxide thickness tox and the position
of the trap xT, is typically used. By applying the CSA the trap density can be estimated from a given
ΔVth [55,95]. However, considering the CSA typically leads to an overestimation of the trap density,
as the real average impact of a defect on the overall ΔVth has been observed to be more pronounced,
when measurements of different technologies are evaluated [25,49,96]. In order to determine the
average impact of a single trap on the ΔVth, the distribution function (CDF) of step heights has to be
created and analyzed [25,96]. To extract the CDF stress-recovery measurements have to be performed
employing a number of devices of the same technology. For each device one recovery trace is measured
after the device has been stressed for typically 1 ks at oxide fields up to 10 MV/cm. Afterwards,
the charge transitions of each trace are extracted and the CDF created, see Figure 13.
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Figure 13. The complementary cumulative distribution function (CDF) is shown for nMOS and pMOS
SiON transistors of equal active gate area. The insulator thickness is tox = 2.2 nm for all devices. As can
be seen, the complementary CDF reveals two branches for both kinds of transistors. Such a behavior
can be well described by Equation (8) (dashed lines consider uni-modal exponential distribution, dotted
lines consider bi-modal exponential distribution). Additionally, the maximum step height calculated
considering the CSA is also shown (solid black line). As can be clearly seen, the CSA significantly
underestimates the effective impact of the single defects on the overall shift of device threshold voltage.
Furthermore, it can be seen the number of active traps seems to be higher in pMOS devices compared
to the nMOS counterparts.

It can be seen, that the step heights are exponentially distributed and can be described by the
respective probability distribution function (PDF)

f (ΔVth) =
1
η

e−
ΔVth

η (6)

with η the mean threshold voltage shift caused by a single charge transition event of a certain defect.
From the PDF the cumulative distribution function (CDF) can now be calculated

F(ΔVth) =
∫

f (ΔVth)dΔVth = 1 − e−
ΔVth

η . (7)

To study the distribution of the step heights the complementary CDF is used, and is evaluated
normalized to the number of devices

1 − CDF
#devices

= ∑
i

Nie
− ΔVth

ηi , (8)

with Ni the average number of active defects per devices. The expression above already accounts
for multi-modal behavior of the experimental complementary CDFs. Note, one advantage of the
normalization of the complementary CDF is that the number of traps per device is directly accessible
from the plots.

A remarkable observation here is that the distribution function of the step heights follow
a bi-modal exponential distribution. Recent studies [63] suggest that the bi-modal exponential
distribution is typical for devices employing high-k gate stacks, where one branch is attributed
to charge transfer reactions between the channel and the high-k layer, and the second branch accounts
for channel/SiO2 trap interaction. However, it turned out that bi-modal exponential distributions can
also be observed for devices with an SiON insulator [53,96]. In Reference [96] it has been suggested
that the two branches of the complementary CDF measured from nMOS devices can be separated into
gate/defect and channel/defect interactions.
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Another important finding is that exponentially distributed amplitudes have also been found for
RTN signals [97–99]. These findings strengthen the link between RTN and BTI [25,80]. Furthermore,
the average contribution of a single trap to the threshold voltage shift η plays an important role in the
context of device variability in deeply scaled devices [67,99–101].

7. Conclusions

The characterization and accurate modeling of the reliability of miniaturized transistors poses a
major challenge for measurement instrumentation, defect modeling and device simulation. In order
to explain the experimental observation empirical models are often used. However, such models
typically omit certain observations, like saturation of the drift of the threshold voltage with increasing
stress time. In order to provide a physical description of the measurement data the four-state defect
model has been proposed, and is discussed here. The defect model is based on the charge trapping
kinetics of single defects which can be observed in miniaturized devices. To extract the trapping
behavior the time-dependent defect spectroscopy (TDDS) can be used. From recent TDDS studies
it has been observed that defects exhibit bias dependent charge capture times, but certain defects
exhibit bias-independent charge emission times while others show bias-dependent charge emission
times. Both characteristics can be nicely explained by the defect model. To explain the behavior of
large-area devices a number of defects with distributed trap levels and energy barriers for charge
transitions have to be calculated, and their superposition enable to describe the devices’ behavior.
These simulations can be further used to accurately extract the lifetime of the devices under various
operating conditions. Finally, the distribution function of step heights is discussed, and it is shown
that the typically use charge sheet approximation significantly underestimates the effective impact
of a defect on the device behavior. This is especially important for circuit designers to ensure a high
robustness of the applications against charge trapping.
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71. Hudak, D.; Tiryakioğlu, M. On estimating percentiles of the Weibull distribution by the linear regression
method. J. Mater. Sci. 2009, 44, 1959–1964. [CrossRef]
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Abstract: Miniaturization of metal-oxide-semiconductor field effect transistors (MOSFETs)
is typically beneficial for their operating characteristics, such as switching speed and power
consumption, but at the same time miniaturization also leads to increased variability among
nominally identical devices. Adverse effects due to oxide traps in particular become a serious
issue for device performance and reliability. While the average number of defects per device is lower
for scaled devices, the impact of the oxide defects is significantly more pronounced than in large
area transistors. This combination enables the investigation of charge transitions of single defects.
In this study, we perform random telegraph noise (RTN) measurements on about 300 devices to
statistically characterize oxide defects in a Si/SiO2 technology. To extract the noise parameters from
the measurements, we make use of the Canny edge detector. From the data, we obtain distributions
of the step heights of defects, i.e., their impact on the threshold voltage of the devices. Detailed
measurements of a subset of the defects further allow us to extract their vertical position in the oxide
and their trap level using both analytical estimations and full numerical simulations. Contrary to
published literature data, we observe a bimodal distribution of step heights, while the extracted
distribution of trap levels agrees well with recent studies.

Keywords: MOSFET; reliability; random telegraph noise; oxide defects; SiO2

1. Introduction

The amorphous SiO2 used as the insulator material in silicon metal-oxide-semiconductor field
effect transistors (MOSFETs) contains electrically active defects, often referred to as traps. These traps
cause a number of effects detrimental to the operating characteristics and reliability of the devices [1,2].
The most prominent reliability issues in these devices related to charge trapping are the so called
bias temperature instabilities (BTI) [3–5] and random telegraph noise (RTN) [6–8]. While BTI can be
observed in large-area and nanoscale devices, RTN is mainly studied on scaled technologies.

With shrinking of the gate area of a MOSFET, the average number of defects present in the
oxide decreases, see Figure 1. The smaller number of defects, however, does not lead to a reduction
in threshold voltage shift or noise power, as one might intuitively expect. This is due to the larger
influence defects in scaled devices have on the channel [9,10]. Below a certain gate area, single charge
transitions can be observed as discrete steps in the drain current, enabling the characterization of RTN.
While for large-area and nanoscale devices a similar average degradation of the threshold voltage
can be observed, device-to-device variability is seriously affected by device scaling [11,12]. As a
consequence, accurate characterization of nanoscale devices requires a higher number of samples than
required for large area device studies. For this, we measure RTN on more than 300 scaled devices to
evaluate the impact of defects on these devices. We further analyze part of the defects in more detail
using an analytical approximation, to determine their distribution in depth and energy. Finally, we use

Micromachines 2020, 11, 446; doi:10.3390/mi11040446 www.mdpi.com/journal/micromachines
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numerical defect simulation to reproduce some of the defects’ charge trapping kinetics and compare
the obtained distributions to the distributions from the analytical approximation and literature data.

Si

Gate
Drain

Source

(a) (b)

B. Stampfer 2020

η, σ ↑
A, N ↓

Figure 1. Illustration of oxide defects in (a) large- and (b) small area devices. As the gate area A is
reduced, fewer defects N will be present in the device, but on average each defect will have a larger
impact η on the overall degradation. This increases variability σ among nominally identical devices,
but also allows characterization of single defects using methods such as random telegraph noise (RTN)
analysis and time-dependent defect spectroscopy (TDDS).

2. Materials and Methods

In the following, the devices used in this work and the measurements carried out are discussed.
Afterwards, an efficient method to analyze the recorded data is given. Finally, an analytical
approximation for the trap level and the trap position is discussed. Using the proposed methodology
the trap bands can be extracted from the measurement data. While the focus of this study is on Si/SiO2

devices, the methodology is possible on other technologies, given that small devices are available
which are also stable enough to record RTN in a reproducible fashion [13–15].

2.1. Devices and Measurements

The devices investigated in this study are planar Si/SiO2 devices with an effective gate area of
A ≈ 0.15 μm2. For all measurements, we use a custom defect probing instrument (DPI) [16] which is
configured with three voltage sources for the gate, drain, and bulk terminals of the transistor and a
low-noise trans-impedance amplifier with switchable amplification, in combination with a sampling
input for measuring drain-source current IDS, connected to the source of the device. The devices
are contacted using a Cascade/FormFactor PA300 semi-automatic wafer prober (FormFactor, Inc.,
Livermore, CA, USA), which is fully shielded. Electrical connections between the prober and the
measurement instrument are made with double shielded TRIAX cables (Keithley Instruments, Solon,
OH, USA) to further reduce spurious noise.

To obtain statistics about the defects active in the devices, automated measurements are performed
on around 300 devices. In our measurement scheme, the transfer characteristic is recorded for each
device, followed by RTN measurements. The initial ID(VG) curve is used to verify proper operation
of the tested device, to determine at which voltages the RTN signals are measured, and to map
the recorded ID(t) RTN data to ΔVth(t). In order to minimize stress to the device prior the RTN
measurement, the initial ID(VG) characteristics are recorded within a narrow gate bias window;
see Figure 2.
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Figure 2. Transfer characteristics measured on approximately 300 nominally identical devices, with the
average characteristic indicated in blue. The bias range (green) and current range (red) used for RTN
measurements in this work is indicated using dotted lines.

The RTN traces are recorded at the gate voltages corresponding to 20, 50, 100, 300, and 1000 nA for
each device. These values are selected to achieve maximum current resolution for the measurements
ranges available. The drain-source voltage used for both the ID(VG)and RTN measurements is −100 mV.

For each gate bias point, one long and five short RTN traces are recorded. The long traces feature a
sampling time of Ts = 10 ms and a total recording time of tr = 1 ks, while the short traces are sampled
with Ts = 100 μs for tr = 10 s. This allows us to characterize defects with a wider range of transition
times, while keeping the number of samples per trace manageable [17]. An example of a fast-sampled
RTN trace recorded is shown in Figure 3. The trace was mapped from ID(t) to ΔVth(t). For this, each ID

value in the trace is replaced with the corresponding VG from the initial ID(VG), and finally subtracted
from the applied VG [18].
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Figure 3. Random telegraph noise traces recorded on a device with Ts = 100 μs. Two active defects
with similar step heights are clearly visible. The arrows show steps and dwelling times linked to charge
capture (c) and charge emission (e) events of the defects.

To characterize individual defects in detail, additional RTN measurements are performed
on selected devices, with measurement parameters tailored to the defects under investigation.
All measurements are performed at 30 °C unless indicated otherwise.

2.2. Noise Parameter Extraction

To obtain the average step heights η as well as the charge capture and charge emission times τc,e

of the defect signals comprising the recorded traces, a 1D variant of the Canny edge detector [19,20] is
first applied on the ΔVth data. This method is chosen because (i) there are only few defects per device
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on average, (ii) the signal-to-noise ratio is reasonably high, and (iii) the method requires little manual
interaction. Other methods which could be used for this step include time-lag methods [21,22] or
methods based on hidden Markov models [23,24].

To determine the positions of the steps, the ΔVth(t) data is convoluted with the first derivative of
a Gaussian pulse with a chosen standard deviation σg, truncated in time to ±L = 5σg:

h(t) = ΔVth(t) ∗ g(t) =
∫ L

−L
ΔVth(t − δ)g(δ)dδ (1)

The resulting signal is then compared to a threshold value, which is chosen to suppress spurious
responses. Local maxima in the signal above this threshold level then give the locations of steps
ti in the original trace. With the positions of the steps, their height ηi can be determined from the
original signal, resulting in a list of steps (ti, ηi) as shown in Figure 4. From the list of steps, the average
step heights and transition times of the defect responses can be determined, given the defects are
distinguishable in step height. If this is not the case, i.e., multiple defects with similar step heights
contribute to a trace, this may lead to erroneous results. This is indicated in the data by successive
positive or negative steps and a non-exponential distribution of the calculated transition times.

−1

0

1

Δ
V t

h
(m

V
)

−0.2

0.0

0.2

h
(m

V
)

0 10 20 30 40 50
t (s)

−1

0

1

η
(m

V
)

B.Stampfer 2020
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Figure 4. Noise parameter extraction using the Canny algorithm. To find steps in a ΔVth trace, it is
convoluted with the first derivative of a Gaussian pulse. This yields a signal h, as shown in the center
panel, with peaks at the positions of the steps. Thresholding is then applied to h to suppress noise.
Finally, the positions of the steps are obtained from the positions of the local maxima in h. The height
of the steps may be obtained either from the peaks in h or from the original trace. The result is a list of
steps (ti, ηi) from which, ideally, the average step height η, capture time τc, and emission time τe for
each defect can be extracted.

2.3. Defect Parameter Estimation

From defects which are close to the Fermi level at measurement conditions, spatial and
energetic positions can be estimated from their capture and emission times measured at a number of
voltages [6,25,26]. The central assumption for this estimation is that a defect at the Fermi level Et = Ef
has an occupancy of 50%, i.e., τc = τe. It is further assumed that the rate equations for charge capture
from the channel, and charge emission to the channel can be written in the form:

kc,e = k0c,e exp
(
− Ec,e

kBT

)
, (2)
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with the capture and emission rates kc,e = 1/τc,e, prefactors k0c,e, energy barriers for capture
and emission Ec,e, the Boltzmann constant kB, and the device temperature T. From the logarithm
of Equation (2):

ln kc,e = ln k0c,e −
Ec,e

kBT
(3)

its dependence on the gate bias is expressed:

∂ ln kc,e

∂VG
=

∂ ln k0c,e

∂VG
− 1

kBT
∂Ec,e

∂VG
. (4)

Assuming the bias dependence of the prefactor can be neglected, and subtracting Equation (4) for
capture and emission yields

∂ ln kc/ke

∂VG
= − 1

kBT
∂(Ec − Ee)

∂VG
= − 1

kBT
∂Et

∂VG
. (5)

Here, ∂(Ec − Ee) is replaced by the change in trap level ∂Et. This is possible due to

Ec − Ee = (Emax − Er)− (Emax − Et) = Et − Er (6)

where the bias independent reservoir energy Er and the peak of the energetic barrier Emax [27].
Note that this makes no assumptions on the shape of the energetic barriers between the two states of
the system. Assuming the device is operating in inversion and a homogeneous oxide field is applied,
the change in effective trap energy with gate voltage can be expressed with the position of the defect
in the oxide as

∂Et

∂VG
= −q

d
tox

. (7)

Equations (5) and (7) yield the relative position of the defect in the oxide

d
tox

= − kBT
q

(
∂ ln τc/τe

∂VG

)
, (8)

written with τc,e = 1/kc,e. Integrating Equation (7) gives the thermodynamic trap level of the defect:

Et = −q
d

tox
VG + C. (9)

At the gate voltage VG,i, where the measured capture and emission times intersect, the trap level
is equal to the channel Fermi level at this voltage Et = Ef,i.:

Ef,i = −q
d

tox
(VG,i) + C. (10)

Finally, substituting C from Equation (10) in Equation (9) and evaluating at VG = −VFB − VS
yields the trap level at zero field

Et,0 = Ef,i + q
d

tox
(VG,i − φs − VFB), (11)

with the oxide electric field Fox, the surface potential φs and flatband voltage VFB.

3. Results

Based on the methodology presented above, the recorded RTN traces are analyzed. The extracted
noise parameters are used to find the distributions of step height, vertical defect position and
energy level.
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3.1. Threshold Voltage Shift and Number of Defects

A plot showing the complimentary cumulative density function (1-CDF, or CCDF) of the step
heights extracted from the measurement data of approximately 300 devices is shown in Figure 5.
For a single defect distribution, an exponential distribution of step heights, i.e., a straight line in the
CCDF plot, is expected [28]. In this case, however, the measurements seems to comprise two separate
distributions of defects. As a consequence, defects with responses between 3 mV to 5 mV seem slightly
more common than expected.

1−CDF
#devices = ∑2

i=1 NiNN exp
(
− η

ηi

)

B. Stampfer 2020

Figure 5. Complementary cumulative density function (1-CDF) of the step heights η extracted from
our measurements, shown for both the slow and the fast sampled data. The distribution seems to be
bimodal, composed of a defect distribution with a smaller average impact η1 and a distribution with a
larger impact η2.

3.2. Energy and Position

Examples of defects characterized in more detail are shown in Figure 6. Using the method
described in Section 2.3, trap levels and positions of defects are estimated for around 100 defects.
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Figure 6. Two defects characterized in detail. From the intersection points and the steepness of the
charge capture and emission times, the positions and the trap levels of the defects can be estimated.

The results are shown in histograms for distance and trap level in Figure 7. Most of the defects
which have been characterized are found between 0.5 tox and 0.8 tox, which seems to be the depth at
which the electron defect band corresponds with the Fermi level at the measurement bias. This places
the trap level of the extracted defects around 0.4 eV above the Fermi level, which according to our
numerical device simulations is close to the Si conduction band.
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Figure 7. Distributions of positions and trap levels extracted using Equation (8) and Equation (11).
Note that the measured distribution in position should not be interpreted as the complete distribution
of defects in the device. It is rather a result of the energetic distribution of the defects in conjunction
with the characterization window, which is diagonal in energy and distance, given by the Fermi level
at measurement conditions.

As can further be seen in Figure 7, the estimation given by Equation (8) suggests some defects to
be located outside the oxide. This is due to a number of shortcomings in this methodology:

(i) The estimation only accounts for interaction with the channel, defects interacting primarily with
the gate might have inverted capture and emission time behavior which results in a negative
distance.

(ii) The prefactor which is assumed as constant in the estimation does change with the logarithm of
the channel carrier density. This leads to some overestimation of the distance.

(iii) The estimation is based on the values and first derivatives of the capture and emission times
at the intersection point. Measurements which do not show τc = τe within the measurement
window need to be extrapolated, which leads to inaccuracies.

(iv) Some defects may not be adequately described using a two state model [29].

In Figure 8, the extracted defects are shown in a simulated band diagram. Furthermore, defect
bands which were obtained from positive bias temperature instability (PBTI) and negative bias
temperature instability (NBTI) experiments on n- and pMOS transistors, respectively, are indicated at
energy values taken from [30].
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Figure 8. Simulated band diagram showing the locations of defects extracted using Equation (8) and
Equation (11). In addition, defect bands as given in [30] are shown in comparison. Notice how some
defects appear located outside of the SiO2 layer. This shows the shortcomings of the estimation used.
The estimation does not account for defect interaction with the gate, which often results in negative
d/tox and it generally overestimates the distance of the defects due to the neglected prefactor.

109



Micromachines 2020, 11, 446

For the electron trap band this is around 0.5 eV above the conduction band, which is around 0.1 eV
higher than the values we extract from the measured defects. This might be due to defects closer to the
gate interacting primarily with the gate instead of the channel, effectively limiting our measurement
range in energy. A number of defects show up with distances around zero, i.e., with very small bias
dependencies of their τc/τe ratios. They may be located close to either the Si/SiO2 interface or to the
SiO2/poly interface.

3.3. Simulation

To obtain more accurate data, the capture and emission time behavior for a subset of the defects
characterized using the estimation formulas is replicated using technology computer aided design
(TCAD) simulation [31]. For the simulations, an effective two-state nonradiative multi phonon
(NMP) model is used. Only those measurements are used where the intersection point lies within
the measurement range. This removes the peak close to the interface observed in Figures 7 and 8.
The distributions for the resulting distances and energies are shown in Figure 9.
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Figure 9. Distributions of positions and trap levels from technology computer aided design (TCAD)
simulations compared to the estimations made for the same defects. Energies are referenced from
Si-midgap, with Ef,i taken from the simulation. The electron defect band at Et = 1.01 eV from [30] is
shown for comparison. The defects we observe are distributed mainly in the lower half of this band.

It can be seen that the simulation results are in good agreement with the data obtained from the
estimations. The average depth assigned to the measured defects is slightly lower in the simulation
and all defects are confined to the oxide. It can be further observed that the average of the energy
distribution is slightly lower compared to the estimation. Compared to the electron defect band at
Et = 1.01 eV ± 0.218 eV from [30], which was obtained from PBTI experiments on nMOS transistors,
we extract only defects in the lower half of this band, as only those can contribute to the measured RTN.

4. Discussion

The distributions of step heights in Si/SiO2 devices which have been reported in literature can
commonly be explained using a single exponential distribution. However, in the underlying work we
clearly observe a bimodal distribution of the measured step heights, which one would not expect for
Si/SiO2 devices. Bimodal distributions are commonly observed for PBTI only in high-k devices, where
they are thought to originate from traps in both the bulk high-k layer and the interstitial layer [32–34].
A simple approximation of the threshold voltage shift expected is possible using the charge sheet
approximation, which gives values below 0.2 mV for these devices. This agrees within the limits of
this approximation to the smaller η1 observed. However, the origin of the larger η2 in this technology
needs further investigation.

In this work, we use an analytical approximation to extract the trap levels and spatial distribution
from a large set of RTN measurements and compare the results to TCAD simulations. The results for
the energetic and spatial distributions show good agreement between the estimated and the simulated
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parameters, considering the approximations made in the estimation. The energetic distribution of
the extracted defects covers the lower half of an electron defect band obtained from simulations
reported recently. Due to the limited scanning range of the RTN measurements performed, no defects
could be measured in the upper half of this band. A possibility to extend the energetic range of the
investigations in a future work could be the combination of the obtained RTN data with data obtained
from TDDS measurements.
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Abstract: Nanoscale metal-oxide-semiconductor field-effect-transistors (MOSFETs) with only one
defect at the interface can potentially become a single electron turnstile linking frequency and
electronic charge to realize the elusive quantized current source. Charge pumping is often described
as a process that ‘pumps’ one charge per driving period per defect. The precision needed to utilize
this charge pumping mechanism as a quantized current source requires a rigorous demonstration
of the basic charge pumping mechanism. Here we present experimental results on a single-defect
MOSFET that shows that the one charge pumped per cycle mechanism is valid. This validity is also
discussed through a variety of physical arguments that enrich the current understanding of charge
pumping. The known sources of errors as well as potential sources of error are also discussed. The
precision of such a process is sufficient to encourage further exploration of charge pumping based on
quantum current sources.

Keywords: nanoscale; mosfet; quantum current

1. Introduction

Accurate electrical measurements are the very foundation of modern science and the accurate
measurement of electric current is particularly challenging due to the lack of a convenient standard.
As part of the effort to bring an end to the use of physical objects to define measurement units, the 26th
General Conference on Weights and Measures redefined the ampere as the flow of 1/(1.602176634 ×
10−19) elementary charges per second [1], linking electric current to the fundamental unit of charge.
Hailed as a landmark moment in scientific progress, this redefinition using a natural constant brings
a new urgency to the development of a current source that adheres to such a definition. This is
advantageous not only as a practical calibration standard but also to complete the quantum metrology
triangle (QMT) for checking the consistency of fundamental constants [2].

Efforts to control the serial flow of electrons to define current have been ongoing for three
decades, starting with the electron turnstile operating at millikelvin temperature [3–7]. These turnstile
measurements realize current, I, such that I = ef where e is the elementary electronic charge and f is
the control frequency. Such a source will meet the modern definition of current exactly. While there
have been demonstrations meeting the metrology precision needs [7], the current level is limited to the
picoampere range, which is too low for practical purposes. Various alternatives have been explored to
increase the current level [8–14], however, the increased current level costs accuracy. While some of
these approaches have shown theoretical pathways to achieve accuracy at higher current levels [15],
the measurements require cryogenic operation temperature and high magnetic fields [16]. If realized
they will not be practical current standards deployable outside of a highly specialized laboratory.
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2. Materials and Methods

All the single electron transistors (SET) or electron turnstiles rely on a Coulomb blockade process.
Artificially fabricated quantum dots are not generally small enough and therefore cryogenic operation
is a necessity. Note that a 2014 review of quantum current sources picked the tunable barrier pump as
the leading candidate for a primary current standard because it requires “only” the pumped helium-3
cryostat instead of a dilution-refrigerator [17]. For the proposed quantum current source in this work,
the quantum dot is replaced with a broken bond, and instead of a Coulomb blockade, the Pauli’s
exclusion principle is relied upon to enforce the quantized flow of electrons.

Production quality nanoscale metal-oxide-semiconductor field-effect-transistors (MOSFETs) are
small enough that the interface between the gate dielectric and the channel can have only a few defects
or no defect at all. MOSFETs with only one interface defect can be down selected from arrays of billions
of MOSFETs to generate a statistically relevant population of single defect devices suitable for parallel
charge pumping to achieve an accurate quantized current source at relevant current levels.

The well-known charge-pumping (CP) process [18] can potentially meet this quantized current
source need as it supposes to shuttle one charge from the source and drain of the MOSFET to
the substrate per interface defect per charge-pumping cycle. This interpretation of CP has been
widely accepted [19] but never fully demonstrated at the single defect level. A few reports in the
literature [20–24] claimed to have observed one charge per cycle per defect, but there is always more
than one charge per cycle in all these reports and the precision has been poor, until now.

Commercial n-channel MOSFETs with 50 nm effective channel length and 100 nm channel width
were measured using the charge-pumping technique described in [18] (switching between strong
accumulation and strong inversion) (Figure 1). The gate oxide is 1.6-nm-thick SiON. The square wave
gate voltage switched from −1.3 V to +1.25 V, satisfying the strong accumulation and strong inversion
conditions while not completely overwhelming the measurement with gate leakage current. The 0.1 V
source and drain bias is the experimentally determined lowest net-zero leakage point. Many devices
were measured and devices with 0, 1, 2, and 3 (and more) defects were found and easily identified
by the quantized nature of the measured current level. This is consistent with the expected interface
defect density (1010/cm2) in commercial MOSFETs. Devices with only one defect provide the most
unambiguous proof and are the focus of the following discussion.

Figure 1. MOS charge-pumping measurement arrangement. Square wave is applied to the gate to
switch the channel between strong accumulation and strong inversion. Source and drain are set to 0.1
V. Charge-pumping current is measured from the substrate as DC using a current amplifier with virtual
ground input.
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3. Results

Figure 2 shows the measured charge-pumping current as a function of frequency (100 kHz to
40 MHz) with three different gate square wave rise and fall times, on the same transistor. The noise
floor of the measurement set up is 10 fA root-mean-square. Since each data point is the average of 800
measurements, the uncertainty of the measured current is on the order of 0.3 fA. The accuracy of the
frequency has not been checked, however. The frequency response is clearly a linear function that
satisfies I = nef with ne the slope of the line in the unit of Coulombs per cycle. There are two lines for
each rise/fall time. One is the raw (open diamond) data, and the other is gate leakage current corrected
(solid circle) data.

Figure 2. Measured and leakage corrected charge-pumping current as a function of frequency
and their corresponding least square fits for three different rise/fall times. The charge per cycle
at the bottom is extracted from the slope of the leakage corrected least square fit line, dividing by
1.6022 × 10−19 Coulomb.

To perform the gate leakage correction, we begin with the knowledge that charge-pumping current
at zero frequency should be zero. Thus, the measured net current at zero frequency is entirely due
to gate leakage. Since gate leakage current is an exponential function of gate voltage, gate leakage
primarily occurs during the strong accumulation/inversion portions of the gate waveform and is small
during the rising and falling edges of the gate waveform. For fixed rising/falling edges, increasing
the frequency of the gate waveform decreases the time spent in strong accumulation/inversion and
decreases the effective gate leakage current [25]. A common problem in the charge-pumping experiment
is that when the frequency is too low, the measured current is dominated by leakage current and noise,
providing little information of value. Thus, most experiments start at a moderate frequency, which in
our case is 100 kHz. As seen in Figure 2, this frequency is low enough that in the linear plot it is very
close to the zero-frequency point. This leads us to approximate the measured current at 100 kHz as
pure leakage current Lleak. The frequency-dependent gate leakage can be calculated (assuming an ideal
trapezoidal waveform) from the known rise/fall time tr. The method is as follows: At each frequency f,
the period is τ = 1/f. Subtracting the rise and fall time from this time period results in the time period
during which gate leakage occurs. Thus, the leakage contribution to the measured current, A, decreases
with increasing frequency by a fraction of R = 2tr/τ. The corrected charge-pumping current, for each
frequency, is therefore CP = A − (1 − R)Lleak.

After subtracting leakage current from the measured current, the slopes of the post correction
data are steeper. Converting the slope to charge per cycle using e = 1.6022 × 10−19 Coulomb, we get
n = 0.996, 0.967 and 0.955 for the rise/fall time of 8 ns, 4 ns and 2.5 ns respectively. These n values
are closer to 1 than any reported in the literature and they strongly suggest that one charge is indeed
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pumped per defect per cycle. There is an apparent trend of a bigger deviation to one charge per cycle
as rise/fall time gets shorter. It is most likely due to increases in the deviation (overshoot and ringing)
to perfect trapezoidal waveform with faster rise/fall time. Such deviations make leakage correction
less accurate.

Note that a traditional explanation of n dependent on rise/fall time predicts an opposite trend—n
increases with faster rise/fall time [26]. This explanation is based on the idea of emission loss. The
assumption behind the emission loss mechanism is a continuous distribution of defect energy states
spanning the entire silicon band gap. This explanation clearly cannot work when there is only
one defect.

4. Discussion

The results shown here are clearly confounded by the leakage current, and the correction procedure
is somewhat limited. Notice that the leakage-corrected data for the 2.5 ns rise time plot in Figure 2 is
missing the first point, which has a value of −8.9 fA, suggesting a slight over-correction exists. There
are two sources of leakage, namely gate leakage and junction leakage. Gate leakage can be eliminated
by simply using a thicker gate oxide. For example, increasing the gate oxide thickness from 2 nm to
7 nm will reduce the gate leakage by as much as 15 orders of magnitude [27]. For junction leakage, a
properly made junction can have leakage down to less than 10−19 A for the small device geometry
used in this work [28]. Fortunately, these very properties are also required for the cell transistor of
dynamic random-access memory (DRAM), and DRAM is a very well-developed technology. Thus,
testing the method on DRAM cell transistors is the natural next step.

It is useful to examine if the elimination of leakage could lead to high enough accuracy.
Figure 3 shows the charge-pumping concept in detail: At strong inversion (Figure 3A), the surface

potential barrier in the channel (blue curve) is suppressed so that electrons from source and drain flood
the channel (red arrows), allowing the empty defect site (x) to capture an electron (red circle). As the
gate voltage is reversed toward depletion, the surface potential barrier increases and electrons from
the channel flow back out to source and drain as shown in Figure 3B. The electron that was captured
by the defect remains as shown in (Figure 3C). As the gate voltage continues to change toward strong
accumulation (Figure 3E), holes from the substrate flood the channel. The captured electron at the
defect site can recombine with a hole (the red circle disappears). As the gate voltage changes back
toward depletion, all the holes flow back to the substrate, except the one that recombined with the
electron. The empty defect is now ready to capture an electron the next time the channel is flooded
with electrons (Figure 3A) and the net result of one charge-pumping cycle is to move one electron from
the source and drain to the substrate (as a missing hole).

Provided that the gate leakage can be minimized, the crucial remaining barriers to utilizing charge
pumping to achieve a high precision quantized current source are insurance that: (1) there is only one
charge captured per defect, (2) the capture process is fully complete, and (3) the captured charge will
not be lost by emission before recombination occurs.

Perhaps the most important question surrounding this approach is an insurance of single charge
capture per defect site per cycle. It has been shown that only interface defects contribute to the
charge-pumping current [29]. It has been argued that the interface defect is a Pb0 center [30,31], which is
an interfacial dangling bond on a silicon atom, which is back bonded to three additional silicon atoms.
This silicon dangling bond defect is well-known to be amphoteric, meaning that it can capture an
electron to become negatively charged or lose an electron to become positively charged, as suggested
by electron spin resonance (ESR) spectroscopy [30,31]. This would mean Figure 3 is incomplete. While
the process represented in Figure 3G to Figure 3A involves the neutral dangling bond defect capturing
an electron to become negatively charged, the neutral dangling bond losing a charge is omitted as it
should happen between Figures 3E and 3F. However, this would mean two charges are pumped per
CP cycle instead of one and would be inconsistent with the data in Figure 2.
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Figure 3. Illustration of the charge-pumping concept. Blue line is the surface potential drawing in
one dimension varying from source to drain. Red arrows indicate electron flux (minority carriers
in a n-channel metal-oxide-semiconductor field-effect-transistor (MOSFET)). Green arrows indicate
hole flux. X indicates an interface defect, and x with a red circle indicates an electron is captured on
the defect site. The cycling of the gate voltage from strong inversion (A) to depletion (D) to strong
accumulation (E) to depletion (G) and back to (A) serves to modulate the surface potential in the
channel and therefore controls the flow of electrons from source and drain and holes from the substrate.

The idea that all true interface states are Pb0 centers is not universally accepted [32,33]. There
could be another true interface state that is not amphoteric. If the defect responsible for results shown
in Figure 2 is one such non-amphoteric defect, the mystery is solved. Though, this is unsupported by
the majority of the ESR literature.

If the defect is a Pb0 center, one possible reason for the discrepancy is that the defect can still
be amphoteric but only one of the charged states is involved in the CP process. The evidence
of the amphoteric nature of the interface states comes mainly from capacitance-voltage (CV) and
electron-spin-resonance (ESR) studies [30]. There are clearly two defect energy peaks in some measured
CV curves separated by ~0.7 eV, indicating that the defect energy level is gate bias-dependent but has
two stable values. Similarly, the ESR signal remains strong between the energies defined by these two
CV peak locations, which clearly suggests that both peaks represent the neutral silicon dangling bond.
At energies beyond these two peaks, either higher or lower, the ESR signal vanishes, indicating the
defect has either captured an electron to become negatively charged or lost the electron to become
positively charged [34].

Here we propose that the two CV peaks correspond to two stable configurations of the same
dangling bond under the bias. One might expect, when the gate bias is in inversion, the silicon dangling
bond has more sp3-like character (tetrahedral, the field vertical to the interface pulls the electron
away from the silicon atom) and resembles the expected configuration of a defect with a captured
electron. This configuration is also called the acceptor state. Similarly, when gate is negative, the same
silicon atom has a more sp2-like character (planar, the field pushes the electron toward the atom) and
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resembles the configuration of the positively charged defect (the silicon atom has three bonds, or six
bonding electrons). This configuration is also called the donor state [34].

Note that silicon normally does not bond in sp2 fashion because the remaining pz orbital must
form a π bond [35], which is difficult due to its size. However, for the donor state to be an efficient
configuration to capture a hole, it must resemble the configuration of the final state—missing an
electron, or a silicon atom that has only three valence electrons. Since the fourth electron is absent, there
is no need to form the π bond when the rest of the three electrons form sigma bonds with neighboring
silicon atoms. In the intermediary state, before hole capture, the fourth electron is localized on the
silicon but sp2 reconfiguration has not yet occurred due to the energetic cost. The fourth electron
remains non-bonding (dangling), and there is only a small energy penalty to lose this non-bonding
electron. (capture a hole if available).

As sp3 and sp2 are known stable configurations of hybridized orbitals, intermediary configurations
are symmetry forbidden and therefore unlikely. At energies between these two peak values, we do not
have other configurations but a distribution between these two configurations. The total number of
dangling bonds remains unchanged. This explains why the ESR signal remains flat.

Between stable configurations (low energy levels) is an energy barrier, making the conversion
between one configuration to another only observable when the gate voltage is swept very slowly
(as those in ESR or CV experiments). To get an idea of how hard it is to convert between these two
configurations, an analogue may be drawn from reconfiguration energy in the capture and emission
charge in the near interface dielectric region. It has recently been shown that this reconfiguration energy
is of the order 0.7 eV, and capture is followed by an extremely slow emission due at least in part to the
large configuration energy barrier associated with capture [36]. Since the donor/accepter configurations
discussed above are also subject to a strong driving force—the electric field, the sp2/sp3 reconfiguration
is observable when the voltage sweep is very slow. The situation is quite different in CP experiments
where the time spent at strong inversion or accumulation is too short for the neutral dangling bond
defect to change from one configuration to the other even though the field is switched back and forth.
In other words, while both dangling bond configurations are accessible in CP experiments, only one
configuration participates in the charge pumping process. Figure 4 illustrates the two possible CP
cycles each involving only one configuration of the same dangling bond defect.

Figure 4a,b shows how CP starting with one energy state of the dangling bond will stick to that
same energy state throughout the CP cycle. In both cases, panel c illustrates that capturing a hole
by the accepter state or capturing an electron by the donor state is prohibited (large energy barrier)
without reconfiguration, which occurs on time scales much longer than the CP half cycle. Note that in
both cases, the CP cycle can start at panel c instead of a, and the result is equivalent. This explains the
data in Figure 2 and why there is only one charge per interface defect per CP cycle. We note that this
speculative explanation of the charge pumping process does deviate from the conventional explanation.
However, this fine point may have been lost in the initial formulations of the CP process since the
early observations were undoubtedly dealing with an energy continuum of interface states due to the
larger defect densities. In the limit of charge pumping a single interface state defect, the charge capture
process deals with discrete energy levels that act to further confound CP interpretation. We note that
this already complex scenario can be further complicated by the presence of the Pb1 interface defect
variants [37,38].
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Figure 4. Band diagram of the Si/SiO2 interface showing the two energy levels, Et1 and Et2, of a dangling
bond defect. L: CP cycle involving only the sp3-like accepter energy state Et1. (a) At strong inversion,
the Et1 state captures an electron to become negatively charged; (b) sweeping through depletion toward
accumulation provides a small time-energy window for emission loss; (c) at strong accumulation, the
Et1 state captures a hole to become neutral again; (d) while still accumulated, the neutral Et1 state does
not have enough time to convert to Et2 state and cannot capture another hole to become positively
charged. R: CP cycle involving only the sp2-like donor energy state Et2. (a) At strong accumulation,
the Et2 state captures a hole to become positively charged; (b) sweeping through depletion toward
inversion provides a small time-energy window for emission loss; (c) at strong inversion, the Et2 state
captures an electron to become neutral again; (d) while still inverted, the neutral Et2 state does not have
enough time to convert to Et1 state and cannot capture another electron to become negatively charged.

Figure 4 also illustrates several factors that can potentially degrade the precision of the quantum
current source. As per the above discussion, it is somewhat difficult to ensure that only one charge is
pumped per defect per cycle. From the above discussion, the barrier that prohibits an accepter state to
act like a donor state or vice versa is not infinite. One might be able to modify this barrier by modifying
the strength of the accumulation or inversion biases as well as the time available to overcome it (CP
frequency). Limiting the accumulation and inversion biases and increasing the CP frequency obviously
are fruitful propositions. However, these measures will worsen our insurance that the charge capture
process has enough time to complete (factor 2).

Referring to Figure 4, panels a and c for both cases L and R represents the capturing processes.
The completeness of charge capture (factor 2) depends on the capture rate and the available capture time
(half the CP period). The capture rate is dependent on the density of carriers available. Thus, the time
available for capture and the density of available carriers are the keys to this obstacle. Fortunately, the
density of carriers available for capture, and thus the capture rate, grows exponentially with increasing
inversion or accumulation bias. So, to achieve complete capture, the inversion and accumulation biases
need to be increased and the capture time needs to be extended. We note that both requirements are
the exact opposite tactics used to ensure that only one charge is captured per defect per cycle (factor
1). An optimum compromise exists and that will determine the ultimate precision of the quantum
current source.

Figure 4 panel b of both cases L and R illustrates the process that is susceptible to emission loss
(factor 3). As the gate voltage is swept from strong inversion/accumulation through depletion toward
accumulation/inversion, there is a short time window when the captured charge can emit out of the
defect state. This time window is a small fraction of the rise/fall time of the CP waveform, and the

121



Micromachines 2020, 11, 364

probability of emission depends on the depth of the defect energy state in the silicon band gap. The
traditional CP theory [26] predicts finite emission loss regardless of how fast one makes the rise/fall
time because it assumes a continuous distribution of defect energy states throughout the silicon band
gap. As mentioned above, this picture clearly not applicable here. The depth of both Et1 and Et2 are
known and they are deep enough that they would be normally considered negligible in traditional CP.
However, using CP as a high precision quantized current standard requires a consideration of this
emission loss. Again, shorter CP rise/fall time is the direct means to minimize this factor.

5. Conclusions

In summary, we propose and demonstrate a potential quantized current source based on charge
pumping in a nanoscale MOSFET. Confounding factors such as gate leakage, single and complete
charge capture per cycle, and emission loss have been discussed in detail. Many of the experimental
tradeoffs discussed above are in conflict such that an experimental middle ground must be explored
before one can estimate accuracy. The potential of using CP as a quantized current source is clearly
demonstrated. The advantage of room temperature operation, potential for high current level, and the
reliance on matured technology make the proposed method quite appealing as a quantized current
standard that can be deployed outside the laboratory.
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Abstract: In a series of publications, we developed a compact model for nanotransistors in which
quantum transport in a variety of industrial nano-FETs was described quantitatively. The compact
nanotransistor model allows for the extraction of important device parameters as the effective height
of the source-drain barrier, device heating, and the quality of the coupling between conduction
channel and the contacts. Starting from a basic description of quantum transport in a multi-terminal
device in Landauer–Büttiker formalism, we give a detailed derivation of all relevant formulas
necessary to construct our compact nanotransistor model. Here we make extensive use of the the
R-matrix method.

Keywords: nanotransistor; quantum transport; Landauer–Büttiker formalism; R-matrix method

1. Introduction

Around 2005–2010, the transistors obeying Moore’s law where strained high-k metal gate
MOSFETs with channel lengths between 20–40 nm. At this point a further reduction of the transistor
size in a conventional MOSFET becomes difficult because of short channel effects that reduce the
gate voltage control over the conduction channel. To counteract this loss of control new transistor
architectures were developed. In industrial applications the FinFET and the SOI transistor architecture
hwere applied to continue Moore’s law to presently below 10nm gate length. It is now generally
accepted that in this length-regime quantum transport becomes dominant and Moore’s law thus enters
the domain of quantum electronics.

In a series of papers [1–8], we developed a compact transistor model in which quantum transport in
a variety of industrial nano-FETs could be described quantitatively [6–8]. Our compact transistor model
allows for the extraction of important device parameters as the effective height of the source-drain
barrier of the transistor, device heating, and the overlap between the wave functions in the contacts and
in the electron channel thus describing the quality of the coupling between conduction channel and
contacts. Our starting point is a general description of quantum transport in a multi-terminal device in
Landauer–Büttiker formalism which we formulate in the R-matrix formalism [1,2]. Using the R-matrix
formalism as the essential tool, we give in this paper a systematic and comprehensive derivation of all
relevant formulas necessary to construct our compact transistor model.

The concept of Landauer–Büttiker formalism was pioneered by Frenkel [9], Ehrenberg and
Hönl [10], Landauer [11,12], Tsu and Esaki [13], Fisher and Lee [14], and Büttiker [15–17]. The central
quantities of Landauer–Büttiker formalism are the transmission coefficients of the scattering solutions
of the Schrödinger equation. In recent decades, Landauer–Büttiker formalism has been applied in
fundamental research to numerous mesoscopic systems. Well-known examples include interferometric
measurements in an Aharonov-Bohm ring [15,18], the quenching of the quantum Hall effect in small
junctions [19,20], the quantized conductance in ballistic point contacts [21,22], resonant transport
through double barrier systems [23], Coulomb blockade oscillations [24,25], spintronic effects [26–28],
and Hanbury Brown and Twiss experiments on current fluctuations [29–32].
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For formal developments as well as for numerical- and analytical evaluations of the mentioned
transmission coefficients of the scattering functions we employ the R-matrix method. This method
was introduced by Wigner and Eisenbud and has been widely used in atomic and nuclear physics (for
reviews see Refs. [33,34]). A similar method was developed by Kapur and Peierls [35]. The application
of the R-matrix technique to mesoscopic semiconductor systems was demonstrated by Smrčka [36]
for one-dimensional structures. Since then it has been applied to a variety of other semiconductor
nano-structures as point contacts [37], quantum dots [38,39], resonant tunneling in double barrier
systems [40], four-terminal cross-junctions [41], gate all around and double gate MOSFETs [42,43],
nanowire transistors [44], spin FETs [45], magneto-transport in nanowires [46], ballistic transport in
wrinkled superlattices [47], and spin controlled logic gates [48]. A conceptual advantage of the R-matrix
method is that for the construction of the transmission coefficients only properties of general wave
function solutions of the time-independent Schrödinger equation are necessary (see Equation (21)).
This is in contrast to the often used non-equillibrium Green’s function approach [49] which relies on
the calculation of Green’s functions from which the transmission coefficients have to be calculated
via the Fisher-Lee relation [14]. Moreover, the existence of the discrete representation of the R-matrix
in the eigenbasis of the Wigner–Eisenbud functions (see Equation (22)) allows for the systematic
construction of the one-dimensional effective transistor model used in Refs. [6–8] as will be described in
Sections 5–8.

2. Landauer–Büttiker Formula for Multi-Terminal Devices

Our model for a multi-terminal system was described in Refs. [1,2]. It consists of a central
quantum system located in the scattering volume Ω0 which is in contact with N terminals denoted
with the index s = 1 . . . N (see Figure 1). In the scattering volume the potential acting on charge carriers
can be arbitrary. For each terminal we assume the existence of, first, a reservoir Rs for the charge
carriers in which their chemical potential μs is defined and, second, a contact region Ωs to the scattering
volume in which coherent scattering states Ψs are formed (see Equation (4)). The Ψs are thus outgoing
from this contact and they are coherent in the volume Ω = Ω0 ∪ (∪sΩs). As illustrated in Figure 1 we
define in each Ωs a local coordinate system spanned by a triple or orthonormal basis vectors�ns,�t1

s , and
�t2

s so that we can write
�r = �Rs + xs�t1

s + ys�t2
s + zs�ns ≡ �Rs + zs�ns +�r⊥;s, (1)

where �Rs points to the origin of the local coordinate system. The coordinate zs varies in the longitudinal
direction and xs and ys in the two transverse directions. For the interface Γs between Ωs and Ω0 one
has zs = 0 with zs growing towards the interior of the contact region. Furthermore,�ns is the surface
normal vector to Γs. We require that the potential energy V of the charge carriers (electrons) in
the contact regions takes the form

V(�r ∈ Ωs) = Vs(�r⊥;s)− eUs. (2)

Here we assume that the reservoir R1 is grounded with the chemical potential μ1 = μ. To each of
the other reservoirs s �= 1 a gate voltage Us is applied where we formally define U1 = 0. Then one has
μs = −eUs + μ. As usual in the Landauer–Büttiker approach, the scattering states Ψs which are formed
in Ωs are occupied according to the Fermi–Dirac distribution function with the chemical potential
μs. Furthermore, in Rs the outgoing parts of the scattering states Ψs′ �=s arriving in s are absorbed
completely, without any back-reflection.

Following further the theoretical framework of Landauer and Büttiker we start from the scattering
solutions of the stationary Schrödinger equation[

− h̄2

2m∗ �+V(�r)− E

]
Ψ(�r, E) = 0 (3)
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in the coherence region Ω. The relevant wave functions can be taken to vanish outside the coherence
volume leading to the boundary condition Ψ(�r ∈ Γ, E) = 0 where Γ is the surface of Ω excluding
the Γ̄s (see Figure 1). The scattering solutions Ψsn out-going from contact s can be written in each of
the contacts Ωs′ as

Ψsn(�r ∈ Ωs′ , E) = exp (−iksnzs)Φsn(�r⊥;s)δs,s′ + ∑
n′

Ss′n′ ,sn(E) exp (iks′n′zs′)Φs′n′(�r⊥;s′). (4)

Here the transverse mode functions Φsn are the solutions of the eigenvalue problem[
− h̄2

2m∗ Δ�r⊥;s
+ Vs(�r⊥;s)− E⊥

ν

]
Φν(�r⊥;s) = 0 (5)

defining the index of the transverse mode n, the composite mode index ν = (s, n), and Δ�r⊥;s
=

∂2/∂x2
s + ∂2/∂y2

s . The wave numbers of the harmonic waves in Equation (4) are given by

kν = h̄−1
√

2m∗(E − E⊥
ν + eUs). (6)

The first factor on the right hand side of Equation (4) is the in-going part characterizing the scattering
state. The second factor on the r.h.s. contains the out-going components which are determined by
the S-matrix Sν′ν. In Section 3 we construct the S-matrix Sν′ν in the R-matrix approach.

Figure 1. Idealized multi-terminal system: N = 3 terminals denoted with the index s are connected to
the central scattering volume Ω0 (red). Each terminal is associated, first, with a charge carrier reservoir
Rs defining the chemical potential μs (grey) of the carriers. Second, it is associated with a contact region
Ωs (blue) in which coherent scattering states are formed. In green we plot the interfaces Γs between
the Ωs and Ω0 (solid) as well as the interfaces Γ̄s between the Ωs and Rs (dashed). The coherence
volume Ω of the scattering states comprises the set union of Ω0 and all Ωs. Here Γ is the surface of Ω
excluding the Γ̄s (magenta).

The total electric current Is in terminal s is calculated in Appendix A. We find

Is =
2e
h ∑

s′

∫ ∞

−∞
dE[ f (E − μs)− f (E − μs′ ])Ts′s(E) (7)
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with the Fermi–Dirac distribution f (x) = [ex/(kBT) + 1]−1, the elementary charge e, the current
transmission sum

Ts′s(E) = ∑
nn′

Θ(E − E⊥
sn + eUs)Θ(E − E⊥

s′n′ + eUs′)|S̃s′n′ ,sn(E)|2 = Tss′(E), (8)

and the current S-matrix
S̃ν′ν = k1/2

ν′ Sν′νk−1/2
ν . (9)

3. Construction of the S-matrix with the R-matrix Method

We write the general solution of Equation (3) in each of the Ωs in the form

Ψ(�r ∈ Ωs, E) = ∑
n

Ψin
sn exp (−iksnzs)Φsn(�r⊥;s) + ∑

n
Ψout

sn exp (iksnzs)Φsn(�r⊥;s). (10)

Because of the linearity of the problem the S-matrix in Equation (4) can be defined as the linear mapping
from the Ψin onto the Ψout of the form

Ψout
ν = ∑

ν′
Sνν′Ψ

in
ν′ . (11)

To construct Sνν′ we expand the wave function in the scattering volume Ω0 in the orthonormal and
complete set of Wigner–Eisenbud functions χl(�r),

Ψ(�r, E) =
∞

∑
l=1

al(E)χl(�r) (12)

with
al(E) =

∫
Ω0

d�r χl(�r)Ψ(�r, E) (13)

(see Appendix B). The Wigner–Eisenbud functions χl are the solutions of the Schrödinger equation[
− h̄2

2m∗ Δ + V(�r)− El

]
χl(�r) = 0 (14)

in the domain Ω0. Here one imposes Wigner–Eisenbud boundary conditions, i.e., Neumann boundary
conditions of vanishing normal derivative on the Γs,

∂χl
∂�ns

= 0 for �r ∈ Γs (15)

and Dirichlet boundary conditions on the remaining surface of Ω0 denoted with ∂Ω0 writing

χl = 0 for �r ∈ ∂Ω0. (16)

In Appendix B, we show that Wigner–Eisenbud energies El are real and that the Wigner–Eisenbud
functions χl(�r) can be chosen real. The normalization is taken as

∫
Ω0

d�r|χl(�r)|2 = 1. To calculate
the expansion coefficients al we multiply Equation (3) from the left with χl(�r) and Equation (14) from
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the left with Ψ(�r, E). Subtraction of the former equation from the latter and subsequent integration
over the whole domain Ω0 yields with the second Green’s identity

(E − El)
∫

Ω0

d�r χl(�r)Ψ(�r, E) = − h̄2

2m∗

∫
Ω0

d�r [χl(�r)� Ψ(�r, E)− Ψ(�r, E)� χl(�r)]

= − h̄2

2m∗
N

∑
s=1

∫
Γs

dΓs�ns [χl(�r)∇Ψ(�r, E)− Ψ(�r, E)∇χl(�r)] . (17)

In the area integration of Equation (17) as well as in the remaining area integrations over the Γs we
assume according to Equation (1) the parameterization�r =�r(xs, ys) = �Rs + xs�t1

s + ys�t2
s of Γs so that

dΓs = dxsdys

∣∣∣∣ ∂�r
∂xs

× ∂�r
∂ys

∣∣∣∣ = dxsdys

∣∣∣�t1
s ×�t2

s

∣∣∣ = dxsdys. (18)

Using in Equation (17) the notation

ΨS(�r ∈ Γs, E) =
1

m∗�ns∇Ψ(�r ∈ Γs, E) (19)

for the outward surface derivative, applying Equation (13) on the l. h. s., and inserting the boundary
conditions for the Wigner–Eisenbud functions, one obtains

al(E) = − h̄2

2
1

E − El
∑

s

∫
Γs

dΓs χl(�r) ΨS(�r, E). (20)

Returning to Equation (12) it follows that

Ψ(�r, E) = ∑
s

∫
Γ′

s

dΓ′
s R(�r,�r′; E)ΨS(�r′, E) (21)

with

R(�r,�r′; E) = − h̄2

2

∞

∑
l=1

χl(�r)χl(�r′)
E − El

. (22)

For�r ∈ Γs we write Ψ(�r(xs, ys), E) = Ψ(�r⊥;s, E) and establish the expansion

Ψ(�r⊥;s, E) = ∑
n

ΨsnΦsn(�r⊥;s) (23)

in the complete orthonormal and real function system of the Φsn with

Ψsn =
∫

Γs
dΓs Φsn(�r⊥;s)Ψ(�r⊥;s, E). (24)

An analogous expansion
ΨS(�r⊥;s, E) = ∑

sn
ΨS

snΦsn(�r⊥;s) (25)

holds for the surface derivative. Inserting the expansions Equations (23) and (25) in Equation (21) one
obtains after a projection onto Φν

Ψν = ∑
ν′

Rνν′Ψ
S
ν′ (26)

with the R-matrix

Rνν′ =
∫

Γs
dΓs

∫
Γs′

dΓ′
s′ Φν(�r⊥;s)Φν′(�r

′
⊥;s′)R(�r,�r′; E) = − h̄2

2

∞

∑
l=1

χlνχlν′

E − El
, (27)
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where
χlν =

∫
Γs

dΓs Φν(�r⊥;s)χl(�r). (28)

Inserting in Equation (26) Ψν = Ψin
ν + Ψout

ν and (ΨS)ν = −(ikν/m∗)(Ψin
ν − Ψout

ν ) one arrives at

∑
ν′
(δνν′ −

i
m∗ Rνν′kν′)Ψ

out
ν′ = −∑

ν′
(δνν′ +

i
m∗ Rνν′kν′)Ψ

in
ν′ .

Defining further a diagonal k-matrix kνν′ = δνν′kν′ we formally write

S = −1 + i
m∗ Rk

1 − i
m∗ Rk

. (29)

With the symmetrical current R-matrix

Ωνν′ = k1/2
ν Rνν′k

1/2
ν′ (30)

it follows for the current S-matrix in Equation (9) that

S̃ = k1/2Sk−1/2 = −k1/2(1 + iRk)k−1/2k1/2(1 − iRk)−1k−1/2 = −(1 + iΩ)(k−1/2)−1(1 − iRk)−1(k1/2)−1

= −(1 + iΩ)[k1/2(1 − iRk)k−1/2]−1 = −1 + iΩ
1 − iΩ

= 1 − 2
1 − iΩ

. (31)

Here we exploited that for three square matrices one has (ABC)−1 = C−1B−1 A−1. The current
transmission matrix is thus seen to be symmetrical while the S-matrix is not symmetrical.

4. Transistor Model

The application of our model for a general multi-terminal system in Section 2 to a conventional
n-channel nano-MOSFET is discussed in Ref. [1] (see in particular Figure 3 therein) and in Ref. [2].
Neglecting tunneling currents to the gate we here treat the transistor as a two-terminal device including
only the source, s = 1, and the drain, s = 2. The relevant structure elements of a nano-MOSFET
can be taken from Figure 2a depicting the heavily n-doped source- and drain contact, the shallow
junction extensions (SJEs) of the contacts, the conduction channel in the p-substrate, and the overlap
of the conduction channel with the SJE. The semiconductor-insulator interface is located at y = 0.
It is represented by a cut-off of the wave functions. The assignment of the structure elements of
the nano-MOSFET to the structure elements of the general multi-terminal system in Figure 1 is shown
in Figure 2b: The SJEs are assumed to be identical to having the depth D. The SJE of the source is
then associated with the cubic contact region Ω1 with x ≤ 0, 0 ≤ y ≤ D, and 0 ≤ z ≤ W. Here
W is the width of the transistor. The SJE of the drain is associated with the cubic contact region
Ω2 with x ≥ L, 0 ≤ y ≤ D, and 0 ≤ z ≤ W. Here Ω1 and Ω2 are semi-infinite corresponding
to Ls → ∞ (see Figure A1). The cubic scattering region Ω0 with 0 ≤ x ≤ L, 0 ≤ y ≤ D, and
0 ≤ z ≤ W includes the conduction channel of length L and the overlap of the conduction channel
with the SJEs. The interfaces Γs are located at x = 0 for s = 1 and at x = L for s = 2. The basis vectors
of the local coordinate systems in Equation (1) are �n1 = −�ex and �n2 = �ex for the outward normal
vectors. Furthermore, we choose�t1

1 = �t1
2 = �ey and�t2

1 = �t2
1 = �ez. The local coordinates are z1 = −x,

z2 = x − L, x1 = x2 = y, and y1 = y2 = z. In Equation (2) we assume the simplest case Vs = 0
renaming for U2 = UD. We take the limit D → ∞ as well as W → ∞ so that electron gas in the heavily
doped source and drain in Ω1 and Ω2 can be treated as a three dimensional free Fermi gas with the
chemical potential

μ

kBT
= X1/2

[
4

3
√

π

(
EF

kBT

)3/2
]

(32)

130



Micromachines 2020, 11, 359

where Xj is the inverse function the Fermi–Dirac integral

F1/2(u) =
1

Γ(3/2)

∫ ∞

0
dv

v1/2

ev−u + 1
. (33)

The Fermi energy above the bottom of the conduction band is given by

EF =
h̄2

2me
3π2ND

NV

2/3

(34)

with the doping concentration ND in the contacts (full ionization of donors), the valley-degeneracy
NV = 6 and the effective mass taken as me = (m2

1m2)
1/3 = 0.33m0. Here m1 = 0.19m0 and m2 = 0.98

are the effective masses corresponding to the principle axes of the constant energy ellipsoids.

Figure 2. (a) Structure elements of a conventional nano-MOSFET: Source- and drain contact with
shallow junction extensions SJEs, the latter in blue. In red the conduction channel and the overlap
between conduction channel and SJE. The semiconductor-insulator interface is located at y = 0.
(b) Assignment of the above structure elements to the structure elements of the general multi-terminal
system in Figure 1: The SJEs are associated with cubic contact regions Ωs. (c) In red: Transverse
confinement potential VT(y) of the conduction channel in the separable ansatz for the potential in
Equation (35). In brown the lowest subband energy ETy

0 in the channel confinement potential as defined
in Equation (62) (solid) and the corresponding eigenfunction (dotted). (d) Linear drop of the applied
drain voltage leading to a linear longitudinal potential VL(x) in Equation (35).
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For the potential in the scattering area Ω0 we choose a separable form

V(�r ∈ Ω0) = VT(y) + VL(x) (35)

(see Figure 2c,d). Here the transverse potential VT is the confinement potential for the conduction
channel of the transistor. A natural choice for VT is the confinement potential present in a simple
MOS-structure without source- and drain contact as discussed in Refs. [50,51]. Then VT(y) corresponds
to the potential determined in Equation (4) of [50]. As pointed out in Refs. [50,51] in the electron
channel a strong lateral sub-band quantization exists so that only the lowest subband of the channel
confinement potential with a bottom energy of ETy

0 corresponding to E0 in Ref. [50] is occupied (see
Figure 2c and Equation (62)). Here only the two constant energy ellipsoids with the heavy mass m2

perpendicular to the (100)-interface are occupied. This leads to a valley degeneracy of gv = 2 in
the channel and the effective mass entering (3) is the light mass m∗ = m1 [5]. The longitudinal potential
VL arises from the applied drain voltage assumed to fall off linearly so that

VL(x) = − x
L

eUG. (36)

The described transistor model has several special properties which can be used to simplify our general
multi-terminal model described in Section 2:

P1 The transistor is treated as two-terminal system.
P2 Axial contacts: For all Γs the surface normal vectors are aligned so that�ns = ±�n. For our transistor

model�n2 = −�n1 = �n = �ex.
P3 Global separability (see Figure 2b): In a system with axial contacts in�n = �ex-direction the potential

in the scattering area Ω0 is the sum of a longitudinal potential VL(x) varying in�n-direction and
transverse potential VT(y, z) varying in the two transverse directions. In the transistor model this
separation is given in Equation (35).

P4 Abrupt transition (see Figure 2c) : An inspection of Equations (2) and (35) shows that in the general
case the potentials in the contact regions and in the scattering volume come together to form an
abrupt transition.

P5 Planarity: For a planar device one can define one or two global transverse coordinates valid in
all Ωs and in Ω0 on which the potential does not depend. In our transistor model one global
transverse coordinate exists which is the width-coordinate z.

P7 Single mode approximation: One assumes strong transverse quantization in the scattering area.
Then splitting of the transverse quantum levels induced by VT is so strong that only the lowest
transverse level ET

0 has to be taken into account.

As we will demonstrate in the next sections, on account of the listed special properties the R-matrix
approach allows for a systematic reduction of the general theory for a multi-terminal device to
a one-dimensional effective transistor model.

5. The R-matrix in a Separable Two-Terminal System

We consider a two-terminal system as in Figure 2b which fulfills the global separability condition
P3 in Section 4 (see Figure 3). Inserting the separable potential Equation (35) in Equation (14) makes
possible a product ansatz for the Wigner–Eisenbud functions

χl(�r) = χλ(x)φk(y, z) (37)

with l = (k, λ). Here the transverse functions are defined by[
− h̄2

2m∗

(
d2

dy2 +
d2

dz2

)
+ VT(y, z)− ET

k

]
φk(y, z) = 0 (38)
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with the boundary conditions

φk(0, z) = φk(W, z) = φk(y, 0) = φk(y, D) = 0. (39)

The longitudinal functions are the solutions of[
− h̄2

2m∗
d2

dx2 + VL(x)− E L
λ

]
χλ(x) = 0 (40)

with the one-dimensional Wigner–Eisenbud boundary conditions

χ′
λ(0) = χ′

λ(L) = 0. (41)

Upon insertion of Equation (37) in Equation (14) one obtains

El = E L
λ + ET

k . (42)

The product ansatz Equation (37) is permissible in the two-terminal system since the
one-dimensional Wigner–Eisenbud boundary condition in Equation (41) is compatible with the general
Wigner–Eisenbud boundary conditions in Equations (15) and (16). To construct the R-matrix with
Equation (37) we write Equation (28) as

χlν =
∫

Γs
dΓs Φν(�r⊥;s)χl(�r) = χλ(xs)cksn (43)

the overlap factor

cksn =
∫ D

0
dy
∫ W

0
dzφk(y, z)Φsn(y, z). (44)

The Equation (27) becomes

Rνν′(E) = − h̄2

2 ∑
λk

cksnχλ(xs)cks′n′χλ(xs′)

E − E L
λ − ET

k
. (45)

Figure 3. The two-terminal system in Figure 2b where the z-direction is omitted for simplicity.
Axial contacts in x-direction: �n2 points in x-direction,�n1 in minus x-direction.

6. Effective Approximation and One-Dimensional Effective Scattering Problems

In effective approximation Equation (6) is simplified in the form

kν(E) ∼
√

2m∗

h̄2

[
E − E⊥0

s + eUs
]
= ke f

s (E), (46)
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where E⊥0
s is the smallest transverse mode energy, E⊥0

s = minn(E⊥
sn). One then finds from Equations

(30) and (45)
Ωsn,s′n′ = k1/2

sn Rsn,s′n′k1/2
s′n′ = ∑

k
cksncks′n′Ωk

ss′ (47)

with

Ωk
ss′ = − h̄2

2m∗ (k
e f
s )1/2(ke f

s′ )
1/2 ∑

λ

χλ(xs)χλ(xs′)

E − E L
λ − ET

k
. (48)

The inversion of 1 − iΩ in Equation (31) can now be carried out analytically with the result(
1

1 − iΩ

)
sns′n′

= ∑
k

cksncks′n′

(
1

1 − iΩk

)
ss′

(49)

(see Appendix C). Going back to Equation (31) one finds for s �= s′

|S̃sn,s′n′ |2 =

∣∣∣∣∣
(

2
1 − iΩ

)
sn,s′n′

∣∣∣∣∣
2

= ∑
kk′

ck,snck,s′n′ck′snck′s′n′

(
2

1 − iΩk

)
ss′

(
2

1 − iΩk′

)∗

ss′
. (50)

With this relation Equation (A4) becomes with ID = I2

ID =
2e
h ∑

kk′

∫ ∞

−∞
dECkk′(E) [ f (E − μ)− f (E − μ + eUD)]

(
2

1 − iΩk

)
ss′

(
2

1 − iΩk′

)∗

ss′
(51)

with the overlap matrix

Ckk′(E) = ∑
n,n′

cksncks′n′ck′snck′s′n′Θ
[

E − E⊥
sn

]
Θ
[

E − E⊥
s′n′ + eUD

]
. (52)

In Appendix D, we demonstrate that instead of using Equation (48) to find (1 − iΩk) with
subsequent inversion one can calculate the matrices (1− iΩk)−1 occurring in Equation (51) according to

(
1

1 − iΩk

)
21

= −

√
ke f

1 ke f
2

2
te f . (53)

Here the te f are the transmission coefficients resulting in an effective one-dimensional scattering
problem associated with the 1d-Schrödinger equation[

− h̄2

2m∗
d2

dx2 + Ve f (x)− E

]
ψe f (x) = 0 (54)

with effective scattering potential

Ve f (x) =

⎧⎪⎨
⎪⎩

E⊥0
1 for x < 0

ET
k + VL(x) for 0 ≤ x ≤ L

E⊥0
2 − eUD for x > L.

(55)

Here the asymptotics of the source incident scattering states of the effective scattering problem
associated with Equation (54) are given by

ψe f (x < 0) = eike f
1 xeike f

1 x + re f e−ike f
1 x, (56)

and
ψe f (x ≥ L) = te f eike f

2 (x−L). (57)
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Appendix E contains a simple, stable and fast recursive algorithm which we used to find the effective
transmission coefficients te f . It is seen from Equation (55) that the quantum levels ET

k of the confinement
potential in the conduction channel that arise in Equation (38) act as offsets in the effective potential.

7. Planar Systems and Supply Functions

In planar systems, the potential is taken as translationally invariant in the z-direction so that
Vs = Vs(y) and VT = VT(y). For the interface regions Ωs we insert in Equation (5)

Φsn(y, z) = Φsnynz(y, z) = Φsny(y)

√
2

W
sin
(nzπ

W
z
)

(58)

to find [
− h̄2

2m∗
d2

dy2 + Vs(y)− E⊥y
sny

]
Φsny(y) = 0 (59)

with n = (ny, nz) and

E⊥
sn = E⊥y

sny +
h̄2

2m∗

(nzπ

W

)2
. (60)

For the scattering region we insert in Equation (38)

φk(y, z) = φky ,kz(y, z) = ζky(y)

√
2

W
sin
(

kzπ

W
z
)

(61)

to obtain [
− h̄2

2m∗
d2

dy2 + VT(y)− ETy
ky

]
ζky(y) = 0, (62)

with k = (ky, kz) and

ET
k = ETy

ky
+

h̄2

2m∗

(
kzπ

W

)2
. (63)

With Equations (58) and (62) the overlap factor in Equation (44) becomes

cksn = δnzkz

∫ W

0
dyΦsny(y)ζky(y) ≡ δnzkz c̄kysny . (64)

Furthermore from Equation (48) one has

Ωk
ss′ = Ω

ky ,kz
ss′ = − h̄2

2m∗ (k̄
e f
s′ )

1/2(k̄e f
s )1/2 ∑

λ

χλ(xs)χλ(xs′)

Exy − E L
λ − ETy

ky

≡ Ω̄
ky
s′s(Exy) (65)

with the conserved energy in the xy-plane

Exy = E − h̄2

2m∗

(
kzπ

W

)2
, (66)

and from Equation (46) ke f
s ∼ [(2m∗/h̄2)(Exy − E⊥y0

s + eUs)]1/2 = k̄e f
s (Exy), where E⊥y0

s =

minny(E⊥y
sny). In Appendix F it is derived that

ID =
2e
h ∑

kyk′y

∫ ∞

−∞
dExyCkyk′y (Exy) [S(Exy − μ)− S(Exy − μ + eUD)]

[
2

1 − iΩ̄ky (Exy)

]
ss′

[
2

1 − iΩ̄k′y (Exy)

]∗
ss′

(67)
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with wave function overlap

Ckyk′y(Exy) = ∑
nyn′

y

c̄kysny c̄kys′n′
y
c̄k′ysny

c̄k′ys′n′
y
Θ
[

Exy − E⊥y
sny

]
Θ
[

Exy − E⊥y
s′n′

y
+ eUD

]
(68)

and the supply function

S(α) = ∑
nz

f

[
α +

h̄2

2m∗

(nzπ

W

)2
]

. (69)

In the limit W → ∞ we can write with Δkz = π/W

S(α) =
W
π ∑

nz

Δkz f

(
α +

h̄2

2m∗ k2
z

)
→ W

π

∫ ∞

0
dkz

1

e
1

kBT

(
α+ h̄2

2m∗ (nzΔ)2
)
+ 1

. (70)

Upon introducing

y =
1

kBT
h̄2

2m∗ k2
z ⇒ kz =

√
2m∗kBT

h̄2 y1/2 ⇒ dkz =

√
2m∗kBT

h̄2
1
2

y−1/2dy (71)

it results that

S(α) =
W√

π

√
m∗kBT

2h̄2 F−1/2

(
− α

kBT

)
. (72)

Here the Fermi–Dirac-Integral is given by

Fj(x) =
1

Γ(j + 1)

∫ ∞

0
dyyj 1

1 + ey−x (73)

with Γ(1/2) =
√

π.
In Appendix D, we show that one can calculate the matrices (1 − iΩ̄ky)−1 in Equation (67) from

the transmission coefficients resulting in a modified effective one-dimensional scattering problem.
Here Equations (53)–(77) are substituted by[

− h̄2

2m∗
d2

dx2 + V̄e f (x)− Exy

]
ψ̄e f (x) = 0, (74)

for D → 0

V̄e f (x) =

⎧⎪⎨
⎪⎩

0 for x < 0
ETy

ky
+ VL(x) for 0 ≤ x ≤ L

−eUD for x > L,

(75)

ψ̄e f (x < 0) = eik̄e f
1 x + re f e−ik̄e f

1 x, (76)

ψ̄e f (x ≥ L) = t̄e f eik̄e f
2 (x−L), (77)

and √
k̄e f

1 k̄e f
2 t̄

ky
1 = −

(
2

1 − iΩ̄ky

)
21

. (78)
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8. Single-Mode Approximation and One-Dimensional Effective Model

As pointed out in Section 4, for a conventional nanotransistor only the lowest subband of
the channel confinement potential with a bottom energy of ETy

0 resulting at ky = 1 is occupied
(see Figure 2c and Equation (62)). Taking into account only ky = 1-terms Equation (67) becomes

ID =
2Nch

v e
h

C
∫ ∞

0
dExy [S(Exy − μ)− S(Exy − μ + eUD)] T e f (Exy) (79)

with

T e f (Exy) =

[
2

1 − iΩ̄1(Exy)

]
ss′

[
2

1 − iΩ̄1(Exy)

]∗
ss′

= k1k2|te f |2 (80)

(compare with Equation (1) of Ref. [8]). Here we neglected in the wave function overlap the energy
dependence, C11(Exy) → CΘ(Exy) and introduced the valley degeneracy of Nch

v = 2 in the n-type
conduction channel.

As described in Section 7 the effective transmission coefficient t̄e f is calculated from
the source-incident scattering states of the 1d-Schrödinger Equation (74) with the effective scattering
potential given by

V̄e f (x) =

⎧⎪⎨
⎪⎩

0 for x < 0
V0 − eUD

x
L for 0 ≤ x ≤ L

−eUD for x > L,
(81)

where set in Equation (75) VL(x) = −eUDx/L (linear decrease of the drain voltage) and ETy
1 = V0.

The parameter V0 is interpretable as the effective height of the source-drain barrier. The parameters V0

and C as well as T are adjusted to experiments in Refs. [6–8].

9. Summary

Starting from a basic description of quantum transport in a multi-terminal device in
Landauer–Büttiker formalism in Refs. [1,2] we give a detailed derivation of all relevant formulas
necessary to construct a one-dimensional effective model for a nanotransistor described in Refs. [6–8].
In this model, quantum transport in nano-FETs can be described quantitatively. Important device
parameters can be extracted as the effective height of the source-drain barrier of the transistor, device
heating, and the quality of the coupling between conduction channel and contacts.
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Appendix A. Derivation of the Formula for the Current

We calculate the total current Is in contact s starting from the decomposition

Is = Iin
s −

N

∑
s′=1

Iout
s′→s (A1)

(see Figure A1). Here Iin
s is the absolute value of the current in contact s created by the in-going parts

of all scattering states
Ψsn(�r, k) ≡ Ψsn (�r, E = Esn(k)) (A2)
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where Esn(k) = (h̄2/2m∗)k2 + E⊥
sn − eUs. Furthermore, Iout

s′→s is the absolute value of the current
in contact s created by the out-going parts of all scattering states Ψs′n′

(�r, k′) where s′, n′ and k′ are
arbitrary, thus including the case s′ = s also. From current conservation one has

N

∑
s′=1

Iout
s→s′ = Iin

s . (A3)

From Equations (A1) and (A3) it results that

Is =
N

∑
s′=1

(Iout
s→s′ − Iout

s′→s) =
N,s′ �=s

∑
s′

(Iout
s′→s − Iout

s→s′). (A4)

In Figure A1 the direction of the current contributions is given by the arrows for positive charge
carriers. For n-type conduction the arrows have to be reversed.

Figure A1. The formulation of Equation (A1) for contact s = 1 in a N = 3-terminal device at Γ̄1 (see
also Figure 1). The current component directed in −�n1-direction is Iin

1 . The three current components
in�n1-direction are Iout

1→1, Iout
1→2, and Iout

1→3. Because there are no scattering processes in Ω1 it holds that
Iout
1→2 and Iout

1→3 are the same in Γ1 and Γ̄1 (see dashed horizontal lines).

Appendix A.1. Current Contribution of a Single Scattering State

We decompose
Iout
s→s′ = ∑

nk
Iout,n
s→s′ (k) (A5)

where Iout,n
s→s′ (k) is the absolute value of the current in contact s′ created by the out-going part of

the scattering state Ψsn(�r, k) given by

Iout,n
s→s′ (k) = fFD(Esn(k)− μs)

∫
Γs′

dΓs′ j
out(�r). (A6)

Here for�r ∈ Ωs′

jout(�r) = �ns′�j(�r) (A7)

with
�j(�r) =

eh̄
2m∗i

|N |2 [Ψsn(�r, k)∗∇Ψsn(�r, k)− Ψsn(�r, k)∇Ψsn(�r, k)∗] (A8)
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since from Equation (A4) the case s = s′ can be excluded. In Equation (A8) N is the continuum
normalization constant to be constructed in Equation (A17). The issue of the k-summation in
Equation (A5) is addressed in Section A.2. From Equation (4) we have for�r ∈ Ωs′

Ψsn(�r, k) = ∑
n′

Ss′n′ ,sn exp (iks′n′zs′)Φs′n′(xs′ , ys′) (A9)

and
�ns′∇Ψsn(�r, k) =

∂

∂zs′
Ψsn(�r, k) = ∑

n′
Ss′n′ ,sniks′n′ exp (iks′n′zs′)Φs′n′(xs′ , ys′) (A10)

where
ks′n′ = h̄−1

√
2m∗(Esn(k)− E⊥

s′n′ + eUs′). (A11)

The area integration in Equation (A6) leads to

Iout,n
s→s′ (k) =

eh̄
m∗ |N |2 fFD(Esn(k)− μs)

prop

∑
n′

ks′n′ |Ss′n′ ,sn|2 (A12)

where the index prop restricts the summation to propagating waves with real, positive ks′n′ .

Appendix A.2. Summation Over Scattering States

To calculate Iout
s→s′ according to Equation (A5) one sums Equation (A12) over all scattering states, i.

e. over all n and k, according to their occupation in the form

Iout
s→s′ = ∑

n
∑

j
DkΔkIout,n

s→s′ (k) → Dk ∑
n

∫ ∞

0
dkIout,n

s→s′ (k), (A13)

with the discretization
k → kj = jΔk > 0 for j ∈ N

0. (A14)

Here the constant Dk is the density of scattering states in k-space which we will address in
Equation (A16). The width of the k-intervals Δk is assumed to be small so that the k-integration
can be replaced by a Riemann sum. As usual, one determines Dk and N by assigning to each
normalized propagating solution of the Schrödinger equation in Ωs of the form

N eikzΦsn(y, z) (A15)

the normalized scattering state NΨsn(�r, k) which has the in-going part in Equation (A15). As is
well-known, this corresponds to the expectation that each in-coming particle is represented by
a wave-package. When the particle is located deeply in the interior of Ωs it does not ’feel’ the quantum
system and it can be equivalently represented by a superposition of the plane waves in Equation (A15)
or the in-going part of the normalized scattering states NΨsn(�r, k). The plane waves solutions
Equation (A15) can now be counted and normalized introducing artificial boundary conditions in Ωs

in the interval 0 ≤ zs < Ls (see Figure A1) so that

kj = j
2π

Ls
⇒ Dk =

2
2π/Ls

(A16)

where in the last step we included a simple spin-degeneracy factor of two. The normalization then
follows from

1 = |N |2
∫ Ls

0
dz|eikz|2 ⇒ N =

1√
Ls

(A17)
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Upon insertion in Equation (A13) one finds with |N |2Dk = 1/π

Iout
s→s′ =

eh̄
m∗

1
π

prop

∑
nn′

∫ ∞

0
dk f [Esn(k)− μs]ks′n′(k)|Ss′n′ ,sn(Esn(k))|2. (A18)

Substituting further
E = Esn(k) = (h̄2/2m∗)k2 + E⊥

sn − eUs (A19)

so that

k =

√
2m∗

h̄2

(
Esn(k)− E⊥

sn + eUs

)1/2
⇒ dk

dE
=

√
m∗

2h̄2

(
Esn(k)− E⊥

sn + eUs

)−1/2
=

m∗

h̄2 k(E)−1. (A20)

With dk → (dk/dE)dE one obtains from Equation (A18)

Iout
s→s′ =

1
π

eh̄
m∗

m∗

h̄2

prop

∑
n

∫ ∞

En
⊥−eUs

dE
prop

∑
n′

f (E − μs)ks′n′(E)|Ss′n′ ,sn(E)|2ksn(E)−1

=
2e
h ∑

n

∫ ∞

−∞
dEΘ(E − E⊥

sn + eUs)∑
n′

f (E − μs)ks′n′(E)|Ss′n′ ,sn(E)|2ksn(E)−1Θ(E − E⊥
s′n′ + eUs′)

=
2e
h

∫ ∞

−∞
dE f (E − μs)∑

nn′
Θ(E − E⊥

sn + eUs)Θ(E − E⊥
s′n′ + eUs′)ks′n′(E)|Ss′n′ ,sn(E)|2ksn(E)−1

=
2e
h

∫ ∞

−∞
dE f (E − μs)Ts′s(E) (A21)

with the current transmission sum

Ts′s(E) = ∑
nn′

Θ(E − E⊥
sn + eUs)Θ(E − E⊥

s′n′ + eUs′)ks′n′(E)|Ss′n′ ,sn(E)|2ksn(E)−1

= ∑
nn′

Θ(E − E⊥
sn + eUs)Θ(E − E⊥

s′n′ + eUs′)|S̃s′n′ ,sn(E)|2 = Tss′(E). (A22)

The symmetry relation S̃s′n′ ,sn = S̃sn,s′n′ is shown in Equation (31). Because Ts′s = Tss′ one finds from
Equation (A21) from

Is = (Iout
s→s′ − Iout

s′→s) =
2e
h

∫ ∞

−∞
dE[ f (E − μs)− f (E − μ′

s])Ts′s(E). (A23)

Appendix B. Properties of the Wigner–Eisenbud Problem

(1) Hermiticity:
We take two functions ψ1(�r) and ψ2(�r) obeying the Wigner–Eisenbud boundary conditions
Equations (15) and (16), i. e., with the Neumann boundary conditions [∂ψ/∂�ns](�r ∈ Γs) = 0
and Dirichlet boundary condition ψ(�r ∈ ∂Ω0) = 0. From second Green’s theorem it follows
directly that

∫
Ω0

dv (ψ∗
1 Δψ2 − ψ2Δψ∗

1 ) = ∑
s

∫
Γs

dΓs�ns (ψ
∗
1∇ψ2 − ψ2∇ψ∗

1 ) = 0. (A24)

As desired, one immediately obtains the hermicity condition

∫
Ω0

dv [ψ∗
1 (Hψ2)− ψ2(Hψ1)

∗] = − h̄2

2m

∫
Ω0

dv (ψ∗
1 Δψ2 − ψ2Δψ∗

1 ) = 0. (A25)
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(2) The Wigner–Eisenbud energies are real:
The Wigner–Eisenbud functions are the eigenfunctions of H,

[H − El ]χl = 0 (A26)

obeying Wigner–Eisenbud conditions. Setting in Equation (A25) ψ1 = ψ2 = χl it follows that

0 =
∫

Ω0

dvχ∗
l Hχl −

∫
Ω0

dvχl [Hχl ]
∗ = [El − E∗

l ]
∫

Ω0

dvχ∗
l χl︸ ︷︷ ︸

∈R+

. (A27)

(3) The Wigner–Eisenbud functions can be chosen real:
Since the El are real the complex conjugate of Equation (A26) is given by

[H − El ]χ
∗
l = 0. (A28)

From the sum of Equations (A26) and (A28) one obtains

[H − El ](χl + χ∗
l ) = 0 ⇒ [H − El ]Re(χl) = 0 (A29)

and from the difference

[H − El ](χl − χ∗
l ) = 0 ⇒ [H − El ]Im(χl) = 0. (A30)

Therefore, if a complex function χl is a solution of Equation (A26) then χ∗
l is a solution too and

one can choose instead of χl two real solutions Re(χl) and Im(χl).
(4) The Wigner–Eisenbud functions are orthogonal:

For two Wigner–Eisenbud functions with different energies El �= El′ we write

[H − El′ ]χl′ = 0. (A31)

Setting in Equation (A25) ψ∗
1 = ψ1 = χl′ and ψ∗

2 = ψ2 = χl

0 =
∫

Ω0

dv [χl′(Hχl)− χl(Hχl′)
∗] = (El − El′)︸ ︷︷ ︸

�=0

∫
Ω0

dvχl′χl . (A32)

For degenerate Wigner–Eisenbud functions El = El′ two orthogonal linear combinations can be
constructed with standard methods.

(5) Completeness:
As described in (1) the operator H is hermitic, it is second order in the derivatives and linear.
Then the set of its eigenfunctions χl , the Wigner–Eisenbud functions, is complete. Thus, with (3)
and (4) the χl can be chosen as a complete, real, orthonormal function system.
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Appendix C. Verification of Equation (49)

We verify this equation explicitly:[
(1 − iΩ)

(
1

1 − iΩ

)]
sns′n′

= ∑
s′′n′′

(1 − iΩ)sn,s′′n′′

(
1

1 − iΩ

)
s′′n′′ ,s′n′

= ∑
s′′n′′k′

(δsn,s′′n′′ − iΩsn,s′′n′′)ck′s′′n′′ck′s′n′

(
1

1 − iΩk′

)
s′′s′

= ∑
s′′n′′kk′

(cksncksn′′δs,s′′ − icksncks′′n′′Ωk
ss′′)ck′ ,s′′n′′ck′ ,s′n′

(
1

1 − iΩk′

)
s′′s′

= ∑
s′′n′′kk′

cksn cks′′n′′ck′s′′n′′︸ ︷︷ ︸
δkk′

ck′ ,s′n′(δs,s′′ − iΩk
ss′′)

(
1

1 − iΩk′

)
s′′s′

= ∑
s′′kk′

cksnδkk′ck′s′n′(1 − iΩk)ss′′

(
1

1 − iΩk′

)
s′′s′

= ∑
s′′k

cksncks′n′(1 − iΩk)ss′′

(
1

1 − iΩk

)
s′′s′

= δss′ ∑
k

cksncksn′︸ ︷︷ ︸
δnn′

= δss′δnn′ . (A33)

Here we applied the relations in under-braces

∑
n

cksnck′sn = δkk′ and ∑
k

cksncksn′ = δnn′ . (A34)

To derive the first relation we formulate the completeness of the Φsn and the φk writing

∑
n

Φsn(y, z)Φsn(y′, z′) = δ(x − x′)δ(y − y′) = ∑
k

φk(y, z)φk(y′, z′). (A35)

Projection onto φk′′(y, z) and φk′(y′, z′) yields immediately

∑
n

ck′′snck′sn = δk′′ ,k′ . (A36)

The second relation in Equation (A34) is derived by inserting in the orthogonality relation

∫ D

0
dy
∫ W

0
dzΦsn(y, z)Φsn′(y, z) = δnn′ (A37)

the expansion Φsn(y, z) = ∑k cksnφk(y, z). It is seen that

δnn′ = ∑
kk′

cksnck′sn′

∫ D

0
dy
∫ W

0
dzφk(y, z)φk′(y, z) = ∑

kk′
cksnck′sn′δkk′ = ∑

k
cksncksn′ . (A38)

Appendix D. R-matrix Theory in One Dimension

We define the Wigner–Eisenbud functions in one dimension as the solutions of the hermitic
eigenvalue problem [

− h̄2

2m∗
d2

dx2 + Ve f (x)− E e f
λ

]
χλ(x) = 0 (A39)

with the effective 1d-scattering potential given in Equation (55) and von-Neumann
boundary conditions

χ′
λ(0) = χ′

λ(L) = 0. (A40)
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A comparison with Equation (40) yields identical eigenfunctions χλ and eigenenergies shifted by ET
k ,

E e f
λ = E L

λ + ET
k . (A41)

The χλ constitute a complete orthonormal system in which the scattering states ψe f in Equation (54)
can be expanded in the domain x ∈ [0, L]. One has

ψe f (x) ≡ ψ(x) =
∞

∑
λ=1

aλχλ(x), (A42)

where

aλ =
∫ L

0
ψ(x)χλ(x)dx. (A43)

The left-multiplication of Equation (54) with χλ(x) and left-multiplication of Equation (A39) with ψ(x)
leads after integration to

− h̄2

2m

∫ L

0
dx
[

χλ(x)
d2

dx2 ψ(x)− ψ(x)
d2

dx2 χλ(x)
]
=
(

E − E L
λ − ET

k

) ∫ L

0
dx ψ(x)χl(x)︸ ︷︷ ︸

aλ

.

Partial integration on the left side and application of the von-Neumann boundary conditions
Equation (A40) leads to

− h̄2

2m

[
χλ(L)

dψ

dx
(L)− χλ(0)

dψ

dx
(0)
]
=
(

E − E L
λ − ET

k

)
aλ. (A44)

Following Equation (19) we introduce the outward directed normal derivatives

ψS(0) = − 1
m∗

dψ

dx

∣∣∣
x=0

as well as ψS(L) =
1

m∗
dψ

dx

∣∣∣
L

(A45)

and obtain

− h̄2

2
χλ(0)ψS(0) + χλ(L)ψS(L)

E − E L
λ − ET

k
= aλ. (A46)

Upon multiplication with χλ(x) and summation λ one finds

ψ(x) =
∞

∑
λ=1

aλ(E)χλ(x) = Rk(x, 0)ψS(0) + Rk(x, L)ψS(L), (A47)

with

Rk(x, x′) = − h̄2

2

∞

∑
λ=1

χλ(x)χλ(x′)
E − E L

λ − ET
k

. (A48)

From evaluation of this equation for x1 = 0 and x2 = L one finds in correspondence to Equation (26)

ψ(xs) = ∑
s′

Rk
ss′ψ

S(xs) ⇒ �ψ = Rk�ψS, (A49)

where we define the 2 × 2 R-matrix

Rk
ss′ = − h̄2

2m∗
∞

∑
λ=1

χλ(xs)χλ(xs′)

E − E L
λ − ET

k
(A50)
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and the two-component vectors

(�ψ)s = ψ(xs) and (�ψS)s = ψS(xs). (A51)

A comparison of Equation (A50) with Equation (48) yields

Ωk
ss′ = (ke f

s )1/2(ke f
s′ )

1/2Rk
ss′ . (A52)

We now proceed as in Equation (10) and decompose the general solution of the wave function in
the contacts in an in-going part and an out-going part, ψ(x) = ψin(x) + ψout(x), where

ψin(x) =

⎧⎪⎪⎨
⎪⎪⎩

ψin
1 eike f

1 x for x < 0

ψin
2 e−ike f

2 (x−L) for x > L

(A53)

and

ψout(x) =

⎧⎪⎪⎨
⎪⎪⎩

ψout
1 e−ike f

1 x for x < 0

ψout
2 eike f

2 (x−L) for x > L.

(A54)

As in Equation (11), the S-matrix is the linear mapping of the in-going part onto the out-going part

�ψout = Sk�ψin (A55)

with the two-component vector

(�ψin)s = ψin
s and (�ψout)s = ψout

s . (A56)

The source-incident scattering states are associated with ψin
1 = 1 and ψin

2 = 0, ψout
1 = Sk

11 = rk
1

and ψout
2 = Sk

21 = tk
1. The drain-incident scattering states are associated with ψin

1 = 0 and ψin
2 = 1,

ψout
1 = Sk

12 = tk
2 and ψout

2 = Sk
22 = rk

2. One finds the relation between S-matrix and the transmission-
and reflection coefficients (

Sk
11 Sk

12
Sk

21 Sk
22

)
=

(
rk

1 tk
2

tk
1 rk

2

)
. (A57)

Using Equations (A53) and (A54) it results for x ≤ 0

dψin(x)
dx

= ike f
1 ψin(x) and

dψout(x)
dx

= −ike f
1 ψout(x), (A58)

and for x ≥ L

dψin(x)
dx

= −ike f
2 ψein(x) and

dψout(x)
dx

= ike f
2 ψout(x). (A59)

It follows that
�ψS = ike f �ψout − ike f �ψin, (A60)

with the diagonal wave number matrix (ke f )ss′ = δss′k
e f
s . From Equation (A49), �ψ = �ψin + �ψout, and

Equation (A60) it follows that (
iRkke f − 1

)
�ψout =

(
iRkke f + 1

)
�ψin. (A61)
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A comparison with Equation (A55) leads to

Sk = −1 + iRkke f

1 − iRkke f . (A62)

For the current matrix we find with Equation (A52)

S̃k = (ke f )1/2Sk(ke f )−1/2 =
1 + i(ke f )1/2Rk(ke f )1/2

1 − i(ke f )1/2Rk(ke f )1/2
− 1 + iΩk

1 − iΩk =
−2 + 1 − iΩk

1 − iΩk = 1 − 2
1 − iΩk .

(A63)
It is now decisive that with the definition of the Rk in Equation (A50) it results that

(Ωk)ss′ = (ke f
s )1/2Rk

ss′(k
e f
s′ )

1/2 = − h̄2

2m∗ (k
e f
s )1/2(ke f

s′ )
1/2

∞

∑
λ=1

χλ(xs)χλ(xs′)

E − E L
λ − ET

k
(A64)

identical with Equation (48). From Equation (A57) one has

S̃k
21 =

√
ke f

1 ke f
2 tk

1 = −
(

2
1 − iΩk

)
21

. (A65)

In Section 6, we identified ψe f with the source-incident scattering state characterized through
the asymptotic in Equations (76) and (77). Therefore we identify tk

1 = te f and Equation (A70) becomes
Equation (53).

In Equation (65) we define for the planar system in Section 7

Ω̄
ky
s′s(Exy) = − h̄2

2m∗ (k̄
e f
s′ )

1/2(k̄e f
s )1/2 ∑

λ

χλ(xs)χλ(xs′)

Exy − E L
λ − ETy

ky

≡ Ω̄
ky
s′s(Exy) (A66)

with the conserved energy in the xy-plane

Exy = E − h̄2

2m∗

(
kzπ

W

)2
(A67)

and ksn(E) = k̄e f
s (Exy). Comparing Equation (A66) with Equation (A64) one can adopt the result

Equation (A70) for the planar system if one identifies k ↔ ky E ↔ Exy, ke f
s (E) ↔ k̄e f

s (Exy),

and ET
k ↔ ETy

ky
. This way an effective one-dimensional scattering problem associated with

the 1d-Schrödinger equation [
− h̄2

2m∗
d2

dx2 + Ve f (x)− Exy

]
ψe f (x) = 0 (A68)

results with the effective scattering potential in the limit W → 0 given by

Ve f (x) =

⎧⎪⎨
⎪⎩

0 for x < 0
ETy

ky
+ VL(x) for 0 ≤ x ≤ L

−eUD for x > L.

(A69)

The transmission coefficients t̄
ky
1 of the source-incident scattering functions of Equation (A68) yield

t̄
ky
1 = S̃

ky
21 =

√
ke f

1 ke f
2 t̄

ky
1 = −

(
2

1 − iΩ̄ky

)
21

. (A70)
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Appendix E. Numerical Evaluation of the Transmission Coefficients in One Dimension

In the finite difference method, the one-dimensional Schrödinger equation[
− h̄2

2m
d2

dx2 + V(x)− E

]
ψ(x, E) = 0 (A71)

becomes

ψn+1 + ψn−1 − 2ψn +
2mΔ2

h̄2 (E − Vn)ψn = 0. (A72)

Here we discretize the real axis in the form x → xn = nΔ with Δ → 0. Requiring L = NΔ one has
N + 1 grid points in the scattering area 0 ≤ x ≤ L. Furthermore, we introduce V(x) → V(xn) ≡ Vn,
ψ(x, E) → ψ(xn, E) ≡ ψn, and d2/(dx2) → (ψn+1 + ψn−1 − 2ψn)/Δ2. In view of Equation (81) we
assume the asymptotics Vn<0 = 0 (source) and Vn>N = −eUD (drain). The source-incident scattering
states then follow the asymptotic

ψn =

⎧⎪⎨
⎪⎩

r exp (−ik1nΔ) + exp (ik1nΔ) for n < 0

t exp (ik2(n − N)Δ) for n > N
(A73)

with ks =
√

2m(E − Vs)/h̄2 with V1 = 0 and V2 = −eUD. To construct the source-incident scattering
states we transform Equation (A72) for φn = ψn/t into a downward recursion

φn−1 = −φn+1 +

[
2 +

2mΔ2

h̄2 (Vn − E)
]

φn. (A74)

For φn one has

φn =

⎧⎪⎨
⎪⎩

r
t exp (−ik1Ln/N) + 1

t exp (ik1Ln/N) for n < 0

exp (ik2L(n − N)/N) for n > N.
(A75)

with the known asymptotic on the drain side

φn>N = exp (ik2L(n − N)/N). (A76)

The the downward recursion Equation (A74) is started with, for example,

φN+2 = exp (2ik2L/N) and φN+3 = exp (3ik2L/N) (A77)

to construct φn in the entire range. Especially one obtains

φ−2 =
1
t

exp (−2ik1L/N) +
r
t

exp (2ik1L/N) (A78)

and
φ−3 =

1
t

exp (−3ik1L/N) +
r
t

exp (3ik1L/N). (A79)

The Equations (A78) and (A79) represent two linear equations for the two unknown t and r. One finds

t =
exp (−3ik1L/N)− exp (−ik1L/N)

φ−3 − exp (ik1L/N)φ−2
. (A80)
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Appendix F. Derivation of the Supply Function

Starting from Equation (51) it follows that

ID =
2e
h ∑

nn′kk′

∫ ∞

−∞
dE [ f (E − μ)− f (E − μ + eUD)] cksncks′n′ ck′snck′s′n′

×
(

2
1 − iΩk

)
ss′

(
2

1 − iΩk′

)∗

ss′
Θ
[

E − E⊥
sn

]
Θ
[

E − E⊥
s′n′ + eUD

]
=

2e
h ∑

nynzn′yn′zkykzk′yk′z

∫ ∞

−∞
dE [ f (E − μ)− f (E − μ + eUD)] c̄kysny δnzkz c̄kys′n′y δnzk′z c̄k′ysny δn′zkz c̄k′ys′n′y δn′zk′z

×
(

2
1 − iΩkykz

)
ss′

(
2

1 − iΩk′yk′z

)∗

ss′
Θ
[

E − E⊥
snynz

]
Θ
[

E − E⊥
s′n′yn′z

+ eUD

]
=

2e
h ∑

nynzn′ykyk′y

∫ ∞

−∞
dE [ f (E − μ)− f (E − μ + eUD)] c̄kysny c̄kys′n′y c̄k′ysny c̄k′ys′n′y

×
(

2
1 − iΩkynz

)
ss′

(
2

1 − iΩk′ynz

)∗

ss′
Θ
[

E − E⊥
snynz

]
Θ
[

E − E⊥
s′n′ynz

+ eUD

]
(A81)

=
2e
h ∑

nznyn′ykyk′y

∫ ∞

−∞
dExy

[
f

(
Exy +

h̄2

2m∗

( nzπ

W

)2
− μ

)
− f

(
Exy +

h̄2

2m∗

( nzπ

W

)2
− μ + eUD

)]
c̄kysny c̄kys′n′y c̄k′ysny c̄k′ys′n′y

×
[

2
1 − iΩ̄ky (Exy)

]
ss′

[
2

1 − iΩ̄k′y (Exy)

]∗
ss′

Θ
[

Exy − E⊥y
sny

]
Θ
[

Exy − E⊥y
s′n′y

+ eUD

]
(A82)

=
2e
h ∑

kyk′y

∫ ∞

−∞
dExyC̄kyk′y (Exy) [S(Exy − μ)− S(Exy − μ + eUD)]

[
2

1 − iΩ̄ky (Exy)

]
ss′

[
2

1 − iΩ̄k′y (Exy)

]∗
ss′

(A83)

with
Ckyk′y(Exy) = ∑

nyn′
y

c̄kysny c̄kys′n′
y
c̄k′ysny

c̄k′ys′n′
y
Θ
[

Exy − E⊥y
sny

]
Θ
[

Exy − E⊥y
s′n′

y
+ eUD

]
(A84)

and

S(α) = ∑
nz

f

[
α +

h̄2

2m∗

(nzπ

W

)2
]

. (A85)

Going over from Equation (A81) to Equation (A82) we made use of Equation (65) with kz = nz.
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37. Wulf, U.; Kučera, J.; Racec, P.N.; Sigmund, E. Transport through quantum systems in the R-matrix formalism.

Phys. Rev. B 1998, 58, 16209. [CrossRef]

148



Micromachines 2020, 11, 359
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Abstract: As complementary metal-oxide-semiconductor (CMOS) transistors approach the nanometer
scale, it has become mandatory to incorporate suitable quantum formalism into electron transport
simulators. In this work, we present the quantum enhancement of a 2D Multi-Subband Ensemble
Monte Carlo (MS-EMC) simulator, which includes a novel module for the direct Source-to-Drain
tunneling (S/D tunneling), and its verification in the simulation of Double-Gate Silicon-On-Insulator
(DGSOI) transistors and FinFETs. Compared to ballistic Non-Equilibrium Green’s Function (NEGF)
simulations, our results show accurate ID vs. VGS and subthreshold characteristics for both devices.
Besides, we investigate the impact of the effective masses extracted Density Functional Theory (DFT)
simulations, showing that they are the key of not only the general thermionic emission behavior of
simulated devices, but also the electron probability of experiencing tunneling phenomena.

Keywords: direct source-to-drain tunneling; transport effective mass; confinement effective mass;
multi-subband ensemble Monte Carlo; non-equilibrium Green’s function; DGSOI; FinFET

1. Introduction

Conventional and novel transistor architectures have been scaled down in the last decades to
achieve better performance and larger integration with both lower power consumption and cost.
However, conventional bulk complementary metal-oxide-semiconductor (CMOS) technologies present
different problems with scaling, such as short-channel effects, reduction of the mobility, leakage current,
degradation of the ON and OFF currents (ION/IOFF), or variability issues. Novel CMOS transistor
architectures, such as Full-Depleted Silicon-On-Insulator (FDSOI) and FinFET, were introduced to
mitigate the unwanted effects. Furthermore, in the area of nanotransistor transport simulations,
one needs to assess the importance of new phenomena that were not relevant in previous technological
nodes [1] in order to explain the electrical behavior of aggressively scaled nanodevices. The simulation
of these new phenomena is therefore mandatory to investigate and design the next technology
generations and to extend the end of the scaling Roadmap.

At present, different approaches incorporating quantum confinement and tunneling into
semi-classical models have become popular due to their modular implementation and reduced
computational cost in comparison to purely quantum transport simulation techniques. In particular,
the direct Source-to-Drain tunneling (S/D tunneling) starts to play an important role degrading the
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subthreshold behavior when the channel length is reduced to below 10 nm [2,3], being traditionally
considered as a scaling limit in ballistic Non-Equilibrium Green’s Function (NEGF) calculations [4],
distorting the MOSFET operation at transistor channel lengths around 3nm [2]. This tunneling
mechanism allows electrons to tunnel from the source to the drain through the narrow potential barrier
existing between both regions, which is controlled by the gate. As a result, the current is increased,
eroding the gate control and the subthreshold slope and increasing the leakage. In the simulation of
the direct tunneling phenomena, the employed band structure model must accurately represent the
experimental energy gaps and effective masses for the most relevant subbands.

The aim of this work is twofold. First, we will discuss the quantum upgrade of our semi-classical
2D Multi-Subband Ensemble Monte Carlo (MS-EMC) simulation tool [5] through the inclusion of a
novel S/D tunneling model. Second, we will perform a comprehensive study of how the effective mass
variation in confined channels impacts the transport properties and the S/D tunneling. In particular,
we have calibrated our tunneling model against the 2D NEGF solver included in the new simulation
environment Nano-Electronic Simulation Software (NESS) [6] bearing in mind that the S/D tunneling
is naturally included in the quantum NEGF approach. To understand the impact of electron effective
mass variation, the bulk effective masses (mbulk) and calibrated effective masses (me f f ) from Density
Functional Theory (DFT) are used in the MS-EMC model, which is the preferred technique to calculate
the electronic band structure of confined nanostructures.

The paper is organized as follows. Section 2 provides a general overview of the simulation
framework, including the outline of the simulated devices (Section 2.1), a brief description of
NEGF-NESS (Section 2.2) and MS-EMC tools (Section 2.3). It also reports the S/D tunneling model
incorporated in the MS-EMC tool (Section 2.4), together with the effective mass calculation and the
corresponding extracted values (Section 2.5). The main findings are presented in Section 3 considering
ballistic transport for MS-EMC vs. NEGF comparison (Section 3.1) as well as diffusive simulations
for the study of the effective mass variation impact (Section 3.2). Finally, conclusions are drawn in
Section 4.

2. Simulation Framework and Device Structures

2.1. Description of the Simulated Devices

In this work, we have compared two double-gate device architectures, with the main difference
related to the confinement direction: a planar Double-Gate Silicon-On-Insulator (DGSOI) transistor
and a vertical FinFET. Their description including orientation and design parameters can be found
in Figure 1. The corresponding bulk effective masses are summarized in Table 1. The confinement
direction for these devices on standard wafers [100] changes from (100) for DGSOI to (01̄1) for FinFET,
whereas the transport direction <011> is the same for both. The difference in the confinement direction
modifies the electron distribution in the subbands and, consequently, the electrostatic potential profile.
In addition, the carrier transport effective mass is also modified [7] as it is shown in Section 2.5.

Figure 1. Double-Gate Silicon-On-Insulator (DGSOI) and FinFET structures analyzed in this paper
with LG ranging from 5 to 15 nm and TSi = 3–5 nm. The 1D Schrödinger equation is solved in the
confinement direction for each grid point and the Boltzmann Transport Equation (BTE) is solved by the
MC method in the transport plane.
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Table 1. Silicon bulk effective masses (mbulk) for the different crystallographic directions considered
in the DGSOI and FinFET devices. Herein, mx and mz are the transport and confinement masses,
respectively; my is the effective mass in the periodic transverse direction; m0 is the free electron mass;
and the subindex of Δ represents the degeneracy factor associated with the conduction band valley.

Device Valley
mbulk

mx my mz

DGSOI Δ2 mt = 0.193 m0 mt = 0.193 m0 ml = 0.912 m0
(100)<011> Δ4

2ml mt
ml+mt

= 0.319 m0
ml+mt

2 = 0.553 m0 mt = 0.193 m0

FinFET Δ2 mt = 0.193 m0 ml = 0.912 m0 mt = 0.193 m0
(01̄1)<011> Δ4

ml+mt
2 = 0.553 m0 mt = 0.193 m0

2ml mt
ml+mt

= 0.319 m0

At this stage, it is important to highlight that, although the FinFET is a 3D structure and our
simulation approach is 2D, it has been shown that FinFETs with fin heights much higher than the
corresponding thicknesses show similar behavior in all transport regimes when using 2D and 3D
simulations [8].

The devices under consideration have been parametrized for gate lengths ranging from 5 to 15 nm.
A channel thickness TSi = 3 nm has been chosen for the MS-EMC vs. NEGF comparison. As for the
effective mass variation impact, these devices have been simulated for two different channel thickness
TSi = 5 nm and TSi = 3 nm in order to capture the effect of the channel thickness reduction. The rest of
the technological parameters remains constant: a SiO2 gate oxide with EOT = 1 nm and a metal gate
work function of 4.385 eV.

2.2. Description of the 2D NEGF Module Inside NESS

The effective-mass real-space Hamiltonian can be expressed as,

E′ ψ(x, z, y) =

[
− h̄2

2mx

∂2

∂x2 − h̄2

2mz

∂2

∂z2 +
h̄2k2

y

2my
+ V(x, y, z)

]
ψ(x, z, y), (1)

assuming y-direction as the periodic transverse direction. The total energy E′ can also be written

as E′ = Ex +
h̄2k2

y
2my

, where Ex is the electron energy in the transport direction. The Hamiltonian in
Equation (1) is then transformed to the mode-space representation in order to reduce the computational
cost of quantum transport simulations [9]. This was carried out by means of a recursive NEGF
approach [10] as implemented in NESS [6] to extract the most relevant physical quantities such as
the carrier charge and current. Further, we briefly summarize the main expressions of the NEGF
formalism.

For 2D devices and by exploiting the effective-mass approximation, all the transverse modes
ky can be treated as independent devices in parallel. Then, within the ballistic regime and under
steady-state conditions, the retarded and lesser Green’s function for the active device region are
written, in matrix notation, as:

GR(Ex) =
[

ExI − H̃M − ΣR
S (Ex)− ΣR

D(Ex)
]−1

, (2)

G<(Ex) = GR(Ex)
[
Σ<

S (Ex) + Σ<
D(Ex)

]
GR†(Ex), (3)

where HM and ΣR/<
C are the Hamiltonian and the retarded/lesser contact self-energies (C = S/D) in

the mode-space representation, respectively. The retarded Green’s function at the contacts GR = gR
C is
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calculated by means of the Sancho-Lopez-Rubio recursive method [11], allowing straightforwardly the
evaluation of ΣR

C as
ΣR

C(Ex) = tM · gR
C(Ex) · t†

M (4)

where the mode-space hopping parameters tM are computed as in Ref. [9]. The lesser contact
self-energy Σ<

C can be then computed from:

Σ<
C (Ex) = −FS/D(Ex)(gR

C(Ex)− gR†
C (Ex)). (5)

with

FS/D(Ex) =
Ly

2π

∫
dky fS/D

(
Ex +

h̄2k2
y

2my

)
, (6)

where fS/D is the Fermi-Dirac distribution and Ly is the periodic length in y-direction. Finally, the 3D
carrier concentration and current are calculated in the mode-space representation as follows:

n(xi, y, zj) = − i
ΔxiΔzjLy

∑
nm

∫ dEx

2π
φn(zj)G<

nm(xi, xi; Ex)φ
∗
m(zj), (7)

I(xi) = − 2e
h̄Ly

∫ dEx

2π
Tr
[
tM(i)G<(xi+1, xi; Ex)− G<(xi, xi+1; Ex)t†

M(i)
]

. (8)

where φn(z) is the confinement wave-function for the subband n, whereas, matrices tM(i) couple two
successive layers. Finally, Equations (1) to (3), (5) and (7) are solved self-consistently with Poisson’s
equation.

2.3. General Overview of the 2D MS-EMC Tool

The 2D MS-EMC simulation framework [5] used in this work is based on a decoupled mode-space
quantum transport [12] and a semi-classical approach. The simulator solves the Schrödinger equation
in the discretization slices along the confinement direction and the Boltzmann Transport Equation
(BTE) in the transport plane (Figure 1). Both equations are coupled through the 2D Poisson equation in
the whole 2D simulation domain to keep the self-consistency of the solution. This tool has been widely
used in different scenarios including the study of different tunneling mechanisms in similar devices [13].
Due to the modular design of our MS-EMC tool, the inclusion of these tunneling phenomena can be
successfully included via additional modules that treat them as separate transport mechanisms without
increasing the computational time in comparison to purely quantum simulators. These modules can
be switched on or off depending on the simulation scenario, offering the possibility of studying each
tunneling mechanism independently.

2.4. Description of the S/D Tunneling Model Inside the 2D MC-EMC Tool

S/D tunneling has been included as a separated transport mechanism in the 2D MS-EMC tool
described in Section 2.3. It has been implemented as a stochastic mechanism evaluated for each
superparticle at the end of the Monte Carlo cycle [14]. When this tunneling mechanism is considered,
an electron near the S/D potential barrier will be either reflected or transmitted through it.

The first step is to calculate the tunneling probability by the Wentzel-Kramers-Brillouin (WKB)
approximation [15]. It mainly depends on the energy and position of the carrier in the device; the
transport effective mass (namely mx in Tables 1 and 2); and the energy profile of the i-th subband
determining the shape of the tunneling barrier (Ei(x)), which is calculated as a solution of the 1D
Schrödinger equation. The probability of tunneling through the barrier is equivalent to the transmission
coefficient, and determines the fraction of electrons experiencing S/D tunneling at a given energy
below the potential barrier. The tunneling probability of the electron for a given energy (TWKB(Ex)) is:
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TWKB(Ex) = exp
{
−2

h̄

∫ b

a

√
2mx(Ei(x)− Ex) dx

}
, (9)

where a and b are the limits of the tunneling path, and Ex is the total energy in the transport plane
considering only the projection of the kinetic energy in the direction that faces the potential barrier.

It has been reported for the short-gate length devices that this model overesitimated the
number of superparticles experiencing S/D tunneling compared to NEGF approach [16]. This model
was compared to NEGF simulations showing an overestimation of the number of superparticles
experiencing S/D tunneling, especially for short-gate length devices. In order to reduce this
discrepancy, the tunneling model in Equation (9) has been reformulated following a non-local WKB
probability approach as stated in Appendix B of Ref. [17]. In the context of a 2D simulation domain,
the new S/D tunneling probability for a given energy (TDT(Ex)) is now defined as:

TDT(Ex) =
Δy

2
√

π

[
h̄
∫ b

a

dx√
2mx(Ei(x)− Ex)

]−1/2

· TWKB(Ex), (10)

where Δy is the mesh spacing in the direction normal to transport. As this direction is not taken into
account in our 2D MS-EMC tool, the value of Δy has been calibrated to fulfill the following conditions:
(i) the force TDT(Ex) to be in the range [0–1]; (ii) to be small enough to be consistent with the periodic
boundary condition in the y direction; and (iii) to have similar degradation in the subthreshold region
compared to NEGF calculations for the device with LG = 7.5 nm (shown in Section 3.1). In order to
assess the S/D tunneling impact as a function of the gate length, Δy has been calculated according
to the mesh spacing in the transport direction (Δx). A fixed number of mesh points is taken in our
calculation in the transport direction regardless of the gate length of the considered device, so that Δx

varies as LG does so. In this particular study, we have chosen Δy = 0.05Δx, which corresponds to Δy

= 0.01 nm for the device with LG = 7.5 nm.
The second step is to determine whether the particle tunnels or not by using a rejection criterion.

To do so, a uniformly distributed random number rDT is generated between 0 and 1 and compared to
TDT(Ex). If rDT ≤ TDT(Ex), the superparticle will cross the barrier; otherwise, it will turn back suffering
a back-scattering. Finally, if the superparticle undergoes S/D tunneling, its motion inside the potential
barrier is described using Newton’s mechanics considering an inverted potential profile and ballistic
transport [18].

2.5. Description of the Effective Mass Calculation

To adopt more reasonable conduction band structures in nanoscaled structures, we accurately
calculate me f f by using DFT implemented in QuantumATK tool of Synopsys [19]. Table 2 summarizes
the values of the masses for both devices (DGSOI and FinFET) studied here. It is also important to
highlight at this point that the lowest energy subband changes from Δ2 in the planar transistor to Δ4 in
the vertical one.

Figure 2 shows the difference of the longitudinal (ml) and transverse (mt) effective masses
calculated as a function of the silicon thickness (TSi) for the two different confinement orientations. It is
clearly shown that the effective masses tend to mbulk for larger TSi. Although these masses (ml and mt)
are included in the 2D MS-EMC tool as input parameters, it is important to analyze the modification of
mx (transport mass), mz (confinement mass) and my (mass in the direction normal to transport). Their
expressions are shown in Table 1, and their particular values are grouped in Table 2 for the two TSi
values herein considered. In order to study the impact of TSi reduction, the deviations (in %) of ml , mt

and their combinations included in Table 1 have been calculated (Figure 3) as 100 · |mbulk − me f f |/me f f .
It is interesting to mention that the deviation in mt is more noticeable than that of (mt + ml)/2, which
corresponds to mx in the S/D tunneling model for the fundamental subband of the planar and vertical
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devices, respectively. In particular, they drop from ∼35% (DGSOI devices) to ∼15% (FinFETs) for TSi =
3 nm and from ∼17.5% (DGSOI devices) to ∼2.5% (FinFETs) for TSi = 5 nm.

Figure 2. (a) Longitudinal (ml) and (b) transverse (mt) effective masses calculated using Density
Functional Theory (DFT) as well as the bulk effective masses as a function of the silicon thickness (TSi)
for DGSOI ((100) Confinement Orientation) and FinFET ((01̄1) Confinement Orientation) devices.

Table 2. Effective masses (me f f ) considering the DGSOI and FinFET devices herein studied with silicon
thickness TSi = 3–5 nm using DFT simulations included in QuantumATK of Synopsys [19]. Notice
that mx and mz are the transport and confinement masses, respectively, my is the mass in the direction
normal to transport, m0 is the free electron mass, and the subindex of Δ represents the degeneracy
factor associated with the conduction band valley.

Device Valley
TSi = 3 nm TSi = 5 nm

mx my mz mx my mz

DGSOI Δ2 0.144 m0 0.144 m0 1.002 m0 0.166 m0 0.166 m0 0.93 m0
(100)<011> Δ4 0.252 m0 0.573 m0 0.144 m0 0.282 m0 0.548 m0 0.166 m0

FinFET Δ2 0.15 m0 1.134 m0 0.15 m0 0.171 m0 0.956 m0 0.171 m0
(01̄1)<011> Δ4 0.642 m0 0.15 m0 0.265 m0 0.563 m0 0.171 m0 0.29 m0

Figure 3. Deviation (%) of the longitudinal (ml) and transverse (mt) effective masses and their
combinations needed in Table 2 as a function of the silicon thickness (TSi) for DGSOI ((100) confinement
orientation) as well as FinFET ((01̄1) confinement orientation) devices.

3. Simulation Results and Discussions

3.1. Comparison of MS-EMC with S/D Tunneling Models vs. NEGF

The ID vs. VGS characteristics obtained from ballistic simulations of the DGSOI and FinFET
devices at VDS = 500 mV with gate length ranging from 5 nm to 15 nm are shown in Figure 4. Four
types of simulations are displayed: (1) the NEGF approach in the NESS tool, (2) the MS-EMC tool
without any type of tunneling, and the MS-EMC tool with the S/D tunneling module using (3)
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TWKB(Ex) and (4) TDT(Ex). In order to attain a good ION/IOFF behavior, the work function for the
devices with Lg = 5 nm was chosen to be 5 eV rather than 4.385 eV, as for the rest of cases. In general,
the ID vs. VGS characteristics were shifted to have the same threshold current (ITH), showing similar
ION in all the cases. The particular values of ITH as a function of the gate length are included in
Figure 4 too.

Figure 4. ID vs. VGS in the DGSOI and FinFET devices at VDS = 500 mV with LG 5 nm (a,e), 7.5 nm (b,f),
10 nm (c,g), and 15 nm (d,h), considering the four types of simulations are: (1) Non-Equilibrium Green’s
Function (NEGF) approach in the Nano-Electronic Simulation Software (NESS) tool, (2) Multi-Subband
Ensemble Monte Carlo (MS-EMC) tool without any type of tunneling, and MS-EMC tool with the
Source-to-Drain tunneling (S/D tunneling) module using (3) TWKB(Ex) and (4) TDT(Ex).

Regarding the OFF region, where S/D tunneling was more noticeable, we can reach the following
conclusions when the MS-EMC results are compared against NEGF. First, the simulation without any
tunneling reduced IOFF substantially due to the absence of particles below the barrier. Second, there
was an overestimation of IOFF when the tunneling probability was calculated by TWKB(Ex), specially
for LG ≤ 10 nm. Third, when the tunneling probability was chosen as TDT(Ex), the current was
comparable to NEGF, showing a reduction of IOFF. In particular for LG = 7.5 nm, it was really similar
to NEGF because, as anticipated earlier, the parameter Δy included in Equation (10) was calibrated
against the NEGF results. Fourth, the S/D tunneling was important in ultra-scaled devices with
LG ≤ 10 nm due to the dimensions of the potential barrier. Consequently, for LG = 15 nm, there was
almost no difference in the OFF current among the different MS-EMC cases. Moreover, the inherent
statistical nature of the MC method also manifested in Figure 4a by the fluctuations in the subthreshold
regime for the simulation without any tunneling module.

Figure 5 shows the average number of electrons affected by S/D tunneling for the simulations
considered in Figure 4. In general, the drain current in Monte Carlo simulators was calculated by the
spatial average of the electron current along the channel. Therefore, the number of electrons located
inside the potential barrier due to the S/D tunneling model contributed to the increase of the total
current. On the other hand, as depicted in Figure 5, the TDT(Ex) probability reduced the number of
electrons crossing the potential barrier compared to the TWKB(Ex) case and thus there was a reduction
of IOFF. It is also worth to mention that the number of electrons affected by S/D tunneling approached
the same value at high VGS regime for both approaches (TWKB(Ex) and TDT(Ex)) and for both devices
regardless of the gate length.
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Figure 5. Average number of electrons (in arbitrary units) affected by S/D tunneling as a function of
the VGS in the (a) DGSOI and (b) FinFET devices at VDS = 500 mV with LG = 5, 7.5, 10, and 15 nm,
for the MS-EMC tool with the S/D tunneling module using TWKB(Ex) and TDT(Ex).

The subthreshold swing (SS) is one of the main parameters used to determine the behavior of
electronic devices in the OFF region. In practice, the best MOSFET implementations cannot reduce SS
< 60 mV/dec. For the SS calculation, we have considered the ID decade between 10−3 mA/μm and
10−2 mA/μm (or between 10−2 mA/μm and 10−1 mA/μm) in order to avoid the stochastic noise of
the Monte Carlo simulations at very low VGS.

Figure 6 shows the SS difference (ΔSS) between MS-EMC and NEGF simulations. In general, and
for all values of VDS, we have reached the following three conclusions. First, ΔSS was negative for
the MC simulation without any tunneling due to its lower IOFF compared to NEGF case. Second, ΔSS
tended to zero for the FinFET device with LG ≥ 7.5 nm, showing the excellent agreement between
both approaches for that device. Third, for LG = 15 nm, ΔSS was again negative due to the lower IOFF
of the different MS-EMC simulations.

Figure 6. ΔSS as a function of the gate length in the DGSOI and FinFET devices at VDS = 100 mV (a,d),
VDS = 500 mV (b,e), and VDS = 1 V (c,f), calculated as the difference between the 2D NEGF-NESS and
the 2D MS-EMC tools considering the three combinations: a simulation without any tunneling module
and both S/D tunneling modules with TWKB(Ex) and TDT(Ex) probabilities.
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3.2. Impact of the Effective Mass Choice

In general, the utilization of me f f instead of mbulk results in a shift of the ID vs. VGS
characteristics ([20]). Accordingly, we have focused on the study of this impact on the threshold
voltage shift (ΔVTH) calculated as the difference of VTH using me f f and mbulk (Figure 7). VTH has been
calculated in this work using the constant drain current method [21]. In this section, non-equilibrium
simulations (including acoustic phonon, optical, phonon, surface roughness, and Coulomb scattering
mechanisms) have been considered using the 2D MS-EMC tool with the three possible combinations:
(1) without any tunneling module, (2) with S/D tunneling using TWKB(Ex), and (3) with S/D tunneling
using TDT(Ex).

Figure 7. ΔVTH as a function of the gate length in the DGSOI and FinFET devices with silicon thickness
TSi = 3–5 nm at VDS = 100 mV (a,d), VDS = 500 mV (b,e), and VDS = 1 V (c,f), considering the three 2D
MS-EMC combinations: without any tunneling module and with both S/D tunneling modules using
TWKB(Ex) and TDT(Ex) probabilities.

Four observations can be made based on the ΔVTH curves displayed in Figure 7. First, ΔVTH was
positive for the ultra-scaled devices (LG = 5 and 7.5 nm) because the use of me f f increases the current,
whereas the opposite trend (ΔVTH < 0) was observed for devices with LG ≥ 10 nm. Second, ΔVTH
was reduced for thicker devices (TSi = 5 nm) because me f f tends to mbulk when TSi increases. Third, a
similar behavior is shown in Figure 7 for the simulations without any tunneling and with TDT(Ex).
However, when the tunneling probability was calculated using TWKB(Ex) the difference between using
me f f instead of mbulk is greater due to the overestimation of the superparticles experiencing S/D
tunneling. This effect became more relevant when the device size is reduced. In fact, this influence was
significant for LG = 5 nm at all VDS and it was extended to longer devices as VDS increased. Fourth,
the impact of the effective mass choice was smaller in the FinFET compared to the DGSOI device due
to the lower deviation of its effective transport mass (mx) shown in Figure 3.

4. Conclusions

This work presents the quantum enhancement of a semi-classical 2D MS-EMC simulator and
its application to DGSOI transistors and FinFETs. It has been demonstrated as a useful tool for the
optimization of devices targeting sub-10 nm nodes thanks to its higher computational efficiency.
Two different approaches to consider S/D tunneling in MC are described in this work and their results
with FinFET and DGSOI are compared to those from NEGF formalism. One of these models needs to
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be calibrated against quantum transport simulations. Results obtained from the MS-EMC code show
an excellent agreement with the NEGF simulations in the subthreshold region. The impact of realistic
effective masses, calculated from first principles, on electron transport has also been studied by means
of MS-EMC simulations. Our findings suggest that effective masses variation alters in a significant
way the tunneling probability in the subthreshold regime, in agreement with reported results in the
literature.
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Abstract: Recently, one-transistor dynamic random-access memory (1T-DRAM) cells having
a polysilicon body (poly-Si 1T-DRAM) have attracted attention as candidates to replace
conventional one-transistor one-capacitor dynamic random-access memory (1T-1C DRAM). Poly-Si
1T-DRAM enables the cost-effective implementation of a silicon-on-insulator (SOI) structure and a
three-dimensional (3D) stacked architecture for increasing integration density. However, studies on
the transient characteristics of poly-Si 1T-DRAM are still lacking. In this paper, with TCAD simulation,
we examine the differences between the memory mechanisms in poly-Si and silicon body 1T-DRAM.
A silicon 1T-DRAM cell’s data state is determined by the number of holes stored in a floating body
(FB), while a poly-Si 1T-DRAM cell’s state depends on the number of electrons trapped in its grain
boundary (GB). This means that a poly-Si 1T-DRAM can perform memory operations by using GB as
a storage region in thin body devices with a small FB area.

Keywords: one-transistor dynamic random-access memory (1T-DRAM); polysilicon; grain boundary;
electron trapping

1. Introduction

Conventional one-transistor one-capacitor dynamic random-access memory (1T-1C DRAM) has
reached its scaling limit due to the difficulty of miniaturizing capacitors. Therefore, capacitor-less
one-transistor dynamic random-access memory (1T-DRAM), which does not need complicated capacitor
fabrication, has been studied as a possible replacement for 1T-1C DRAM [1–14]. 1T-DRAM can be
densely integrated because it has a small 4F2 cell size with a silicon-on-insulator (SOI) transistor as its
basic structure. However, its memory performance deteriorates with decreased transistor size. As its
channel length is decreased, its body needs to be thin enough to prevent short channel effects, thus
reducing the floating body (FB) which is the charge storage region. In addition, 1T-DRAM is expensive
because it requires the use of an SOI wafer.

In recent years, poly-Si 1T-DRAM has gained much attention [15–20]. This type of device stores
its charge in its grain boundary (GB) instead of in the FB, and therefore it is advantageous for short
channel devices; its charge can be stored in the GB even with a thin body. In addition, an SOI
structure with a poly-Si channel can be easily obtained by annealing deposited amorphous silicon.
This feature facilitates a three-dimensional (3D) stack architecture that is cost effective and provides
superior scalability.

Micromachines 2020, 11, 228; doi:10.3390/mi11020228 www.mdpi.com/journal/micromachines
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In this paper, we investigate the memory operating mechanisms of silicon 1T-DRAM and poly-Si
1T-DRAM by using device simulation. As a result, we reveal the reasons for the different memory
operating characteristics of two 1T-DRAM by analyzing the changes in the devices’ charge and energy
band diagrams.

2. Simulation Method

Simulations were performed to confirm the differences between 1T-DRAM operations according
to their channel materials using the SENTAURUS TCAD tool. Figure 1a,b shows the cross-sections of
the simulated devices. The structure is a single gate SOI transistor and the channel materials are single
crystal silicon and polycrystalline silicon, respectively, as seen in the figure. The device parameters
for the simulations were as follows: gate length (Lg) = 200 nm, body thickness (Tbody) = 30/40/50 nm
(typically 40 nm), gate oxide thickness (Tox) = 4 nm, buried oxide (Tbox) = 100 nm, source/drain doping
concentration (N+: Arsenic) = 1 × 1020 cm−3, channel doping concentration (P: Boron) = 1 × 1017 cm−3,
electron mobility (me) = 200 cm2/V·s, and hole mobility (mh) = 100 cm2/V·s. Although both silicon
and poly-Si body devices were simulated with the same mobility value, the poly-Si device reduced
the drain current due to the charge trapping phenomenon in a single GB. It represented the mobility
degradation of poly-Si as compared with silicon in the practical device. For the poly-Si channel, it was
assumed that a single vertical grain boundary exists in the middle of the body to simplify simulation.
The trap parameter was based on the work of [21]. In recent research, the energy band change as a
function of the donor and acceptor type trap densities was confirmed; the investigators verified that
donor type traps had little influence on band peak while acceptor type traps had a strong effect on
it [18]. In addition, we studied the effect of the capture cross-section, (the probability of capturing
carriers in the GB) on memory operating characteristics [22]. On the basis of this research, we chose a
typical trap distribution for use in the simulation, as shown in the inset graph of Figure 1c [21–23]. The
red and black lines, respectively, represent the donor type trap density and acceptor type trap density.
The tails of the conduction and valance bands have an exponential distribution, and near the mid-gap,
they have a Gaussian distribution. Figure 1c shows the transfer characteristics of 1T-DRAM with
silicon and with poly-Si channels. For the poly-Si channel, the threshold voltage and the subthreshold
swing values tend to increase as compared with the silicon channel because electrons are trapped in
the GB under an inversion condition. Similarly, in the off state, the current of the poly-Si is smaller
than that of the silicon, because less gate induced drain leakage (GIDL) occurs due to the reduction of
the electric field in GB of poly-Si.

Figure 1. Cross-section of the simulated structure of (a) silicon one-transistor dynamic random-access
memory (1T-DRAM); and (b) poly-Si 1T-DRAM; (c) transfer characteristics of silicon 1T-DRAM and
poly-Si 1T-DRAM devices (inset, density of states used for poly-Si 1T-DRAM).
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Transient simulations were performed to investigate dynamic 1T-DRAM operations. Table 1
shows the operating bias conditions and time conditions for both the silicon and poly-Si devices. The
write “1” operation provides hole charges to the device’s body using band-to-band tunneling, and the
write “0” operation supplies electron charges to the body by applying a forward bias to the drain. In the
read operation, a low drain voltage for non-destructive read and a gate voltage that maximized the
sensing margin were applied. During the hold period, the gate and drain were set to 0 V to maintain
the state of the cell. The write ”1” time and write ”0” time were set to a time sufficient for hole charge
generation and electron charge supply, respectively. The hold time was set as a variable parameter to
investigate retention characteristics of memory devices over time.

Table 1. Bias conditions for one-transistor dynamic random-access memory (1T-DRAM) operation.

Write “1” Write “0” Read Hold

Vg (V) −2 0
0.6 (Silicon 1T-DRAM)
0.7 (Poly-Si 1T-DRAM)

−
0

Vd (V) 2 −1.5 0.1 0
Time (ns) 500 150 10 −

3. Results and Discussion

3.1. Transient Characteristics of Silicon and poly-Si 1T-DRAM

Figure 2a,b shows the transient characteristics of silicon and poly-Si 1T-DRAM cells for states “0”
and “1” and three Tbody values. The x-axis is the hold time, and the y-axis is the read current after
writing “1” or “0”. With the sensing margin defined as the drain current difference (ΔIDS) between
states “1” and “0” at the hold time of 10 ns, Table 2 shows the margin for the three Tbody values for
both devices. In both the silicon and poly-Si 1T-DRAMs, the sensing margin decreases in proportion to
Tbody. However, the acceptable sensing margin is about 3 uA [4], and the sensing margin of silicon
devices are smaller than 3uA regardless of Tbody. For the 50 nm and 30 nm Tbody values, the sensing
margin of poly-Si 1T-DRAM decreases only 30%, while that of silicon decreases by 90%, as shown
Table 2. Another remarkable aspect shown in Figure 2a,b is that the read current increase/decrease
trend is reversed between the two devices regardless of the body thickness. Silicon 1T-DRAM shows a
decrease in state “1” current, while its state “0” current is maintained over time. In contrast, for the
poly-Si 1T-DRAM, the read current of state “1” is maintained over time, and the read current of state
“0” tends to increase. In order to analyze the cause of these opposing trends, the charges in the devices’
FB and GB at a 40 nm Tbody are compared.

Figure 2. Transient characteristics of (a) silicon and (b) poly-Si 1T-DRAM according to Tbody/@T =
300 K.
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Table 2. Sensing margin of silicon and poly-Si 1T-DRAMs for varied Tbody.

Tbody Sensing Margin of Silicon 1T- DRAM (uA/um) Sensing Margin of Poly-Si 1T- DRAM (uA/um)

30 nm 0.15 3.16
40 nm 0.59 3.96
50 nm 1.11 4.54

Figure 3a shows the charge variation in the FB of silicon 1T-DRAM according to the hold time.
The black lines represent the number of holes, and the red lines represent the number of electrons in
each state. The figure shows that the number of electrons in the FB is similar for states “0” and “1”.
However, when the hold time is small, the number of holes in state “1” is larger than it is in state “0”
since the excess holes generated by the write “1” operation are stored in the FB. These holes lower
the threshold voltage by forward biasing the FB. Therefore, the read current of state “1” is larger than
that of state “0”. This difference disappears as the excess holes in state “1” decrease by recombination
over time. In summary, the excess holes in state “1” play an important role in silicon 1T-DRAM state
detection, as previously reported.

Figure 3b shows how the trapped charge varies with hold time in the GB of poly-Si 1T-DRAM.
In contrast to silicon 1T-DRAM, the difference in the trapped hole charge between states “0” and “1”
is small while the difference in the trapped electron charge is large. After a write “0” operation, the
excess electrons are trapped in the GB, reducing the number of free electrons for the read operation.
Therefore, the read current of state “0” is reduced for short hold times, as shown in Figure 2b. These
trapped electrons detrap with time and the read “0” current gradually increases. This can be confirmed
by observing the variation in the energy band diagram over time.

Figure 4 shows the conduction band energy diagrams of poly-Si 1T-DRAM at two hold times.
The black and red lines are the diagrams for the hold times of 10−8 s and 10−1 s, respectively. After a
write “0” operation, trapped electrons in the GB create a peak in the conduction band, as shown in
Figure 4a. This energy peak is a barrier to current flow, therefore, the peak value of the conduction band
is inversely proportional to the read current. Therefore, the poly-Si 1T-DRAM’s read “0” current is
smaller than that of its read “1” current when the hold time is 10−8 s, as Figure 2b illustrates. However,
the peak value decreases over time as trapped electrons in the GB detrap. This is consistent with
the read “0” current increases with longer hold time, in Figure 2b. Unlike state “1”, a blue arrow in
Figure 4a shows that there is large conduction band difference in state “0” for hold times of 10−8 s and
10−1 s.

The result is that the read “1” current is constant up to 10−1 s as shown in Figure 2b. This indicates
that poly-Si 1T-DRAM data states can be distinguished by the number of trapped electrons in state “0”.

Figure 3. Charge variation according to the hold time (a) in the floating body (FB) of silicon 1T-DRAM
and (b) in the grain boundary (GB) of poly-Si 1T-DRAM/@T = 300 K.
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Figure 4. Conduction band energy diagram of poly-Si 1T-DRAM at two hold times (black lines, 10−8 s
and red lines, 10−1 s). (a) During the read “0” period and (b) during the read “1” period.

We confirmed from our study results that the principle of data storage differs with the body
material of 1T-DRAM. Silicon 1T-DRAM uses an FB as its hole storage region in the “1” state, and
poly-Si 1T-DRAM uses a GB as an electron storage region in the “0” state. These results indicate why
the sensing margin of silicon 1T-DRAM is dramatically reduced with decreasing Tbody, while the
margin in poly-Si 1T-DRAM is little affected by Tbody, as shown in Figure 2a,b. The reduction of FB
space for holes in silicon 1T-DRAM means it cannot be scaled to short channel devices with its limited
sensing margin for a thin Tbody. However, since poly-Si 1T-DRAM uses its GB for memory operation
instead of an FB, it is suitable for short channel devices even in a thin body.

3.2. The Effect of Grain Size on Sensing Margin Characteristics

A poly-Si 1T-DRAM’s GB is important to its characteristics. However, a random number of GBs
are distributed in a channel since the grain size of poly-Si cannot be easily controlled. Therefore,
a study of the memory characteristics’ dependence on the number of GBs in the channel and the grain
size of poly-Si is necessary. In order to analyze this effect, structures having one to four GBs in poly-Si
channel are used in our simulation, as shown in Figures 1b and 5a–c. Since the grain size means the gap
between GBs, many GBs in the channel indicate that the grain size is small in these figures. In addition,
we examined the three structures with different GB locations and grain size for each number of GBs to
investigate the effect of GB location or grain size. Figure 5d–f shows the simulated device structure
with different locations for 3 GBs. In these figures, the grain size depends on the location. For example,
the grain size of Figure 5d is 50 nm, whereas that of Figure 5f is 70 nm.

Figure 5. The simulated structure of poly-Si body 1T-DRAM with (a) 2 GBs; (b) 3 GBs; and (c) 4 GBs in
a channel; (d–f) the simulated structure of 3 GBs poly-Si body 1T-DRAM with different GBs location
/@T = 300 K.

Figure 6 shows the sensing margin of poly-Si 1T-DRAM as a function of the number of GBs in the
channel. In Figure 6a, the sensing margin is inversely proportional to the number of GBs. This is due
to increasing trapped electron charge as the number of GBs increases, as shown in Figure 6b. On the
one hand, more GBs mean that the trap density in the channel increases proportionally, and therefore
trapped electron charge also increase.
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Since the trapped charge reduces free electrons in the poly-Si channel, the drain current of the
device decreases, and this results in sensing margin degradation.

On the other hand, the GBs location and grain size have little influence on the sensing margin
characteristics as compared with the number of GBs in the channel. Therefore, the number of GBs
should be considered to predict the sensing margin of poly-Si 1T-DRAM.

Figure 6. (a)Sensing margin and (b) trapped electron charge according to the number of GBs in the
poly-Si channel of poly-Si 1T-DRAM.

4. Conclusions

This paper reports on work that a 1T-DRAM’s operating characteristics differ according to its body
material. The paper also illustrates the causes of the differences by analyzing the change in charge and
the energy band diagrams over time. In a conventional silicon 1T-DRAM, the excess holes in the FB
produce a read current difference between the “0” and “1” state. In contrast, when the body material
is polycrystalline silicon, it was confirmed that the number of trapped electrons in its GB plays an
important role in state distinguishment. In addition, it was verified that the same characteristics are
obtained even if the Tbody is changed.

A thin Tbody in silicon 1T-DRAM significantly reduces the device’s sensing margin, while the
poly-Si 1T-DRAM retains its margin. In terms of stability, it is important for large memory windows to
remain stable for memory characteristics. However, due to the lack of storage region in a thin body
device, silicon has a significantly small window. It means silicon 1T-DRAM cannot have stable memory
characteristics. Therefore, poly-Si 1T-DRAM has an advantage for transistor scaling because it can
operate in a thin body. In addition, it enables the fabrication of a 3D stacked structure that significantly
improves the degree of integration. In order to further improve the performance of poly-Si 1T-DRAM,
a study focused on how to efficiently store trapped electrons in the GB is required.

In addition, this paper confirms the effect of GB properties on the sensing margin characteristics
of poly-Si 1T-DRAM. The sensing margin decreases in inverse proportion to the number of GBs in the
polycrystalline silicon channel due to increased trapped electron charge. It was also verified that the
number of GBs in the channel rather than their locations or grain size has a significant effect on the
sensing margin characteristics of poly-Si 1T-DRAM.
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Abstract: Ultra-low power and high-performance logical devices have been the driving force for
the continued scaling of complementary metal oxide semiconductor field effect transistors which
greatly enable electronic devices such as smart phones to be energy-efficient and portable. In the
pursuit of smaller and faster devices, researchers and scientists have worked out a number of ways
to further lower the leaking current of MOSFETs (Metal oxide semiconductor field effect transistor).
Nanowire structure is now regarded as a promising candidate of future generation of logical
devices due to its ultra-low off-state leaking current compares to FinFET. However, the potential
of nanowire in terms of off-state current has not been fully discovered. In this article, a novel
Core–Insulator Gate-All-Around (CIGAA) nanowire has been proposed, investigated, and simulated
comprehensively and systematically based on 3D numerical simulation. Comparisons are carried out
between GAA and CIGAA. The new CIGAA structure exhibits low off-state current compares to that
of GAA, making it a suitable candidate of future low-power and energy-efficient devices.

Keywords: CMOS; core-insulator; gate-all-around; field effect transistor; GAA; nanowire

1. Introduction

Ultra-low power and high-performance logical devices have been the driving force for the
continued scaling of complementary metal oxide semiconductor field effect transistors which greatly
enable electronic devices such as smart phones to be energy-efficient and portable, while system
scaling enabled by the Moore’s law is facing challenges due to the scarcity of resources such as
power and interconnect bandwidth. Constrained by the limited capacity of battery, portable electronic
devices are hard to have an “always-on” feature and have to be recharged frequently, causing great
inconvenience to users. To reduce the overall power consumption, researchers have worked out a
number of ways to reduce the off-state current of CMOS devices [1]. By fabricating the whole system
on anSOI (Silicon on insulator) wafer, the stand-by current of the system can greatly reduce due to
the low off-state current of SOI MOSFET [2]. However, the SOI MOSFET has self-heating effect due
to poor heat conductivity of buried silicon dioxide layer (BOX) which increases device operating
temperature, reduces carrier mobility as well as causes performance degradation [3,4]. By introducing
new physical mechanics into CMOS devices, researchers are able to lower the subthreshold slope of
transistors and hence reduce the leaking current of whole system. These types of devices include
Impact Ionization MOS (IMOS) [5] and Tunnel Field Effect Transistors (TFET) [6]. Technically, IMOS is
a reverse biased p-i-n diode with a control gate. The control gate is used to control impact ionization
phenomenon between two junctions. The avalanche breakdown is a very fast and gated diode pulsed
into breakdown can show subthreshold slopes much lower than 60 mV/dec [7], and thus exhibits
lower off-state current compared with a conventional MOSFET [8]. However, due to the need of
drastic doping profile, the fabrication of IMOS requires costly millisecond annealing techniques which
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greatly limits its application [9]. A tunnel field effect transistor is designed using the band-to-band
tunneling effect. The carriers are injected by a band-to-band tunneling effect from a valence band
of source for a N-type TFET, which is totally different from conventional CMOS devices that use
thermionic emission [10]. The physical mechanics of TFET allow them not to be constrained by the
Boltzmann limit (about 60 mV/dec at room temperature). Thus, TFET has the potential to be used
as low-power devices for its extremely low off-state current. However, the TFETs fabricated are not
competitive with conventional MOSFETs which are based on thermionic emission. Low on-state
current and high average subthreshold slope (Vg-dependent subthreshold slope) are main limitations
of TFET devices [11,12]. Gate-All-Around (GAA) CMOS FET is based on conventional CMOS FET;
it features a circular gate around the channel. GAA MOSFET is compatible with an existing CMOS
fabrication process; it has the superior electrostatic control compared with FinFET and planar CMOS
FET. The ITRS predicted that, beyond 2020 [1], a transition to Gate-All-Around and vertical nanowires
devices will be needed when there will be no room left for the scaling because GAA devices are the
ultimate structure in terms of electrostatic control to scale to the shortest possible effective channel
length. While we found the potential of GAA devices has not been fully discovered, by introducing
a core-Insulator into conventional GAA devices (we called it a Core–Insulator Gate-All-Around
nanowire), the off-state current is expected to be further lowered, which makes it more suitable for
fabricating low-power devices. The introduction of a Core–Insulator does not have any exotic materials,
so it is highly compatible with a current fabrication process. Our experiments show that, because of
the presence of Core–Insulator, the off-state current is lowered by more than two times, and it shows
better subthreshold characteristics. We believe that this newly proposed structure can be a promising
candidate of future low-power and energy-efficient CMOS devices.

2. Device Structure and Experiment Methodology

2.1. Descriptions of CIGAA Structure

The difference between conventional GAA and CIGAA (Core-Insulator Gate-All-Around) is that
a CIGAA structure has a Core–Insulator between the channel, as shown in Figure 1. The material of
Core–Insulator can be SiO2, Si3N4 and so on, and the impact of different material of Core–Insulator
will be addressed in the following paragraph. We use HfO2 as a gate dielectric because it has a low
leaking current and high dielectric constant, which can greatly improve the performance of the device
without increasing the gate leaking current. The channel of CIGAA structure is not a solid cylinder as
that of conventional GAA structure; it is a tubular channel. The gate metal should be carefully selected
to tune the work function for a particular threshold voltage requirement.

Figure 1. The schematic 3D structure and cross section of CIGAA: (a) 3D view of CIGAA;
(b) cross-sectional view of CIGAA. The illustrations are not depicted proportionally to the really
devices; we made some exaggeration for a clear visualization.

2.2. Simulation Physical Models

Our simulation platform is Sentaurus TCAD 2017 Version N-2017.09 [13]. To describe the current
densities of electrons and holes, we introduced a Drift–Diffusion [14] model that takes into account the
contribution of electron affinity, the band gap as well as the spatial variations [15,16] of the electrostatic

172



Micromachines 2020, 11, 223

potential. Because the oxide thickness and channel width have reached quantum-mechanical length
scales, the wave nature of electrons and holes can no longer be neglected, thus Density-Gradient [17]
is used to simulate quantization effects. In order to describe the effects of electron–hole scattering,
the screening of ionized impurities by charge carriers, and the clustering of impurities, Philips Unified
Mobility [18] is used. Since HfO2/Silicon interface can lead to a mobility degradation [19,20], we also
must take this into consideration by including a Lombardi Mobility Degradation model [21]. Hurkx
Trap Assisted Tunneling models [22–24] are incorporated to simulate the tunneling effects at such
small dimensions. In addition, a quantum potential model [25] was also taken into consideration.
Because the source and drain are highly doped, we use a band gap narrowing model [26] to simulate
this effect.

2.3. Structure Parameters Used for Simulation

All the parameters of our experiment are shown in Table 1 and Figure 2. Both structures have
the same diameter as well as doping profiles. The source/drain doping concentration is 1 × 1020

atoms/cm3. Channel is lightly doped, which is 1 × 1015 atoms/cm3. For this article, channel length
is fixed to 15 nm and the length of drain and source are both fixed to 10 nm. The diameter of
Core–Insulator is set from 2.0 nm to 14 nm. The gate dielectric is HfO2, and the thickness is shown
in a table. For comparison, we have also simulated a conventional GAA nanowire of the same
overall dimensions.

Figure 2. The overall dimension of CIGAA and GAA: (a) parameters used for GAA; (b) parameters
used for CIGAA.

Table 1. Design parameter values for CIGAA and GAA.

Variables Values

Gate Length (Lg) 15 nm
HfO2 Thickness 1.0 nm/2.0 nm

Channel Thickness (DNW/2DCI/2) 1.0 to 8.0 nm
Source/Drain Length (LSD) 10 nm

Core–Insulator Diameter (DCI) 2 nm to 14 nm
Source/Drain Doping 1 × 1020

Channel Doping 1 × 1015

Core–Insulator Si3N4, SiO2, HfO2

2.4. Considerations of Workfunction

Ideally, conventional GAA and CIGAA will have different threshold voltage although they have
same geometric parameters, since the presence of Core–Insulator will affect the device threshold
voltage. In order to better illustrate and compare the performance of two structures, in other words, to
have a fair comparison, we must tune their gate workfunction to ensure they have same threshold
voltage, so that we can compare their performance by the same benchmark. It is noteworthy that it is
hard to tune the workfunction at any desired value in the real fabrication process, although it can be
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easily achieved in TCAD simulation; all we want is to compare the performance difference between
CIGAA and GAA under TCAD simulation.

2.5. Suggested Fabrication Process Flow for CIGAA

Based on the previous works of nanotube MOSFETs [27–29], the suggested fabrication process
flow for CIGAA is shown in Figure 3. The CIGAA can be realized using the process flow suggested
in [28] with some major changes. The first steps of the fabrication process is to form a cylindrical-shaped
outer silicon layer with a sidewall using electron beam lithography (EBL) and sidewall deposition
(Figure 3a–e), as suggested in [28]. Then, the source side spacer is formed using low-pressure chemical
vapor deposition (LPCVD), and the following step (Figure 3f) is to remove unnecessary spacer material
that is covered on the sidewall and cylindrical-shaped outer silicon layer using lithography and etching.
Subsequently, gate oxide should be formed; the first is to deposit a thin layer HfO2 using low-pressure
chemical vapor deposition (LPCVD). To remove redundant HfO2, lithography is used to protect gate
oxide and anisotropic etching to remove unnecessary HfO2, as shown in Figure 3g–i. The next step is
to form and partial removal of gate metal, as shown in Figure 3j,k. Subsequently, a sacrificial layer
surrounding the top spacer is deposited using low-pressure chemical vapor deposition (LPCVD) and
chemical mechanical polishing (CMP), which is shown in Figure 3l,m. Using selective etching followed
by deposition of nitride and removal of the sacrificial layer, as shown in Figure 3n–p, the structure is
prepared to form Core–Insulator. By anisotropic etching of silicon, the channel is formed, as shown
in Figure 3q. The following step is to deposit Core–Insulator; this is illustrated in Figure 3r. Finally,
the drain side is deposited with silicon and spacer, and the contacts are formed to finalized the device,
as shown in Figure 3s–u.

Figure 3. Suggested fabrication process flow for CIGAA.

3. Results and Discussions

3.1. Basic Characteristics of CIGAA and GAA

Figure 4a shows the result of on-state current (Ion). The on-state current of both structures increase
linearly when channel thickness (Tch) increases, since the increment of channel thickness means that
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the effective width of channel will also increase. When Tox is same, CIGAA exhibits a slightly lowered
on-state current compared with that of GAA. The on-state current degradation of CIGAA is due
to the reduction of the total volume of channel because of the presence of Core–Insulator, which
results in smaller effective channel width. However, the inversion layer forms closely to the interface
of HfO2/Silicon and is extremely thin; the total on-state current only has a small degradation. In
addition, Figure 5a,b show that the on-state electron density of CIGAA at the HfO2/Silicon interface
is much higher than that of GAA, which explains the negligible degradation of the on-state current.
Both structures show an increment of off-state current when channel thickness increases, as shown in
Figure 4b. The off-state current of CIGAA is about 2 to 5 times lower than that of GAA, which means
that CIGAA has the nature to be used to fabricate a low-power device. The good performance of an
off-state current can be clearly explained by examining the electron density plot. Figure 6a,b show
the electron density of GAA and CIGAA at off-state (VGS = 0 V), respectively. It is evident that both
two structures have almost the same electron density distribution in the channel. However, when we
examine the CIGAA, the inner part of the channel where Core–Insulator is located should have the
identical electron density distribution with that of GAA if the silicon is not replaced by Core–Insulator,
which means that the current path is narrower than that of GAA, resulting in a smaller off-state current.

Figure 4. The simulation results of CIGAA and GAA: (a) on-state current (Ion) of CIGAA and GAA;
(b) off-state current (Io f f ) of CIGAA and GAA. Both of the two figures are plotted when DCI = 4.0 nm.

Figure 5. The electron density plot of CIGAA and GAA, the devices are at on state: (a) electron density
of GAA; (b) electron density of CIGAA. Both figures are plotted when VGS = VDS, VDS = 1 V. Metal gate
and part structures are not included in the figure for clarity.
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Figure 6. The electron density plot of CIGAA and GAA, the devices are at off state: (a) electron density
of GAA; (b) electron density of CIGAA. Both figures are plotted when VGS = 0 V, VDS = 1 V. Metal gate
and part structures are not included in the figure for clarity.

The characteristics of GAA and CIGAA in terms of subthreshold slope, switching ratio, and
drain-induced barrier lowing are shown in Figure 7a–c, respectively. The subthreshold slope of CIGAA
always outperforms that of GAA when they have the same Tox. Equation (1) [30] can perfectly explain
the good results of CIGAA. Due to the reduction of off-state current, while ION and VDD remain
constant, the subthreshold slope is lowered:

Savg =
VT − VGOFF

log10
IT

IOFF

≈ VDD

log10
ION
IOFF

(1)

Since the off-state current are lowered, the switching ratio of CIGAA is expected to be lower than
that of GAA, as shown in Figure 7b.

Figure 7. The simulation results of CIGAA and GAA: (a) subthreshold slope (SS) of CIGAA and GAA;
(b) switching ratio (Ion/Io f f ) of CIGAA and GAA; (c) drain-induced barrier lowering (DIBL) of CIGAA
and GAA. All three of the figures are plotted when DCI = 4.0 nm.

3.2. Impact of Core–Insulator Diameter and Material on Device Performance

We have set up experiments to further investigate the impact of Core–Insulator diameter and
material on device performance. To simplify the experiments, we fixed the nanowire diameter to 8 nm
(as shown in Table 2) and the Core–Insulator materials are Si3N4, SiO2, and HfO2.
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Table 2. Design parameter values for CIGAA.

Channel Thickness (nm) Core–Insulator Diameter (nm)

1 7
2 6
3 5
4 4
5 3
6 2
7 1

The results in terms of on-state current and off-state current are shown in Figure 8a,b, respectively.
Changing of Core–Insulator material only have a minor effect on on-state current based on Figure 8a.
In fact, as DCI increases, the impact of Core–Insulator on on-state current become more and more
significant. Unlike on-state current, the changing of Core–Insulator material has a conspicuous
influence on the off-state current. According to the simulation results (as shown in Figure 8b), SiO2 can
effectively suppress current flow under off-state, HfO2 is the worst material to achieve low off-state
current among the three, and Si3N4 is better than HfO2. No matter what the Core–Insulator material is,
the on-state current will decrease when DCI increases, since DCI increases means that channel thickness
decreases which lead to the reduction of an effective channel width. Likewise, the off-state current will
decrease when DCI increases because a larger Core–Insulator helps to suppress off-state current.

Figure 8. The simulation results of CIGAA and GAA in terms of different Core–Insulator material and
DCI : (a) on-state current. (b) off-state current. Both figures are plotted when DNW is fixed to 8 nm.

As for subthreshold swing, switching ratio and DIBL, increasing DCI results in better performance,
as shown in Figure 9a–c, respectively. SiO2 can effectively enhance device performance, Si3N4 is less
useful than SiO2 and HfO2 is the worst choice. In real fabrication, it is important to decide the DCI
according to application requirements. SiO2 is the best material among the three to achieve better
performance. Since larger DCI can reduce on-state current, so the first thing to do is to select DCI ,
which enables on-state current to be large enough.
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Figure 9. The simulation results of CIGAA and GAA in terms of different Core–Insulator material
and DCI : (a) subthreshold swing (SS); (b) switching ratio (Ion/Io f f ); (c) drain-induced barrier lowering
(DIBL). All three figures are plotted when DNW is fixed to 8 nm.

3.3. Impact of Core–Insulator Length on Device Performance

Due to the limitations of existing fabrication technology, it is hard to fabricate a device that has a
Core–Insulator exactly the same length as its channel, which is shown in Figure 10. Thus, we have
to further investigate the impact of Core–Insulator length on device performance. There are two
possible situations: one is that the Core–Insulator extends itself into source and drain by Lext, as shown
in Figure 10a. The other is that the Core–Insulator recesses itself into channel by Lext, as shown in
Figure 10b.

Figure 10. The illustrations which show the issue of Core–Insulator’s extension and contraction: (a) the
Core–Insulator extends itself into source and drain by Lext; (b) the Core–Insulator recesses itself into
channel by Lext.

The results are shown in Table 3. A positive Lext represents the situation that is shown in
Figure 10a, and a negative Lext represents the situation that is shown in Figure 10b. From the results,
we can notice that the performance of CIGAA only has slight variations and can be neglected. When
Lext changes from −2 nm to 2 nm, the Core–Insulator extends itself into source, resulting in a volume
reduction of the channel. This reduction causes the effective channel width to be further lowered,
which finally results in a reduction in on-state and off-state current. The simulation results reveal that
a small variation in fabrication will not cause noticeable performance degradation.
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Table 3. Impact of Core–Insulator Length on Device Performance.

Lext (nm) ΔIon (%) ΔIof f (%) ΔIon/Iof f (%) ΔSS (%) ΔDIBL (mV)

−2 0.3 0.5 −0.5 0.7 1
−1 0 0.8 −0.8 0.4 1
0 0 0 0 0 0
1 −0.5 −0.7 0.6 −0.5 0
2 −1.1 −0.4 0.9 −0.7 −1

3.4. Parasitic Capacitance of CIGAA and GAA

One important concern about the newly proposed structure is its parasitic capacitance, since the
presence of Core–Insulator may affect the charge distribution of CIGAA. We have investigated the
impact of Core–Insulator materials, channel thickness, and Core–Insulator diameter on the device’s
parasitic capacitance. Figure 11a,b show that the changing of Core–Insulator material will significantly
affect the device’s parasitic capacitance. When the Core–Insulator material is HfO2, the gate capacitance
is about three times larger than that of CIGAA with Si3N4 Core–Insulator, six times larger than
that of CIGAA with SiO2 Core–Insulator. As channel thickness increases, the gate capacitance will
also increase, as shown in Figure 11a. When Tox is the same, CIGAA with SiO2 Core–Insulator
shows the smallest gate capacitance, while CIGAA with HfO2 Core–Insulator shows the largest gate
capacitance. In addition, the gate capacitance of CIGAA with SiO2 Core–Insulator and CIGAA with
Si3N4 Core–Insulator are lower than that of GAA. When Core–Insulator diameter increases, the gate
capacitance of CIGAA increases simultaneously. HfO2 cannot be used as Core–Insulator material
because it provides fairly large gate capacitance, while Si3N4 and SiO2 can be used as Core–Insulator
material. SiO2 is the best material among the three, and it provides the smallest gate capacitance.

Figure 11. Gate capacitance dependence on: (a) channel thickness; (b) the Core–Insulator diameter DCI .

4. Conclusions

We have studied the device performance of our proposed CIGAA nanowire using 3D TCAD
simulation. Due to CIGAA’s lowered off-state current enabled by Core–Insulator, it shows high
on-state current, low off-state current, low subthreshold swing, and high switching ratio. CIGAA has
the potential to be used to fabricate low-power systems. Thus, the CIGAA nanowire is a promising
candidate to extend CMOS scaling roadmap and future low power CMOS devices.
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Abbreviations

The following abbreviations are used in this manuscript:

BOX Buried oxide layer
CIGAA Core-Insulator Gate-All-Around
CMOS Complementary metal oxide semiconductor
CMP Chemical mechanical polishing
EBL Electron beam lithography
FET Field effect transistor
IMOS Impact Ionization MOS
ITRS International Technology Roadmap for Semiconductors
GAA Gate-All-Around
LPCVD Low-pressure chemical vapor deposition
MOS Metal oxide semiconductor
MOSFET Metal oxide semiconductor field effect transistor
SOI Silicon on insulator
TCAD Technology computer aided design
TFET Tunnel field effect transistor
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Abstract: This paper presents a germanium-around-source gate-all-around tunnelling field-effect
transistor (GAS GAA TFET). The electrical characteristics of the device were studied and compared
with those of silicon gate-all-around and germanium-based-source gate-all-around tunnel field-effect
transistors. Furthermore, the electrical characteristics were optimised using Synopsys Sentaurus
technology computer-aided design (TCAD). The GAS GAA TFET contains a combination of
around-source germanium and silicon, which have different bandgaps. With an increase in the
gate-source voltage, band-to-band tunnelling (BTBT) in silicon rapidly approached saturation since
germanium has a higher BTBT probability than silicon. At this moment, germanium could still supply
current increment, resulting in a steady and steep average subthreshold swing (SSAVG) and a higher
ON-state current. The GAS GAA TFET was optimised through work function and drain overlapping
engineering. The optimised GAS GAA TFET exhibited a high ON-state current (ION) (11.9 μA),
a low OFF-state current (IOFF) (2.85 × 10−9 μA), and a low and steady SSAVG (57.29 mV/decade),
with the OFF-state current increasing by 107 times. The GAS GAA TFET has high potential for use
in low-power applications.

Keywords: band-to-band tunnelling (BTBT); tunnelling field-effect transistor (TFET);
germanium-around-source gate-all-around TFET (GAS GAA TFET); average subthreshold swing

1. Introduction

Owing to rapid advances in semiconductor device technology, fifth-generation communication
devices, wearable devices, Internet of Things, and numerous information technology devices have been
developed. In the scaling of semiconductor devices to the nanoscale regime in accordance with Moore’s
law, power consumption is one of the major impediments. Decreasing the supply voltage is an effective
way to reduce power consumption. However, in conventional metal-oxide-semiconductor field-effect
transistors (MOSFETs), subthreshold swing (SS) is limited to 60 mV/decade (SS = (kT/q)× ln10) at
room temperature. This limitation prevents the supply voltage from being reduced at the same pace
as the scaling of the physical dimensions of semiconductor devices [1–5]. To overcome this problem,
researchers have been studying devices with a steep SS. Owing to their conduction mechanisms,
such as impact ionization and band-to-band tunnelling (BTBT), differing from that of conventional
MOSFETs, the ionization MOS (I-MOS), which is based on impact ionization, and tunnelling field-effect
transistor (TFET), which is based on BTBT, can achieve the SS, lower than 60 mV/decade. Therefore,
both these transistors have attracted considerable research interest. However, I-MOS is not suitable
for low-power applications owing to its high breakdown voltage [6–9]. By contrast, TFETs provide a
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steeper SS, a lower OFF-state current (IOFF) and a lower supply voltage compared to conventional
MOSFETs [10–15] and are suitable for low-power applications.

As mentioned, TFETs are based on BTBT conduction mechanism. This implies that the flow of
drain current in n-channel-TFET occurs through tunnelling of charge carriers from the valence band
of the source to the conduction band of the channel region [16]. Consequently, TFETs have a low
IOFF and can achieve a sub-60 mV/decade SS. The task of reducing the SS has drawn considerable
attention and many studies have been conducted in this regard. The minimum point subthreshold
swing (SSMIN) was 5 mV/decade in [17] and 11 mV/decade in [18]. However, focusing only on
reducing SSMIN is insufficient. In low-power applications, the average subthreshold swing (SSAVG) is
far more significant than SSMIN [3]. SSAVG is generally calculated as

SSAVG =
VT − VOFF

log(IT)− log(IOFF)

where VT is the threshold voltage, IT is the current at VT, and VOFF is the gate voltage in the
OFF-state. Unfortunately, in conventional Si TFETs, as the gate-source voltage increases, BTBT rapidly
approaches saturation, which causes SSAVG to increase dramatically. Hence, unlike conventional
MOSFETs where SSAVG is approximately equal to SSMIN, the value of SSAVG in conventional Si
TFETs is always considerably larger than SSMIN [19,20]. However, SSAVG dramatically increases as
Vgs increases, resulting in SSAVG and SSMIN differing considerably and SSAVG becoming unsteady.
This is a disadvantage of conventional Si TFETs. Owing to the large bandgap and carrier mass
of the silicon material, conventional Si TFETs have another disadvantage: A low ON-state current
(ION) [21–23]. To overcome these disadvantages, significant research has been conducted and several
device structures have been proposed. It has been shown that the use of a narrow-bandgap material
such as germanium(Ge) as the source base to implement a heterojunction structure could lead to
a considerably higher ION [24–29]. In particular, owing to its small screening length and high gate
controllability, TFETs with a gate-all-around (GAA) structure have been extensively studied for
achieving a high ION [2,18,19]. Conventional Si TFETs exhibit a steep SSMIN and a low ION [30].
While heterojunction TFETs exhibit a high ION, their SSMIN and SSAVG need to be improved [28].
Thus, further research on TFET devices is required to achieve a steady SSAVG and a higher ION.

In this paper, we propose a novel germanium-around-source gate-all-around TFET (GAS GAA
TFET). In this device, the source is surrounded by germanium and a germanium-silicon heterojunction
is formed at source. The GAS GAA TFET is expected to have a high ION and a steady SSAVG and
suppress the SS degradation behaviour. The characteristics of the device were investigated in detail to
evaluate its capability for low-power applications.

2. Device Structures and Simulation Methods

Figure 1a shows a schematic of the proposed GAS GAA TFET with a channel radius (r) of 12 nm,
and Figure 1c depicts a cross-sectional view of the device. TGe is the thickness of the germanium
layer, which surrounds silicon in the source. The channel and drain of the device were made of silicon.
The gate dielectric material was hafnium oxide (HfO2) and the thickness (Tox) of the oxide layer
was 2 nm. The doping concentrations of the source, channel, drain, and around-source germanium
were 5 × 1019 cm−3 (p-type), 1 × 1015 cm−3 (p-type), 1 × 1017 cm−3 (n-type), and 5 × 1019 cm−3

(p-type), respectively. The channel length, source length, and drain length were 30, 40, and 40 nm,
respectively. All design parameters are presented in Table 1. Figure 1b shows a schematic of the control
groups silicon gate-all-around TFET (Si GAA TFET) and germanium-based-source gate-all-around
TFET (Ge-source GAA TFET), and Figure 1d presents a cross-sectional view of the control groups.
The distinction between the Si GAA TFET and the Ge-source GAA TFET lies in the material of the
source. The source material of the former is silicon, while that of the latter is germanium. The Si GAA
TFET and Ge-source GAA TFET are identical to the GAS GAA TFET, except for the source.
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All simulation results in this study were obtained using the nonlocal BTBT model,
Shockley–Read–Hall recombination model, bandgap narrowing model, and doping dependence
mobility model in Synopsys Sentaurus TCAD. The parameters used to calibrate the nonlocal BTBT
model were A = 4 × 1014 cm−3s−1, and B = 19 × 106 V/cm for silicon and A = 1.46 × 1017 cm−3s−1,
and B = 3.59 × 106 V/cm for germanium [1].

Figure 1. Schematics of the (a) germanium-around-source (GAS) gate-all-around (GAA) tunnelling
field-effect transistor (TFET) and (b) Si GAA TFET and Ge-source GAA TFET. Cross-sectional views of
the (c) GAS GAA TFET and (d) Si GAA TFET and Ge-source GAA TFET.

Table 1. Parameters used for the Synopsys Sentaurus technology computer-aided design
(TCAD) simulation.

Parameters Definations Value

r Device radius 12 nm
LSD Lateral length of source and drain 40 nm
LC Lateral length of channel 30 nm
Tox Gate oxide thickness 2 nm
TGe Thickness of around-source germanium Variable
TSi Thickness of silicon surrounded by germanium Variable
NS P-type source doping concentration 5 × 1019 cm−3

NC P-type channel doping concentration 1 × 1015 cm−3

NSGe P-type around-source germanium doping concentration 5 × 1019 cm−3

ND N-type drain doping concentration 1 × 1017 cm−3

3. Simulation Results and Discussion

3.1. Thickness of Germanium (TGe)

Figure 2a shows the ID − Vgs transfer characteristics of the proposed GAS GAA TFET for different
TGe values. The TGe values considered were 2, 4, 6, 8, and 10 nm, and the gate material’s work
function was 4.53 eV. The transfer characteristics show that ION increases with TGe since the effective
tunnelling barrier width decreases with an increase in TGe [31]. For low-voltage operation, germanium
(bandgap = 0.66 eV) showed a higher BTBT rate than silicon (bandgap = 1.12 eV). The internal
mechanism responsible for the GAS GAA TFET performance improving with an increase in TGe
from 2 to 10 nm can be inferred from the energy band diagrams shown in Figure 2c. The energy
band diagrams are for a lateral-section of the source corresponding to the cut line A-A’ in Figure 2b.
In Figure 2c, the bandgaps of germanium and silicon are shown; germanium has a narrower bandgap
than silicon. As TGe changed from 2 to 10 nm, the area of the narrow bandgap material increased in the
source. The BTBT probability (TWKB) is given by the Wentzel–Kramers–Brillouin (WKB) approximation

(TWKB � exp(
−4λ

√
2m∗ 3

√
Eg

3qh̄+Δφ ), and ION is correlated with TWKB [2]. Hence, an increase in TGe from 2 to
10 nm leads to germanium becoming the main semiconductor material. In the formula for TWKB, Eg is
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the bandgap of the main semiconductor material in the device, and germanium becoming the main
semiconductor material reduces Eg, which improves ION.

Figure 2. (a) ID −Vgs transfer characteristics for different TGe values from 2 to 10 nm. (b) Cross-sectional
view of the GAS GAA TFET; AA’ represents a cut line. (c) Energy band diagram for the GAS GAA
TFET along the cut-line AA’ shown in (b).

3.2. Effect of Germanium-Around-Source (GAS)

Figure 3a shows a comparison of the transfer characteristics of the proposed GAS GAA TFET
for TGe = 6 nm with the Si GAA TFET and Ge-source GAA TFET. For a fair comparison, the gate
material work function for the Si GAA TFET was tuned to 4.1 eV to obtain approximately the same
onset voltage (VONSET) as the GAS GAA TFET and Ge-source GAA TFET; the onset voltage is the
voltage after which the drain current increases exponentially with the gate voltage as shown in Figure 3
[1]. The gate material work function for the GAS GAA TFET and Ge-source GAA TFET was 4.53 eV.
The GAS GAA TFET exhibited a steady and steeper SSAVG than the Si GAA TFET and Ge-source
GAA TFET, and a higher ON-state current than the Si GAA TFET. Here, the threshold voltage (VT) was
defined as the voltage where the current increased by a factor of 107. IT and VT of the GAS GAA TFET,
Si GAA TFET, and Ge-source GAA TFET were 10−7 A and 0.579 V, 10−11 A and 0.537 V, and 10−6 A
and 0.663 V, accordingly. Moreover, SSAVG for these devices was 65, 68.71, and 83.71 mV/decade,
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separately. Figure 3b shows a comparison of the SS as a function of the gate-source voltage (Vgs)
among the GAS GAA TFET, Si GAA TFET, and Ge-source GAA TFET. Evidently, the SS of the GAS
GAA TFET is steadier than that of the Si GAA TFET in a wide voltage range, and it is lower than those
of the Si GAA TFET and Ge-source GAA TFET for most of the Vgs range considered. Since the trends
of the GAS GAA TFET and the Ge-source GAA TFET curves are similar, we calculated their variances.
In the range of Vgs = 0.15 V to 0.5 V, the variance of the GAS GAA TFET is 81.92 ( mV/decade)2

and the variance of the Ge-source GAA TFET is 108.01 ( mV/decade)2. Moreover, it proves that
GAS GAA TFET is steadier than Ge-source GAA TFET in a wide voltage. As shown in the BTBT
generation contour plot in Figure 4, the BTBT electron generation rate varies with Vgs. Since the
germanium-around-source structure involves a combination of silicon and germanium, at Vgs = 0.1 V
and VDS = 1 V, BTBT generation for the GAS GAA TFET in Figure 4b is greater than that for the Si
GAA TFET in Figure 4a and less than that for the Ge-source GAA TFET in Figure 4c. With an increase
in Vgs to 0.5 V, BTBT generation for silicon is near saturation and the around-source germanium is
dominant resulting in the highest level of BTBT generation being 7.461e + 29 cm−3s−1 in Figure 4e.
For the effectiveness of line tunnelling, a certain number of electrons are required (to form a virtual
p-n junction) in the direction of the gate electric field. As shown in Figure 5a,c, a large volume of the
channel region gets inverted, reducing the effective p-region at the virtual p-n junction at the gate
interface. Therefore, line tunnelling occurs at the source, where the inversion region is not formed,
as shown in Figure 4d,f [17]. Because the germanium-around-source structure changes the electric
field, the around-source germanium region is also inverted in Figure 5b. This triggers line tunnelling in
the silicon area at the boundary with the germanium layer and causes additional line BTBT tunnelling
in the silicon area. Those phenomena of around-source germanium becoming dominant and the
occurrence of line tunnelling give rise to enhanced tunnelling when BTBT generation for silicon
reaches saturation, apart from suppressing the SS degradation behaviour and making SSAVG of the
GAS GAA TFET steadier compared with the Si GAA TFET and Ge-source GAA TFET. They also
improve ION compared with the Si GAA TFET.

Figure 3. (a) ID − Vgs transfer characteristics and (b) SS − Vgs curves for GAS GAA TFET, Ge-source
GAA TFET, and Si GAA TFET.
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Figure 4. Two-dimensional band-to-band tunnelling (BTBT) generation contour plots for the (a,d) Si
GAA TFET, (b,e) GAS GAA TFET, and (c,f) Ge-source GAA TFET. Panels (a–c) are for VDS= 1 V and
Vgs = 0.1 V and panels (d–f) are for VDS = 1 V and Vgs = 0.5 V.

Figure 5. Two-dimensional electron density contours for the (a) Si GAA TFET, (b) GAS GAA TFET,
and (c) Ge-source GAA TFET at VDS = 1 V and Vgs = 0.5 V in thermal equilibrium.

3.3. Optimised GAS GAA TFET

With a decrease in the tunnelling length between the channel and the drain, the number
of electrons that can tunnel from the valence band of the channel into the conduction band of
the drain increases. This section discusses the use of work function [32] and drain overlapping
engineering [33,34] for suppression of the ambipolar conduction effect on the GAS GAA TFET
performance (Figure 2). Figure 6a shows the ID − Vgs transfer characteristics of the GAS GAA TFET
and optimised GAS GAA TFET. A schematic of the GAS GAA TFET with drain overlapping is shown
in Figure 6b. Except for the gate material work function, which was tuned to 4.4 eV, and the 5 nm
overlapping drain, there was no difference between the optimised GAS GAA TFET and the GAS
GAA TFET at TGe = 6 nm. The optimised structure had a lower electric field at the channel and
drain interface, as shown in Figure 6c. The lower electric field reduced the tunnelling probability
at the channel and drain interface. The decrease in the tunnelling probability in turn reduced the
ambipolar behaviour. In the transfer characteristics of the optimised GAS GAA TFET and GAS GAA
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TFET in Figure 6a, it is evident that the ambipolar behaviour of the former is alleviated. This results
in the transfer characteristics of the optimised GAS GAA TFET being almost linear from Vgs = 0 V.
The optimised GAS GAA TFET shows superior performance such as a steeper SSAVG and a lower IOFF,
apart from reduced ambipolar behaviour. A comparison of the optimised GAS GAA TFET with the
GAS GAA TFET, Si GAA TFET, and Ge-source GAA TFET in terms of SSMIN, SSAVG, ION, and IOFF is
presented in Table 2.

Figure 6. (a) ID − Vgs transfer characteristics for the optimised and GAS GAA TFETs. (b) A
cross-sectional view of the optimised GAS GAA TFET with a 5 nm drain overlapping; BB’ represents a
cut line. (c) The electric field along the cut-line BB’ shown in (b).

Table 2. A comparison of optimised GAS GAA TFET with GAS GAA TFET, Si GAA TFET,
and Ge-source GAA TFET.

Si GAA TFET Ge-Source GAA TFET GAS GAA TFET Optimised GAS GAA TFET

SSMIN (mV/dec.) 26.835 58.645 45.720 39.501
SSAVG (mV/dec.) 68.71 83.71 65 57.29

ION (μA/um) 9.38 × 10−4 11.7 10.2 11.9
IOFF (μA/um) 5.05 × 10−13 1.722 × 10−8 3.49 × 10−9 2.85 × 10−9
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3.4. Process Flow

Figure 7 summarizes the suggested fabrication processes for the GAS GAA TFET. The processes
start with the formation of a cylindrical-shaped outer silicon layer via etching using electron beam
lithography (EBL) followed by sacrificial sidewall deposition in Figure 7a–d [1]. The radius of dielectric,
after deposition and patterning, determines the thickness of silicon and germaniums (r = 1

2 TSi + TGe) in
Figure 7b. Figure 7e shows the deposition of gate oxide. Figures 7f,g depict depositing a gate electrode
on gate oxide layers and both gate electrode and gate oxide layer are partially removed, and then
above gate oxide layer is deposited to form a spacer [35]. Afterwards, a sacrificial layer surrounding
the above gate oxide layer is deposited followed by planarization in Figure 7h. Figure 7i illustrates
the selective removal of the above gate oxide layer and the sacrificial layer followed by molecular
beam epitaxy (MBE) to grow an in-situ boron-doped Ge layer as the around-source germanium [36].
Figure 7j depicts a TEOS layer deployed and planarized. Figure 7k shows all the layers exposing to the
mesa [35]. Moreover, the in-suit boron-doped silicon is deposited as the germanium-around-source in
Figure 7l. Finally, contacts and metal are formed for accessing the source, drain and gate in Figure 7m.

Figure 7. Fabrication process flow of a GAS GAA TFET along the cross section CC’.

4. Conclusions

In this paper, we propose a novel GAS GAA TFET, with a steady and steeper SSAVG and a
higher ION than conventional TFETs such as the Si GAA TFET and Ge-source GAA TFET. The use of a
germanium-around-source configuration and a combination of two materials with different bandgaps
in the source suppressed the SS degradation, made SSAVG steady and steeper compared with the
Ge-source GAA TFET, and resulted in ION being higher than that of the Si GAA TFET. The effect of an
increase in the thickness of the germanium layer on ION was investigated. Furthermore, the ambipolar
behaviour of the GAS GAA TFET could be alleviated through work function and drain overlapping
engineering. The optimised GAS GAA TFET showed a steady and steep SSAVG of 57.29 mV/decade,
a significantly high ION of 11.9 μA and a low IOFF of 2.85 × 10−9μA, and absence of ambipolar
behaviour. These features indicate the high potential of the device for use in low-power applications.
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Abbreviations

The following abbreviations are used in this manuscript besides parameters in Table 1:

BTBT band-to-band tunnelling
TWKB band-to-band tunnelling probability
Eg the bandgap of main semiconductor material in device
GAS GAA TFET germanium-around-source gate-all-around tunnel field-effect transistor
Si GAA TFET silicon gate-all-around tunnel field-effect transistor
Ge-source GAA TFET germanium-based-source gate-all-around tunnel field-effect transistor
SS subthreshold swing
SSMIN minimum point subthreshold swing
SSAVG average subthreshold swing
ION ON-state current
IOFF OFF-state current
ID drain current
IT current at VT
VON the voltage where OFF-state current increased by a factor of 107 times
VONSET the voltage after which the drain current increases exponentially with the gate voltage
VDS drain-source voltage
Vgs gate-source voltage
VT threshold voltage
EBL electron beam lithography
MBE molecular beam epitaxy
TEOS Tetraethylortho Silicate
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Abstract: In this paper, a novel T-channel field effect transistor with three input terminals (Ti-TcFET) is
proposed. The channel of a Ti-TcFET consists of horizontal and vertical sections. The top gate is above
the horizontal channel, while the front gate and back gate are on either side of the vertical channel.
The T-shaped channel structure increases the coupling area between the top gate and the front and
back gates, which improves the ability of the gate electrodes to control the channel. What’s more,
it makes the top gate have almost the same control ability for the channel as the front gate and the back
gate. This unique structure design brings a unique function in that the device is turned on only when
two or three inputs are activated. Silvaco technology computer-aided design (TCAD) simulations are
used to verify the current characteristics of the proposed Ti-TcFET. The current characteristics of the
device are theoretically analyzed, and the results show that the theoretical analysis agrees with the
TCAD simulation results. The proposed Ti-TcFET devices with three input terminals can be used to
simplify the complex circuits in a compact style with reduced counts of transistors compared with the
traditional complementary metal–oxide–semiconductor/ fin field-effect transistors (CMOS/FinFETs)
with a single input terminal and thus provides a new idea for future circuit designs.

Keywords: new device; three-input transistor; T-channel; compact circuit style

1. Introduction

Because of short-channel effects, the size of metal-oxide-semiconductor (MOS) devices is seriously
restricted. In order to continue Moore’s law, many new device structures have been proposed,
such as silicon-on-insulator metal-oxide-semiconductor field-effect-transistors (SOI MOSFETs) with
a single-gate structure, fin field-effect transistor (FinFETs) with a double-gate structure [1], and
tri-gate field effect transistors (FETs) [2], Ω-gate FETs [3], and Gate-All-Around (GAA)FETs with
a multi-gate structure. Among these devices, FinFET has been widely used in chip fabrication since it
can considerably improve the ability of the gate electrode to control the channel and thus suppress the
short-channel effects.

Most of the multi-gate devices mentioned above have only one input terminal. However, previous
studies have shown that designing a circuit with devices with multiple input terminals is more flexible
and efficient than using single-input ones [4,5]. The two-input low-threshold FinFET device proposed
in the literature [6–10] is equivalent to two parallel transistors, while the two-input high-threshold
FinFET device is equivalent to two series transistors. Therefore, the circuit can be simplified to reduce
the transistor count by using two-input low-threshold and high-threshold FinFETs, thus reducing
power consumption and the chip area. If a device has more input terminals, it is possible to achieve
more flexible and efficient circuit designs.

This paper proposes a novel T-channel field effect transistor with three input terminals (Ti-TcFET).
The invented T-type channel structure allows the device to have three independent input gates: the top
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gate, front gate, and back gate. Because of the device structure with a T-type channel, the coupling
areas among the top gate and the front and back gates are increased, which increases the control
capability of the gates to the channel. This unique structure design brings a unique function in that the
device is turned on only when two or three inputs are activated. Compared with traditional FinFETs
with a single input terminal, the proposed Ti-TcFET devices with three input terminals can provide
more flexible circuit realizations in a compact style. The proposed Ti-TcFET devices can be fabricated
by adding only a small number of process steps on the basis of the current mainstream FinFET process.

This paper is organized as follows. In Section 2, the structure of the proposed device is introduced,
and its device parameters are presented. The key processing steps of Ti-TcFET devices are also included
in Section 2. In Section 3, the current characteristics of the device are theoretically analyzed, and
Silvaco technology computer-aided design (TCAD) simulations are used to verify the accuracy of
theoretical analysis. In Section 3, we illustrate how to carry out performance optimization for the
proposed Ti-TcFET devices, and device performances are analyzed and evaluated in terms of turn-on
and turn-off currents and switching current ratio. The compact circuits based on Ti-TcFET devices are
also included in Section 3. We show that Ti-TcFET devices can be used to simplify complex circuits
in a compact style with reduced transistor counts compared with the traditional complementary
metal–oxide–semiconductor/ fin field-effect transistors (CMOS/FinFETs) with a single input terminal.
Finally, the work of this paper is summarized in the last section.

2. Device Structure and Description

This section takes an N-type Ti-TcFET as an example to present the structure and parameters of
the proposed device. We also give the fabrication process of Ti-TcFET devices in this section.

2.1. The Structure of the Ti-TcFET

Figure 1a shows a 3D diagram of the N-type Ti-TcFET, while Figure 1b is a cross-sectional diagram
of the N-type Ti-TcFET. As seen in Figure 1a, the device has three independent input gates, termed the
top gate, front gate, and back gate. From Figure 1b, we can see that the T-type channel of the Ti-TcFET
is divided into horizontal and vertical sections. HFin1 and TSi1 are the fin height and thickness of the
vertical channel, respectively, while HFin2 and TSi2 are the fin height and thickness of the horizontal
channel, respectively. By adjusting the fin height HFin2 of the horizontal channel, the contact area
between the top gate and the horizontal channel can be changed, thus changing the coupling strength
between the top gate and the front and back gates. The gate-to-channel control capability can be varied
by adjusting the gate work function and the thickness Tox of the high-K dielectric hafnium(IV) oxide
(HfO2).

Figure 1. Structure of the N-type T-channel field effect transistor with three input terminals (Ti-TcFET)
device: (a) 3D diagram, and (b) cross-sectional view.

In this work, SiO2 is used as the substrate material for the device. The channel material is silicon,
and the gate oxide material employs high-K dielectric HfO2. The device parameters of the Ti-TcFET are
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shown in Table 1. The optimum values of HFin1 TSi1, HFin2, TSi2, TOX (HfO2 thickness), and Lg (channel
length) are listed in Table 1. The doping concentrations Ndrain and Nsource of the source and drain
regions are 2 × 1020 cm−3, and the channel doping concentration Nchannel is 1 × 1016 cm−3. The gate
work function Φm of the N-type Ti-TcFET is set to 4.95 eV, while the gate work function of the P-type
Ti-TcFET is selected to be 4.55 eV.

Table 1. Parameters of the T-channel field effect transistor with three input terminals (Ti-TcFET) device.

Parameter Optimized Value Parameter Optimized Value

Gate dielectric thickness (Tox) 3 nm Drain doping (Ndrain) 2 × 1020 cm−3

Channel thickness 1 (TSi1) 4 nm Source doping (Nsource) 2 × 1020 cm−3

Channel thickness 2 (TSi2) 4 nm Channel doping (Nchannel) 1 × 1016 cm−3

Fin height 1 (HFin1) 40 nm Gate work function (Φm) 4.52 eV (P-type)
Fin height 2 (HFin2) 84 nm 4.95 eV (N-type)

Gate length (Lg) 24 nm - -

2.2. Key Processing Steps for the Ti-TcFET Device

On the basis of a traditional SOI-independent FinFET process [11], Ti-TcFET devices can be
fabricated by adding a few processing steps. A key fabrication process is shown in Figure 2.

Figure 2. Key process steps of the Ti-TcFET device. (a) Silicon-on-insulator (SOI) layers were etched
down to the buried oxide layer to produce the bodies of the devices; (b) chemical mechanical polishing
(CMP) processing was used to remove the extra part of gate oxide above the top of the fin; (c) the extra
part of gate oxide was etched back; (d) a Si3N4 gate electrode mask was deposited and patterned; (e) the
gate pattern was etched into the Si3N4 and through the TiN to form the gate electrodes; (f) the high-K
dielectric was deposited by using atomic layer deposition (ALD) processing; (g) a suitable horizontal
channel structure was established by using smart-cut processing; (h) the high-K dielectric layer was
deposited by using ALD processing; (i) the gate pattern was etched into the silicon and through the
TiN to form the top gate electrodes.

A SiO2 film was firstly grown as a mask for the silicon fin etching, and then the hard-mask and
SOI layers were etched down to the buried oxide layer to produce the bodies of the devices, as shown
in Figure 2a [11]. A high-K dielectric layer was deposited by using atomic layer deposition (ALD)
processing. Next, chemical mechanical polishing (CMP) processing was used to remove the extra
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part of gate oxide above the top of the fin, as shown in Figure 2b. The extra part of gate oxide was
etched back, and only the required part on the two sides of the fin remained, as shown in Figure 2c [11].
Thereafter, a Si3N4 gate electrode mask was deposited and patterned, as shown in Figure 2d. The gate
pattern was etched into the Si3N4 and through the TiN to form the gate electrodes, as shown in Figure 2e.
The high-K dielectric was deposited by using ALD processing, as shown in Figure 2f. In order to reduce
the difficulty of the process, the horizontal channel and vertical channel were separated by HfO2,
as shown in Figure 2g. Figure 2g shows how a suitable horizontal channel structure was established
by using smart-cut processing. In order to establish the gate oxide layer of the top gate, the high-K
dielectric layer was deposited by using ALD processing, as shown in Figure 2h. A Si3N4 gate electrode
mask was deposited and patterned, and finally, the gate pattern was etched into the silicon and through
the TiN to form the top gate electrodes, as shown in Figure 2i.

3. Results and Discussion

In this section, the current characteristics of the device are theoretically analyzed by modeling the
threshold voltage of Ti-TcFETs, and then Silvaco TCAD simulations are used to verify the accuracy of
the theoretical analysis. The Lombardi constant voltage and temperature (CVT), Fermi–Dirac carrier
statistics (FERMIDIRAC), Shockley–Read–Hall (SRH) models, and the Bohm quantum potential (BQP)
models were considered in these TCAD simulations [12]. The performance optimizations for the
proposed Ti-TcFET devices were carried out by selecting the channel thickness, gate oxide thickness,
and gate work function, and device performances were evaluated in terms of turn-on and turn-off
currents and switching current ratio. The several basic logic cells such as the “majority-not” [13,14],
NOT-AND (NAND), and NOT-OR (NOR) logic cells, and the full adder realized by using the proposed
Ti-TcFET devices are illustrated, showing that Ti-TcFET devices can be used to simplify complex circuits
in a compact style with reduced transistor counts.

3.1. The Threshold Voltage of Ti-TcFET Devices

The Ti-TcFET device has three inputs. The threshold voltage of any gate is affected by the bias
voltage of the other two gates because of the coupling effect among the three gates. In other words, the
threshold voltage of a gate is a function of the voltages of the other two gates. Taking the threshold
voltage of the top gate of the N-type Ti-TcFET as an example, the relationship between the threshold
voltage and other gate voltages (front gate and back gates) is analyzed.

The relationship between the threshold voltage of the top gate and the bias voltages of the front
gate and back gate can be measured by introducing the coupling coefficients γtop-gate and γtop-back [15,16],
as shown in Equations (1) and (2).

rtop- f ront =
ΔVTHt

ΔV f ront-gate
=

Csi ·Cox f

Coxt ·
(
3Cox f + 2Csi

) � Tox f

2Tox f + 6.3Tsi
, (1)

rtop-back =
ΔVTHt

ΔVback-gate
=

Csi ·Coxb

Coxt · (3Coxb + 2Csi)
�

Toxb
2Toxb + 6.3Tsi

, (2)

where VTHt is the threshold voltage of the top gate, Vfront-gate and Vback-gate are the voltages of the front
gate and back gate, respectively, Coxf, Coxb, and Coxt are the oxide capacitance of the front gate, back
gate, and top gate, respectively, Csi and Tsi are the body capacitance and thickness of the channel,
respectively, and Toxf and Toxb are e thickness of the front and back gates, respectively.
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TCAD simulation show that the threshold voltage VTHt of the top gate is not completely linear to
the bias voltages of the front and back gates. After considering the secondary effect, the threshold
voltage VTHt of the top gate can be written as Equation (3).

VTHt = VTH0 − rtop-front ·V f ront-gate − rtop-back ·Vback-gate − α ·
(
V2

f ront-gate + V2
back-gate

)
−β ·V f ront-gate ·Vback-gate

(3)

where VTH0 is the threshold voltage of the top gate when both Vfront-gate and Vback-gate are at 0 V, and α
and β are the fitting parameters.

The threshold voltage of the top gate versus the voltages of the front gate and the back gate is
shown in Figure 3. In Figure 3, the points are the threshold voltages of the Ti-TcFET device obtained by
the TCAD simulations, while the lines are the theoretical calculation results obtained by Equation (3)
in different voltages of the front and back gates. The results show that the theoretical formula of the
threshold voltage agrees with the TCAD simulation results.

Figure 3. Comparison between calculated and simulated threshold voltages of the top gate versus the
front gate in different back gate voltages at VDS = 50 mV.

As the size of nanoscale devices decreases, quantum mechanical effects will begin to affect device
performance. The threshold voltage drift ΔVTH caused by the quantum mechanical effect can be
written as follows [17]:

ΔVTH =
S

vT ln 10
ΔΨ, (4)

where vT = kT/q is the thermal voltage—where k is Boltz constant, T is the thermodynamic temperature,
and q is the electronic charge quantity—and S is the subthreshold swing of the device. ΔΨ is

ΔΨ = ΨQM
S −ΨCL

S , (5)

where ΨQM
S and ΨCL

S are the potential at the silicon–oxide interface when considering the quantum
models and semi-classical models, respectively.

The Ti-TcFETs have been simulated considering both the Bohm quantum potential (BQP) models
and semi-classical models. The threshold voltage of the device is reduced by 0.018 V when considering
the BQP quantum compared with semi-classical models. Studies have shown that the amount of
threshold voltage drift caused by quantum effects will become obvious when the channel silicon
thickness is very thin (<2 nm) [18]. For undoped devices with a bulk silicon thickness (>4 nm),
the threshold voltage drift caused by quantum effects is small [18].
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3.2. Drain Current of the Ti-TcFET

The drain current ID of the Ti-TcFET device can be expressed by Equation (6).

ID = IS · HFin2TSi2
Lg

·
(
Vtop-gate −VTHt

)λ
, (6)

where IS and λ are fitting parameters. For short-channel devices, the range of λ is about 1.3 to 1.5 [19].
The drain current of the Ti-TcFET device versus the voltages of the top gate is shown in Figure 4,

where VDS is 0.8 V, Vfront-gate is 0 V, and Vback-gate changes from 0.2 V to 0.8 V. In Figure 4, the points are
obtained by the TCAD simulations, while the lines are the theoretical calculation results of the drain
current for different voltages of the top gate. The results show that the theoretical formula of the drain
current agrees with the TCAD simulation results.
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Figure 4. Comparison between the calculated and simulated drain current versus the voltages of the
top gate in different back-gate voltages at VDS = 0.8 V and Vfront-gate = 0 V.

3.3. Subthreshold Current of the Ti-TcFET

Referring to the literature [20,21], the subthreshold leakage current Isub of the Ti-TcFET device can
be calculated by Equation (7):

Isub = Iw · HFin2TSi2
Lg

· e
(Vtop-gate−VTHt)+m·(Vtop-gate−VTHt)

2

n·vT ·
(
1− e

−q·VDS
vT

)
· eb1·Vtop-gate+b2·V2

top-gate+b3·Vtop-gate·VTHt , (7)

where Iw, m, b1, b2, and b3 are fitting parameters and n is subthreshold slope parameter.
The drain current of the Ti-TcFET device versus the voltages of the top gate is shown in Figure 5,

where VDS is 0.8 V, Vfront-gate is 0 V, and Vback-gate changes from 0 V to 0.5 V. In Figure 5, the points
are obtained by TCAD simulations, while the lines are the theoretical calculation results of the drain
current for different voltages of the top gate. The calculated subthreshold drains agree well with the
simulated subthreshold current for Vtop-gate > 0.1 V.
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Figure 5. Comparison between the calculated and simulated subthreshold drain current versus the
voltages of the top gate in different back-gate voltages at VDS = 0.8 V and Vfront-gate = 0 V.

3.4. Performance Optimization of the Ti-TcFET Devices

In order to obtain high-performance Ti-TcFET devices, the following two goals should be achieved.
If only one gate is activated, the current should be as small as possible. If any two of the three gates are
activated, the current should be as large as possible. In other words, the maximum turn-off current Ioff
should be small and the minimum turn-on current Ion should be large. In this subsection, we study the
influence of device size and parameters on device performance by changing the channel thickness, gate
oxide thickness, and gate work function, and then select the optimized device size and parameters.

In order to achieve the first goal, Ti-TcFET devices should have a high-threshold voltage when
only one gate is activated. The threshold voltage of a Ti-TcFET is approximated by Equation (8):

VTht = Vinv + Φm +
QD

Cox
+ VQM −VSCE, (8)

where Vinv is a constant, Φm is the work function difference of the electrode and the silicon, QD is
the channel depletion charge, Cox is the oxide capacitance of the front gate, back gate, and top gate,
and VQM and VSCE are the threshold voltage increase caused by quantum-mechanical effect models
and short-channel effects, respectively. From Equation (8), the threshold voltage of the device can be
adjusted by selecting a suitable Φm and Cox.

In order to achieve the second goal, Ti-TcFET devices should have a low subthreshold slope, so
that the device achieves a large turn-on current with a small turn-off current. The subthreshold slope S
is given by Equation (9) [22]:

S =
∂Vtop-gate

∂ log ID
= ln 10 · kT

q
· ΔVtop-gate

ΔψSi
= 60 · ΔVtop-gate

ΔψSi
, (9)

where ψSi is the surface potential at the gate electrode. The subthreshold slope can be approximated by
Equation (10) [23]:

S = 60 · Toxt + 2.1TSi + Toxb
Toxb

= 60 ·
(

2.1TSi
TOX

+ 2
)
, (10)

From Equation (10), we can get the relationship between the subthreshold slope S, channel
thickness TSi, and gate oxide thickness Tox, which can be used to optimize the performances of
Ti-TcFET devices.
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3.4.1. Effect of Channel Thickness on Current Characteristics

Figure 6 shows the effect of channel thickness Tsi on current characteristics at Vfront-gate = 0 V and
Vback-gate = 0.8 V. When the voltage Vtop-gate of the top gate is set as 0.8 V, the two inputs of the N-type
Ti-TcFET are at 0.8 V, and thus the device should be turned on. Its drain current is named as Ion (turn-on
current). When the voltage of the top gate Vtop-gate is 0 V, only one input of the Ti-TcFET is at 0.8 V, and
thus the device should be turned off. Its drain current is named as Ioff (turn-off current).

Figure 6. The turn-on current Ion and turn-off current Ioff at different channel thicknesses TSi.

From Figure 6, it ca be seen that as the channel thickness reduces from 6 nm down to 3 nm, Ion/Ioff
(the switching current ratio) increases. From Equation (10), the subthreshold slope S of the devices
reduces when the channel thickness TSi reduces. The results show that the TCAD simulations agree
with the theoretical formula. In order to have enough Ion and an acceptable Ion/Ioff, the optimized TSi is
set to 4 nm.

3.4.2. Effect of Gate Oxide Thickness on Current Characteristics

Figure 7 shows the effect of gate oxide thickness TOX on current characteristics at Vfront-gate = 0 V
and Vback-gate = 0.8 V according to the TCAD simulations. As the gate oxide thickness TOX increases
from 2.0 nm to 3.5 nm, Ion/Ioff increases. As shown in Equation (10), when the gate oxide thickness
TOX increases, the subthreshold slope S of the Ti-TcFET devices decreases, so that Ion/Ioff increases. The
results show that the theoretical formula agrees with the TCAD simulations. In order to have enough
Ion and an acceptable Ion/Ioff, the optimized gate oxide thickness TOX is set to 3 nm.

Figure 7. The turn-on current Ion and turn-off current Ioff at different thickness TOX of the dielectric HfO2.
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3.4.3. Effect of Gate Work Function on Current Characteristics

Figure 8 shows the effect of the gate work function on current characteristics at Vfront-gate = 0 V
and Vback-gate = 0.8 V according to the TCAD simulations. From Figure 8, it can be seen that as the
gate work function Φm increases from 4.85 eV to 5.00 eV, Ioff decreases. As shown in Equation (8),
a high-threshold voltage can be achieved by increasing the gate work functionΦm, so that Ioff decreases.
The results show that the theoretical formula agrees with the TCAD simulations. In order to reduce Ioff,
the optimized gate work function is set to 4.95 eV.
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Figure 8. The turn-on current Ion and turn-off current Ioff with different gate work functions Φm.

3.5. Drain-Induced Barrier Lowering (DIBL) and S of the Optimized Ti-TcFET Devices

The drain-induced barrier lowering (DIBL) can be calculated by using Equation (11):

DIBL(mV/V) =
ΔVTht
ΔVDS

, (11)

As shown in Equation (11), the DIBL is defined as the difference in threshold voltage when the
drain voltage is increased. The drain current of the Ti-TcFET is shown in Figure 9 when Vfront-gate =

0 V and Vback-gate = 0.8 V. From Figure 9, the DIBL of the Ti-TcFET device is about 41.48 mV/V when
Vfront-gate = 0 V and Vback-gate = 0.8 V. Our TCAD simulations show that the DIBL of the Ti-TcFET device
is almost the same as the standard FinFET device when using the same device parameters.

Figure 9. Drain current of the Ti-TcFET when Vfront-gate = 0 V and Vback-gate = 0.8 V.
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The drain current of the Ti-TcFET is shown in Figure 10 when Vtop-gate = Vfront-gate = Vback-gate.
From Figure 10, it can be seen that the subthreshold slope S of the Ti-TcFET devices is about 62.6 mV/dec.
The TCAD simulations show that the subthreshold slope S of the Ti-TcFET device is also almost the
same as the standard FinFET device when using the same device parameters.

Figure 10. Drain current of the Ti-TcFET when Vtop-gate = Vfront-gate = Vback-gate.

3.6. Scaling Factors of the Ti-TcFET Devices

The minimum turn-on current and maximum turn-off current are shown in Figure 11 as channel
length Lg and fin height HFin scale down, where the scaling factor (SF) is set as 0.707. From Figure 11a,
as the channel length Lg and fin height HFin scale down, the minimum turn-on current reduces slowly.
From Figure 11b, as the channel length Lg and fin height HFin scale down, the maximum turn-off drain
is almost a constant.

Figure 11. (a) The minimum turn-on current as channel length Lg and fin height HFin scale down, and
(b) the maximum turn-off current as channel length Lg and fin height HFin scale down. The scaling
factor (SF) is set as 0.707.

3.7. Performance Analysis of the Ti-TcFET Devices

The Ti-TcFET device has three input terminals, and each input terminal has two logic values with
logic “1” (0.8 V) and logic “0” (0 V), so that the device has eight switching modes. Taking the N-type
Ti-TcFET as an example, eight working modes are illustrated in Figure 12. When only one or fewer
inputs are “1”, the device is turned off, as shown in Figure 12a. In Figure 12a, there are four switching
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modes in the turn-off state. When two or three inputs are “1”, the device is turned on, as shown in
Figure 12b. In Figure 12b, there are also four switching modes in the turn-on state.

 
Figure 12. Eight switching modes of the Ti-TcFET device.

Using the optimized parameters and device sizes listed in Table 1, the turn-on and turn-off
currents of N-type and P-type Ti-TcFETs working in eight switching modes are listed in Tables 2
and 3, respectively.

Table 2. The turn-on current and turn-off currents of the N-type Ti-TcFET.

State
Vtop-gate, Vfront-gate,

Vback-gate
ID (A) Normalized

Turn-offmode 1 0.8 V, 0 V, 0 V 2.06 × 10−8 0.0005
Turn-offmode 2 0 V, 0.8 V, 0 V 1.40 × 10−8 0.0004
Turn-offmode 3 0 V, 0 V, 0.8 V 1.40 × 10−8 0.0004
Turn-offmode 4 0 V, 0 V, 0 V 1.47 × 10−17 3.81 × 10−13

Turn-on mode 1 0 V, 0.8 V, 0.8 V 1.17 × 10−5 0.3031
Turn-on mode 2 0.8 V, 0 V, 0.8 V 1.17 × 10−5 0.3031
Turn-on mode 3 0.8 V, 0.8 V, 0 V 1.14 × 10−5 0.2953
Turn-on mode 4 0.8 V, 0.8 V, 0.8 V 3.86 × 10−5 1.0000

Table 3. The turn-on current and turn-off currents of the P-type Ti-TcFET.

State
Vtop-gate, Vfront-gate,

Vback-gate
ID (A) Normalized

Turn-offmode 1 0 V, 0.8 V, 0.8 V 1.57 × 10−8 0.0007
Turn-offmode 2 0.8 V, 0 V, 0.8 V 1.06 × 10−8 0.0004
Turn-offmode 3 0.8 V, 0.8 V, 0 V 1.06 × 10−8 0.0004
Turn-offmode 4 0.8 V, 0.8 V, 0.8 V 2.75 × 10−17 1.15 × 10−12

Turn-on mode 1 0.8 V, 0 V, 0 V 7.48 × 10−6 0.3116
Turn-on mode 2 0 V, 0.8 V, 0 V 7.09 × 10−6 0.2954
Turn-on mode 3 0 V, 0 V, 0.8 V 7.09 × 10−6 0.2954
Turn-on mode 4 0 V, 0 V, 0 V 2.40 × 10−6 1.0000

Table 2 lists the turn-on current Ion and turn-off current Ioff of the N-type Ti-TcFET in the four
turn-on modes and four turn-off modes, respectively. The normalized currents are listed in the
rightmost column in Table 2. From Table 2, it can be seen that the maximum turn-off current among
the four turn-offmodes is 2.06 × 10−8 A, while the minimum turn-on current among the four turn-on
modes is 1.14 × 10−5 A. In the worst case, Ion/Ioff (switching current ratio) is 553. In order to increase
Ion/Ioff, some new materials such as ferroelectric materials and two-dimensional materials can be used.
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Ferroelectric materials can enhance the internal gate voltage through the negative capacitance effect,
so that Ion/Ioff (switching current ratio) increases greatly and the subthreshold swing decreases below
60 mV/dec [24]. Two-dimensional (2D) semiconductors, such as transition metal dichalcogenides
(TMDs), have the potential for ultra-scaled transistor technology beyond 10 nm node technology
because of their atomically thin layered channel and low dielectric constant, which offer strong
electrostatic control [25].

Table 3 shows the turn-on current Ion and turn-off current Ioff of the P-type Ti-TcFET in the four
turn-on modes and four turn-offmodes, respectively. The normalized currents are also listed in the
rightmost column in Table 3. From Table 3, it can be seen that the maximum turn-off current among
the four turn-offmodes is 1.57 × 10−8 A, while the minimum turn-on current among the four turn-on
modes is 7.09 × 10−6 A. In the worst case, the switching current ratio is 452.

3.8. Logic Cells Based on Ti-TcFET Devices

A single Ti-TcFET transistor can implement three input “majority-not” switch functions [26,27], and
thus only one N-type Ti-TcFET and one P-type Ti-TcFET are needed to realize a “majority-not” logic cell,
as shown in Figure 13a. From Figure 13a, the “majority-not” logic cell using traditional CMOS/FinFET
devices needs 10 transistors. The transistor counts of the “majority-not” cell using the proposed
Ti-TcFET devices is only one-fifth of that of the “majority-not” cell using traditional CMOS/FinFET
devices, which shows that the proposed Ti-TcFET devices with three input terminals have a higher
information processing capacity than traditional CMOS/FinFETs with a single input terminal.

 

Figure 13. The logic cells based on Ti-TcFET devices: (a) majority-not, (b) NOT-OR (NOR), and (c)
NOT-AND (NAND).

The Ti-TcFET devices can also be used to implement other logic gates in a compact style, such as
NOR and NAND, as shown in Figure 13b,c, respectively. For more complex logic circuits, such as a full
adder, the circuit structure can also be simplified by using Ti-TcFET devices, as shown in Figure 14a.
For comparison, Figure 14b shows the full adder using traditional CMOS/FinFETs.
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Figure 14. Full adders based on Ti-TcFET devices (a) and complementary metal–oxide–semiconductor
(CMOS) devices (b).

The power consumption, delay, and power delay product of the one-bit full adder using Ti-TcFET
devices and standard FinFET devices are compared in Table 4. From Table 4, the power consumption
and power delay product of the one-bit full adder based on Ti-TcFET devices are smaller than standard
FinFET devices, with an acceptable delay penalty.

Table 4. The power consumption, delay, and power delay product of the one-bit full adder using
Ti-TcFET devices and standard FinFET devices.

Full Adder Power Consumption (nW) Delay (pS) Power Delay Product (zJ)

FinFET 19.29 44.38 856
Ti-TcFET 9.26 59.59 554

4. Conclusions

In this paper, a novel T-channel field effect transistor with three input terminals (Ti-TcFET) is
proposed. The T-channel structure increases the coupling area between the top gate and the front
and back gates so that the device can realize the “majority-not” function well. By adjusting the gate
work function, channel thickness, and the thickness of the gate oxide layer, the performance of the
Ti-TcFET device is optimized. The results show that when the gate work function Φ of the N-type
Ti-TcFET is 4.95 eV, TSi = 4 nm, and TOX = 3 nm, the minimum turn-on current Ion is 1.14 × 10−5 A and
the maximum turn-off Ioff is 2.06 × 10−8 A, with the switching current ratio Ion/Ioff of 553. When the
gate work function Φ of the P-type Ti-TcFET is 4.52 eV, TSi = 4 nm, and TOX = 3 nm, the minimum
turn-on current Ion is 7.09 × 10−6 A and the maximum turn-off current Ioff is 1.57 × 10−8 A, with the
switching current ratio Ion/Ioff of 452. The purpose of this paper was to propose a three input device to
simplify the circuit structure and thus to provide a new idea for future circuit designs.

In the future, we will optimize the N-type and P-type Ti-TcFETs by applying new materials such
as ferroelectric materials and two-dimensional materials, which should be helpful to increase the
switching current ratio of the device and to decrease the leakage current.
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Abstract: A rating voltage of 150 and 200 V split-gate trench (SGT) power metal-oxide- semiconductor
field-effect transistor (Power MOSFET) with different epitaxial layers was proposed and studied.
In order to reduce the specific on-resistance (Ron,sp) of a 150 and 200 V SGT power MOSFET, we used
a multiple epitaxies (EPIs) structure to design it and compared other single-EPI and double-EPIs
devices based on the same fabrication process. We found that the bottom epitaxial (EPI) layer of a
double-EPIs structure can be designed to support the breakdown voltage, and the top one can be
adjusted to reduce the Ron,sp. Therefore, the double-EPIs device has more flexibility to achieve a lower
Ron,sp than the single-EPI one. When the required voltage is over 100 V, the on-state resistance (Ron)
of double-EPIs device is no longer satisfying our expectations. A triple-EPIs structure was designed
and studied, to reduce its Ron, without sacrificing the breakdown voltage. We used an Integrated
System Engineering-Technology Computer-Aided Design (ISE-TCAD) simulator to investigate and
study the 150 V SGT power MOSFETs with different EPI structures, by modulating the thickness and
resistivity of each EPI layer. The simulated Ron,sp of a 150 V triple-EPIs device is only 62% and 18.3%
of that for the double-EPIs and single-EPI structure, respectively.

Keywords: split-gate trench power MOSFET; multiple epitaxial layers; specific on-resistance

1. Introduction

Trench power MOSFETs have become a superior device in the medium-to-low voltage power
application field. In conventional trench MOSFETs, the gate is isolated from the drain region only
by the gate oxide. This results in that trench MOSFETs exhibit large switching losses due to a high
gate-to-drain capacitance (Cgd), which limits its application. In order to reduce the device-switching
losses, many studies, such as a thick-bottom oxide layer (TBOX) design, W-gated, and RESURF stepped
oxide (RSO) MOSFET, were proposed [1–4]. All of these structures feather a thick oxide between gate
electrodes and drain area, to reduce device Cgd. The RSO structure uses a thicker oxide at the lower
portion of the trench, to reduce Cgd, while it applies a thinner one at the upper portion of the trench,
to be the gate oxide. Because the stepped gate electrode plays a role as an extended field plate (FP)
to modulate the electric field (EF) around it, this structure not only reduces the feedback capacitance
but also the Ron, by using a low-resistivity epitaxial layer. Although RSO design can reduce the Cgd,
switching losses are still a big issue when a device is used in a high-frequency application. Split-gate
trench (SGT) devices overcame that problem by adding a source electrode located between the gate
and drain [5–9]. There are two parts in the trenches for a split-gate structure: The upper electrode is
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the gate, and the lower one is connected by a separate contact to the source, to play as a field plate to
balance the charge in the n- drift epitaxy region. This field plate is surrounded with a thick oxide to be
a MOS structure that induces a silicon depletion region once the electrode is biased at a more negative
potential than the n- silicon region [10–12]. Furthermore, the extended field plate along the drift epitaxy
layer shapes the electric field in the drift region that enables the drift depletion area to support a higher
drain voltage by using a lower resistivity epitaxy layer to reduce device specific on-resistance [5,13].
In addition, the Cgd of an SGT can be reduced significantly because the gate electrodes are shielded
from the drain region by these FPs [10,14,15].

Even RSO and SGT power MOSFETs can provide an effective way to reduce device feedback
capacitance and Ron simultaneously. The on-state resistance for a device used in a higher voltage
system (100 to 200 V) increases sharply, owing to a high-resistivity epitaxial layer. For 20–30 V
low-voltage SGT devices, the channel resistance portion is dominant and amounts to over 60%–85% of
the total device resistance. However, this channel resistance is reduced to only 30%–20% for 60–70 V
middle-voltage-rating devices [16,17]. When the device rating voltage reaches 150–200 V, the drift
resistance occupies about 90% of the total device resistance [16,18]. To achieve a high breakdown
voltage (VBR) design without increasing the Ron too much, a gradient, two-stepped oxide or multiple
stepped oxide designs were applied to the trenches and shown to improve device performance
effectively [18–21]. Since the potential of the field plate (bottom gate) on the oxide around it is different
everywhere, that leads to a different depletion strength and electric field between two trenches along
the cell depth, [18–21] use oxide engineering to improve device performance. On the other hand,
double split-gate resurf stepped oxide UMOS can overcome the non-uniform problem [15]; however, the
oxide and poly process in the trenches is too complicated. The abovementioned methods could make
the drift region have a more uniform EF distribution to sustain a higher VBR. However, these structures
required multiple depositions and etching steps that complicate the fabrication process. Superjunction
structures and wide bandgap SiC material devices are alternative ways to provide high-voltage and
low-Ron,sp solutions [22–25]. However, the built-in superjunction depletion layer limits the scalability
to lower voltages (<500 V) [3]. In addition, besides cost issues, low channel mobility owing to a high
density of SiC/SiO2 interface traps and undesirable higher turn on voltage of the body diode of a
wide bandgap SiC power MOSFET make SiC devices less attractive than Si ones for lower-voltage
applications [26–28]. Lower-voltage SiC power MOSFETs have not yet been demonstrated [10]. For a
device structure with a rating voltage below 200 V, Si SGT power MOSFET dominates and plays an
important role in reducing the device Ron,sp in power applications.

In this study, we proposed a 150 V SGT power MOSFET with multiple EPIs, to improve the device
characteristics, and applied the same way to design a 200 V SGT power device. The single-EPI structures
are wildly used in the low-voltage (<50 V) SGT power MOSFETs design. When required device
rating voltage is up to 50–100 V, single-EPI device makes this scheme suffer a sharply increased Ron.
A double-EPI-layers structure was used to improve device Ron characteristics in some studies [29,30].
Compared to the single-EPI one, the double-EPIs device has a higher device output current than the
single one. This unique merit allows for the possibility of the double-EPIs design to reduce Ron,sp,
as well as its power consumption. In this study, we wanted to design and modify the EPI structures
rather than the complicated fabrication ways mentioned in [15,18–21], to reduce device Ron and sustain
a high VBR at the same time. When device ranting voltage is designed to over 100 V, we find that the
Ron of double-EPIs structure is no longer satisfying our expectations. Therefore, a triple-EPIs structure
was applied, to modify the EF distributions between two trenches, instead of only depending on its
magnitude supported by the bottom EPI. This design makes us have more flexibilities in designing
the bottom EPI with a lower resistivity specification, to achieve a lower Ron,sp device. In double-EPIs
design, the bottom EPI layer is used to support the VBR, and the top one could be used to modify the
EF and reduce the Ron. For a triple-EPIs structure, the top and bottom EPI layers play the same roles
as those is the double-EPIs device. The middle one is used to lower the Ron,sp if the top and bottom
EPI layers can be properly designed. We applied ISE-TCAD to simulate and investigate by analyzing
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device potential and EF distributions with different epitaxial layers for all devices [31]. The Ron,sp of
a triple-epitaxial-layer structure is much lower than those applied with a single- or double-epitaxial
layer based on the same fabrication process.

2. Device Structure and Simulation

Multiple EPI structures were applied in this study. Figure 1 shows the trench location related
to each structure with different epitaxial layers designs. The process steps of simulation for a
three-epitaxial-layer device are shown in Figure 2. We started with a designed three EPIs above an n+

substrate. Detailed layers’ information is listed in Table 1. A trench was first defined and etched to
the top of the bottom EPI. An oxide and polysilicon (Poly-Si) were sequentially deposited. After that,
the deposited Poly-Si was etched back, to form a bottom gate. Then, the gate oxide was grown
thermally, and a Poly-Si layer was deposited to fill the trenches and then etched to play the gates.
Next, the device was implanted to accomplish the p--well and n+-well as the channel and the source
region, respectively. After an oxide was deposited and contact holes were opened, an etching process
was applied, and a p+ implantation was employed to improve the device’s ruggedness. Finally, a metal
was formed to be the source electrode. Figure 3 shows the cross-section of this SGT power MOSFET
structure with three epitaxial layers.

Figure 1. Split-gate trench power MOSFET structure with (a) single EPI, (b) double EPIs,
and (c) triple EPIs.

Table 1. The simulation parameters that were used for the triple-EPIs structure.

Parameter Value

Cell pitch 3.24 μm
Thickness of top EPI 4 μm
Resistance of top EPI 0.9 Ω·cm

Thickness of middle EPI 2 μm
Resistance of middle EPI 0.16 Ω·cm
Thickness of bottom EPI 4 μm
Resistance of bottom EPI 0.68 Ω·cm

Depth of trench 6 μm
Width of trench 1.8 μm

Thickness of bottom oxide 0.8 μm
Thickness of gate oxide 0.06 μm
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Figure 2. Main simulated fabrication process for the triple-EPIs SGT power MOSFET: (a) three designed
epitaxial layers; (b) defining the trench, bottom gate, and gate; (c) forming the channel and the source
areas; (d) opening the contact holes and implanting the p+; (e) depositing the metal pads.

Figure 3. The cross-section diagram of a triple-EPIs SGT power MOSFET.

3. Results and Discussion

First, we constructed a 150 V device by using a double-EPIs structure. The trench depth we used
here was 6 μm, from the top to the bottom EPI. For a double-EPIs structure, to improve its VBR, a thicker
thickness or a higher-resistivity bottom EPI is required. However, it will increase Ron significantly.
Then, we apply the same EPI thickness and trench depth as double-EPIs structure to all devices in the
simulation. For comparison, we adopted the same bottom EPI specification for the double structure
used as for the single-EPI device. For a triple-EPIs device, the EPI specifications are adjusted to achieve
a balance to have a maximum VBR and a minimum Ron,sp. The EPI information for all structures is
list in Table 2. All the devices simulated here use the same trench depth (6 μm). Different top- and
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middle-EPI-thickness designs are studied for a triple-EPIs device. Figure 4a shows the EF distributions
with different top- and middle-EPI-thickness designs. We can see that the EF distributions between
two trenches can be modified by different top and middle EPI thickness. Our approach to improving
the EF distributions between two trenches is similar to that proposed in [15]. We used triple EPIs
and [15] double split-gates with different bias in the trenches, to achieve the same purpose. The Ron is
not affected by the top EPI too much; however, different electric field distributions with different EPI
combinations here give us more room to design a high VBR device. One can expect that the highest
breakdown voltage can be obtained in the largest area of the EF integration, with respect to the cell
depth [19,22]. In our study, the best top-and middle-EPI-thickness ratio to sustain a high VBR device is
1:2. Figure 4b presents the simulated VBR and Ron,sp with different EPI-thickness designs.

Table 2. The parameters that were used for the single-, double-, and triple-EPI structure simulation.

Device EPI Thickness (μm) EPI Resistance (Ω·cm)

Single EPI 10 1.4

Double EPIs Top EPI = 6 Top EPI = 0.35
Bottom EPI = 4 Bottom EPI = 1.4

Triple EPIs
Top EPI = 4 Top EPI = 0.9

Middle EPI = 2 Middle EPI = 0.16
Bottom EPI = 4 Bottom EPI = 0.68

Figure 4. (a) The simulated electric field curves in the middle of the cell and (b) the simulated VBR

and Ron,sp with different top- and middle-EPI-thickness designs with the same total and bottom
EPI thickness.

Figures 5 and 6 show the simulated potential and EF distributions for all structures under the
same total EPI thickness. From the simulation, it is obvious that the triple-EPIs device can sustain
a higher VBR easily than the others. A middle EPI layer is used to increase the EF magnitudes and
then enhance the breakdown, as well as lower the Ron,sp simultaneously. In addition, it offers us more
flexibility to adjust the resistivity of the bottom EPI, to further reduce its Ron,sp. The EF distribution
curves in the cell center for all structures are shown in Figure 7. From this figure, the triple-EPIs design
shows it has more uniform EF distributions between two trenches to sustain a higher VBR. In Figure 7,
it is obvious that the two-layer structure can increase the device top electric field between two trenches;
however, it decreases to a low value at p--well/n-EPI as the single one does. A triple-EPIs structure is
designed to enhance the device EF between two trenches at the top and p- well/n− EPI area between
two trenches to enhance device breakdown voltage. From Figure 7, we can observe a more uniform
electric field distribution and the largest area under EF integration along the cell depth can be found
in the triple-EPIs design. Therefore, the breakdown voltage of a triple-EPIs device can be improved.
All devices’ performances are summarized in Table 3. By using the same EPI thickness, the triple-EPIs
design has the highest breakdown voltage than other EPI structures.
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Figure 5. The simulated potentials for the split-gate trench power MOSFET with (a) single EPI,
(b) double EPIs, and (c) triple EPIs at the same EPI thickness. The color bars are scaled on the
same degree.

Figure 6. The simulated electric fields for the split-gate trench power MOSFET with (a) single EPI,
(b) double EPIs, and (c) triple EPIs at the same EPI thickness. The color bars are scaled on the
same degree.

Figure 7. The simulated electric field curves for all devices with single EPI, double EPIs, and triple
EPIs with the same total EPI thickness.

Table 3. The characteristics of single-EPI, double-EPIs, and triple-EPIs SGT power MOSFET with the
same total EPI thickness.

Device Breakdown Voltage (V) Ron (mΩ·mm2) EPI Thickness (μm)

Single EPI 130.93 181.16 10
Double EPIs 153.85 98.23 10
Triple EPIs 164.49 67.79 10
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Then we modified single-EPI and double-EPIs specifications to sustain the same VBR that a triple
design can achieve. To increase the VBR of these two devices, the thickness and resistance of each EPI
layer, as well as the trench depth, have to be increased. The EPI information for all structures is list in
Table 4. Figure 8 shows the potential profiles for all devices. It can be seen that, in order to sustain a
higher rating voltage, the thickness and resistivity of the single-EPI and double-EPIs structure must be
thickened and increased to achieve a high VBR. The EF magnitude distributions of all structures are
shown in Figures 9 and 10. We can find that, the less EPI layers that are used, the lower the electric
field valley, which weakens the support of a high VBR with a small Ron,sp. The triple-EPIs structure
uses a middle EPI to enhance its electric field in the middle of the trench, where there is an EF valley
observed in other structures. Therefore, a triple-EPIs structure is much easy to sustain a high VBR than
other devices.

Table 4. The parameters that were used for the single-EPI, double-EPIs, and triple-EPIs
structure simulation.

Device EPI Thickness (μm) EPI Resistance (Ω·cm) Trench Depth (μm)

Single EPI 15 2 8

Double EPIs Top EPI = 9 Top EPI = 0.35 8Bottom EPI = 4 Bottom EPI = 1.4

Triple EPIs
Top EPI = 4 Top EPI = 0.9

6Middle EPI = 2 Middle EPI = 0.16
Bottom EPI = 4 Bottom EPI = 0.68

Figure 8. The simulated potentials for the split-gate trench power MOSFET with (a) single EPI,
(b) double EPIs, and (c) triple EPIs at 150 V rating voltage. The color bars are scaled on the same degree.

Figure 9. The simulated electric fields for the split-gate trench power MOSFET with (a) single EPI,
(b) double EPIs, and (c) triple EPIs at 150 V rating voltage. The color bars are scaled on the same degree.
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Figure 10. The simulated electric field curves for the split-gate trench power MOSFET with single EPI,
double EPIs, and triple EPIs at 150 V rating voltage.

Figure 11 shows the output characteristics for all structures with the same VBR of 164 V. It can be
observed that the Ron of a triple-EPIs design is much lower than those of the others. The triple-EPIs
structure can sustain a higher VBR, owing to a more uniform electric field distribution between two
trenches that is attributed to top- and middle-EPI design. It makes a triple-EPIs device more flexible on
resistivity and thickness design for bottom EPI to achieve a low Ron characteristic. Table 5 demonstrates
the Ron,sp for all devices with the same VBR. The simulated Ron,sp of a triple-EPIs device with a
rating voltage of 150 V is only 62% and 18.3% of the one for the double-EPIs and single-EPI structure,
respectively. Although a double-EPIs structure has better Ron,sp than the single one, the long trench
depth, accompanied by a long top EPI thickness, makes it is hard to maintain a uniform electric field
between two trenches. Therefore, a higher resistivity bottom EPI spec is required to sustain a high
rating voltage that results in a higher Ron than the triple-EPIs design. Compared with other methods
mentioned in [15,18–21], the multiple-EPIs structure does not complicate the process in manufacturing,
and a higher-VBR and a lower-Ron,sp device can be achieved.

Figure 11. The output characteristic of the split-gate trench power MOSFET with single EPI, double EPIs,
and triple EPIs.

Table 5. The characteristic of single-EPI, double-EPIs, and triple-EPIs 150 V rating voltage split-gate
trench power MOSFET at the same cell pitch.

Device Breakdown Voltage (V) Ron (mΩ·mm2) Cell Pitch (μm)

Single EPI 164.2 369.85 3.24
Double EPIs 164.23 109.56 3.24
Triple EPIs 164.49 67.79 3.24

We also use the same method to construct 200 V SGT devices with different EPI designs.
Similar electrical field distributions and output characteristics with Figures 10 and 11 can be obtained,
respectively, if we modify the best epitaxial specification. Table 6 lists the parameters that we used
for all 200 V SGT devices’ simulation and shows their characteristics. Again, the triple-EPIs structure

218



Micromachines 2020, 11, 504

demonstrates more flexibility to achieve a lower Ron,sp than the single-EPI and double-EPIs devices
under the same breakdown voltage design.

Table 6. The parameters that were used for the single-EPI, double-EPIs, and triple-EPIs
structure simulation.

Device EPI Thickness (μm)
EPI Resistance

(Ω·cm)
Breakdown
Voltage (V)

Ron (mΩ·mm2)

Single EPI 16 4.8 222.79 729.7

Double EPIs
Top EPI = 6 Top EPI = 0.3

221.73 286.47Bottom EPI = 9 Bottom EPI = 3

Triple EPIs
Top EPI = 4 Top EPI = 0.8

221.33 184.36Middle EPI = 2 Middle EPI = 0.17
Bottom EPI = 7.5 Bottom EPI = 2.1

Figure 12 compares the specific on-resistance performance of our proposed SGT devices with that
of the other middle-voltage devices reported in [4,15,21,32–40], ideal silicon limit, and super junction
(SJ) limit for cell pitch = 5 and 10 μm in the 50–200 V range. Form Figure 12, we observe that the
triple-EPIs structure and those using a double split-gate device [15] and stepped oxide SGTs [18,20,21]
can achieve a very low Ron,sp in the middle-voltage range because they all can maintain more uniform
EF distributions between two trenches. Compared with a double split-gate device and stepped oxide
ones, our triple-EPIs devices do not require the complicated double split-gate or oxide-engineering
process in the trenches and is compatible with the conventional SGT process.

Figure 12. The comparison of Ron,sp against VBR relationship of middle-voltage SGT structures,
super junction devices, ideal silicon limit and super junction (SJ) limit (cell pitch = 5 and 10 μm).

4. Conclusions

A 150–200 V rating voltage triple-EPIs SGT-power MOSFET was proposed, studied, and compared
with a single-EPI and double-EPIs structure. The middle EPI in the triple-EPIs structure is used to
increase the low electric field between two trenches, thereby increasing the breakdown voltage and
reducing the on-resistance. Compared with the single-EPI and double-EPIs structures, the triple-EPIs
SGT-power MOSFET had a lower on-resistance. The simulated Ron,sp of a triple-EPIs device with
a rating voltage of 150 V is only 62% and 18.3% of the one for the double-EPIs and single-EPI
structure, respectively.

Author Contributions: Conceptualization, F.-T.C.; formal analysis, F.-T.C. and Z.-Z.W.; methodology, F.-T.C.,
Z.-Z.W., C.-L.L., and T.-K.K.; resources, F.-T.C. and C.-L.L.; software, F.-T.C., Z.-Z.W., and C.-W.C.; writing—original
draft, F.-T.C. and Z.-Z.W.; writing—review and editing, F.-T.C., Z.-Z.W., C.-L.L., T.-K.K., C.-W.C., and H.-C.C.
All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Ministry of Science and Technology of Taiwan, Grant MOST.
no. 108-2221-E-035-039.

219



Micromachines 2020, 11, 504

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Takaya, H.; Morimoto, J.; Hamada, K.; Yamamoto, T.; Sakakibara, J.; Watanabe, Y.; Soejima, N. A 4H-SiC trench
MOSFET with thick bottom oxide for improving characteristics. In Proceedings of the 25th International
Symposium on Power Semiconductor Devices & ICs, Kanazawa, Japan, 26–30 May 2013; pp. 43–46.

2. Darwish, M.; Yue, C.; Lui, K.H.; Giles, F.; Chan, B.; Chen, K.i.; Pattanayak, D.; Chen, Q.; Terrill, K.; Owyang, K.
A new power W-gated trench MOSFET (WMOSFET) with high switching performance. In Proceedings of the
15th International Symposium on Power Semiconductor Devices & ICs, Cambridge, UK, 14–17 April 2003;
pp. 24–27.

3. Gajda, M.A.; Hodgkiss, S.W.; Mounfield, L.A.; Irwin, N.T.; Koops, G.E.J.; Dalen, R.V. Industrialisation of
resurf stepped oxide technology for power transistors. In Proceedings of the 18th International Symposium
on Power Semiconductor Devices & ICs, Naples, Italy, 4–8 June 2006; pp. 109–112.

4. Koops, G.E.J.; Hijzen, E.A.; Hueting, R.J.E.; Zandt, M.A.A. RESURF stepped oxide (RSO) MOSFET for 85V
having a record-low specific on-resistance. In Proceedings of the 16th International Symposium on Power
Semiconductor Devices & ICs, Kitakyushu, Japan, 24–27 May 2004; pp. 185–188.

5. Goarin, P.; Koops, G.E.J.; Van Dalen, R.; Cam, C.L.; Saby, J. Split-gate resurf Oxide (RSO) MOSFETs for 25V
applications with record low gate-to-drain charge. In Proceedings of the 19th International Symposium on
Power Semiconductor Devices & ICs, Jeju, Korea, 27–30 May 2007; pp. 61–64.

6. Vershinin, K.; Moens, P.; Bauwens, F.; Narayanan, E.M.S.; Tack, M. A new method to improve tradeoff
performance for advanced power MOSFETs. IEEE Electron. Device Lett. 2009, 30, 416–418. [CrossRef]

7. Baliga, B.J. Power Semiconductor Devices having Improved High Frequency Switching and Breakdown
Characteristics. U.S. Patent 5998833, 7 December 1999.

8. Zeng, J. Ultra Dense Trench-Gated Power Device with the Reduced Drain-Source Feedback Capacitance and
Miller Charge. U.S. Patent 6 683 346, 27 January 2004.

9. Zhang, W.; Ye, L.; Fang, D.; Qizo, M.; Xizo, K.; He, B.; Li, Z.; Zhang, B. Model and experiments of small-size
vertical devices with field plate. IEEE Trans. Electron. Devices 2019, 66, 1416–1421. [CrossRef]

10. Williams, R.K.; Darwish, M.N.; Blanchard, R.A.; Siemieniec, R.; Rutter, P.; Kawaguchi, Y. The trench power
MOSFET: Part I—history, technology, and prospects. IEEE Trans. Electron. Devices 2017, 64, 674–691.
[CrossRef]

11. Kobayashi, K.; Sudo, M.; Omura, I. Power loss analysis of 60 V trench field-plate MOSFETs utilizing structure
based capacitance model for automotive application. In Proceedings of the 10th International Conference on
Integrated Power Electronics Systems, Stuttgart, Germany, 20–22 March 2018; pp. 122–127.

12. Kobayashi, K.; Sudo, M.; Omura, I. Structure-based capacitance modeling and power loss analysis for the
latest high-performance slant field-plate trench MOSFET. Jpn. J. Appl. Phys. 2018, 57(4S), 04FR14. [CrossRef]

13. Peake, S.T.; Rutter, P.; Hodgskiss, S.; Gajda, M.; Irwin, N. A fully realized ‘field balanced’ trenchMOS
technology. In Proceedings of the 20th International Symposium on Power Semiconductor Devices & ICs,
Orlando, FL, USA, 18–22 May 2008; pp. 28–31.

14. Williams, R.K.; Darwish, M.N.; Blanchard, R.A.; Siemieniec, R.; Rutter, P.; Kawaguchi, Y. The trench power
MOSFET—Part II: Application specific VDMOS, LDMOS, packaging, and reliability. IEEE Trans. Electron.
Devices 2017, 64, 692–712. [CrossRef]

15. Wang, Y.; Hu, H.F.; Dou, Z.; Yu, C.H. Way of operation to improve performance for advanced split-gate
resurf stepped oxide UMOSFET. IET Power Electron. 2014, 7, 2964–2968. [CrossRef]

16. Park, C.; Havanur, S.; Shibib, A.; Terrill, K. 60 V rating split gate trench MOSFETs having best-in-class specific
resistance and figure-of-merit. In Proceedings of the 28th International Symposium on Power Semiconductor
Devices & ICs, Prague, Czech Republic, 12–16 June 2016; pp. 387–390.

17. Takaya, H.; Miyagi, K.; Hamada, K.; Okura, Y.; Tokura, N.; Kuroyanagi, A. Floating island and thick bottom
oxide trench gate MOSFET (FITMOS)—A 60V ultra low on-resistance novel MOSFET with superior internal
body diode. In Proceedings of the 17th International Symposium on Power Semiconductor Devices & ICs,
Santa Barbara, CA, USA, 23–26 June 2005; pp. 1–4.

220



Micromachines 2020, 11, 504

18. Park, C.; Azam, M.; Dengel, G.; Shibib, A.; Terrill, K. A new 200 V dual trench MOSFET with stepped oxide
for ultra low RDS(on). In Proceedings of the 31st International Symposium on Power Semiconductor Devices
& ICs, Shanghai, China, 19–23 May 2019; pp. 95–98.

19. Chen, Y.; Liang, Y.C.; Samudra, G.S. Design of gradient oxide-bypassed superjunction power MOSFET
devices. IEEE Trans. Power Electron. 2007, 22, 1303–1310. [CrossRef]

20. Kobayashi, K.; Kato, H.; Nishiguchi, T.; Shimomura, S.; Ohno, T.; Nishiwaki, T.; Aida, K.; Ichinoseki, K.;
Oasa, K.; Kawaguchi, Y. 100-V class two-step-oxide field-plate trench MOSFET to achieve optimum
RESURF effect and ultralow on-resistance. In Proceedings of the 31st International Symposium on Power
Semiconductor Devices & ICs, Shanghai, China, 19–23 May 2019; pp. 99–102.

21. Kobayashi, K.; Nishiguchi, T.; Katoh, S.; Kawano, T.; Kawaguchi, Y. 100 V class multiple stepped oxide field
plate trench MOSFET (MSO-FP-MOSFET) aimed to ultimate structure realization. In Proceedings of the
27th International Symposium on Power Semiconductor Devices & ICs, Kowloon Shangri-La, Hong Kong,
10–14 May 2015; pp. 141–144.

22. Daniel, B.J.; Parikh, C.D.; Patil, M.B. Modeling of the coolMOS/sup TM/ transistor—Part I: Device physics.
IEEE Trans. Electron. Devices 2002, 49, 916–922. [CrossRef]

23. Lorenz, L.; Deboy, G.; Knapp, A.; Marz, M. COOLMOS/sup TM/-a new milestone in high voltage power
MOS. In Proceedings of the 11th International Symposium on Power Semiconductor Devices & ICs, Toronto,
ON, Canada, 26–28 May 1999; pp. 3–10.

24. Kondekar, P.N.; Parikh, C.D.; Patil, M.B. Analysis of breakdown voltage and on resistance of super junction
power MOSFET CoolMOS/sup TM/ using theory of novel voltage sustaining layer. In Proceedings of
the 33rd Annual IEEE Power Electronics Specialists Conference, Cairns, QLD, Australia, 23–27 June 2002;
pp. 1769–1775.

25. Tian, K.; Hallén, A.; Qi, J.; Shenhui, M.; Fei, X.; Zhang, A.; Liu, W. An improved 4H-SiC trench-gate MOSFET
with low on-resistance and switching loss. IEEE Trans. Electron. Devices 2019, 66, 2307–2313. [CrossRef]

26. Chen, L.; Guy, O.J.; Jennings, M.R.; Igic, P.; Wilks, S.P.; Mawby, P.A. Study of 4H–SiC trench MOSFET
structures. Solid State Electron. 2005, 49, 1081–1085. [CrossRef]

27. Palmour, J.W.; Cheng, L.; Pala, V.; Brunt, E.V.; Lichtenwalner, D.J.; Wang, G.; Richmond, J.; O’Loughlin, M.;
Ryu, S.; Allen, S.T.; et al. Silicon carbide power MOSFETs: Breakthrough performance from 900 V up to 15 kV.
In Proceedings of the 26th International Symposium on Power Semiconductor Devices & ICs, Waikoloa, HI,
USA, 15–19 June 2014; pp. 79–82.

28. Li, X.; Tong, X.; Huang, A.Q.; Tao, H.; Zhou, K.; Jiang, Y.F.; Jiang, J.N.; Deng, X.C.; She, X.; Zhang, B.; et al.
SiC trench MOSFET with integrated self-assembled three-level protection schottky barrier diode. IEEE Trans.
Electron. Devices 2018, 65, 347–351. [CrossRef]

29. Wang, Q.; Li, M.; Sharp, J.; Challa, A. The effects of double-epilayer structure on threshold voltage of ultralow
voltage trench power MOSFET devices. IEEE Trans. Electron. Devices 2007, 54, 833–839. [CrossRef]

30. Li, M.; Crellin, A.; Ho, I.; Wang, Q. Double-epilayer structure for low drain voltage rating n-channel power
trench MOSFET devices. IEEE Trans. Electron. Devices 2008, 55, 1749–1755. [CrossRef]

31. ISE-TCAD Manuals; Release 10.0; Integrated Systems Engineering: Zurich, Switzerland, 2004.
32. Yamaguchi, H.; Urakami, Y.; Sakakibara, J. Breakthrough of on-resistance Si limit by Super 3D MOSFET under

100V breakdown voltage. In Proceedings of the 18th International Symposium on Power Semiconductor
Devices & ICs, Naples, Italy, 4–8 June 2006.

33. Hattori, Y.; Nakashima, K.; Kuwahara, M.; Yoshida, T.; Yamauchi, S.; Yamaguchi, H. Design of a 200V super
junction MOSFET with n-buffer regions and its fabrication by trench filling. In Proceedings of the 16th
International Symposium on Power Semiconductor Devices & ICs, Kitakyushu, Japan, 24–27 May 2004;
pp. 189–192.

34. Weber, Y.; Morancho, F.; Reynes, J.; Stefanov, E. A New Optimized 200V Low On-Resistance Power
FLYMOSFET. In Proceedings of the 20th International Symposium on Power Semiconductor Devices & ICs,
Orlando, FL, USA, 18–22 May 2008; pp. 149–152.

35. Miura, Y.; Ninomiya, H.; Kobayashi, K. High performance superjunction UMOSFETs with split p-columns
fabricated by multi-ion-implantations. In Proceedings of the 17th International Symposium on Power
Semiconductor Devices & ICs, Santa Barbara, CA, USA, 23–26 May 2005; pp. 1–4.

221



Micromachines 2020, 11, 504

36. Van Dalen, R.; Rochefort, C. Electrical characterisation of vertical vapor phase doped (VPD) RESURF
MOSFETs. In Proceedings of the 16th International Symposium on Power Semiconductor Devices & ICs,
Kitakyushu, Japan, 24–27 May 2004; pp. 451–454.

37. Nitta, T.; Minato, T.; Yano, M.; Uenisi, A.; Harada, M.; Hine, S. Experimental results and simulation analysis
of 250V super trench power MOSFET (STM). In Proceedings of the 12th International Symposium on Power
Semiconductor Devices & ICs, Toulouse, France, 22–25 May 2000; pp. 77–80.

38. Kurosaki, T.; Shishido, H.; Kitada, M.; Oshima, K.; Kunori, S.; Sugai, A. 200V multi RESURF trench MOSFET
(MR-TMOS). In Proceedings of the 15th International Symposium on Power Semiconductor Devices & ICs,
Cambridge, UK, 14–17 April 2003; pp. 211–214.

39. Chen, X.B.; Mawby, P.A.; Board, K.; Salamab, C.A.T. Theory of a novel voltage-sustaining layer for power
devices. Microelectron. J. 1998, 29, 1005–1011. [CrossRef]

40. Chen, Y.; Liang, Y.C.; Samudra, G.S. Theoretical analyses of oxide-bypassed superjunction power metal
oxide semiconductor field effect transistor devices. Jpn. J. Appl. Phys. 2005, 44(2R), 847. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

222



micromachines

Article

Improved DRUS 4H-SiC MESFET with High Power
Added Efficiency

Hujun Jia *, Yuan Liang, Tao Li, Yibo Tong, Shunwei Zhu, Xingyu Wang, Tonghui Zeng and

Yintang Yang

School of Microelectronics, Xidian University, Xi’an 710071, China; ly_3421@163.com (Y.L.);
lit77777@163.com (T.L.); yibo_tong@126.com (Y.T.); swzhu@stu.xidian.edu.cn (S.Z.);
18844504798@163.com (X.W.); zeng_tonghui@163.com (T.Z.); ytyang@xidian.edu.cn (Y.Y.)
* Correspondence: hjjia@mail.xidian.edu.cn; Tel.: +86-137-7212-6387

Received: 22 November 2019; Accepted: 25 December 2019; Published: 27 December 2019

Abstract: A 4H-SiC metal semiconductor field effect transistor (MESFET) with layered doping and
undoped space regions (LDUS-MESFET) is proposed and simulated by ADS and ISE-TCAD software
in this paper. The structure (LDUS-MESFET) introduced layered doping under the lower gate of the
channel, while optimizing the thickness of the undoped region. Compared with the double-recessed
4H-SiC MESFET with partly undoped space region (DRUS-MESFET), the power added efficiency of
the LDUS-MESFET is increased by 85.8%, and the saturation current is increased by 27.4%. Although
the breakdown voltage of the device has decreased, the decrease is within an acceptable range.
Meanwhile, the LDUS-MESFET has a smaller gate-source capacitance and a large transconductance.
Therefore, the LDUS-MESFET can better balance DC and AC characteristics and improve power
added efficiency (PAE).

Keywords: 4H-SiC MESFET; simulation; power added efficiency (PAE)

1. Introduction

As a third-generation semiconductor, silicon carbide (SiC) has significant advantages in materials
and devices, with high critical electrical field, high thermal conductivity, and high electron saturation
velocity [1–3]. SiC based metal-semiconductor field-effect transistors (MESFETs) have become the key
components for high-power, high-efficiency and high-frequency microwave applications because of
their excellent properties. They offer wider bandwidth operation and lower system size than Si and
GaAs based on MESFET technologies [4–7]. Based on those excellent performance, 4H-SiC MESFETs
have broad application prospects in aerospace, satellite communications, and active phased array radars.
Previously, the main research on SiC-MESFET was to balance the DC and AC characteristics and improve
the output power density. With the idea of energy saving and emission reduction, high efficiency
and low energy consumption have become the direction of device design. Thus, some improved
structures have been reported for improving the power added efficiency. Such as a novel 4H-SiC
MESFET with multi-recessed p-buffer layer for high energy-efficiency applications [8], an improved
UU-MESFET with high power added efficiency [9], multi-recessed 4H–SiC metal semiconductor field
effect transistor (MRD-MESFET) with high power added efficiency [10], an improved 4H-SiC MESFET
with a partially low doped channel [11]. However, the trade-off between PAE and DC AC parameters
is still a troublesome problem.

The DRUS-MESFET [12] is proposed to increase the breakdown voltage and improve the output
power density of the device based on the double-recessed MESFET (DR-MESFET) [13]. But the
saturation current and PAE of the device is low. Considering the saturation current and the power
added efficiency, an improved double-recessed 4H-SiC MESFET with partly undoped space region
(LDUS-MESFET) is proposed and simulated. The new structure introduced layered doping under the

Micromachines 2020, 11, 35; doi:10.3390/mi11010035 www.mdpi.com/journal/micromachines
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lower gate and optimized the thickness of the undoped region. Using software ISE-TCAD and ADS
to simulate the LDUS-MESFET, the DC and AC parameter values and power added efficiency of the
device are obtained. By comparing with the DRUS-MESFET, it can be seen that the LDUS-MESFET is
more in line with “green high efficiency, energy saving and emission reduction” thoughts.

2. Device Structure and Simulation Method and Fabrication Feasibility

2.1. Device Structure

Schematic cross-section of the DRUS-MESFET and the LDUS-MESFET are shown in Figure 1a,b,
respectively. They both have a semi-insulating substrate, a p-type buffer layer, an n-type channel
layer, and two highly doped n-type cap layers. The semi-insulating substrate is modeled as a
compensation-doped (vanadium) semiconductor with a high concentration of deep level impurities [13].
Among them, the role of the p buffer layer is to reduce the influence of substrate defects on the active
layer and improve noise performance and device gain [14]. Both of these structures have upper and
lower gates, which control a thinner and a thicker part of the channel, respectively. The difference
between the two structures is that the LDUS-MESFET has a layered doping under the lower gate,
wherein the upper layer region has a doping thickness of H1 = 0.05 μm and a concentration of
6 × 1017 cm−3 (to have a meaningful comparison, the lower layer region doping concentration of the
LDUS-MESFET based on the DRUS-MESFET is also set at 3 × 1017 cm−3), and the thickness of the
undoped space region (US) is optimized for high efficiency. The optimization result is H2 = 0.05 μm.
The other parameters of the two structures are shown in Table 1.

(a) 

(b) 

Figure 1. Schematic cross sections of the (a) double-recessed 4H-SiC MESFET with partly undoped
space region (DRUS-MESFET), (b) 4H-SiC metal semiconductor field effect transistor with layered
doping and undoped space regions (LDUS-MESFET).
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Table 1. Common parameters of the two structures

Parameters Values

P-Buffer Concentration 1.4 × 1015 cm−3

N-Channel Concentration 3 × 1017 cm−3

N-Cap layers Concentration 2 × 1019 cm−3

Upper layer Concentration 6 × 1017 cm−3

N-Cap layers Thickness 0.2 μm
N-Channel Thickness 0.25 μm

P-Buffer Thickness 0.5 μm
Recess gate Thickness 0.05 μm

Recess gate Width 0.35 μm
W 0.3 μm
S 0.2 μm

Lgs 0.5 μm
Lgd 1.0 μm
Ls 0.5 μm
Ld 0.5 μm
Lg 0.7 μm
H1 0.05 μm
H2 0.05 μm

2.2. Simulation Method

Two dimensional numerical device characteristics are realized with ISE-TCAD. The simulator
is calibrated with experimental data in the micrometer regime [15], and the agreement between
experimental data and simulation results is obtained as shown in Figure 2. In order to accurately
simulate the electrical characteristics of the 4H-SiC MESFET device structure, the main physical models
used are mobility (Enormal, Doping Dep, High Field saturation (GradQuasiFermi)), recombination
(Auger, SRH (DopingDep)), incomplete ionization, effective intrinsic density (Band Gap Narrowing
(OldSlotboom)). The DC and AC parameters of the device are obtained by ISE-TCAD simulation, and
these parameters are input into the ADS software to simulate the power added efficiency of the device.
In the ADS simulation, the model used is EE-FET3, an empirical analytical nonlinear model used to fit
the electrical properties of MESFETs. And the working bias conditions were set as follows: Vgs was
−3.5 V, Vds was 28 V, RF was 1.2 GHz and input power Pavs was 24 dBm.

V

Figure 2. Comparison of experimental data and simulation data on output current.

2.3. Fabrication Feasibility

The LDUS-MESFET can be fabricated using the same procedures as reported in [16]. It is worth
noting that the doping concentration of 6 × 1017 cm−3 region under the lower gate can be formed by
ion implantation and activation process. Through high temperature and multi-energy ion implantation
with phosphorous, and activation of the implanted ions can be achieved by inductively heating at a
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desired time and temperature in an Ar atmosphere [17]. The formation of undoped space region is
formed by high energy ion implantation of deep level vanadium and high temperature annealing (the
resistivity of the US region is 2 × 106–7.6 × 106 Ω·cm).

The recessed gate area of the transistors can be fabricated as reported in [16] as follows: First,
a thermal oxide layer is deposited on top of the channel, the thermal oxide layer is etched through
the position of the recessed area and continues to be etched into the interior of the channel to form
a recessed area having a thickness of 0.05 μm. Second, Nickel with a work function of 5.1 eV was
deposited on the recessed area to form a Schottky contact.

3. Results and Discussion

3.1. The Effect of the Doping Concentration (Nd) and Thickness(H1) of the Upper Layer Region on the
Device Parameters

The effect of the thickness and doping concentration of the upper layer region on DC and AC
parameters are shown in Figure 3. It can be seen from the Figure 3a that as the doping concentration
increases, the absolute value of the threshold voltage increases significantly. When H1 is less than
0.05 μm, the absolute value of Threshold voltage (Vt) is gradually decreasing with the increase of H1.
Because there is a longitudinal concentration gradient in the channel. The concentration gradient
produces a longitudinal electric field that weakens the pinch-off voltage, which results in a decrease in
the absolute value of the threshold voltage. When H1 is greater than 0.05 μm, the absolute value of Vt is
increasing with the increase of H1. Because as the doping thickness increases, the number of electrons
in the channel increases, causing the threshold voltage to drift negatively. At H1 = 0.05 μm, the absolute
value of the threshold voltage has a minimum value. In Figure 3b. As the doping concentration
increases, Gate-source capacitance (Cgs) also increases. At the same time, Cgs shows an upward trend
with the increase of H1. In Figure 3c,d, as the doping concentration increases, the saturation current
(Idsat) increases significantly, and the breakdown voltage decreases. When H1 rises from 0 to 0.05 μm,
the saturation current increases rapidly. When H1 increases from 0.05 μm, the rising trend of saturation
current becomes slow.
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Figure 3. The effect of H1 and Nd on the device parameters: (a) Vt–Nd and H1, (b) Cgs–Nd and H1,
(c) Idsat–Nd and H1, (d) Vb–Nd and H1.
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3.2. The Effect of the Doping Concentration (Nd) and Thickness of the Upper Layer Region (H1) on PAE

The influences of the doping concentration and thickness of upper layer region on PAE is shown
in Figure 4. It can be seen from the figure that as the doping concentration of the upper layer region
increases, the PAE significantly decreases. When the thickness of the upper layer region is less than
0.05 μm, the PAE increases with the increase of H1. When H1 is greater than 0.05 μm, the PAE decreases
with the increase of H1. When the thickness of the upper layer region is 0.05 μm, the PAE reaches a
maximum value.

H

N
N

 N

H

Figure 4. The effects of Nd and H1 on the PAE.

3.3. Optimization of the Undoped Region Thickness (H2)

Based on the thickness and doping concentration of the upper layer region determined above,
the thickness of the undoped region is optimized to obtain better power added efficiency and DC AC
parameters. The effect of the thickness of the undoped region on the DC, AC parameters and PAE of
the device is shown in Figure 5. In Figure 5a. We can see that as H2 increases, the absolute value of the
threshold voltage gradually decreases. At the same time, when H2 is less than 0.05 μm, the breakdown
voltage increases as H2 increases, when H2 is greater than 0.05 μm, the breakdown voltage shows a
basically constant trend with the increase of H2. In Figure 5b. As H2 increases, the transconductance
(gm) shows a decreasing trend. When H2 is less than 0.15 μm, the transconductance decline trend is
more gradual. When H2 is greater than 0.15 μm, the transconductance decreases sharply as H2 increases.
When H2 increases, Cgs shows an upward trend. In Figure 5c. As H2 increases, the saturation current
shows a linear decline. When H2 is less than 0.05 μm, the PAE increases as H2 increases, and when
H2 is greater than 0.05 μm, the PAE decreases as H2 increases. The PAE reaches the maximum at
H2 = 0.05 μm.
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Figure 5. The effect of H2 on the device parameters: (a) Vt, Vb–H2, (b) gm, Cgs–H2, (c) PAE, Idsat–H2.

3.4. Mechanism to Improve Device Parameters

Through the analysis of Figures 4 and 5, it can be acquired that when H1 = 0.05 μm, H2 = 0.05 μm,
Nd = 6 × 1017 cm−3, the power added efficiency reaches the maximum value of 64.1%. It can be seen
from Equation (1) that PAE is an efficiency that considers DC and AC parameters [18]. The parameters
Vt, gm and Cgs simulated above have an impact on power added efficiency. The larger the absolute
value of the threshold voltage of the device, the more difficult it is that the gate voltage is pinched off,
which results in higher DC power consumption and smaller PAE. As the maximum transconductance
of the device increases, the power-added efficiency of the device tends to decrease linearly. This is
because when the device transconductance increases, it means that the ability of the gate to control
the current is increased, and the channel resistance is increased, resulting in an increase in the DC
power consumption of the device, and the power added efficiency of the device is reduced. The larger
the Cgs, the greater the energy lost when charging and discharging the capacitor, resulting in a
larger Pdc, which in turn reduces the PAE. The LDUS-MESFET has a smaller threshold voltage and
capacitance than the DRUS-MESFET. Although the transconductance is improved compared with the
DRUS-MESFET, it can be seen from the simulation that the threshold voltage Vt and Cgs have a greater
influence on the PAE than the transconductance. So the PAE of the LDUS-MESFET is 85.8% higher
than the DRUS-MESFET.

PAE =
Pout − Pin

Pdc
(1)

where Pout is output power, Pin is input power and Pdc is DC power.
It can be seen from Table 2 that the saturation current is increased by 27.4% compared with the

DRUS-MESFET. It can be obtained from Equation (2) that the saturation current is proportional to
the amount of charge in the channel and the effective thickness of the channel [14]. Heavy doping
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under the lower gate and reducing the thickness of the undoped region in the channel increase the
saturation current. The breakdown occurs at the edge of the gate near the drain side, and the thickness
of the undoped region has a certain influence on the breakdown voltage. So the LDUS-MESFET
has a lower breakdown voltage than the DRUS-MESFET. But the range of reduction is acceptable.
The transconductance reflects the gate voltage’s ability to control the channel current of the device. The
partly high doping under the lower gate makes the transconductance of the LDUS-MESFET larger than
the DRUS-MESFET. The threshold voltage refers to the gate-source voltage when the channel is pinched
off. Since the LDUS-MESFET has a longitudinal concentration gradient in the channel, the concentration
gradient produces a longitudinal electric field that weakens the pinch-off voltage, which results in a
decrease in the absolute value of the threshold voltage. So the LDUS-MESFET has a smaller threshold
voltage than the DRUS-MESFET. Compared with the DRUS-MESFET, the LDUS-MESFET has a reduced
thickness of the undoped region near the drain side of the gate. So that the drain side depletion layer
can be expanded and the source side expansion is reduced, this makes Cgs decrease.

Idsat = Q(x)v(x) = Zb(x)qn(x)v(x) (2)

where Z is the channel width, b(x) is the effective depth of the channel, q is the electron charge, n(x) is
the electron density, and v(x) is the electron velocity.

Table 2. Comparison of performance parameters of the two structures.

Parameters DRUS-MESFET LDUS-MESFET

Idsat (mA/mm) 312 397.5
Vb (V) 156.9 148.9

gm (mS/mm) 43.8 55
Vt (V) −10.1 −7.19

Cgs (pF/mm) 0.74 0.64
PAE (%) 34.5 64.1

4. Conclusions

An improved DRUS 4H-SiC MESFET with layered doping under lower gate is proposed and
simulated in this paper to increase the PAE of the device. On the basis of the DRUS-MESFET, in order
to maximize the power added efficiency, an upper layer region of 0.05 μm thick is introduced under
the lower gate, and the thickness of the partly undoped region of the DRUS-MESFET was optimized.
The structure achieves a PAE of 64.1%, which is 85.8% larger than the DRUS-MESFET. In addition,
the LDUS-MESFET has a certain improve in saturation current, threshold voltage, transconductance,
and gate-source capacitance. Although the breakdown voltage is reduced, the drop value is within the
acceptable range. Overall, the LDUS-MESFET has wider application in the radio frequency direction.
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Abstract: In this work, the surge reliability of 1200 V SiC metal-oxide-semiconductor field-effect
transistors (MOSFETs) from various manufactures has been investigated in the reverse conduction
mode. The surge current tests have been carried out in the channel conduction and non-conduction
modes. The experimental results show that the maximum surge currents that the devices can
withstand are similar for both cases. It is found that short circuits occurred between the gate and the
source in the failed devices. The characteristics of the body diode have also changed after the tests.
By measuring the device characteristics after each surge current is applied, it can be concluded that
the damages to the gate oxide layer and the body diode occurred only when the maximum surge
current is applied. By decapping the failed devices and observing the cross section of the damaged
cell, it is found that high temperature caused by excessive current flow through the devices during
the surge tests is the main reason for the device failure. Finally, the TCAD simulation of the devices
has been carried out to bring insight into the operation of the devices during the surge events.

Keywords: 1200 V SiC MOSFET; body diode; surge reliability; silvaco simulation

1. Introduction

For decades, silicon material has always been the main semiconductor material used to power
electronic devices. However, the performance of silicon devices has approached its theoretical limit
determined by the material characteristics. While various applications demand ever-increasing
performance from power devices, silicon can no longer meet the requirements of high power, high
frequency, high speed and high temperature. Therefore, more attention has been paid to power
electronic devices based on wide bandgap semiconductor materials [1,2].

Compared with Silicon, wide bandgap semiconductors SiC, GaN and diamond have the advantages
of wide bandgap, high thermal conductivity and high saturation speed. Due to their excellent
performance, wide bandgap semiconductors are more suitable for high voltage, high temperature and
high switching frequency applications [3,4]. While power devices based on diamond are still in the
early research stage [5], some GaN and SiC products are already available in the commercial market.
At present, commercial GaN devices are mainly high electron mobility transistors (HEMTs) rated 600 V
and below [6,7]. On the other hand, SiC devices are more widely available in voltage ranges between
600 and 3300 V [8,9].

Although wide bandgap semiconductor materials have a lot of advantages, their high cost
and poor reliability restrict their large scale commercialization. Current surges are common in the
power electronics circuits. For example, the devices have to withstand several folds of the rated
current during the startup process of a power factor correction (PFC) circuit or an inverter-fed
motor drive. The maximum surge current that a device can withstand is usually referred to as
its surge current capability. Excessive surge current will cause irreversible damage to devices,
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and continuous surge current will also have a negative impact on the device performance. Therefore,
surge capability is an important parameter of devices requiring detailed investigation. Among the
three wide bandgap semiconductors mentioned above, SiC devices are the most mature. At this point,
metal-oxide-semiconductor field-effect transistor (MOSFET) is the SiC commercial product attracts the
most attention. Therefore, in this work, surge capability of SiC MOSFETs has been studied.

Until now there have been a number of surge reliability studies of Si diodes [10] and insulated-gate
bipolar transistors (IGBTs) [11–13]. Considerable research work about the surge reliability of SiC
devices has also been carried out in recent years, but the results mainly focused on the reliability of
SiC Schottky diodes [14–17]. On the SiC MOSFET, most reliability work has been carried on under
short-circuit conditions. Some researchers have investigated the failure of SiC MOSFETs under short
circuit and surge current conditions with a thermal model [18]. Some researchers have tested the
maximum surge currents of 1200 V SiC MOSFETs’ body diodes under various conditions [19,20].
The test conditions were varied by changing temperatures, pulse width of surge currents, gate voltages
and so on. Some have also compared the surge reliability of SiC MOSFET’s body diodes to those
of other Si devices’ body diodes [21–24]. However, in these works only measurement results were
presented. Analysis on the internal causes of the device failure has not been presented.

In this paper, the surge reliability of SiC MOSFETs operating in the reverse conduction mode has
been studied. Firstly, several 1.2 kV SiC MOSFETs from several major manufactures has been tested
in the channel conduction and non-conduction modes to get the maximum surge currents that the
devices could withstand. The performance changes of devices after each surge test were checked to
help to understand the process of the failure. In order to find out the failure mechanism, anatomy
work has been done to two representative failed devices to identify the damages inside the devices.
The results have been analyzed in depth. At last, TCAD simulation has been employed to obtain some
insight into the operation of the devices during the surge events.

2. Materials and Methods

The SiC MOSFETs studied in this paper were vertical N- channel power MOSFETs with a planar
gate structure. Shown in Figure 1 is the cell structure of the SiC MOSFET C2M0080120D from Cree
Company (Durham, NC, USA). The drain electrode is located at the bottom of the device, in contact
with the N+ substrate region. The source electrode and the gate electrode are located on the top of the
device, separated by the interlayer insulator. The channel is located in the P− well region, between the
N+ source region and the N− drift region. The P+/P− well regions and N− drift region form a PN
junction, which is the body diode. The dimension of the regions inside the device has been obtained by
SEM. The doping concentrations of the regions have been derived from the device characteristics and
the dimension of the regions. The structure parameters of MOSFET are shown in Table 1.

Figure 1. Cell structure of SiC metal-oxide-semiconductor field-effect transistor (MOSFET).
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Table 1. Structure parameters of the metal-oxide-semiconductor field-effect transistor (MOSFET) shown
in Figure 1.

Region Numerical Value Unit

Doping concentration in P−well region Surface 7× 1016, internal peak 1 ×1018 cm−3

Depth of P−well region 0.5 μm
Doping concentration in N− drift region 8.85× 1015 cm−3

Depth of N- drift region 10 μm
Doping concentration in N++ substrate region 1× 1019 cm−3

Depth of N++ substrate region 170 μm
Doping concentration in N+ region 3× 1018 cm−3

Depth of N+ region 0.2 μm
Doping concentration in P+ region 1× 1019 cm−3

Length of channel 0.96 μm
Thickness of gate oxide layer 0.05 μm

Length of junction field-effect transistor (JFET) region 2.4 μm

2.1. The Reverse Conduction Characteristics of SiC Metal-Oxide-Semiconductor Field-Effect
Transistor (MOSFET)

Until now, there have been a lot of studies on SiC MOSFETs’ body diodes. Their static characteristics
are similar to those of the ordinary diodes [25–28].

In Figure 2a, the transfer characteristics of the SiC MOSFET C2M0160120D manufactured by Cree
Company is measured to obtain the threshold voltage and plotted. It can be seen that the MOSFET has
a threshold voltage of around 2.6 V. By changing the gate voltages, the reverse I-V curves of the device
are tested and the results are shown in Figure 2b.

Figure 2. (a) Transfer characteristic with Vds = 10 V and (b) reverse I-V curves of C2M0160120D
from Cree.

In the reverse conduction mode, there are two possible parallel current paths, namely, the body
diode and the MOS channel. The body diode only turns on when the voltage across the P+ or
P−well/N− drift junction exceeds its turn-on voltage (approx. 2.7 V under room temperature), which
explains the I-V curve with Vgs = −5 V in Figure 2b. On the other hand, when reverse-biased, the MOS
channel opens when Vgd exceeds Vth and current flows from source to drain. This explains the I-V
curves with Vgs = 5 V to 20 V where the reverse current of the device increases starting from Vsd = 0 V.
When Vgs = 0 V, the MOS channel starts reverse conducting at Vsd = 2.6 V and the body diode starts
conducting at Vsd = 2.7 V, which gives an I-V curve very similar to that of Vgs = −5 V [29]. It is also
interesting to note that, for Vgs = 5 V to 20 V, the I-V curves start to bend upwards when Vsd exceeds 3
V. This is because of the addition of the body current to the existing MOS current. Once turned-on,
the current in the body diode increases exponentially with voltage. As a result, the body diode becomes
the main conducting path with further increase of the bias voltage.
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2.2. Setup of the Surge Current Tests

The simplified schematic of the surge current reliability test circuit is shown in Figure 3. To test
the surge reliability of the device-under-test (DUT), this circuit is operated in the following steps.
Firstly, S1 is closed and S2 remains open. The voltage source V1 charges the capacitor C. Then, S1 is
open and S2 is closed. The charge stored in capacitor C is discharged through the DUT (M1) and the
inductor L. A large instantaneous current flows through the DUT. The LC oscillation circuit is used to
generate a sinusoidal surge current. The period of the current was determined by the inductance L and
capacitance C, which could be expressed as:

T = 2π
√

LC (1)

Figure 3. (a) Simplified schematic of the surge current test circuit, (b) the waveform of the surge current.

In the tests, the sinusoidal current period is set as 20 ms [30]. The values of C and L are chosen as:
C = 2 mF, L = 5 mH to satisfy the equation. The magnitude of the sinusoidal current is determined by
the following formula:

1
2

CU2 =
1
2

LI2 (2)

in which U is the voltage of V1 and I is the amplitude of the sinusoidal current flowing through the
DUT. During the tests, the amplitude of the surge current is increased gradually by adjusting voltage
source V1.

In this experiment, 1200 V SiC MOSFETs from several major manufacturers were selected for
testing. They were C2M0080120D and C2M0160120D from Cree, SCT3160KLGC11 from ROHM (Kyoto,
Japan), SCT10N120 from STM (Geneva, Switzerland) and LSIC1MO120E0160 from Lifflefuse (Chicago,
IL, USA). The major parameters for the tested devices have been listed in Table 2.

Table 2. Device parameters from the datasheets.

Vds (V) Rds(on) (mΩ) Ids (A)/ Body Diode IF (A) Vgs (V) Vth (V)

SCT10N120 1200 500 12/12 −10/25 5.5
C2M0080120D 1200 80 36/36 −5/20 2.8
C2M0160120D 1200 160 19/19 −5/20 3
LSIC1MO120E0160 1200 160 22/22 −5/20 3.6
SCT3160KLGC11 1200 160 17/17 −4/22 5

All the devices mentioned above were tested under the reverse conduction state. A half-wave
sinusoidal current pulse with a pulse width of 10 ms was used. The amplitude of the current was
increased gradually until the device failed. After each test, the device was cooled down to the room
temperature before the next test started, so as to prevent the heat generated in the device from affecting
the results of the subsequent tests. The surge failure of the device could be determined by observing
the distortion of the voltage Vds.
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The maximum surge current capability of each device was obtained from the tests. The tests have
been carried out in the channel conduction and non-conduction modes. Therefore, two gate-source
voltage biases, 10 V and −3 V, were applied respectively. For every device type and each test condition,
three samples were tested.

After the device failed, the static characteristics were measured and compared to the characteristics
obtained before the surge currents were applied. These measurements include the transfer characteristic,
the reverse I-V characteristics and the resistance between electrodes.

3. Results

The surge test results of devices were shown in Figures 4 and 5.

Figure 4. The variation of voltage Vsd of (a) SCT10N20, (b) C2M0080120D, (c) C2M0160120D,
(d) LSIC1MO120E0160, (e) SCT3160KLGC11 SiC MOSFETs when varying surge current amplitude with
Vgs = −3 V.

In Figure 4, Vgs is set to −3 V. It can be seen that initially there is a sudden rise in the voltage
curve. Since with Vgs = −3 V, the current largely flows through the body diode region. The magnitude
of the sudden rise corresponds to the on-set voltage of the body diode. Then the voltage increases
accordingly with the current. However, it can be seen that the peak of the voltage does not occur when
the current reaches its peak value (which is at 5 ms for a 20 ms-period sinusoidal current waveform).
It is because in the bipolar mode, the device has a negative temperature coefficient. During each test
pulse, as the device is continuously heated up, the voltage peak appears somewhat earlier than the
current peak.

In Figure 5, Vgs is set to 10 V. Initially there is no sudden rise of the voltage, since the channel
is turned on and it carries all the current. When the voltage Vsd exceeds the on-set voltage of the
body diode (~2.7 V), the slope of the voltage curve changes as the body diode starts to conduct.
Comparing Figures 4 and 5, the maximum surge currents of the SiC MOSFETs’ in channel conduction
and non-conduction modes are very close to each other. This is due to the fact that at Vsd of 6 V
and higher (with a likely high junction temperature), the body diode is operating in a bipolar mode
with heavy conductivity modulation, making it the dominant current path against the MOS channel.
Therefore, whether the channel is conducting or not does not significantly impact the surge current
capability of the device. It is also found that the device failure occurs at the time of 3.5 ms in both cases.
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Figure 5. The variation of voltage Vsd of (a) SCT10N20, (b) C2M0080120D, (c) C2M0160120D,
(d) LSIC1MO120E0160, (e) SCT3160KLGC11 SiC MOSFETs when varying surge current amplitude with
Vgs = 10 V.

The maximum surge currents that the devices can withstand are listed in Table 3. It can be seen
that in general the maximum surge current is about 5 times of rated current.

Table 3. Maximum surge current that a device can withstand.

Ids (A)/ Body
Diode IF (A)

Rds(on) (mΩ)
Maximum Surge

Current (A)
Maximum Surge

Current/Rated Current

SCT10N120 12/12 500 61 5
C2M0080120D 36/36 80 155 4.3
C2M0160120D 19/19 160 105 5.5

LSIC1MO120E0160 22/22 160 95 4.3
SCT3160KLGC11 17/17 160 42 2.5

4. Discussion

4.1. Analysis of Test Result

4.1.1. Comparison of Devices’ Characteristics before and after the Surge Reliability Tests

In this section, the characteristics of the failed MOSFETs have been measured and summarized.
According to their behaviors after the tests, the devices can be classified into two groups: The devices
in the first group cannot block the reverse voltage anymore, while the devices in the other group still
have the reverse voltage blocking capability. Therefore, the following work focuses on two devices
representing these two cases respectively: SCT10N120 from STM and C2M0160120D from Cree.

The first failure phenomenon is the short circuit between the gate and the source. During the test,
it was found that when the failure occurred, the gate-source voltage dropped to 0 V and a bias voltage
could not be applied to the gate. It was preliminary judged that the short circuit occurred between the
gate and the source. Therefore, the resistances between the electrodes of MOSFETs before and after the
surge failure were tested and shown in Table 4. It can be seen that the resistances before the surge tests
are very large and out of the measurement range of the digital multimeter. However, the resistances
between the gate and the source of the damaged devices are less than 1 Ω, indicating that the gate is
short circuited to the source. In addition, Rds of the device SCT10N120 after the test is 14 kΩ, which
means that damage has also occurred in regions between the drain and the source.
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Table 4. Measured resistances between electrodes before and after surge tests.

Device Rgs (Ω) Rds (Ω)

Before the tests >100 M >100 M
SCT10N120, after tests 0.4 14 k

C2M0160120D, after tests 0.08 >100 M

The second abnormal behavior is that the performance of the body diode has changed. In Figures 6
and 7, the forward I-V and reverse blocking characteristics of the failed devices were measured and
compared against those before failure.

Figure 6. The characteristics of SiC MOSFET’s body diode (SCT10N120) before and after the failure
(a) forward conduction characteristics, (b) reverse blocking characteristics.

Figure 7. The characteristics of SiC MOSFET’s body diode (C2M1060120D) before and after the failure
(a) forward conduction characteristics, (b) reverse blocking characteristics.

As shown in Figure 6, for some devices represented by SCT10N120 (STM), the performance of the
body diode has changed significantly after the tests, while the devices represented by C2M0160120D
(Cree) was not damaged as badly as SCT10N120 (see Figure 7). For both devices, the forward voltage
drops of the body diodes have decreased, but the voltages of Cree’s device were reduced less. In terms
of the reverse blocking capability, the difference is more significant. Device SCT10N120 has completely
lost its reverse blocking capability. However, the Cree device C2M0160120D still exhibits excellent
reverse blocking capability.

4.1.2. Static Characteristic Variation of the Tested Device

In the sections above, the results of the surge reliability tests and the behaviors of the failed devices
have been presented and summarized. However, device failure did not necessarily occur at the test the
maximum surge current was applied. The damage might have accumulated when the surge current
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was increased gradually. To help to understand the process of the failure and find out the failure
mechanisms of the devices, the characteristics of the devices have been measured after every surge
current was applied.

The damage of SiC MOSFETs usually occurs in the gate oxide layer, so it is necessary to observe
the change of the gate oxide layer’s characteristics. Whether the gate oxide layer is damaged or not
can be observed from the change of the transfer curves. Thus, the transfer characteristics have been
measured with Vds = 10 V. The sub-threshold swing is a performance index to measure the switching
rate [31]. It is closely related to the interface trap density of gate oxide layer. It represents the variation
of the gate voltage required for a ten-fold change in the drain current when the device is operating in
the sub-threshold region. It is also called S factor. Smaller S factor corresponds to faster switching rate.
It can be calculated from the following equation:

S =
dVgs

dlogId
(3)

The sub-threshold swing is related to the interface trap density Dit, as shown in the
following equation:

Dit =
Cox

q2

(
qs

ln(10)kT
− 1

)
− Cb

q2 (4)

Hence the change of the interface trap density can be derived from the change of sub-threshold
swing. In turn the state of gate oxide layer can be deduced by observing the change of the sub-threshold
swing characteristics. The results have been measured and shown in Figures 8 and 9. Also included
are the forward conduction characteristics of the body diode in which Vgs is set to −3 V to keep the
channel off.

Figure 8. (a) Transfer characteristics, (b) sub-threshold swing characteristics, (c) forward conduction
characteristics of the body diode of SCT10N120 after each surge test.

Figure 9. (a) Transfer characteristic, (b) sub-threshold swing characteristics, (c) forward conduction
characteristics of the body diode of C2M0160120D after each surge test.

It can be seen from the figures that even applying a surge current very close to the maximum surge
current the static characteristics of the devices remain nearly unchanged. Hence it can be concluded
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that the damages to the gate oxide layer and the body diode occurred only at the time the maximum
surge current was applied.

4.2. Analysis of Failure Mechanism

During a surge event, the junction temperatures inside the semiconductor devices can reach
extremely high values, possibly several times the maximum rated temperature. It was reported that
the main failure mechanism for standard silicon diode and transistor chips within module housings, is
the melting of the anode-side metallization [32–34].

To investigate the failure mechanisms of these tested SiC MOSFET devices, anatomy work has been
carried out. The following two devices were examined, namely, SCT10N120 (STM) and C2M0160120D
(Cree). The anatomical results of the damaged devices are shown in Figures 10 and 11.

Figure 10. The anatomy results of STM device SCT10N120 (a) decapping, (b) removing layers to the
substrate layer.

Figure 11. The anatomy results of Cree device C2M0160120D (a) decapping, (b) removing layers to the
substrate layer.

Figure 10a is the image of the decapped STM device SCT10N120. The burn mark of the device is
very obvious. Removing the layers to the substrate, there is still apparent damage in the substrate layer
(Figure 10b). The burned area is concentrated near the bonding wires, indicating that the burnout was
caused by the excessive current flowing through the bonding wires.

Figure 11a is the image of the decapped Cree device C2M0160120D. There are also severe burn
marks. Compared with the results of SCT10N120, the burn areas of Cree device are more uniform and
the degree of burn is lighter. It was found that the Cree device has more bonding wires (four wires)
than the STM device (one wire). Therefore, it is possible that multiple bonding wires can spread out
current, thus lower the maximum junction temperature and improve the surge performance of devices.
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In addition, it is found that the melted Al covers the gate, as marked in the figures. This indicates
that Al might have penetrated into the gate and causing the short circuit between the gate and
the source.

From the anatomical results, the high temperature caused by excessive current is the main reason for
the device failure. The high temperature caused burnout in many areas inside the device and eventually
led to the device failure. In order to understand the process of the failure more clearly, the cross section of
the damaged cell was cut and observed by SEM. The results are shown in Figures 12 and 13.

Figure 12. SEM images of SCT10N120 (a) before, (b) after the device failure.

Figure 13. SEM images of C2M0160120D (a) before, (b) after the device failure.

Device SCT10N120 has been damaged more severely than device C2M0160120D. By comparing
the SEM images of SCT10N120 taken before and after the failure, a few different types of device
damages are possible.

4.2.1. Aluminum Melted and Diffused into the Interlayer Dielectric

Aluminm (Al) is used to form electrodes in these devices. Firstly, it is observed that Al was melted
inside the failed devices. Secondly, it is found that the interlayer dielectric became thinner and its depth
is changed from 0.55 μm to 0.36 μm, which indicates that Al may has eroded the interlayer dielectric.

A high temperature can melt Al which could diffuse into the insulator and cause the short circuit
of the gate and source. The process is described by the following equation:

2Al +
3
2

SiO2 → Al2O3 +
3
2

Si (5)

As mentioned in some literature, the product of the above reaction, Si, rapidly dissolves or
migrates into Al, leaving fine voids, (−)Al2O3, in Al2O3.

Al + Si→ Al : Si + (−)Al2O3
(6)
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Then, Al will self-diffuse into the voids and fills them,

Al + (−)Al2O3
→ (Al)Al2O3

(7)

where (Al)Al2O3 represents the Al that occupies the Al2O3 voids. Thus, the Al can react again with fresh
SiO2 (silicate glass) at the bottom of the Al2O3 voids in the process described by Equation (6) [35–37].

In addition, white spots appeared in the interlayer dielectric, indicating that Al has diffused into
the interlayer dielectric. It also caused the short circuit of the gate and source.

4.2.2. Ohmic Contact Layer Disappeared

As shown in Figure 12a, there is an ohmic contact layer between the source metal and N+ source
area. In Figure 12b, this ohmic contact layer disappears and the boundary between the source metal
and N+ source area disappears.

For NMOS, Ni is generally used as an ohmic contact material [38,39]. The ohmic contact layer
is formed by rapid annealing at high temperature after the deposition. Because Ni can easily react
with SiC to form silicide at high temperature, NiSi and Ni2Si are the main components in the ohmic
contact layer.

Previously Hökelek and Robinson reported that Al started to react with NiSi at 400 ◦C by
decomposing it and forming NiAl3 and Si [40], as shown in the following equation:

3Al + NiSi → NiAl3 + Si (8)

In reference to the findings of Bartur and Nicolet [41], the disappearance of Ni2Si can be described
as the result of an alternate process consisting of the thermodynamically feasible reaction:

6Al + Ni2Si→ 2NiAl3 + Si (9)

The eutectic reaction of Si and Al (Equation (9)) enables Al to react with the ohmic contact layer
continuously, eventually lead to the disappearance of the ohmic contact layer.

Al + Si→ Al : Si (10)

4.2.3. Al Penetrated into SiC

The ohmic contact layer can prevent contact between Al and SiC. However, with the disappearance
of the ohmic layer, Al penetrated into SiC regions. In Figure 12b, there is a discontinuous white line at
0.42 μm below the gate showing that Al has penetrated into the device. It is located at the boundary
between the Pwell region and the N- drift region. It would affect the contact barrier of the body diode.
Thus, the blocking performance of body diode would be affected.

In comparison, device C2M0160120D only exhibits the loss of Al, indicating Al has melted during
the test. However, no penetration of Al into SiC regions has been found. That explains why the body
diode of C2M0160120D can still have the reverse blocking capability after the test.

Therefore, the above analysis further reveals the failure regions and mechanisms of the device.
When a large surge current flowed into the device, the device quickly heated up. The metal of the
source electrode melted, eroded the interlayer dielectric then made the gate and the source contact
each other. This eventually led to the short circuit between the gate and the source. Furthermore,
the melted Al penetrated into the ohmic contact layer and made the ohmic contact layer disappear.
Penetration of the Al into the body diode P/N junction also compromises its blocking capability.

4.3. Analysis of Simulation Result

In order to verify the findings of the experiments, finite element numeric simulation of the device
has been carried out.
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4.3.1. Simulation Setting

The simulation was completed by Silvaco TCAD, the device structure was generated by Devedit,
and the surge simulation was completed by Mixmode. The structure of the SiC MOSFET C2M0080120D
is shown in Figure 1. The structure parameters of the device are listed in the Table 1. The physical
models used in simulation are shown in Table 5.

Table 5. Physical models used in simulation.

Model Model Used in Simulation Notes

Carrier Statistics Models
Fermi-Dirac Reduced carrier concentrations in heavily doped regions

(statistical approach).

Bandgap Narrowing(BGN) Important in heavily doped regions. Critical for bipolar
gain. Use Klaassen Model.

Mobility Models Lombardi (CVT) Model Complete model including N, T, E//, and E⊥ effects. *

Recombination Models
Shockley-Read-Hall(SRH) Uses fixed minority carrier lifetimes.

Auger Direct transition of three carriers. Important at high
current densities.

Impact Ionization Model Selberherr’s Model (Impact selb) Recommended for most cases. Includes temperature
dependent parameters.

* T is lattice temperature, N is the dopant concentration, E// is parallel electric field, and E⊥ is perpendicular
electric field.

To verify the simulation setting, the transfer characteristic of the device has been simulated and
compared with the experimental results in Figure 14a. It can be seen that the curves match each
other. Also shown in Figure 14b is the simulation and experimental results of the body diode forward
conduction characteristics. The results are very similar.

Figure 14. Comparison of (a) transfer characteristics, (b) body diode characteristics, between simulation
and test result.

4.3.2. Surge Simulation Results and Analysis

Based on the device structure parameters listed in Table 1, the device was simulated and results
were obtained. The input current was a sinusoidal current, with a 20 ms period.

The Channel Non-Conducting Mode

Atlas is not capable of directly simulate the device failure discussed in the previous sections,
as it is mainly caused by some chemical reactions and the melting movement of aluminum at high
temperature. Nevertheless, it is possible to simulate the temperature distribution inside the device
when the surge occurs.

Mixed mode thermal simulation of the device has been carried out, and the results were obtained
and shown in Figure 15.
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Figure 15. When the channel is non-conducting, the simulated (a) source-drain voltage, (b) maximum
temperature, with time.

Plotted in Figure 15a is the variation of Vsd with time inside the device. Initially, there is a
voltage jump. This phenomenon matches the experimental results, as shown in Figure 4. In the channel
offmode, only the body diode is conducting, and the body diode will not conduct until the threshold
voltage is reached. Therefore, there is a voltage jump in the beginning.

Figure 15b shows the change of maximum temperature inside the device with time under different
surge current conditions. It can be seen that the trend of the maximum temperature is roughly
consistent with that of the voltage. When the current peak value increases, the maximum temperature
rises gradually. It can also be found that the temperature rises faster with the increase of current
peak value.

The Channel Conduction Mode

The simulated curve of Vsd with time in the channel conduction mode is shown in Figure 16a.
In Figure 16a, there is an obvious turning point on the voltage curve. In the channel conduction
mode, at low current peak value the current flows through the channel. However, as the surge current
increases, Vsd exceeds the body diode threshold voltage and the body diode conducts current as well.
In the experiments, this turning point is not so obvious due to the influence of the parasitic capacitance
and inductance. Shown in Figure 16b is the variation of internal maximum temperature with time in
the channel conduction mode. The curve is similar to the case when the channel is not conducting.

Figure 16. When the channel is conducting, the simulated variation of (a) source-drain voltage,
(b) maximum temperature versus time.

The current densities in the body diode region and the channel when the channel was conducting
have been simulated to find out the reasons why channel conduction had little effect on the device
surge tolerance. The simulation results are shown in Figure 17. At low current peak value, the current
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flows through the channel only. When the on-set voltage of body diode is reached, a portion of the
current was transferred to the body diode region. It can be noticed that the slope of the current density
flowing through the channel is decreased. Finally, the current density in the body diode becomes
greater than the current density in the channel. Shown in Figure 17b are the current flowlines inside
the device at t = 5 ms. The number of current flowlines is proportional to the current density. It can be
seen that the number of the current flowlines in the body diode region is much more than that in the
channel. From Figure 17, it is found that when the current is large enough, the current mainly passes
through the body diode region.

Figure 17. (a) Current density of body diode region and channel versus time. (b) Current flowlines in
device when time = 5 ms.

It is found in the previous sections that the surge failure in this study is mainly caused by the high
junction temperature. The maximum junction temperatures versus the time under channel conduction
and non-conduction modes are compared in Figure 18. It can be seen that the maximum temperatures
on conduction mode are slightly higher than that on the non-conduction mode. Therefore, it can be
concluded that no matter the channel is conducting or not, the maximum junction temperatures inside
the device are similar. As a result, the surge tolerance is approximately equal. This is mainly due to the
fact that, when the current is big enough, the body diode current dominates against the MOS channel
current. It also can be seen that, with the increase of the current, the maximum temperature inside the
device could exceed the melting point of Al (933 K) and lead to the melting of Al.

Figure 18. Comparison of the maximum temperature under channel conduction and non-conduction
modes when Is = 130 A.

5. Conclusions

In summary, the reverse conduction surge reliability of several 1200 V SiC MOSFETs has been
tested in the channel conduction and non-conduction modes in this paper. Device failures under these
circumstances have been investigated in detail. Two types of failure characterized by different behavior
after the failure have been found. It is demonstrated that during the surge event the excessive heat
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causes the melting of Aluminum and its subsequent reaction with and penetration into the SiC device
and dielectric layers. Open-cover anatomy and 2-D numerical simulation confirms such mechanisms.

By increasing the surge current gradually until failure, it is found that the maximum surge currents
that the devices can withstand are similar for both channel conduction and non-conduction modes.

The performance change of the device after failure is mainly reflected in two aspects: The first
is the short circuit between the gate and the source, the other is the performance change of the body
diode. Although the threshold voltages of the body diodes in all devices have been lowered after
the failure, the reverse blocking characteristics of the body diodes are different. The reverse blocking
capability of Cree’s devices represented by C2M0160120D remain essentially unchanged, while other
devices represented by SCT10N120 lost their reverse blocking capability after the surge failure. Then,
the static characteristics of the device have been tested after each surge current was applied to help
understanding the process of the failure. It is found that almost no damage occurred to the gate oxide
and the body diode region until the maximum surge current was applied.

The open-cover anatomy of the two devices has been carried out. Both devices have burn marks,
but the degree of damage is lighter for the Cree device. Increasing the number of bonding wires
can spread the current more evenly across the chip and relieve damage caused by high temperature.
By observing the cross section of the damaged cell, it is found that when the surge failure occurs,
the source metal melts and penetrates into the interlayer dielectric and the P-well region, leading to the
failure of the device.

Silvaco finite element numerical simulation has been employed to study the variation of the
internal temperature and current density during the surge tests. In the simulation, it is found that when
the surge current reaches a large value, the current mainly flows through the body diode. Therefore,
whether the channel conducts or not has limited effect on the surge capability. This conclusion is
consistent with the experimental results.
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Abstract: Silicon carbide (SiC) metal-oxide-semiconductor field-effect transistors (MOSFETs) have the
advantages of high-frequency switching capability and the capability to withstand high temperatures,
which are suitable for switching devices in a direct current (DC) solid state circuit breaker (SSCB).
To guarantee fast and reliable action of a 400 V DC SSCB with SiC MOSFET, circuit design and
prototype development were carried out. Taking 400V DC microgrid as research background, firstly,
the topology of DC SSCB with SiC MOSFET was introduced. Then, the drive circuit of SiC MOSFET,
fault detection circuit, energy absorption circuit, and snubber circuit of the SSCB were designed and
analyzed. Lastly, a prototype of the DC SSCB with SiC MOSFET was developed, tested, and compared
with the SSCB with Silicon (Si) insulated gate bipolar transistor (IGBT). Experimental results show
that the designed circuits of SSCB with SiC MOSFET are valid. Also, the developed miniature DC
SSCB with the SiC MOSFET exhibits faster reaction to the fault and can reduce short circuit time and
fault current in contrast with the SSCB with Si IGBT. Hence, the proposed SSCB can better meet the
requirements of DC microgrid protection.

Keywords: silicon carbide (SiC) metal-oxide-semiconductor field-effect transistors (MOSFETs); solid
state circuit breaker (SSCB); prototype; circuit design

1. Introduction

Direct current (DC) microgrids have elicited increasing attention in recent years, because they
have a simple structure and are easy to control [1,2]. However, the safe and stable operation of a DC
microgrid is inseparable from the effective protection technology [3]. When a short circuit occurs, fault
current will rise instantly to a considerable extent. The equipment in the power system will suffer
from huge electro-thermal stress, which seriously affects the operational reliability of the system [4,5].
Therefore, a circuit breaker is required to isolate the fault. Existing circuit breaker techniques can be
classified into three types: mechanical circuit breaker, hybrid circuit breaker, and solid state circuit
breaker [6–10]. The function of a mechanical circuit breaker is achieved by a mechanical switch.
Although the mechanical circuit breaker can handle high current, electric arcing caused contact erosion
reduces the lifetime and the disadvantage of long break time further limits its application. A hybrid
circuit breaker is composed of a mechanical switch and parallel power devices. The current flows
into the mechanical switch under normal working condition and transfers into the semiconductor
switch under fault condition. The loss of a hybrid circuit breaker is minimal, but the control of a
hybrid circuit breaker is complex. A solid state circuit breaker (SSCB) is composed of power devices
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and related circuits to realize the interruption of fault current. The fault clearing time of an SSCB is
short, but the drawback of an SSCB lies in its loss. By comparison, an SSCB responds rapidly to the
fault and produces no arc when cutting off the current. Besides, without the interaction of mechanical
switch and power switch, the control of an SSCB is not complex and the reliability is relatively high.
Therefore, an SSCB can better meet the fast and reliable protection requirements in DC microgrid,
and has received extensive concern.

The commonly used devices in SSCBs are Silicon (Si)-based power devices [9,11–14]. However,
the performance of traditional Si devices has reached its limitation [15]. With the improvement of
wide-bandgap semiconductor technology and its application in SSCBs, the performance of SSCBs can
be further improved. Compared with Si devices, wide-bandgap semiconductor Silicon Carbide (SiC)
devices exhibit further excellent properties. The comparison of material properties is provided in
Table 1 [16]. Wider bandgap and higher thermal conductivity indicate that SiC devices can withstand
higher temperature than Si devices, which reduces heat dissipation requirement of an SSCB. Higher
electron velocity guarantees faster switching speed, higher frequency characteristics, and higher current
density of SiC-based power devices. The aforementioned advantages enable SiC devices to operate
faster and withstand higher temperature than Si devices, which break through the limitation and
improve the fault response capability of Si-based SSCB [17,18].

Table 1. Material properties of Si and SiC.

Parameter Si SiC

Bandgap/eV 1.1 3.2
Thermal Conductivity/(W/(cm·◦C)) 1.3 4.6

Electron Velocity/(107 cm/s) 1 3

Among SiC power devices, SiC metal-oxide-semiconductor field-effect transistors (MOSFETs)
exhibit the most promising prospects [19,20], but study on SSCBs with SiC MOSFET is still in its
infancy. Zhou et al. [21] introduced a digital SSCB with SiC MOSFET to identify inrush current, but
the fault clearing time was long, which is adverse to the equipment protection in the power system.
Ren et al. [22] focused on solving the inconsistency voltage distribution on cascaded SiC MOSFETs
in SSCB in high voltage direct current (HVDC) transmission application, while the detailed design
of SSCB was not given. Zhang et al. [23] proposed a changeable delay time protection method for
SSCB with SiC MOSFET. However, the high requirements to parameter calculation and complicated
design make the SSCB hard to realize. Therefore, to achieve quick and reliable action of the SSCB and
to make the SSCB easy to realize in application, detailed design of the SSCB with SiC MOSFET should
be carried out.

In this study, a 400 V DC microgrid was adopted as the application background. The topology
and structure of an SSCB with SiC MOSFET were introduced. The design of the SSCB was described
in detail, including device selection, gate driver, fault detection circuit, energy absorption circuit,
and snubber circuit. Finally, a prototype of the DC SSCB with SiC MOSFET was developed, tested and
compared with Si insulated gate bipolar transistor (IGBT). Experiment results proved that the designed
SSCB with SiC MOSFET can operate reliably in case of failure and can reduce voltage spike during the
turn-off period. In addition, the designed SSCB exhibits fast interrupting characteristics, which provide
guidance for improving the performance of SSCB and the application of SSCB with SiC MOSFET.

2. Topology of the SSCB with SiC MOSFET

Figure 1a demonstrates the topology of the SSCB with SiC MOSFET. As illustrated in the figure,
the SSCB with SiC MOSFET is composed of a SiC MOSFET switch, a drive circuit, a fault detection
circuit, an energy absorption circuit, and a snubber circuit. The functions of the power device are to
conduct current and to cut off the circuit when fault occurs. The drive circuit is used to send control
signals to the power device to turn it on or off. The fault detection circuit can immediately detect
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the faults and react. The energy generated during a fault period is absorbed and dissipated by the
energy absorption circuit. The snubber circuit is used to suppress the voltage spike induced by circuit
inductance in the initial turn-off stage to protect the voltage on the device from exceeding the rated
voltage. The structure of the SSCB is depicted in Figure 1b to specifically show its components and
further explain the working principle of the SSCB. The gate driver is connected to the SiC MOSFET by
gate resistance Rg. The fault detection circuit detects variations in gate voltage. R1 and R2 are divider
resistances. The function of energy absorption circuit is realized by using a metal-oxygen-varistor
(MOV), and the snubber circuit is achieved by simply using MOV_in instead of the commonly
used resistance-capacitor (RC) or resistance-capacitor-diode (RCD) circuit [24]. L1 and L2 are the
parasitic inductances.

 

R

R
R

L

L

L

 
(a) (b)

Figure 1. (a) Topology of the solid state circuit breaker (SSCB) with SiC metal-oxide-semiconductor
field-effect transistor (MOSFET); (b) Structure of the SSCB with SiC MOSFET.

The working principle of the SSCB of SiC MOSFET can be explained as below: S1 conducts and
current flows through SiC MOSFET under normal working condition. The resistance of MOV_in and
MOV_ex are high, and no current flows into the snubber circuit and the energy absorption circuit.
When abnormal state occurs, the fault current increases rapidly and causes the change of gate voltage.
Through logical judgement and comparison, a turn-off signal is sent to gate driver to turn off the SiC
MOSFET. Simultaneously, the voltage on SSCB reaches to the breakdown voltage of MOV, the resistance
of MOV immediately drops to a very small value and the voltage on SSCB is clamped. First, MOV_in
is triggered to operate to suppress the voltage spike in the early turn-off stage. Then, MOV_ex operates
and because of the voltage difference between MOV_in and MOV_ex, the fault current transfers to
energy absorption circuit. During this time, the voltage on MOV_ex is higher than the DC-link voltage.
MOV_ex in absorbs the energy and fault current attenuates gradually. When the current reaches to
zero, the SSCB stops working and fault is cleared.

3. Design of the SSCB with SiC MOSFET

3.1. Device Selection

The designed SSCB is used in a 400 V DC microgrid. A high induced voltage VL is generated at
the early turn-off period due to the fast switching speed and the existence of parasitic inductance in
the circuit. Therefore, the SiC MOSFET is required to withstand the sum voltage of DC-link voltage
VDC and VL. VL is determined by the parasitic parameters in the circuit and change rate of the current.
In consideration of the magnitude of the inductance in circuit board (less than 0.2 μH) and the di/dt
for SiC MOSFET in turn-off stage (1–3 A/ns) [25], the induced voltage VL may reach 200 V or above.
Therefore, the withstand voltage of the device is preferably guaranteed to have larger margin in
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application [21,26]. Considering the SSCB can be used under high current condition, devices with
high rated current can be selected. To date, the major manufacturers of SiC MOSFETs are CREE
(Durham, NC, USA) and ROHM (Kyoto, Japan). Both manufacturers have products with relatively
high rated current: C2M0080120D of 36 A, SCT2080KE of 40 A. However, the device must have a
stronger short circuit withstand capability to assure the reliability of the SSCB. According to the study
of Wang et al. [27], the comparison of short circuit withstand time (SCWT) and critical energy of the
1200 V/80 mΩ CREE and ROHM SiC MOSFET are made in Table 2. The SCWT of ROHM SiC MOSFET
is higher than CREE SiC MOSFET under same DC-link voltage or temperature. In addition, the critical
energy of ROHM product is also greater than CREE product. Thus, the 1200 V/80 mΩ ROHM SiC
MOSFET performs better than CREE SiC MOSFET in harsh condition. Accordingly, SCT2080KE, with
the rated voltage of 1200 V and rated current of 40 A is selected as the switching device of the SSCB.

Table 2. Comparison of the 1200 V/80 mΩ CREE and ROHM SiC MOSFET.

Device
Temperature = 25 ◦C, VDC = 600 V Temperature = 200 ◦C, VDC = 400 V

SCWT/μs Critical Energy/J SCWT/μs Critical Energy/J

CREE 3.5 1.2 4.7 1.3
ROHM 4.7 1.6 5 1.4

3.2. Drive Circuit

The suitable drive circuit is the prerequisite for ensuring the satisfactory operation of the SSCB
with SiC MOSFET. To assure the fast switching speed, it is necessary to select the proper gate voltage.
In addition, the design of the drive circuit must also consider the value of gate resistance, the selection
of driver chip.

3.2.1. Gate Voltage

Gate voltage is crucial to develop the excellent characteristics for the SiC MOSFET. Figure 2 shows
the relationship between gate voltage and on-state resistance. When gate voltage is low, on-state
resistance is relatively high, which will result in large on-state loss. After reaching a certain value,
on-state resistance can be considerably reduced. Hence, a higher gate voltage is generally applied.
In addition, gate voltage affects the switching characteristics of the device. The device switches faster
with the increase in gate voltage, but the voltage should not be excessively high in case of oscillation.
Moreover, a high gate voltage can adversely affect the reliability of the gate oxide, thereby resulting in
device failure.

Ω

 

Figure 2. Relationship between gate voltage and on-state resistance of the SiC MOSFET.
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A negative gate voltage is generally required to reliably turn off the SiC MOSFET. The higher
the voltage, the faster the device can turn off. Similarly, a large negative voltage adversely affects
the reliability of the gate oxide. Based on the preceding analysis and combined with the datasheet
provided by manufacturer, gate voltage is recommended to be −5/18 V.

3.2.2. Gate Resistance

Gate resistance must be considered in the design of the drive circuit. If the gate resistance is large,
then oscillation during the switching process can be suppressed, but the turn-on and turn-off speed
will be slow. This condition may increase the loss of the device. By contrast, if the gate resistance
is small, then the switching speed accelerates, which easily leads to current and voltage oscillation.
However, the loss of the device will decrease. According to the analysis of Li et al. [28] and after
repeated testing, gate resistance is determined to be 10 Ω.

3.2.3. Driver Chip

At present, the driver chips available for SiC MOSFETs on the market are mainly IXYS_609 of
IXYS (Milpitas, CA, USA) and ACPL-W346 of Avago (San Jose, CA, USA). The drive capability of
IXVYS_609 is relatively stronger, which can provide peak current of 9 A. However, it has no isolation
function. The drive capability of ACPL_W346 is weaker than that of IXVYS_609. It can provide a peak
current of 2 A and is integrated with an optocoupler isolation. The peak current of 2 A is sufficient for
a single SiC device. The drive circuit can be more compact due to the integrated optocoupler isolation,
and the volume of the SSCB can be reduced. Therefore, the ACPL_W346 chip is selected. Table 3 lists
the main technical parameters of ACPL_W346. The specific design scheme of the driving circuit based
on ACPL_W346 is described in [29].

Table 3. Main technical parameters of ACPL-W346.

Parameter Minimal Value Maximal Value

Source VCC/V 10 20
Output Current IOUT/A - 2.5

Working Temperature T/◦C −40 105
Propagation Delay/ns - 120

Common Mode Restraining Capability/kV·μs−1 50 -

3.3. Fault Detection Circuit

During the fault process, the fault current will cause an evident change in the gate-source voltage
because of the existence of the Miller capacitance [30]. Thus, the fault can be detected by the change
of gate-source voltage. Figure 3 shows the schematic diagram of the fault detection circuit based on
gate-source voltage variation.

As shown in Figure 3, the fault detection circuit is composed of clamping circuit, fault detection
section, latch circuit, logic control circuit, and reset circuit. The clamping circuit is used to suppress
the rise in gate voltage and avoid the overvoltage harm to the gate oxide. The divided gate-source
voltage is sent to the differential operational amplifier, whose output is connected to the inverting
input of the comparator, and the reference signal is connected to the non-inverting input. If the divided
voltage exceeds the reference voltage, then the comparator output signal level switches from high to
low. The SR latch circuit outputs a high level and remains. After sending the signal to the inverter,
the signal logic reverses. The signal is then sent to the AND gate. During this time, even if the drive
control signal is at a high level, the signal level of the AND gate output still remains low. This signal is
the input signal of the drive circuit. In this way, the SSCB operates and the SiC MOSFET is turned-off.
Figure 4 shows the sequence chart of the fault detection circuit under fault condition.
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Figure 3. Schematic diagram of fault detection circuit.
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Figure 4. Sequence chart of fault detection circuit under fault condition.

3.4. Design of the Energy Absorption Circuit

During the fault clearing period, the energy stored in the parasitic inductance of the circuit is
dissipated by the energy absorption circuit, and the function is achieved by MOV_ex. The voltage on
SSCB is clamped to Vmov because of the clamping function of MOV. The voltage on inductance L can
be expressed by:

VL = VMOV −VDC, (1)

where, VDC is the DC-link voltage. To simplify the analysis, the change rate of fault current is assumed
to be linear based on the simulation and test results in [31–33]. The inductance current, namely the
current of SSCB, can then be calculated as follows:

iL = Imax − VMOV −VDC

L
t, (2)
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where Imax is the peak current. When SSCB starts to operate, the current will gradually attenuate to
zero from its peak value. By setting iL = 0, the total working time of SSCB ts can be obtained.

ts =
ImaxL

VMOV −VDC
(3)

The absorbed energy in the energy absorption circuit can then be achieved by:

WMOV_ex =
∫ ts

0 VMOV · iLdt

=
∫ ts

0 VMOV · (Imax − VMOV−VDC
L t)dt

= 1
2 (

VDC
VMOV−VDC

)LI2
max

. (4)

Since the inductance in the circuit is low (μH level), the energy that needs to be absorbed is small
although the short circuit current is high. Thus, an ordinary MOV can meet the requirement of the
design. In this study, VDC is 400 V. After looking up the product model, 14D511K is selected as the
MOV_ex. Main parameters of 14D511K are listed in Table 4.

Table 4. Main parameters of 14D511K.

Allowable DC
Operating Voltage

Breakdown
Voltage

Maximal
Clamping Voltage

Maximal
Absorbed Energy

Power

415 V 510 V 845 V 125 J 0.6 W

3.5. Design of the Snubber Circuit

To suppress the voltage spike, MOV_in is used in the snubber circuit. The fault current will flow
into MOV_in first due to smaller parasitic resistance in the snubber circuit. Then, the current will
quickly transfer to MOV_ex and MOV_ex will continue to absorb the energy. Thus, MOV_in only
works during the early turn-off stage and absorbs minimal energy. However, the voltage of MOV_in
affects the peak voltage of SSCB, and the selection of MOV_in is related to MOV_ex. Figure 5 illustrates
the simulated relationship of absorbed energy and peak voltage to voltage ratio. With the increase of
breakdown voltage ratio of MOV_in and MOV_ex, MOV_in absorbs less energy, while the voltage
overshoot of SSCB increases. When voltage ratio is greater than 1.3, the snubber circuit absorbs minimal
energy and barely changes. Considering that the energy MOV_in absorbs and the peak voltage can be
suppressed effectively, the breakdown voltage of MOV_in can be 1.3 times that of MOV_ex. Since the
breakdown voltage of MOV_ex is selected to be 510V, 05D681K with the breakdown voltage of 680V is
chosen. The main parameters are provided in Table 5.

 

Figure 5. Absorbed energy and peak voltage at varying voltage ratio.
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Table 5. Main parameters of 05D681K.

Allowable DC
Operating Voltage

Breakdown
Voltage

Maximal
Clamping Voltage

Maximal
Absorbed Energy

Power

560 V 680 V 1120 V 21 J 0.1 W

4. Testing on the SSCB Prototype with SiC MOSFET

Based on the structure of Figure 1b, the prototype of the SSCB with SiC MOSFET was developed
and is shown in Figure 6a. The SSCB is composed of a SiC MOSFET, a gate driver, a fault detection
circuit, an energy absorption circuit, and a snubber circuit. Gate driver uses the ACPL-W346 driver
chip. Fault detection circuit is based on the schematic diagram in Figure 3. Energy absorption circuit is
composed of MOV (14D511K) to absorb the energy. Snubber circuit is composed of MOV (05D681K) to
suppress the voltage spike in the early turn-off period. The fault simulation circuit is shown in Figure 6b,
where S1 is the SSCB prototype. Switch S2, which is parallel with the load, is another SiC MOSFET
that controls on and off of the circuit. Load is represented by a 100 Ω resistance. Voltage-stabilizing
capacitor C is 560 μF, and DC-link voltage is 400 V. First, S1 is on while S2 is off. The system is under
normal working condition. After 5 μs, a turn-on signal is sent to S2, placing the system in a short circuit
state, and the current rapidly increases. To prevent the abnormal state caused by the malfunction of
SSCB, S1 is forcibly turned off after 3 μs of short circuit. The sequence of the control signals is shown in
Figure 7.

 

CV

 
(a) (b) 

Figure 6. (a) SSCB prototype with SiC MOSFET and (b) fault simulation circuit.

 

Figure 7. Sequence of control signals of S1 and S2.

Figure 8 presents the test results of the fault detection circuit. When short circuit happens,
gate voltage evidently rises. The differential operational amplifier can detect the change and react
immediately. A turn-off signal is sent to the gate driver subsequently.
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Figure 8. Waveforms of gate voltage change and test results of the fault detection circuit.

Figure 9 shows the test results of the SSCB under the fault. The purple curve is the current
waveform, whereas the blue curve is the voltage waveform. Figure 9a,b illustrate the cases where the
snubber circuit is disconnected and connected to the circuit, respectively. When the snubber circuit is
not connected, the peak voltage of SSCB during short circuit is 800 V, and oscillation is acute. Voltage
spike can be suppressed to 750 V and the oscillation can be greatly restrained due to the existence of the
snubber circuit. In addition, the peak fault current is approximately 80 A and the fault clearing time is
about 720 ns. Therefore, the SSCB with SiC MOSFET can interrupt the current rapidly, and prevent the
device from being exposed to high energy, long time shock, which provides protection for the device
and improves the reliability of the system.

 
(a) 

 
(b) 

Figure 9. Waveforms of the fault current and voltage of the SSCB with SiC MOSFET: (a) without a
snubber circuit and (b) with a snubber circuit.

This study also does a test on an SSCB with Si IGBT, whose driver chip is TX-DA962D6 by LMY
electronics, integrated with the desaturation detection function. Figure 10 shows the experimental
result. The purple and blue curves represent the current waveform and voltage waveform, respectively.
As shown in the figure, the fault clearing time is 2.8 μs and the fault current is up to 300 A. Both of
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these values are nearly four-fold those of the SSCB with SiC MOSFET. Such high current with such
long time will exert huge electro-thermal stress on device and equipment in the system.

 

Figure 10. Waveforms of fault current and voltage of the SSCB with an Si insulated gate bipolar
transistor (IGBT).

In summary, by using an SiC MOSFET as the switching device, the designed SSCB prototype is
evidently faster than SSCB with Si IGBT, which can cut off the fault current within 1 μs. The proposed
SSCB with SiC MOSFET is distinguished by the fault detection circuit and the simplicity of the snubber
circuit. On one hand, the fault detection method used in an Si-based SSCB is extended to an SSCB
with SiC MOSFET because of the existence of a Miller capacitor in the SiC MOSFET. The fault can be
detected rapidly and effectively based on the variation in gate voltage. On the other hand, by replacing
the RC or RCD snubber circuit with MOV, the complicated design of parameters can be avoided and
voltage spike can be suppressed as well. The detailed design in this study makes the realization of
SSCB with SiC MOSFET easier and less complicated, providing reference for design and improvement
of SSCB.

5. Conclusions

In order to realize the fast and reliable fault isolation in DC microgrid, the topology and structure
of a 400 V miniature DC SSCB with SiC MOSFET are introduced. The design of the SSCB prototype is
described in detail, including the selection of the device, drive circuit, current detection circuit, energy
absorption circuit, and snubber circuit. The experimental results demonstrate that the SSCB with SiC
MOSFET can immediately detect and interrupt the fault within 720 ns, peak current value of 80 A.
Compared with the SSCB with Si IGBT, the proposed SSCB evidently has shorter interruption time and
causes less thermal stress on the device.
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Abstract: The thermal management and channel temperature evaluation of GaN power amplifiers
are indispensable issues in engineering field. The transient thermal characteristics of pulse
operated AlGaN/GaN high electron mobility transistors (HEMT) used in high power amplifiers are
systematically investigated by using three-dimensional simulation with the finite element method.
To improve the calculation accuracy, the nonlinear thermal conductivities and near-junction region
of GaN chip are considered and treated appropriately in our numerical analysis. The periodic
transient pulses temperature and temperature distribution are analyzed to estimate thermal response
when GaN amplifiers are operating in pulsed mode with kilowatt-level power, and the relationships
between channel temperatures and pulse width, gate structures, and power density of GaN device
are analyzed. Results indicate that the maximal channel temperature and thermal impedance of
device are considerably influenced by pulse width and power density effects, but the changes of gate
fingers and gate width have no effect on channel temperature when the total gate width and active
area are kept constant. Finally, the transient thermal response of GaN amplifier is measured using
IR thermal photogrammetry, and the correctness and validation of the simulation model is verified.
The study of transient simulation is demonstrated necessary for optimal designs of pulse-operated
AlGaN/GaN HEMTs.

Keywords: AlGaN/GaN HEMTs; thermal simulation; transient channel temperature; pulse width;
gate structures

1. Introduction

AlGaN/GaN high electron mobility transistors (HEMTs) have recently been researched intensively
and are considered prospective for high-power RF applications, owing to the advantages such as wide
bandgap, high breakdown voltage, and high electron mobility [1–4]. However, high power applications
require high power densities in the active region of GaN devices, which leads to highly localized Joule
self-heating and potentially high peak temperatures. The localized self-heating of two dimensional
electron gas in the conducting channel limits the highest output power density and decreases its
reliability. Therefore, the self-heating effect is a main factor that limits the power density of GaN
HEMTs [3–6]. To exploit the full potential of GaN devices, especially high-power amplifiers, a great
concern is the thermal management both from a performance point of view and more importantly to
ensure adequate device reliability [2–8].

For the high-power amplifiers used in radar and communication system, the GaN HEMTs are
often operated in pulsed mode, although performance is typically pulse width for the purpose of
thermal management, and to maintain the operating channel temperature within a safe limit to avoid
thermally activated degradation of the device performance. Meanwhile, the relation between typically
pulse width and channel temperature is influenced by thermal design of GaN HEMTs, including the
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structure of gates and the power density. Previous works on thermal management in GaN HEMTs has
been made, but those researches were focused on self-heating effect with different substrate materials,
near-junction region thicknesses, and interfacial layers. However, thorough understanding of the
effects of pulse width, gate structures, and power density on channel temperatures have not been
well addressed, which are desirable for optimal implementation of GaN HEMT used in high-power
amplifiers [2,4,7–11]. Meanwhile, these effects can hardly be predicted by measurements because of the
limits of the spatial and temporal resolution. Therefore an accurate transient thermal analysis method
is highly desired.

In this paper, we analyze the transient thermal characteristics of pulse-operated AlGaN/GaN
HEMT used in high power amplifiers. The relationships between channel temperatures and pulse
width, gate structures, and power density of GaN amplifiers with kilowatt-level power are analyzed
using the finite element method implemented by the commercial simulation software (COMSOL).
The simulation details such as the geometry of the multi fingers GaN HEMTs and material properties
are presented in Section 2. The numerical results and discussion in Section 3 focus on illustrating the
heat spreading effect and optimizing thermal design. Finally, the experimental test for the thermal
design of GaN amplifier is shown in Section 4, and some conclusions are drawn in Section 5.

2. Device Details and Simulation Methods

The geometry of the GaN HEMT power amplifiers is shown in Figure 1a. The layer structure of
GaN chip consists of an AlGaN barrier, a GaN buffer, an interface of a GaN/SiC, and a SiC substrates to
improve calculation accuracy (Figure 1b). In addition, the chip is soldered to a CuMo heat sink with an
AuSn joint for efficient thermal management. The length and width of heat sink are defined as twice
the sizes of the chip, in order to avoid the effect of thermal simulation model of GaN HEMTs, which
is affected by the large size ratio of chip and heat sink, and thus that the calculation accuracy is not
affected when the length and width of heatsink are two times the size of chip in simulation model [12].
In order to estimate the relationships between channel temperatures and pulse width, gate structures,
and power density of GaN amplifiers, the geometric and operating parameters are designed as Table 1.
The active area is defined as the heat sources region of all gates determined by gate pitch spacing
and total gate width (Figure 1c). The power density is an important index for the pulse operated
device in product application, and it is determined by dividing the total power by total gate width, the
total power defined as thermal dissipated power divided by power efficiency. The pulse period is the
product of pulse width and its duty cycle. All the variables are shown in Table 1.

 

Figure 1. (a) Schematic diagram of the actual module for GaN amplifiers; (b) the cross section of chip;
(c) the top active region.
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Table 1. Geometric and working parameters of the designed device.

Definition Value Definition Value

Length of chip 4000 μm AlGaN barrier thickness 20 nm
Width of chip 860 μm GaN buffer thickness 2.0 μm

Length of heat hink 8000 μm SiC substrate thickness 80 μm
Width of heat hink 1720μm Solder thickness 20 μm
Heat sink thickness 1000 μm Pulse period 200 μs

Power efficiency 50% Pulse width Variables
Total power 2550 W Power density, and gate pitch spacing Variables

Active area of heat sources region 1.104 mm2 Gate fingers, and gate width Variables

The calculations are carried out by the three-dimensional finite element method with COMSOL
multiphysics. Here, to improve the calculation accuracy, the nonlinear thermal conductivities of
materials, operating conditions, and multilayer physical structures of GaN chip are considered and
treated appropriately in our numerical analysis. For the nonlinear thermal conductivities of materials,
temperature-dependent thermal conductivities of AlGaN, GaN, and SiC materials of near-junction
region of GaN chip have been introduced into the model by employing Kirchhoff’s transformation,
with these thermal parameters of the device shown in Table 2 [3,12–15]. Operating conditions such as
the thermal accumulation, the environmental issues around the GaN amplifier, and heat transfer of
the CuMo heat hink are considered, the themo-electro effect is considered as the source of thermal
accumulation. The natural convection is applied on the external surfaces of GaN amplifier, and the
bottom of the heat sink is set as an isothermal surface plane with constant temperature of 333.15 K
(ambient temperature). Meanwhile, this model takes into account the multilayer physical structure
factors of the near-junction region, including details of AlGaN barrier, GaN buffer, interfacial layer
of GaN/SiC and SiC substrate layers. However, it is challenging to introduce all these parameters
simultaneously into the simulation model since it might cause some problems such as the size effect,
huge amounts of simulation grid, and failure of convergence, especially for transient simulation.

Table 2. Thermal parameters used in the simulation.

Material Thermal Conductivity (W/m·K) Material Thermal Conductivity (W/m·K)

AlGaN 25 × (T/300)−1.44 SiC 387 × (T/293)−1.49

GaN 150 × (T/300)−1.42 CuMo 167
AuSn 57 - -

Interfacial thermal resistance 10 K·m2/GW

In this paper, some theoretical hypotheses are applied to solve the confliction relation between
calculating precision and feasibility under transient simulation for pulse-operated AlGaN/GaN HEMT
used in kilowatt-level power amplifiers. First, to avoid huge amounts of simulation grid and achieve
feasibility of three-dimensional calculation, the themo-electro effect of GaN amplifier was simplified
into heat sources of which the cross section of the model is illustrated in Figure 1b, and the heat sources
represent the constant heat flux generated by dissipated power directly under the gates, and the length
and width of cross section of heat sources is designed as 0.5 μm and 0.1 μm based on the size of gates
of GaN chip (the length of gates is 0.25 μm). Second, to solve the size effect between the chip and the
packaging, the gate/drain/source multi-layer metallization was omitted because of small-structural
complexity effect [3,4,16]. And the AlGaN barrier material with the 20 nm thickness was supposed to a
thin layer, the thin layer had only heat transfer characteristics. Meanwhile, the interface of GaN/SiC
is a thick AlN nucleation layer with 20 nm thickness that involves intricate resistance mechanisms,
including defects, dislocations, and interfacial disorders, these mechanisms seriously damage the
thermal property, therefore heat spreading capacity of this interface of GaN/SiC was represented as a
single effective interface thermal resistance in our model. Finally, to reduce the total computing time,
only a quarter of device was simulated, because of their structural symmetry [3,12–21].
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3. Simulation Results and Discussion

3.1. Transient Channel Temperature in Pulsed Operation

The analyses of transient channel temperature were carried out by the power density of 26.56 W/mm
within four pulse repetition periods. A pulse width of 5 μs was used with the pulse period of 200 μs,
and the values of gate pitch spacing, gate width and total gate width are 11.5 μm, 342.86 μm, and
96 mm, respectively. The first observation in Figure 2a is that the thermal response changes rapidly
with the sudden power rise because of the Joule heating, the trend is that the channel temperature
rises instantly at the start, and then continues to rise in approximate linearity with the increase of
load power time throughout the ON-state portion. At the OFF-state, the channel temperature reduces
immediately as power returns to 0 W, which drops to 25% temperature increment (ΔTmax =maximal
channel temperature—ambient temperature) when the time was 8.5 μs, then the channel temperature
drops slowly until the next ON-state.

Meanwhile, as the inset Figure 2b presents, the thermal response is same in different pulse
repetition periods, but the channel temperature is increased by the rise of pulse repetition period,
particularly the maximal channel temperature is at the end of the pulse (ON-state) because of heat
accumulating effect. The maximal channel temperatures are 289.7 ◦C, 296.2 ◦C, 299.5 ◦C, and 301.7 ◦C
with the rise of pulse repetition period, respectively. The explanation is that thermophysical properties
of chip materials will reduce because of the nonlinear thermal conductivities of materials, and this leads
to the increase of heat accumulation with the rise of pulse repetition period. Meanwhile, the increment
of maximal channel temperature is reduced from 6.5 K to 2.2 K, meaning that heat accumulating effect
will gently reach saturation in the next several or longer pulse repetition periods, and the channel
temperature will be balanced.

Figure 2. (a) Transient channel temperature with pulsed-mode power during one pulse period;
(b) periodic transient pulses temperature

In addition, the temperature distribution under the time as 605 μs is shown in Figure 3, and the
result shows that the heat mainly focuses on the region of active area. The paths of heat transfer are
directly reflected in isothermal surfaces as shown in Figure 3 (magnification), and most of the heat is
directly spread into SiC substrate through GaN buffer layer, then continued to transfer downward, and
those heat ultimately gets extracted by the CuMo heat hink through the AuSn joint layer.
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Figure 3. Temperature distribution and isothermal surfaces of device.

3.2. The Pulse Width Effect

Thermal investigation on pulse width was carried out by varying the pulse width from 1 μs to
9 μs at the pulse period of 200 μs, these values are based on the performance indicators of our GaN
HEMT power amplifier in the practical application. The values of gate pitch spacing, gate width,
and total gate width are 11.5 μm, 342.86 μm, and 96 mm, respectively, and the power density is
26.56 W/mm. The results indicate the channel temperatures are seriously affected by pulse width
as shown in Figure 4a. Especially in the ON-state, it means load pulsed power time shown in
Figure 2a, corresponding to 1 μs, 3 μs, 5 μs, 7 μs, and 9 μs respectively in Figure 4a, the trends of the
channel temperatures of different pulse width have been essentially same in the load power time,
and the channel temperature has been normalized to the maximal temperature increase at the end
of the respective pulse, this means that the greater the pulse width the higher the maximal channel
temperature. At the OFF-state, the channel temperatures reduce immediately, and the times (t0.25)
when the channel temperature drops to 25% temperature increment are 1.4 μs, 4.8 μs, 8.5 μs, 12 μs,
and 15.5 μs, respectively. The cooling ratio of t0.25 divided by the pulse width are 1.4, 1.6, 1.7, 1.7, and
1.7, respectively. This demonstrates that there exists a critical saturation for the cooling ratio with the
increasing of the pulse width. It is noteworthy that the thermal impedance of device increases with
the rise of pulse width shown in the inset Figure 4b, the relation between pulse width and duty cycle
is also decided by the formula in the inset Figure 4b, and we find that this increase (ΔZ) of thermal
impedance becomes smaller and presents nearly a linear approximation of the exponential function
when the duty cycle is more than 2.5%. This suggests that the thermal impedance of device is relatively
high sensitivity to duty cycle.

Meanwhile, the heat accumulating effect on the pulse width is analyzed, as shown in Figure 5,
within four pulse repetition periods. The maximal channel temperatures were calculated in four pulse
repetition periods with different duty cycles. Results indicate that there is almost no change (ΔT) of the
maximal channel temperature in four pulse repetition periods when the duty cycle is 0.5%, but the
change (ΔT) goes up sharply with the duty cycle increase, and the trend of the ΔT becomes small
gradually as the pulse period going on. This demonstrates that the duty cycle has a larger impact on
the heat accumulating effect for the device in pulsed operation, but an optimal duty cycle should exist
for the contradiction between large duty cycle applications and little heat accumulating effect.
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Figure 4. (a) Dependence of transient channel temperature on pulse width during one pulse period;
(b) the impact of duty cycle on thermal impedance of device; the pulse width is 1 μs, 3 μs, 5 μs, 7 μs,
and 9 μs, respectively, according to the duty cycle of 0.5%, 1.5%, 2.5%, 3.5%, and 4.5%.

Figure 5. The impact of pulse width on maximal channel temperature during four pulse
repetition periods.

3.3. The Gate Structures Effect

To consider the gate structures (the changes of gate width and gate fingers) effect, we keep the
power density and pulse width as 26.56 W/mm and 5 μs respectively, meaning that the total gate
width and gate pitch spacing is also a constant value which is 96 mm and 10 μm, respectively, and this
represents that the length and width of active region is controlled when the active area of heat sources
region is fixed. The thermal investigation on gate structures effect was carried out by varying the gate
width (Wg) from 400 to 300 μm (Figure 6), and according to 240, 260, 280, 300, and 320 gate fingers
(Wn), respectively. The results of transient simulation are shown Figure 6 in one pulse period (200 μs).
We find that the trends of channel temperatures for all five gate structures are the same, and the channel
temperature variations are the same in the over pulse period. This result indicates the changes of gate
fingers and gate width have no effect on the channel temperature of the device when the total gate
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width and active area is also a constant value, significantly, meaning that the surface profile of active
area are free to control for thermal design of GaN HEMT device. This is very important for electric and
thermal collaborative design of high power GaN device, and provides more space for electric design.

Figure 6. The relationships between transient channel temperature and the changes of the gate width
and gate fingers, Wg is the width of a single gate, and Wn is the numbers of gate fingers.

3.4. The Power Density Effect

The change of power density means that the total gate width will change, because that they
are interrelated when the total power and the active area of heat sources region are kept fixed at
predetermined value in Table 1. The power densities are designed as 33.50 W/mm, 29.98 W/mm,
26.56 W/mm, 23.24 W/mm, and 19.58 W/mm, respectively, which correspond to the values of total gate
width as 76.115 mm, 85.029 mm, 96.001 mm, 109.715 mm, 130.287 mm, respectively, and the gate pitch
spacing (Sgg) are about 14.5 μm, 13 μm, 11.5 μm, 10 μm, and 8.5 μm, respectively, the gate width is
fixed as 342.86 μm. The results, as shown in Figure 7, present that the trends of the influence on the
channel temperature by the power density (Pd) are basically similar in one pulse period, but the degree
of the influence increases greatly with the rise of power density throughout the ON-state portion.
At the OFF-state, the channel temperatures reduce immediately in 0.5 μs as power returns to 0 W, and
the values of channel temperatures in different power density are near when the time is more than
9 μs, but still the more the power density, higher the channel temperature.

Besides, the thermal impedance of device is analyzed, as shown in Figure 8, and we observe that
the thermal impedance (Zth) is a linear approximation of the exponential function with respect to the
power density and the gate pitch spacing, and the linear fitting equation is: Zth = 0.062 + 0.0045 × Pd.
Results demonstrate that power density can extremely affect the channel temperature of the device
when the total power, active area, and gate width are also constant values, meaning that we can reduce
the channel temperature by the combined contribution of decreasing the power density and gate pitch
spacing for the thermal design of GaN HEMT device.
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Figure 7. The relationships between transient channel temperature and the changes of power density
and gate pitch spacing.

Figure 8. The impact of power density on thermal impedance of device.

4. Experimental Test

A GaN amplifier with kilowatt-level power has been designed based on the above thermal
analysis, the power density and gate pitch spacing are designed as 19.58 W/mm and 8.5 μm in order
to gain low channel temperature, when total power and active area of heat sources region are kept
fixed at a predetermined value, as shown in Table 1. The value of gate width of single gate and total
gate width is and 342.86 μm 130.287 mm, respectively. We have the IR thermal photogrammetry,
and use the 15× infrared objective for high spatial resolution. The channel temperature of the GaN
amplifier operated with a pulse width of 5 μs had been measured by the initial model of the infrared
microscope. The transient thermal response and the test position of the GaN amplifier is shown in
Figure 9, and the simulation of the GaN amplifier is shown in Figure 7. The experiment result shows
that the maximal channel temperature is 202.19 ◦C, the experimental value is below the simulate value
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(252.11 ◦C shown in Figure 7), around 80.19%. The deviation between calculated and tested data is
about 20%, this is primarily due to the low temporal and spatial resolution, surface temperature of IR
thermal photogrammetry, and the correctness and validation of the simulation model is demonstrated.
Meanwhile, comparison of transient thermal response of the GaN amplifier under experiment and
simulation shows that the trends of channel temperatures are basically similar in one pulse period.
But, the experimental value of the maximal channel temperature has shown “style drift,” meaning
that the maximal channel temperature is not at the end of the pulse, mainly because of low resolution
in time and surface temperature of IR thermal photogrammetry. The accuracy and precision in the
microsecond range of temperature measurements is always a difficult subject in this field.

 
(a) (b) 

Figure 9. (a) The test position of GaN amplifier; (b) the transient thermal response of the GaN amplifier
under 5 μs pulse width measured by IR thermal photogrammetry.

5. Conclusions

A theoretical transient thermal model based on the finite element analysis is presented to
understand the relationships between the channel temperatures and pulse width, gate structures,
and power density of GaN amplifiers operating at kilowatt-level power. Thermal response in pulsed
operation indicates that the channel temperature sharply rises and goes up linearly until the end of
pulse, while it reduces immediately within the tenth of the pulse width as power returns to 0 W at the
OFF-state. In the meantime, the periodic transient pulse temperature and the temperature distribution
are shown to be the reason of heat accumulating effect. The simulation results of pulse width effect
show that the channel temperature rises with the increase of the duty cycle but in a decreasing trend,
and there is an optimal duty cycle for heat accumulating effect in stable period pulses. Meanwhile, the
power density shows certain influence on channel temperature, hence we can reduce the maximal
channel temperature by the combined contribution of decreasing the power density and gate pitch
spacing for the thermal design. Furthermore, when the total gate width and active area remain constant,
note that the changes of gate fingers and gate width have no effect on the channel temperature when
the total gate width and active area show constant values, therefore, the surface profile of active area
are free to control for thermal design of GaN HEMT device. Finally, the correctness and validation of
the simulation model are demonstrated by thermal test of IR photogrammetry.
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Abstract: An improved multi-recessed double-recessed p-buffer layer 4H–SiC metal semiconductor
field effect transistor (IMRD 4H-SiC MESFET) with high power added efficiency is proposed and
studied by co-simulation of advanced design system (ADS) and technology computer aided design
(TCAD) Sentaurus software in this paper. Based on multi-recessed double-recessed p-buffer layer
4H–SiC metal semiconductor field effect transistor (MRD 4H-SiC MESFET), the recessed area of
MRD MESFET on both sides of the gate is optimized, the direct current (DC), radio frequency (RF)
parameters and efficiency of the device is balanced, and the IMRD MESFET with a best power-added
efficiency (PAE) is finally obtained. The results show that the PAE of the IMRD MESFET is 68.33%,
which is 28.66% higher than the MRD MESFET, and DC and RF performance have not dropped
significantly. Compared with the MRD MESFET, the IMRD MESFET has a broader prospect in the
field of microwave radio frequency.

Keywords: 4H-SiC; MESFET; IMRD structure; power added efficiency

1. Introduction

Nowadays, as the device size continues to decrease, the process difficulty increases significantly,
both the power consumption and non-ideal effects are significant. The first-generation semiconductor Si
and other materials are close to their theoretical limits in performance, while 4H Silicon Carbide (4H-SiC)
has a wide band gap (3.26 eV), high thermal conductivity (4.9 W/(cm·K)), high breakdown electric
field (4 MV/cm) and low dielectric constant (9.7), high electron saturation drift speed (2.7 × 107 cm/s),
and exhibits superior performance compared to 3C-SiC, 6H-SiC, Si, GaAs, and so on. Based on the
excellent characteristics of 4H-SiC, 4H-SiC metal semiconductor field transistors (4H-SiC MESFETs)
are expected to be applied to various semiconductor fields [1–3]. However, current research on 4H-SiC
MESFET mainly includes breakdown voltage, saturation drain current, electron saturation drift speed,
frequency characteristics etc. [4–10]. There are a variety of ways to improve device performance,
such as the use of double-recessed gates [4], recessed buffers and diffusion regions [5,6], doping
distribution modification [7,8], silicon-on-insulator (SOI) technology [9,10] and so on, which can
significantly improve device performance. At the same time, there is little research on efficiency [11,12].
For non-conventional 4H-SiC-based FETs, the characteristics of the device can be studied using
numerical simulations [13–17].

In this paper, we reported a 4H-SiC MESFET with improved multi-recessed double-recessed
p-buffer layer (IMRD) structure. Traditional 4H-SiC MESFETs have been experimentally verified. Many
experimental results have been reported so far [18,19], but they are all fixed structures, and the effect of
structural parameters on the results has not been studied. Based on multi-recessed 4H–SiC MESFETs
with double-recessed p-buffer layer (MRD 4H-SiC MESFET) [20], we adopt a new design method
optimized by technology computer aided design (TCAD) simulation and verified in advanced design
system (ADS) software. The IMRD MESFET has both the excellent performance of MRD MESFET and
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better power-added efficiency (PAE) and provides a new idea for high-power operational amplifier
design at the device level.

2. Device Structure and Description

Figure 1a,b are the cross-sectional views of the MRD MESFET and the IMRD MESFET, respectively.
In Figure 1a, the MRD MESFET contains a high-purity semi-insulating substrate (SI-Substrate), a p-type
buffer layer (P-Buffer), an n-type channel layer (N-Channel), and two doped n-type cap layers (Source
and Drain), the Nickel Schottky gate has a work function of 5.1 eV. By high energy ion implantation
and high temperature annealing processes, two recessed areas are formed on both sides of the gate.
The main difference between the two devices is the recessed regions on both sides of the gate. The length
and width on both sides are L1 = 0.15 μm, L2 = 0.2 μm, H1 = 0.1 μm and H2 = 0.1 μm, other parameters
are shown in Table 1. In the optimized IMRD MESFET, L1 = 0.5 μm, L2 = 0.2 μm, H1 = 0.15 μm and
H2 = 0.2 μm, and the other parameters are consistent with the MRD MESFET.

LL
L

L

H

L

H

 

LL
L

L

H

L

H

(a) (b) 

Figure 1. Schematic cross sections of the (a) MRD 4H-SiC metal semiconductor field effect transistor
(MESFET), (b) improved multi-recessed double-recessed p-buffer layer (IMRD) 4H-SiC MESFET.

Table 1. Common parameters of the two structures.

Parameters Values

P-Buffer Concentration 1.4 × 1015 cm−3

N-Channel Concentration 3 × 1017 cm−3

N-Cap layers Concentration 2 × 1019 cm−3

Lgs 0.5 μm
Lgd 1.0 μm
Ls 0.5 μm
Ld 0.5 μm
Lg 0.7 μm

N-Channel Thickness 0.25 μm
P-Buffer Thickness 0.5 μm

Device Area (without SI-Substrate) 1 μm × 3.5 μm

The 2D TCAD simulator, Sentaurus is used in this paper. The simulation temperature is set
to 300 K. A 5.1 eV Nickel Schottky gate work function is applied. The main model used in the
simulation are Mobility (Enormal Doping Dep HighFieldsaturation (GradQuasiFermi)), Recombination
(Auger SRH (DopingDep)), Incomplete Ionization, Effective Intrinsic and Density (BandGapNarrowing
(OldSlotboom)) [21]. The interface state has a great impact on the device, in this paper, the gate of the
two devices are formed by a metal-to-SiC contact to form a Schottky contact, so the gate does not have
to consider the interface state. When the MESFET is passivated with a material such as Si3N4 or SiO2,
the performance is slightly degraded. When verifying the conventional 4H-SiC MESFET, Si3N4 was
used as the passivation layer. When Si3N4 is used as the passivation layer, the device performance is
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reduced by less than SiO2 [22,23]. As a theoretical analysis, the influence of passivation on the device is
not considered here. After obtaining the simulation results, the obtained model parameters are used in
the ADS software to measure the PAE of the two devices. In the ADS simulation, the bias conditions of
the device are shown in Figure 2. Direct current (DC) voltage Vg1 is −3.5 V, Vdd is 28 V, input power
Pavs is 24 dBm, and frequency f is 1.2 GHz.

Figure 2. One Tone Load Pull Schematic for power-added efficiency (PAE) measurements.

3. Results and Discussion

3.1. Effect of the Length and Height of the Recessed Regions on the PAE

The effect of the length and height of the recessed regions on PAE is shown in Figure 3. When
a parameter changes, the remaining parameters are the default values in Figure 1a. We can see in
Figure 3a, when L1 increases, PAE also increases. When L1 reaches 0.5 μm, PAE reaches a maximum
value; when L2 is less than 0.1 μm, the PAE increases with L2. When L2 reaches 0.2 um, PAE reaches a
maximum value. When L2 is larger than 0.1 μm, PAE decreases with the increase of L2. In Figure 3b,
the trend of the effect of H1 and H2 on PAE agrees well. When H1 and H2 are less than 0.2 μm, PAE of
H1 and H2 increase with the increase of H1 and H2. When H1 and H2 reach 0.2 μm, PAE of H1 and H2

reach the maximum value. When H1 and H2 are larger than 0.2 μm, PAE of H1 and H2 decrease as H1

and H2 increases.
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Figure 3. The effect of the (a) length and (b) height on PAE.

3.2. Optimized Results and Mechanism Discussion

Through further analysis of the results obtained in 3.1, we found that between L1, L2, H1 and H2

there is a relatively independent relationship. When L2, H1 and H2 take different values, the trend
of PAE with L1 is almost the same as Figure 3a. The maximum value of PAE is found in L1 = 0.5 μm.
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In addition, for L2, H1 and H2, the maximum value of PAE are found in L2 = 0.2 μm, H1 = 0.2 μm and
H2 = 0.2 μm. Based on the above results, L1 = 0.5 μm, L2 = 0.2 μm, H1 = 0.2 μm and H2 = 0.2 μm
were selected as the optimal structural parameters, and the optimized device was obtained. The main
parameters of the device are shown in Table 2. It can be seen from the table that although its saturated
drain current Idsat is too small, which is 35.2% lower than that of the MRD MESFET, and the DC
characteristics are greatly weakened, its PAE reaches 70.85%, which is 33.40% higher than that of the
MRD MESFET.

Table 2. Comparison of performance parameters of the two structures.

Parameters MRD MESFET IMRD MESFET

Idsat (mA/mm) 358.97 233.02
gm (mS/mm) 73.45 56.37

Vt (V) −5.81 −6.89
Cgs (pF/mm) 0.128 0.13
Cgd (pF/mm) 0.39 0.02

Power-added efficiency (PAE) (%) 53.11 70.85

Figure 4 shows the effect of the length and height on Idsat. It can be seen from Figure 4a that when
L1 = 0.5 μm and L2 = 0.2 μm, the decline of Idsat is small; In Figure 4b, it can be clearly seen that when
H1 is less than 0.15 μm, Idsat decreases, but the value of decrease is not very large. When H1 is greater
than 0.15 μm, Idsat drops sharply. Similarly, for H2, when H2 is less than 0.2 μm, the decrease of Idsat is
not large. When H2 is larger than 0.2 μm, the decline of Idsat is more obvious. The main cause of the
weakening of the DC characteristics is that the thickness of the channel region becomes extremely thin,
resulting in narrowing the channel of most electrons, and thus the DC characteristics are deteriorated.
Based on the results above, L1 = 0.5 μm, L2 = 0.2 μm, H1 = 0.15 μm and H2 = 0.2 μm were selected as
structural parameters, and the PAE was measured to be 68.33%. After optimization, the PAE of the
IMRD MESFET is 28.66% higher than that of the MRD MESFET.

L
L

I

L

L

 

H
H

I

H

H

(a) (b) 

Figure 4. The effect of the (a) length and (b) height on Idsat.

Figure 5 illustrates the effect of recessed region parameters (L & H) on Vt, Gmmax, Cgs and Cgd,
the transconductance Gmmax, its physical meaning is the first-order partial conductance of the output
drain current and the input voltage, Cgs is the gate-source capacitance, and Cgd is the gate-drain
capacitance. In combination with Figure 3, it can be seen from Figure 5a,c,e that as L1 increases,
the threshold voltage Vt, the transconductance Gmmax, the gate-source capacitance Cgs and the
gate-drain capacitance Cgd decrease, but the PAE gradually increases; when L2 increases, Vt increases
first, then tends to be stationary, Gmmax gradually decreases, the change trend of Cgd and Cgs are about
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the same. When L2 is less than 0.1 μm, the changes of Cgs and Cgd are relatively stable. When L2 is
larger than 0.1 μm, Cgs and Cgd are gradually increased. Combined with Figures 3a and 5a,c,e, it can
be found that the effects of Cgs and Cgd on PAE are obvious. It can be seen from the bias conditions of
Figure 2 that Cgs and Cgd affect the input impedance and output impedance respectively, and the power
consumed by the capacitor is proportional to the size of the capacitor. According to the definition of
PAE, these two capacitors affect the input power and output power, so these two capacitors have a
greater impact on the PAE. Similarly, in conjunction with Figure 3, it can be seen from Figure 5b,d,f that,
when H1 is less than 0.2 μm, as H1 increases, Vt, Gmmax, Cgs and Cgd decrease, while PAE increases.
When H1 is larger than 0.2 μm, PAE decreases with H1. For H2, when H2 increases gradually, Vt and
Gmmax also decrease gradually, but when H2 is less than 0.05 μm, Cgs and Cgd decrease with increasing
H2. When H2 is greater than 0.05 μm, the change of Cgs and Cgd are relatively stable. When H2 is less
than 0.2 μm, PAE increases with the increase of H2. When H2 is greater than 0.2 μm, PAE decreases as
H2 increases. Combined with Figures 3b, 4b and 5b,d,f, although the capacitances Cgs and Cgd have
a greater influence on PAE, as the H2 increases, the conductive channel of the device still decreases.
When the thickness of the conductive channel is less than 0.05 μm, the conductive channel is extremely
thin, and its conductive properties are greatly weakened. At this time, both the AC signal and the DC
signal will be greatly attenuated in the channel, resulting in a decrease in output power. Under the
combined action of several factors, the PAE decreases as H2 increases.
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Figure 5. The effect of recessed region parameters on Vt, Gmmax and Cgs. (a) Vt-L. (b) Vt-H. (c) Gmmax-L.
(d) Gmmax-H. (e) C-L. (f) C-H.

The power-added efficiency (PAE) is the difference in output and input power in place of radio
frequency (RF) output power in the drain efficiency equation, which takes power gain Gp into account.

PAE =
Pout − Pin

Pdc
= ηc(1− 1

Gp
) (1)

ηc is the drain efficiency and represents the ratio of output power to DC input power. In order to
obtain a higher PAE, a larger power gain Gp is required. It can be seen from the equivalent circuit
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diagram of the device, the size of the PAE is determined by these parameters together. For the threshold
voltage Vt, only when the absolute value of Vt is reduced, can small voltage make the channel turn
on. When the input voltage is constant, the smaller the absolute value of the threshold voltage is,
the larger the channel current is, and the larger the output power Pout is, so that the PAE becomes larger.
When Gmmax is reduced, its DC characteristic will also decrease. Since the input voltage is constant,
the decrease of Gmmax causes the bias current Id to decrease, so that the Pdc is reduced, according to
the definition of PAE, the decrease of Pdc will cause the increase of PAE. The gate-source capacitance
Cgs and the gate-drain capacitance Cgd have a greater influence on the PAE, in the equivalent circuit,
Cgs and Cgd are in the input loop and output loop respectively. Because of the larger Cgs in the bias,
the more AC input energy it consumes, the larger the Cgd, the smaller the AC output power of the
load is. In addition, as the channel becomes thinner and thinner, it affects both the capacitance and
the carrier’s passage through the channel region. Although the PAE increases as the capacitance
decreases, the extremely thin channel also makes the DC and AC characteristics affected seriously.
From the analysis of 3.1–3.3, when the structural parameters of the device are changed, in order to
obtain the optimal PAE, it is necessary to weigh the various parameters and find the optimal structural
parameters on the premise that the other performance is guaranteed. Perhaps the above design process
will sacrifice a small part of the performance, but the efficiency is greatly improved, achieving energy
saving and emission reduction, which is very beneficial to the construction of green earth.

4. Conclusions

An improved MRD 4H-SiC MESFET with high power added efficiency is analyzed and studied
by co-simulation of ADS and TCAD Sentaurus software in this paper. Based on MRD 4H-SiC MESFET,
we optimize the MRD MESFET on both sides of the gate. In the recessed area, the DC, RF parameters
and efficiency of the device are weighed, and the IMRD MESFET with the best PAE is finally obtained.
The results show that the saturation drain current Idsat of the IMRD MESFET is 311 mA, the threshold
voltage Vt is −6.99 V, the maximum transconductance Gmmax is 46.37 mS, the gate-source capacitance
Cgs is 0.218 pF, and the gate-drain capacitance Cgd is 17.9 fF. The PAE is 68.33%, which is 28.66% higher
than the MRD MESFET, and DC and RF performance have not dropped significantly. This paper
proposes to lay a device-level theoretical basis and design method for further energy-efficient RF
power amplifier.
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Abstract: A novel AlGaN/GaN high-electron-mobility transistor (HEMT) with a high gate and
a multi-recessed buffer (HGMRB) for high-energy-efficiency applications is proposed, and the
mechanism of the device is investigated using technology computer aided design (TCAD) Sentaurus
and advanced design system (ADS) simulations. The gate of the new structure is 5 nm higher than the
barrier layer, and the buffer layer has two recessed regions in the buffer layer. The TCAD simulation
results show that the maximum drain saturation current and transconductance of the HGMRB HEMT
decreases slightly, but the breakdown voltage increases by 16.7%, while the gate-to-source capacitance
decreases by 17%. The new structure has a better gain than the conventional HEMT. In radio frequency
(RF) simulation, the results show that the HGMRB HEMT has 90.8%, 89.3%, and 84.4% power-added
efficiency (PAE) at 600 MHz, 1.2 GHz, and 2.4 GHz, respectively, which ensures a large output
power density. Overall, the results show that the HGMRB HEMT is a better prospect for high energy
efficiency than the conventional HEMT.

Keywords: GaN; HEMT; high gate; multi-recessed buffer; power density; power-added efficiency

1. Introduction

Wide-bandgap semiconductor materials exhibit many attractive properties far beyond the
capabilities of silicon, such as high critical breakdown electric field strength, carrier drift velocity,
high thermal conductivity, and large carrier mobility. Therefore, power electronic devices based on
wide-bandgap semiconductor materials such as diamond, silicon carbide (SiC), and gallium nitride
(GaN) will have higher resistance to high voltages, and lower on-resistance and radiation resistance
than silicon devices [1–4]. Recently, GaN devices became a research hotspot of high-frequency and
high-power devices and systems with its large forbidden band width, high electron saturation speed,
high breakdown voltage, and anti-irradiation [5–9]. The wide-bandgap semiconductor device GaN
high-electron-mobility transistor (GaN HEMT) has the advantages of high frequency, high power
density, high withstand voltage, and high efficiency; thus, it is used in civil communication, Internet
of things, petroleum exploration, aerospace, and so on [10,11]. However, traditional GaN HEMTs
are unable to meet the current demand. At present, most research on GaN HEMTs is based on
peripheral circuits to regulate and compensate transistors to achieve better output characteristics [12].
However, such designs often lead to shortcomings such as poor transistor withstand voltage, large
parasitic capacitance, and a narrow transconductance saturation region, which have a great influence
on important performance parameters such as output power and power-added efficiency of the device.

Based on the conventional GaN HEMT, a novel AlGaN/GaN HEMT with a high gate and a
multi-recessed buffer (HGMRB HEMT) is proposed in this paper for high-energy-efficiency applications.
Compared with its conventional counterpart, the high gate and multi-recessed buffer structure changes
the electric field distribution, the gate source capacitance, and the transconductance parameters of
the HEMT.

Micromachines 2019, 10, 444; doi:10.3390/mi10070444 www.mdpi.com/journal/micromachines
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2. Device Structure and Description

Figure 1 shows the device structure of the conventional HEMT (a) and the HGMRB HEMT
(b). The source and drain of both devices are N+ heavily doped with a doping concentration of
1 × 1020 cm−3 and have the same 40 nm AlN nuclear layer and SiC substrate layer with a lateral width
of 6.5 μm. The self-heating effect is one of the main reasons for restricting GaN devices. It not only
affects the output power, but also affects the reliability of the device. Many methods for reducing the
self-heating effect were reported, such as changing the substrate material [13,14]. In this paper, SiC is
used as the substrate, which greatly reduces the self-heating effect. Compared with the conventional
HEMT, the barrier region of the proposed HGMRB HEMT is 5 nm lower than the source, drain, and gate
electrodes, forming a high gate. The barrier region between the source/drain and the high gate has
a height of 20 nm. The buffer layer height of both devices is 3 μm. The buffer layer of the HGMRB
HEMT forms two left and right recessed regions. The widths of the recessed regions are 0.5 μm and
1.5 μm, respectively, and the depth is 4 nm.
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Figure 1. Schematic cross sections of the (a) conventional high-electron-mobility transistor (HEMT),
and (b) proposed HEMT with a high gate and a multi-recessed buffer (HGMRB).

In the proposed new structure, the distribution of the electric field can reduce the electric field
peak at the edge of the gate electrode and reduce the electron injection effect near the gate, and the
current collapse effect can be alleviated. Therefore, the effect of surface state on device performance is
improved. The negative impact of damage caused by etching on device performance is slight under
the existing process equipment conditions. In metal-oxide-semiconductor (MOS) devices, carriers flow
through the channel region. If the channel region is very narrow, quantum effects need to be considered;
however, in the proposed HEMT, electrons flow mainly under the recessed region, rather than in the
recessed region. The recessed regions in this paper are mainly used to change the capacitors (Cgs, Cgd,
and so on) and the two-dimensional electron gas distribution of the device. Therefore, there is no need
to consider the quantum effect.

3. Results and Discussion

The novel AlGaN/GaN HEMT with a high gate and a multi-recessed buffer was simulated using
the TCAD Sentaurus software, and the physical model and key parameters used in the simulation are
shown in Table 1. By measuring the traditional HEMT, the values of carrier mobility μ, Nc, and Nv were
obtained, and other material parameters were default values. The mobility defines the carrier mobility
models, which include electron mobility degradation due to high doping. The thermodynamic model
extends the drift–diffusion approach to account for electrothermal effects under the assumption that
charge carriers are in thermal equilibrium with the lattice. The effective intrinsic density triggers
the bandgap-narrowing effect in highly doped regions using the specified model OldSlotboom.
Shockley–Read–Hall (SRH) recombination is activated within the recombination. The Fermi activates
the carrier Fermi statistics. Incomplete ionization must be considered when impurity levels are
relatively deep compared to the thermal energy (kT). The solution model is coupled {Poisson electron
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hole}, and the initial temperature is set to 300 K by default in simulations [15]. In the ADS software,
the EE_HEMT model [16] was used. The criterion of breakdown was BreakCriteria {Current (Contact
= “Drain” Absval = 1 × 10−4)}. In order to get a more accurate calculation result, the number of
iterations was set to 50, and the error reference of the electron was set to 1 × 10−3. The parameters
in the EE_HEMT model were obtained from the TCAD simulations, known literature, and technical
manuals, the gate was the input terminal, and the drain was the output terminal, in the different
frequency bands of 600 MHz, 1.2 GHz, and 2.4 GHz. The simulation results obtained using Synopsys
TCAD Sentaurus and ADS software show that the new structure has better RF characteristics and
greater power-added efficiency (PAE).

Table 1. Key parameters used in simulation.

Physical Model Descriptions Key Parameters

Mobility Carrier mobility μ = 1.300e + 03 cm2/(Vs)

Thermodynamic
Lattice heat capacity cv = 3.0 J/(K·cm3)

Lattice thermal conductivity κ = 1.3 W/(K·cm)

Effective intrinsic density ni(T) = NC(T) × NV(T) exp (Eg(T)/(2kT))
ni,eff = ni × exp × (Ebgn/(2kT))

NC = T3/2 × 4.5 × 1014

NV = T3/2 × 8.9 × 1015

Shockley–Read–Hall
(SRH) recombination τ = τmin + (τmax − τmin)/(1 + (N/Nref)

τmin = 0.0000 s
τmax =1.0000 × 10−9 s

Nref = 1.0000 × 1016 cm−3

Fermi Eg = Eg0 + α × Tpar
2/(β + Tpar) – α × T2/(β + T)

Eg0 = 3.47 eV
α = 7.40 × 10−4 eV/K
β = 6.00 × 102 K
Tpar = 0.0000 K

3.1. Direct Current (DC) Characteristics

It can be seen from Figure 2 that, under a large drain bias, a large current will cause the crystal
lattice to heat up, forming a self-heating effect. When Vgs = 0 V, the effect of self-heating on the output
characteristics is more obvious; thus, the self-heating effect must be considered. The drain saturation
current of the HGMRB HEMT is slightly smaller than that of the conventional HEMT. At Vgs = 0 V
and Vds = 20 V, the maximum drain saturation currents of the HGMRB HEMT and conventional
HEMT were 550.26 mA/mm and 609.32 mA/mm, respectively, which were reduced by 59 mA/mm,
whereby the saturated drain current of the new structure was 9.68% lower than the conventional
structure. Similarly, when Vgs = 0 V and Vds = −1 V, the saturated drain current of the new structure
was 11.73% lower than the conventional structure Since the HGMRB structure is used, there are two
recessed regions in the channel region, and the discontinuous channel region hinders the channel
current; the deeper the recess depth of the buffer region is, the smaller the channel current will be.
At the same time, the Two-dimensional electron gas (2DEG) concentration of the channel region is
proportional to the thickness of the barrier layer. The barrier layer of the HGMRB structure will be
smaller than the conventional HEMT, resulting in a decrease in channel current. Combining the two
points above, the maximum drain saturation current of HGMRB was slightly smaller than that of the
conventional HEMT. In order to keep the channel current from dropping significantly, two recesses
were formed in the buffer region, and the depth of the recessed region was not particularly large.
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Figure 2. Output characteristics under different values of gate bias for the conventional HEMT and
HGMRB HEMT including self-heating.

Figure 3 shows the transfer characteristics and transconductance curves of the conventional HEMT
and the HGMRB HEMT at Vds = 20 V. It can be seen from Figure 3 that the threshold voltages Vt

of the conventional HEMT and the HGMRB HEMT were −3.41 V and −3.50 V, respectively. As the
gate voltage approached 0 V, the drain currents of both HEMTs gradually increased, and the drain
current value of HGMRB was smaller than that of the conventional HEMT. Since the magnitude of the
threshold voltage is related to the thickness of the barrier layer under the gate, when the thickness
of the barrier layer is the same, the depletion region formed under the gate is almost uniform; thus,
the turn-on voltages of the two devices are almost identical.
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Figure 3. Transconductance and transfer curve with gate voltage at Vds = 20 V.

According to the definition of transconductance gm, transconductance refers to the ratio between
the change value of the current at the output end and the change value of the input terminal voltage.
The first-order derivation of the transfer curve is shown in Figure 3. From the figure, the voltage
control range of the HGMRB HEMT was slightly stronger than that of the conventional HEMT, but the
maximum transconductance gmmax was 37 mS/mm smaller than the conventional HEMT. Due to the
existence of a recessed area on the surface of the buffer layer where the channel region was located,
the channel region was not flat, and the maximum saturated drain current was reduced; however,
the existence of the recess could increase the thickness of the barrier layer above the recess, resulting in
an increase in 2DEG, and this kept the maximum drain saturation current from being too low.
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Figure 4 shows the breakdown characteristics of the device at Vgs = Vt, where the break criterion
is that the absolute value of the gate is 1 × 10−7 A. The results show that the breakdown voltages
(Vb) of the conventional HEMT and HGMRB HEMT were 210 V and 245 V, respectively, with the
breakdown voltage increasing by 16.7%. When the high drain voltage was applied, a high electric
field was formed at the edge of the gate, such that, when the drain voltage reached a certain value,
breakdown occurred at the position of the gate of the GaN HEMT near the drain side. Figure 5 shows
the electrostatic potential distribution of the two devices, where it can be seen that the equipotential
line distribution on the right side of the gate of the conventional HEMT (x > 3) changed to dense firstly
and then to sparse, while, in the HGMRB HEMT, the equipotential lines on the right side of the gate
(x > 3) were more evenly distributed and were not particularly dense, which effectively slowed down
the electric field concentration near the gate, enabling the HGMRB HEMT to withstand larger drain
voltages and improve the breakdown voltage of the device.
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Figure 4. Breakdown characteristics of the two devices at Vgs = Vt.

Figure 5. Electrostatic potential distribution of the conventional HEMT and proposed HGMRB HEMT.
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3.2. RF Characteristics

The device was biased as shown in Figure 6. The gate was the input terminal in the different
frequency bands, and the drain was the output terminal. Figure 7 shows the curve of the gate source
capacitance (Cgs) and alternating current (AC) transconductance versus frequency for the two devices
with Vgs = 0 V and Vds = 20 V. Under this bias condition, the DC operating point of the device was
better, which is beneficial to obtain more accurate parameters. The simulation results show that
when the frequency was 1 GHz, the Cgs values of the conventional HEMT and HGMRB HEMT were
2794.49 pF/mm and 2410.57 pF/mm, respectively, and the Cgs value of the new structure was about
506 pF/mm lower than the conventional structure. Due to the existence of the high gate, when Vgs = 0 V,
the depletion region could only diffuse vertically downward [17], while the depletion region under
the conventional structure gate diffused to both the source and the drain, and the capacitance area
increased [18]. The simulation results show that the depth of the depletion region below the gate of the
new structure was deeper than that of the conventional structure. According to the definition of the
parallel plate capacitor [19], the gate capacitance of the new structure can be lower than that of the
conventional structure.

C =
ε0S

4πkd
(1)

Vdd

C

RF in, Vg2
DC in, Vg1

GND

GaN HEMT

RF frequency = f

Load

Figure 6. One-tone load-pull schematic for measurements.
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Figure 7. Gate-source capacitance (Cgs) and transconductance (gm) versus frequency of the two devices
at Vgs = 0V, Vds = 20V.
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From the AC transconductance curves of the two structures, it can be seen from the figure that the
AC transconductance value of the conventional HEMT device was 31.00 mS/mm higher than that of
the HGMRB HEMT at Vgs = 0 V and Vds = 20 V, and the AC transconductance peak of the HGMRB
HEMT was 240.31 mS/mm. The transconductance peak value under DC conditions was 10.30 mS/mm,
and the AC peak transconductance of the conventional HEMT device increased by 14.00 mS/mm.

In AC conditions, the RF signal loaded on the gate periodically changed with frequency, such that
the channel output current also changed periodically. When the frequency signal change period
exceeded the time constant, the channel current could be changed in the future in the same signal
period, resulting in a decrease in current and a decrease in the AC transconductance value under
high-frequency conditions.

In order to obtain the cutoff frequency and maximum oscillation frequency of the HGMRB HEMT
device, a two-port network was used for small-signal S-parameter simulation, in which Vgs = 0 V and
Vds = 20 V. Figure 8 shows the simulation results of the small-signal high-frequency characteristic
curves of the two structures, where h21 is the small signal current gain of the device, maximum
available gain (MAG) is the maximum gain of the device, and U is the unilateral power gain of the
device. When h21 dropped to 0 dB, the cutoff frequency of the HGMRB HEMT and the conventional
HEMT device was almost the same, and the cutoff frequency f t was about 14.2 GHz. The cutoff
frequency f t is inversely proportional to the gate source capacitance Cgs and is proportional to the
transconductance gm. Since the transconductance and the gate source capacitance of the HGMRB
HEMT were simultaneously reduced, the drop in the transconductance peak of the device and the
decrease in the capacitance of the gate source were offset by the effect of f t; thus, the cutoff frequency
of the new structure hardly changed. When the unilateral gain U and the maximum achievable gain
MAG dropped to 0 dB, the maximum oscillation frequencies f max of the HGMRB HEMT and the
conventional HEMT were about 66 GHz and 57 GHz, respectively, whereby the new structure was
15.78% higher than the traditional structure. It can be seen from Equation (3) that the HGMRB HEMT
device itself had a smaller gate resistance value without changing f t, thus increasing f max.

ft ≈ gm

2πCgs
(2)

fmax =
ft
2
·
√

Rds

Rg
(3)
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Figure 8. Small-signal high-frequency characteristic curve of two devices at Vgs = 0 V, Vds = 20 V.
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The device structure parameters described in Table 2 were obtained by simulation verification
of Sections 3.1 and 3.2, and these parameters were brought into the EE_HEMT model of the ADS
software, and the energy efficiency verification was performed at different frequencies. The DC offset
was Vgs = −4 V and Vds = 20 V.

Table 2. Parameters of the conventional high-electron-mobility transistor (HEMT), and proposed
HEMT with a high gate and a multi-recessed buffer (HGMRB).

Parameters Conventional HEMT HGMRB HEMT

Idsat (mA/mm) 609.32 550.26
Vb (V) 210.00 314.00

gm (mS/mm) 263.00 226.00
Vt (V) −3.41 −3.50

Cgs (fF/mm) 2916.49 2410.57

3.3. Verification of High Energy Efficiency

Figure 9a shows the output power (Pout) and power-added efficiency (PAE) as a function of input
power (Pin) for the HGMRB HEMT and conventional HEMT under Vgs = −4 V and Vds = 20 V bias
conditions at 600 MHz operating frequency. The results show that the power-added efficiency (PAE)
of the HGMRB HEMT was always greater than the conventional HEMT. When the input power was
32 dBm, the output power of the HGMRB HEMT reached 42.92 dBm, the output power density was
9.8 W/mm, the power gain was 10.9 dB, and the power-added efficiency reached the maximum value of
90.8%, which was higher than the maximum additional efficiency of the conventional HEMT. When the
operating frequency was increased to 1.2 GHz, the Pout and the PAE as a function of the input power
Pin are shown in Figure 9b. When the input power was 32 dBm, the PAE of the HGMRB HEMT reached
87.0%, the Pout reached 42.93 dBm, and the power gain was 10.9 dB. At 1.2 GHz, the power output
capability and power-added efficiency of the HGMRB HEMT were like those at 600 MHz, but the
HGMRB HEMT had greater efficiency. Figure 9c shows the Pout and the PAE as a function of Pin at
2.4 GHz, Vgs = −4 V, and Vds = 20 V. Due to the smaller gate source capacitance of the HGMRB HEMT,
its advantages in saturated output power began to increase as the operating frequency continued to
increase. When the input power reached 26 dBm, the PAE of the device was maximum, about 85.0%,
and the Pout was 41.55 dBm. When the Pout was saturated, the output power was 41.95 dBm and the
saturated output power density was 7.7 W/mm. The output power of the HGMRB HEMT was always
greater than that of the conventional HEMT.

Through the above analysis of the HGMRB HEMT and conventional HEMT, the HGMRB output
power and PAE were always greater than conventional HEMT at the same input power. Because the
HGMRB HEMT had the advantage of smaller gate source capacitance, when the frequency increased,
the device’s advantages in power gain and PAE began to fully be reflected.

Table 3 shows the performance of the various parameters of the device at different frequencies in
detail. Through the above analysis, HGMRB HEMT and conventional HEMT, HGMRB output power
and PAE are always greater than conventional HEMT at the same input power, and because HGMRB
HEMT has smaller gate-source capacitance advantages, along with frequency increased, the device’s
advantages in power gain and PAE began to fully be reflected.
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Figure 9. Large-signal performance of the two devices at different frequencies: (a) 600 MHz, (b) 1.2 GHz,
and (c) 2.4 GHz.

Table 3. Comparison of output characteristics between the two structures at different frequencies.
PAE—power-added efficiency.

Parameters
HGMRB HEMT Conventional HEMT

600 MHz 1200 MHz 2400 MHz 600 MHz 1200 MHz 2400 MHz

Power density (W/mm) 9.8 9.8 7.7 8.7 6.7 5.0
Gain (dB) 10.9 10.9 9.9 10.4 9.3 8.0

PAE at saturation (%) 86.9 87.0 82.9 84.5 82.5 78.5
The maximum PAE (%) 90.8 89.3 84.4 88 84.7 80.3

3.4. Key Process Steps for HGMRB HEMT

A feasible key fabrication process is shown in Figure 10. Differing from the conventional HEMT
process, a high gate and a multi-recessed buffer should be grown in the process below. Firstly,
in Figure 10a, reactive ion etching (RIE) was used in the upper surface of the GaN layer of the device,
and two recessed regions 1 and 2 were etched. Secondly, in Figure 10b, the AlGaN barrier layer was
grown by molecular beam epitaxy (MBE). During the film growth process, the Al content, the impurity
dose, and the overall thickness of the barrier layer were controlled in the barrier layer. Thirdly,
in Figure 10c, reactive ion etching (RIE) was used. Photolithography was performed on both sides of
the upper surface of the AlGaN layer of the device, and two recessed regions 3 and 4 were etched to
form a high gate. Then, in Figure 10d, the source, drain, gate, and ohmic contact processes were formed
the same as those of the conventional GaN HEMT, where the negative impact of damage caused by
etching on device performance was slight under the existing process equipment conditions.
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Figure 10. Cont.
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Figure 10. Key processes to fabricate the HGMRB HEMT. (a) Reactive ion etching is used to form the
two recessed regions 1 and 2. (b)The AlGaN barrier layer is grown by molecular beam epitaxy. (c)
Reactive ion etching is used to form the two recessed regions 3 and 4, and a high gate is obtained. (d)
Source, drain, gate, and ohmic contact processes are formed.

4. Conclusions

In this paper, a novel AlGaN/GaN HEMT with a high gate and a multi-recessed buffer for
high-energy-efficiency applications was proposed and investigated using TCAD Sentaurus and ADS
simulations. Although the maximum drain saturation current and transconductance slightly decreased,
the breakdown voltage increased by 16.7%, the gate source capacitance dropped by 17% and the
new structure had better gain and higher energy efficiency than the conventional HEMT. The output
power density and PAE of the HGMRB HEMT were greater than those of the conventional HEMT
in different frequency bands. The results show that the HGMRB HEMT is a better prospect for high
energy efficiency than the conventional HEMT.
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Abstract: Vacuum channel transistors are potential candidates for low-loss and high-speed electronic
devices beyond complementary metal-oxide-semiconductors (CMOS). When the nanoscale transport
distance is smaller than the mean free path (MFP) in atmospheric pressure, a transistor can work in
air owing to the immunity of carrier collision. The nature of a vacuum channel allows devices to
function in a high-temperature radiation environment. This research intended to investigate gate
location in a vertical vacuum channel transistor. The influence of scattering under different ambient
pressure levels was evaluated using a transport distance of about 60 nm, around the range of MFP in
air. The finite element model suggests that gate electrodes should be near emitters in vertical vacuum
channel transistors because the electrodes exhibit high-drive currents and low-subthreshold swings.
The particle trajectory model indicates that collected electron flow (electric current) performs like a
typical metal oxide semiconductor field effect-transistor (MOSFET), and that gate voltage plays a role
in enhancing emission electrons. The results of the measurement on vertical diodes show that current
and voltage under reduced pressure and filled with CO2 are different from those under atmospheric
pressure. This result implies that this design can be used for gas and pressure sensing.

Keywords: vacuum channel; mean free path; vertical air-channel diode; vertical transistor; field
emission; particle trajectory model; F–N plot; space-charge-limited currents

1. Introduction

Several potential candidates for low-loss and high-speed electronic transistors beyond
complementary metal oxide semiconductors (CMOS) have been proposed. Two-dimensional
materials, such as graphene and transition metal dichalcogenide, were considered for next generation
transistors [1–3]. Vacuum channel transistors have also been considered candidates because they are
10 times faster than silicon-based transistors [4]. The nature of vacuum channels enables the devices to
function at elevated temperatures and radiation levels. A variety of structures in building vacuum
channel transistors have been proposed in recent years [4–14], although vacuum transistors were
first proposed to build circuits a few decades ago [15]. Generally, if the transport distance of a field
emission (FE) is greater than the submicroscale, a vacuum condition is required to prevent carrier
scattering, due to collision with moving particles in an ambient environment, and to achieve ballistic
transport [16–19]. In addition, such a distance (or longer) generally requires a high driving voltage,
which is impractical in large-scale integrated circuits [20]. Several studies have reported that FE devices
with a transport distance as small as the nanoscale enable devices to operate at low voltages [5,6,21,22].
Therefore, reducing the transport distance to smaller than the mean free path (MFP) allows devices to
operate in atmospheric pressure [5–7,11–13] and function under a small voltage that is suitable for
practical circuits. The benefits of using 2D materials can be exploited with a vacuum channel device
for low-leakage and high-speed applications [23].
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Nanoscale FE air channel devices are generally categorized into horizontal, vertical, and all-around
gate, depending on the related locations of emitter collectors and gates. Nanoscale horizontal electron
emission air channel devices generally require advanced lithography technology or a trimming
approach to define transport distance [4–7,10–14]. By contrast, vertical electron emission air channel
devices define transport distance on the basis of the thicknesses of metal-dielectric stacked films [8,9].
Thin films stacked by atomic layer deposition provide an approach for specifying the transport distance
of electron emission. The emission zone can be determined by the width of an open cavity on stacked
films [7–9]. Gates in vacuum channel transistors are required for modulating tunneling current like
in the conventional solid-state transistors. The bottom or surrounding gates of the horizontal and
vertical FE transistors generally locate the gates between emitters and collectors so that the gate electric
field can effectively modulate emission current [4,6–9,11–14,18]. However, several studies showed
that an increase in the gate electric field can still influence the emission current when gate electrodes
are above the route of electron emission [10]. The distance between the gate and the emitter can
influence the turn-on voltage and controllability on the emission current for a microscale vacuum
channel transistor [16–19]. However, the role of gates in vertical transistors has not been well studied.
A nanoscale FE transistor can perform differently from a microscale FE one because electrons can be
intercepted by coplanar gates under a nanoscale distance [13]. This paper used the finite element
modeling to predict electron trajectory and determine the optimal gate location in a vertical vacuum
channel transistor. Hence, carrier scattering in air, which may be difficult to find by the current
simulation, must be considered in practical FE devices. The other aims of this paper were to fabricate a
vertical diode with a transport distance near the MFP (~68 nm) in atmospheric pressure and to discuss
carrier scattering under atmospheric and other ambient pressures.

2. Experiment

2.1. Modeling of Vertical Vacuum Channel Transistors

The schematic of a vertical vacuum channel transistor includes stacked layers of emitters, an
emitter-gate dielectric (Dielectric 1), a gate, a gate-collector (Dielectric 2), and a bottom collector
(Figure 1a). The etched well allows emission electrons to be ejected from the top emitter and collected
by the bottom collector through the application of voltage potential (VCE). The application of gate
potential (VGC) can modulate the route and the final speed of the electron emission. The side length of
the square well is 2 μm, that is, the total emission width is four times the side width. The thicknesses
of the emitter-to-gate (Dielectric 1), gate, and gate-to-collector (Dielectric 2) are tE-G, tG, and tG-C,
respectively (Figure 1b). The four transistors with different tE-G were investigated, namely, EG_3 (tE-G

= 3 nm), EG_10 (tE-G = 10 nm), EG_20 (tE-G = 20 nm), and EG_30 (tE-G = 30 nm) (Table 1). The channels
of transport distance (Dchannel) from emitter to collector are nearly the same (~60 nm). The modeling
software COMSOL (5.2, COMSOL Inc., Stockholm, Sweden) is used to model particle trajectory and
electric field. The particle trajectory model assumes only a 1 nm thickness window on the lower edge
of the emitter because the edges of electrodes present the highest electric fields [24]. The window
releases the finite electrons (400 particles) to graphically present tracing electrons. The collector counts
the collected electrons with different VCE and VGC. The Keithley 2400 current–voltage source meter is
used for electrical characterization. The software by COMSOL is used to model the electric fields and
particle trajectory in the vertical channel transistors. The material outside the device is air.
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(a) (b) 

Figure 1. (a) Schematic of the vertical vacuum channel transistor composed of stacked layers of emitters
(Al-Si-Cu), a gate dielectric (Al2O3), a gate (Al-Si-Cu), a dielectric (SiO2), and a bottom collector
(Al-Si-Cu). (b) Transport distance of channel (DChannel) made up of the thicknesses of dielectric between
the emitter and the gate (tE-G), gate (tG), and dielectric between the gate and the collector (tG-C) between
the emitter (E) and the collector (C).

Table 1. Four simulated transistors noted by EG_3, EG_10, EG_20, and EG_30, whose transport
distance of the channel (DChannel) is the sum of the thickness of emitter-to-gate (tE-G), gate (tG), and
gate-to-collector (tG-C).

Dimensions of Transistors EG_3 EG_10 EG_20 EG_30

DChannel (nm) 63 60 60 60
tE-G (nm) 3 10 20 30
tG (nm) 20 20 20 20

tG-C (nm) 40 30 20 10

2.2. Fabricated Vertical Field Emission Diodes and Experimental Measurement

The fabrication of the vertical air channel diodes deposits 1 μm SiO2 for the isolation of devices
from a Si p-type (111) substrate. The photo masks define the diode-probing areas of the collector
and emitter made of an Al-Si-Cu alloy, in which Al accounts for 99.5% of the metal. The SiO2

thin film is sandwiched by the top and bottom Al-Si-Cu alloy layers. SiO2 thickness is roughly the
transport distance of electron emission because the electric field is concentrated at the edge of the metal.
The cross-section of the stacked thin films indicates that the thicknesses of the top and bottom Al-Si-Cu
films are 130 nm and 450 nm, respectively (Figure 2a). Square wells of 2 μm × 2 μm and 4 μm × 4 μm
are etched so that electrons are transmitted from the top emitter to the collector that is located on the
bottom of the well (Figure 2b). The tilt view of the etched well presents the profiles of the Al-Si-Cu
layers (inset of Figure 2b). The MFP is the average distance at which a particle travels between two
successive collisions. Therefore, a SiO2 thickness of 60 nm is applied to enhance sensibility at varying
ambient pressures. Transport distance in air is presumed to be approximately equal to the MFP.

The devices were wire-bonded on a printed circuit board and were measured in a customized
vacuum chamber (Figure 3). The electric signals were connected to the measurement units outside
the chamber via wire ports. The gas inlet of the chamber was connected to a gas feedthrough to
allow external gases to flow into the chamber. A dry pump was attached to the chamber, allowing a
minimum pressure of 10 mTorr.
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Figure 2. (a) Cross-sectional deposited stacked thin films, in which the thickness of the SiO2 (distance
of electrons), the top (emitter), and the bottom (collector) Al-Si-Cu alloy are 60, 130, and 450 nm,
respectively. (b) Top view of the micrograph of the etched cavity and tilt view (inset) showing the
profile of the stacked thin films.

 
Figure 3. Customized vacuum chamber facilitated with a wire port, vacuum pump, gas inlet, pressure
regulator, and pressure indicator used to measure the devices under different pressure levels.

3. Results and Discussion

3.1. Current Density Modeling of Field Emission Diodes

Space charges under high and low electric fields differ owing to the polarity of space charges.
Charges in the high field are governed by the F–N theory, whereas those in the low field are governed
by the space-charge-limited current. The Fowler–Nordheim (F–N) equation predicts the current density
(J) generated from a small surface area of metal based on the electric field (E):

J = k1
E2β2

φ
· exp

(
−k2
φ1.5

β E

)
, (1)

where k1 = 1.54 × 10−6 A·eV/V2; k2 = 6.83 × 109 (V/m)·eV1.5 are constants [20]; field enhancement factor
β is related to geometric design, materials, and usage [25]; φ is work function of the metals. However,
the electric field for the current coplanar electrodes (E to C) is not uniformly distributed. The metal
electrode corner near the dielectric exhibits the highest electric field from the modeling [24]. Thus, the
distance of the electric takes the shortest distance of the field emission. Figure 4a shows the metals with
a lower work function that also exhibit a higher current density (J). Figure 4b presents the distance that
significantly influences the J because the short transport distance renders a strong E.
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(a) 

 
(b) 

Figure 4. Electric current density (J) as a function of applied voltage (VCE) for a high electric field
applying the Fowler–Nordheim equation for (a) metals that exhibit different work functions (φ) and
(b) different transport distances by using Al metal.

3.2. Finite Element Modeling on Vertical FE Transistors

The optimal position located between an emitter and gate was investigated by applying the
distribution of electric fields with different (E-to-G) distances of 3 nm (EG_3), 10 nm (EG_10), 20 nm
(EG_20), and 30 nm (EG_30), with VG = VC = 5 V grounding the emitter, as presented in Figure 5a–d,
respectively. The color scales of the four figures are unified, so the colors in the simulation correspond
to the values in the figures. The significant difference in the electric field among the figures occurred
only on Dielectric 1 and the air between the gate and emitter, whereas the electric field near Dielectric 2
and the surrounding area makes little difference because the electric field is the gradient of potential
difference. Dielectric 1 and its vicinity bear a high difference between its emitter and gate, whereas
Dielectric 2 and its vicinity bear a small difference. The EG_3 exhibits the highest electric field near
Dielectric 1 among the modeled devices. This result implies that the electric field and current density
can be substantial at a small (Dielectric 1) thickness. The electric field distribution is consistent with
the finding that the sharp edge of an emitter and collector delivers a high-density emission current [5].
This sharp emitter can also lead to the lowering of threshold voltage from non F–N to F–N behavior [13].
Figure 6 presents the electric current (IE) as a function of VGE for the four transistors. EG_3 exhibits
the highest IE and the steepest slope, i.e., the smallest subthreshold slope. The modeling results
preliminarily conclude that the gate of a vertical transistor should be close to the emitter, i.e., Dielectric
1 should be as thin as possible, to obtain a high-drive current and low current leakage.

 
(a) 

Figure 5. Cont.
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(b) 

(c) 

(d) 

Figure 5. Colors to present electrical fields for (a) CG_3, (b) CG_10, (c) CG_20, and (d) CG_30, with
VG = VC = 5 V. The color bars are scaled on the same degree.
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Figure 6. Simulated electric current (IE) as a function of voltage (VGE) for VCE = 5, 4.5, 4, 3.5 V for
CG_3, CG_10, CG_20, and CG_30.

The particle trajectory by COMSOL can present the tracing route by using the Monte Carlo
scattering model. The electrons are accelerated and their final speeds increase with the tracing distance.
Given that the metal edge renders the highest electric field [24], this simulation assumes that electrons
are ejected from an area limited to 1 nm at the edge of the emitter. A finite number of electrons
are projected from the geometric boundary of the emitter. The tracing routes of the electrons shift
with gate bias. The cross-sectional view of the model (EG_3) shows that the electrons are accelerated
because of the presence of an electron field when the electric potential on the collector (VCE) is applied
(Figure 7a). Thus, the speeds of the electrons increase along with tracing routes, as indicated by the
colors. The bottom collector of the well gathers electrons in the 3D graph (inset of Figure 7a). However,
the tracing routes of the electrons are bent down with the application of gate potential (VGE) (Figure 7b).
The 3D view shows that the tracing routes are short (inset of Figure 7b) and that the final speeds are
smaller than those observed without gate bias (VGE).

The electric current is counted from a limited number of electrons from the emitter and those
accumulated on the collector. The collection of electrons is influenced by VCE and VGE. The collection
rate at VCE of 0 is only 2% when the VGE = 5 V (Figure 8a). The collection rate significantly increases
with VCE (<1.5 V) and saturates when VCE is higher than 1.5 V. The electron flow related to its
gate-to-collector electric field is similar to the operation of MOSFETs. The simulation shows that
gate potential can substantially enhance the electron flow, similarly to field emission devices [16–20]
(Figure 8b). For example, the collector electric current at VGE = 5 V is about five times of that at VGE

of 3.5 V. This result indicates that the eliminated gate dielectric of the current vertical field emission
devices can perform like typical MOSFETs.
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(a) 

 
(b) 

Figure 7. Tracing modeling of the electron trajectories of cross-sectional and three dimentional views
(inset) for CG_3 with application of (a) VCE = 5 V; VGE = 0 V (b) VCE = 5 V; VGE = 5 V.

 
(a) (b) 

Figure 8. (a) Modeling the collection rate of emitted electrons of CG_3 at VGE = 5 V and (b) collected
electric current (IC) at VCG = 3.5, 4, 4.5, or 5 V.

3.3. Measurement of Field Emission Vertical Air Channel Diodes

The vertical air channel diodes use the top Al-Si-Cu alloy thin film around the well as the emitter.
Thus, the emission zone is proportional to the side length. Although the electric field may not evenly
distribute on the metal, the measured current is still roughly proportional to the metal area (Figure 9).
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For example, the measured electrical current for the well with a 4 μm side length is 58.1 μA, whereas
that of a well with a 2 μm side length is 24.6 μA at 10 V. Both of the curves exhibit F–N behavior in high
electric fields (low 1/VCE) and non F–N behavior in low electric fields (high 1/VCE) (inset of Figure 9).

Figure 9. Current–voltage plots of the air channel diodes whose side lengths of the wells are 4 and 2 μm.

The mechanism of tunneling current is described by the F–N plot under high electric field.
Based on Equation (1), the negative slope of ln(IC/VCE) as a function of 1/VCE is proportional to the
emission distance (d) (Equation (2)), and the slope of F–N plot is as follows:

slope (F.N) = −k2φ1.5d
β

, (2)

Although the slope can determine the work function of the metals [26], β reaches a nonlinear
value with increasing VCE. When d = 60 nm, φ = 4.28 eV, and the slope is −135.2 by the regression
analysis (Figure 10a), the calculated β is approximately 26.8. The linear scale of current–voltage exhibits
an exponential relationship (inset of Figure 10a) and is similar to the theory presented in Figure 4a,b.
By contrast, the space charge limit current equation can be used in FE at a low electric field [27,28].
The predicted current density (J) considers the following space charge effect:

J =
IE

S
=

4ε0

9

√
2

e
me

(
VE

3/2

d2 ), (3)

where IE and S are the emitted current and the surface inner area, respectively. The e and me are
the magnitude of charge and the mass of the electron, respectively. d is the transport distance.
The measurement exhibits that the collecting current (IC) is aligned with the three-halves power law
related to applied voltage (Figure 10b).
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(a) 

 
(b) 

Figure 10. (a) F–N plot of the high electric potential part (VCE) range where the slope is −135.2 by the
regression method and linear scale of current–voltage plot (inset), and (b) logarithm current–voltage
plot possessing the characteristic of three-half power on a low electric potential part (VCE) range
governed by a space-charge limited current.

The proposed device was measured in the closed chamber (Figure 2) for the evaluation of the
impact of the collision of the electrons emitted with ambient gases. The chamber was pumped down
to a base pressure and fed with CO2 from a gas inlet. Then, changes in electric current due to carrier
scattering at different ambient environments were evaluated. The measured IC with fed CO2 is
obviously lower than that under reduced and ambient pressure (Figure 11). This result is consistent
with the MFP theory that the collision of field-emitted electrons may differ at different ambient pressure
levels and sizes of molecules. The emitted electrons under reduced pressure have less probability of
scattering than those in environments with filled CO2 and atmospheric pressure. Therefore, a high
electric current (IC) is collected from the measurement. This result suggests that current emission
distance is critical to the sensing of pressure change and molecular size in air because microscale FE
devices typically require vacuum environments to operate [16–20]. For example, the MFP ranges
from 0.1 mm to 100 mm at a pressure under 0.8–800 m-Torr. The distance can be extremely long for a
miniature device and renders tracing routes difficult to control.

Figure 11. Current–voltage plots for a vertical channel diode with filling CO2, atmospheric pressure,
and reduced pressure of 10 m-torr.

4. Conclusions

Modeling on air channel FE diodes shows that current density increases when metals of low
work function are used and substantially increases with emission distance. The particle trajectory
model indicates that the thickness of a gate dielectric should be eliminated in the design of a vertical
transistor so that high drive current and low current leakage can be achieved. The behavior of the
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current–voltage plots related to the application of gate potential is similar to typical MOSFETs from the
particle trajectory model. This phenomenon occurs because the transistor, with a short emitter-to-gate
distance, exhibits better control on electron emission and a strong electric field near the gate. Although
the implementation of a vertical transistor may be limited by the thicknesses of stacked thin films
and carrier scattering in air, vertical diodes are fabricated to empirically verify the impact of carrier
scattering in air. The measured vertical air channel diodes show that field emission distance (~60 nm
that is near MFP) is sensitive to ambient gases and pressure. The measurement results roughly meet
the theory of F–N and space-charge-limited current for high and low electric fields; therefore, this
current design may be utilized for gas and pressure sensors.
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Abstract: A smart floating gate transistor with two control gates was proposed for active noise
control in bioelectrical signal measurement. The device, which is low cost and capable of large-scale
integration, was implemented in a standard single-poly complementary metal–oxide–semiconductor
(CMOS) process. A model of the device was developed to demonstrate the working principle.
Theoretical analysis and simulation results proved the superposition of the two control gates. A series
of test experiments were carried out and the results showed that the device was in accordance with
the basic electrical characteristics of a floating gate transistor, including the current–voltage (I–V)
characteristics and the threshold characteristics observed on the two control gates. Based on the
source follower circuit, the experimental results proved that the device can reduce interference by
more than 29 dB, which demonstrates the feasibility of the proposed device for active noise control.

Keywords: floating gate transistor; control gate; CMOS device; active noise control

1. Introduction

There is growing interest in detecting chemical or bioelectrical signals with solid-state sensors
in a complementary metal–oxide–semiconductor (CMOS) process [1,2]. One of the major classes of
solid-state sensors is based on the field-effect transistor (FET) [3–5]. The multiparametric nature and
intrinsic signal amplification ability of FETs make them capable of achieving well beyond what is
possible with two terminal devices. The ion-sensitive field-effect transistor (ISFET) [6,7] is an important
branch of FET and has attracted great research interest regarding chemical signal detection due to
its small size, capability of mass fabrication, and fast response time. The organic thin-film transistor
(OTFT) [8–10] is another meaningful branch and has been extensively studied for bioelectrical signal
detection. For example, a sensing platform based on floating gate OTFTs is used for bioelectrical
signal sensing [11–14]. The working principle of a floating gate organic charge-modulated field-effect
transistor (OCMFET) is shown in Figure 1a, where the sensing area is part of the floating gate exposed
to the surrounding bioelectrochemical environment to detect signals, and the control gate is used
to set the working point with the control capacitor, as shown in Figure 1b. Ionic or cell charge
variations occurring in close proximity to the sensing area cause a charge separation in the floating
gate, which leads to a modulation of the charge carrier density inside the channel of the transistor,
as shown in Figure 1c [15]. The OCMFET device can detect signals in the frequency range of cell
electrical activity (10–1000 Hz) and can work without any external reference electrode. However, the
floating gate and sensing area are integrated as a whole and can only detect charge signals, which
is not suitable for detecting voltage signals because the voltage signal on the floating gate fixes the
working point of the device. In addition, it is difficult for the device to suppress interference, which is
important for small signal detection.

Micromachines 2019, 10, 722; doi:10.3390/mi10110722 www.mdpi.com/journal/micromachines
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(a) 

 
(b) 

 
(c) 

Figure 1. Working principle of a floating gate organic charge-modulated field-effect transistor (OCMFET).
(a) Cross section of the device, where the floating gate is exposed to the surrounding bioelectrochemical
environment as the sensing area. (b) The setting of the working point by applying the appropriate VG.
(c) The charge sensing and modulation principle of the device, where the charge variations occurring
in close proximity to the sensing area cause a charge separation in the floating gate, which leads
to modulation of the charge carrier density inside the channel of the transistor and variation of the
output current.

In order to detect voltage signals, some modifications must be made, such as separating the
sensing area and the floating gate. Moreover, the detected signal is accompanied by some interference
and the interference can also modulate the channel charge. To suppress the interference actively,
the active noise control (ANC) concept has been introduced, which cancels the unwanted primary
interference by using a secondary source for signal superposition [16–18]. Generally, two input ports
are required to achieve active noise control, where one input port is used for primary source detection
and another for secondary source input [19]. Therefore, we have proposed a smart floating gate
transistor with two control gates (called an ANC device), which is characterized by active noise control
and a low-cost standard CMOS process.

Firstly, the physical model of the proposed device was developed to demonstrate the working
principle, and the layout of the device was implemented in a standard single-poly CMOS process.
Secondly, simulation results are illustrated to show the ANC performance based on the proposed
device. Finally, the experimental electrical characterizations of the fabricated device are provided,
which demonstrate the feasibility of the device for active noise control applications.
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2. ANC Device

2.1. Device Structure

The proposed ANC device is based on an evolution of a single-poly metal–oxide–semiconductor
field-effect transistor (MOSFET) and the cross section of the proposed ANC device is shown in Figure 2,
including a source region (S), a drain region (D), a bulk region (B), a floating gate (FG), and two control
gates (CG1 and CG2). Two heavily doped N+ regions are generated on a P-type bulk to serve as the
source and the drain, and two N- or P-type physically isolated wells are generated beside the bulk to
serve as the two control gates CG1 and CG2, respectively. The floating gate is generated by a single-poly
layer, which is isolated from the bulk and the two control gates by a dielectric layer. The floating
gate overlaps the bulk and the two control gates, which leads to the coupling capacitors. The channel
current of the proposed device is controlled with two control gates by the coupling capacitors with the
floating gate. In application, control gates CG1 and CG2 are connected to two standard PADs to receive
voltage signals. The source, drain, and bulk are connected to three standard PADs for the normal
working condition setting.

 

Figure 2. Cross section of the proposed active noise control (ANC) device based on an evolution of a
single-poly metal–oxide–semiconductor field-effect transistor (MOSFET), including a source region (S),
a drain region (D), a bulk region (B), a floating gate (FG), and two control gates (CG1 and CG2).

2.2. Device Model

The equivalent schematic diagram of the proposed ANC device is shown in Figure 3a,
where CFC1, CFC2 , CS, CD, and CB are the capacitors between the floating gate and the control gate
CG1, the control gate CG2, the source, the drain, and the bulk region, respectively. Considering that
the charge Q of the floating gate should be equal to 0, the simple model of the proposed device is
expressed in Equation (1) [20]:

Q = 0 = CFC1(VFG−VCG1)+CFC2(VFG−VCG2)+CS(VFG−VS)+CD(VFG−VD)+CB(VFG−VB) (1)

where VFG is the potential on the floating gate; VCG1 is the potential on the control gate CG1; VCG2 is the
potential on the control gate CG2; and VS, VD, and VB are the potentials on the source, the drain, and
the bulk, respectively. Defining the total capacitors CT as the sum of the capacitors of CFC1 , CFC2 ,CS,
CD, and CB, the potential on the floating gate due to capacitive coupling can be expressed as

VFG =
CFC1

CT
VCG1 +

CFC2

CT
VCG2 +

CS
CT

VS +
CD

CT
VD +

CB

CT
VB. (2)

For CS and CD being far less than CT, and the bulk being grounded, Equation (2) can be simplified as

VFG =
CFC1

CT
VCG1 +

CFC2

CT
VCG2. (3)
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(a) 

 
(b) 

Figure 3. (a) The simple model of the equivalent schematic diagram of the proposed ANC device,
where CFC1 , CFC2 , CS, CD, and CB are the capacitors between the floating gate and the control gate CG1,
the control gate CG2, the source, the drain, and the bulk region, respectively. (b) Symbols for the ANC
device with five terminals.

Generally, CG1 and CG2 are equivalent in terms of electrical characteristics and one of them is
always set to zero for measurement of the threshold voltage, so the threshold voltages and conductivity
factors of the floating gate and control gates CG1 and CG2 satisfy the following relationships:

VFG
T =

CFC1

CT
VCG1

T =
CFC2

CT
VCG2

T (4)

βFG =
CT

CFC1
βCG1 =

CT

CFC2
βCG2 (5)

where VFG
T is the threshold for the floating gate, VCG1

T is the threshold for control gate CG1, VCG2
T is

the threshold for control gate CG2, βFG is the conductivity factor for the floating gate, βCG1 is the
conductivity factor for control gate CG1, and βCG2 is the conductivity factor for control gate CG2.

Accordingly, the transformed current–voltage (I–V) equations of the proposed ANC device in the
triode region (TR) and the saturation region (SR) can be expressed by

TR |VDS| < CFC1
CT

∣∣∣∣VCG1 +
CFC2
CFC1

VCG2 − CT
CFC1

VS −VCG1
T

∣∣∣∣
ID = βCG1

[(
VCG1 +

CFC2
CFC1

VCG2 − CT
CFC1

VS −VCG
T

)
VDS − 1

2
CT

CFC1
V2

DS

] (6)

SR |VDS| ≥ CFC1
CT

∣∣∣∣VCG1 +
CFC2
CFC1

VCG2 − CT
CFC1

VS −VCG1
T

∣∣∣∣
ID =

βCG1

2

(CFC1
CT

)(
VCG1 +

CFC2
CFC1

VCG2 − CT
CFC1

VS −VCG1
T

)2 (7)

which show the relationship between ID and VCG1, VCG2, VS, and VD. In Equation (7), ID in the
saturation region is not affected by VDS, which is greatly convenient for reading the output signal of
the ANC device. Assuming ID to be a constant value and the source voltage VS to be the output signal,
the signal of the control gate is easily obtained by measuring the output voltage VS. This readout
method is called the source follower method, where the voltage of source VS can be expressed by the
voltage of two control gates as
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VS =
CFC1

CT
VCG1 +

CFC2

CT
VCG2 −

√
2ID

βCG1

(CFC1

CT

)
− CFC1

CT
VCG1

T . (8)

Normally, one control gate is used to set the DC operation point of the device and works as the
secondary source input, and the other control gate is used to detect the effective signal with background
interference. The subsequent circuits extract the interference from the output signal VS and actively
generate an inverse interference for secondary input. Thus, the secondary interference on one control
gate and the primary interference on the other control gate work together to cancel each other and,
finally, output the effective signal in VS, with the interference being as small as possible.

According to the equivalent schematic diagram of the proposed ANC device shown in Figure 3a and
the standard symbols for MOS transistors, the symbols for the proposed ANC device are shown in Figure 3b,
which has five terminals of drain (D), source (S), bulk (B), control gate (CG1), and control gate (CG2).

2.3. Device Layout

The proposed ANC device was implemented in a standard 0.18 μm single-poly CMOS process.
Figure 4 shows the layout and cross section of the proposed ANC device, where AA is the active area,
SN is the N+ implantation for source and drain, SP is the P+ implantation, GT is the polysilicon gate,
NW is the N-type well, DNW is the deep N-type well, CT is the contact area, and M1 is the metal one.
As shown in Figure 4, two control gates were formed in two N-type wells without special isolation
from the P-type bulk. CG1 is an N-MOSC, while CG2 is a P-MOSFET with a common source, drain,
and substrate. The two different structures both modulated the charges in the floating gate by the
coupling capacitors. The coupling capacitor was determined by the overlap area between the floating
gate and the control gate. The design parameters of the ANC device are listed in Table 1, where L is
the abbreviation for the length and W is the abbreviation for the width of the areas shown in Figure 4a.

 
(a) 

 
(b) 

Figure 4. (a) Layout of the proposed ANC device, where AA is the active area, SN is the N+ implantation
for the source and drain, SP is the P+ implantation, GT is the polysilicon gate, NW is the N-type well,
DNW is the deep N-type well, CT is the contact area, and M1 is the metal one. (b) Cross section of the
layout, where CG1 is a N-MOSC and CG2 is a P-MOSFET with a common source, drain, and substrate.
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Table 1. The design parameters of the device.

Device Length (μm) Width (μm)

CG1 1.375 2.01
MOS 0.67 2.03
CG2 1.35 2.00

3. Simulation Results

A simulation schematic based on the proposed ANC device is shown in Figure 5. The device is
equivalent to a standard MOSFET M0 and two capacitors C0 and C1, where capacitors C0 and C1 can
be seen as the coupling capacitors CFC1 and CFC2, and MOSFET M0 is equivalent to the combination
of the floating gate, the source, the drain, and the p-bulk. Inputs IN1 and IN2 are equivalent to the
control gates CG1 and CG2. Two resistors R1 and R2 were used to provide the bias potential for the
gate. The device was operated in the source follower mode under the saturation state. The values of
two capacitors C0 and C1 were set to 24 fF according to the parameters of CG1 and CG2, as shown in
Table 1, calculated as Equation (9). The saturation current based on the standard MOSFET M0 was
calculated as Equation (10), where VGS is the potential difference between the gate and the source,
and VT is the threshold for the MOSFET device. Signals IN1 and IN2 are two sinusoidal wave signals
with inverse phase and the same frequency and amplitude. The voltages of nodes G, D, and S were
measured and the results are shown in Figure 6. From 0 to 3.5 ms, signal IN2 was a DC signal,
only signal IN1 modulated the gate voltage with a certain attenuation, and the source voltage followed
the gate voltage. After 3.5 ms, signals IN1 and IN2 both modulated the gate voltage. When the primary
interference was detected by input end IN1, the source follower structure output the similar primary
interference, and subsequent circuits actively generated an inverse secondary interference for input
end IN2, which led to an effective signal without the primary interference at the source output by the
superposition of two input signals. As a result, the source voltage was a DC voltage without the input
sinusoidal signal, which showed the good performance of active noise control.

 

Figure 5. A simulation schematic based on the proposed ANC device with a standard MOSFET M0

and two capacitors C0 and C1, where capacitors C0 and C1 can be seen as the coupling capacitors CFC1

and CFC2 ; MOSFET M0 represents the combination of the floating gate, the source, the drain, and the
p-bulk; inputs IN1 and IN2 are equivalent to the control gates CG1 and CG2; and two resistors R1 and
R2 are used to provide the bias potential for the gate.
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C = WLC′ox = WL
εr(ox)ε0

tox
= 1.35× 10−4cm× 2× 10−4cm× 3.9× (8.85× 10−14F/cm)

4× 10−7cm
= 23.3fF (9)

ID =
WμC′ox

2L (VGS −VT)
2

= 2×10−4cm×500cm2/V·s
2×0.67×10−4cm × 3.9×(8.85×10−14F/cm)

4×10−7cm × (1.8V − 0.5V − 0.7V)2

= 232μA

(10)

Figure 6. Simulation result of the proposed ANC device, where signals IN1, IN2, G, S, and D are the
measured voltages from the red node IN1, IN2, G, S, and D shown in Figure 5, and signals IN1 and IN2

are simulated as the primary interference and secondary interference, respectively. From 0 to 3.5 ms,
only signal IN1 modulates the gate voltage with a certain attenuation and the source voltage follows
the gate voltage. After 3.5 ms, signals IN1 and IN2 both modulate the gate voltage and the source
voltage becomes a DC voltage without noise.

4. Experimental Results

4.1. I–V Characteristics

The proposed ANC device was fabricated in a 0.18 μm single-poly CMOS process and the
performance was measured with the Keithley 4200 Semiconductor Characterization System. To test
the capability of each control gate to modulate the charge carrier density of the device channel,
one of the two control gates was set to zero voltage and the other was input with a scanning voltage,
while the source and the bulk were grounded and the drain was set to 0.5 V. Figure 7a shows the ID–VG

characteristics of the device, where the blue line is for control gate CG1 and the red line is for control
gate CG2, which shows that each control gate was able to modulate the device and the threshold
voltages were within a reasonable range.

Figure 7b and c show the ID–VD curves for control gates CG1 and CG2, respectively. When the
control gate voltage was not large enough, a high drain voltage caused a secondary increase of the
drain current. For comparison, the ID–VD curve for a standard MOSFET with the same gate size as
that of the ANC device is shown in Figure 7d. It can be seen that when the gate voltage of the standard
MOSFET is less than 0.2 V, the current ID increases again after saturation, which is a characteristic
similar to that of the proposed device. This may be caused by reverse breakdown of the pn junction
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between the drain and the substrate because most of the increasing current comes from the substrate
end, which can easily happen when the gate voltage is far below the threshold voltage. When the gate
voltage becomes higher, a deeper depletion region is generated below the channel, which connects to
the depletion region below the drain region and protects the pn junction from breakdown. Fortunately,
in active noise control detection applications, the device is always turned on in the saturation state,
which will not cause serious secondary increase.

 
(a) (b) 

 
(c) (d) 

Figure 7. Current–voltage (I–V) characteristics of an ANC device and a standard MOSFET. (a) The
ID–VG characteristics of an ANC device show that each control gate can modulate the device and
the threshold voltages are within a reasonable range. (b) ID–VD characteristics for control gate CG1.
(c) ID–VD characteristics for control gate CG2. (d) ID–VD characteristics of a standard MOSFET.

4.2. Device Threshold Characteristic

The basic structure of the proposed ANC device was a 1.8 V MOSFET with a channel length of
0.67 μm and a channel width of 2.03 μm. The designed overlap area between control gate CG1 and
the floating gate was slightly bigger than that between control gate CG2 and the floating gate. In
the measurement, one of the control gates was grounded and the other was for threshold scanning.
The threshold voltage for each control gate is illustrated clearly in Figure 8. The average threshold
voltage for CG1 was 0.95 V and that for CG2 was 1.3 V.

As discussed in the section on the device model, the threshold relationships satisfy Equation (4).
According to the parameters in Table 1, the estimated threshold voltages of the two control gates
should almost be the same value, but the measurement result was inconsistent. However, it can be
seen from the layout that the real capacitor of CG1 was larger than that of CG2, which explains why
the threshold voltage of control gate CG1 was smaller than that of control gate CG2.
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Figure 8. The threshold voltages for two control gates of 10 devices, where the average threshold
voltage for CG1 is 0.95 V and that for CG1 is 1.3 V.

4.3. ANC Experimental Verification

The circuit with source follower mode is shown in Figure 9, where a current mirror, composed
of two transistors T1 and T2 and a resistor R, was used to provide a constant saturation current IC,
and VD was set to 2 V to ensure that the device was in the saturation state.

 

Figure 9. The circuit with source follower mode, where a current mirror, composed of two transistors
T1 and T2 and a resistor R, is used to provide a constant saturation current IC, and VD is set to 2 V to
ensure the device is in the saturation state.

To characterize the background noise of the proposed ANC device in the circuit system, control gate
CG2 was grounded and control gate CG1 was applied with a standard sinusoidal signal (with a 3.3 V
DC bias), shown as the black line in Figure 10. The output signal VS was sampled and analyzed as the
blue line, shown in Figure 10. The output signal curve was fitted by a sinusoidal function. The mean
square of the residual expressed in Equation (11) represents the background noise of the device in
the circuit system, where Vbn is the background noise, N is the number of sampled points, yreal is
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the sampled output signal, and yfit is the fitted signal as mentioned above. The absolute value of the
background noise was less than 0.33 mV for N being 1000, which shows the feasibility of the device in
detecting small biosignals. It should be noted that the background noise can be reduced further by
integrating all circuits in the same CMOS process.

Vbn =

√√√√√√ N∑
i=1

(
yreal,i − yfit,i

)2

N
. (11)

Figure 10. Characterization of device background noise in the circuit, where control gate CG1 is applied
with a standard sinusoidal signal (with a 3.3 V DC bias) as shown with the black line, and the output
signal VS is shown with the blue line and fitted by a sinusoidal function as the red line with the fitting
parameters given in the insets. The absolute value of the background noise is less than 0.33 mV.

In Figure 11, the pink line is the signal on control gate CG1, the red line is the signal on control
gate CG2 (both corresponding to the left axis), and the blue line is the output signal VS, corresponding
to the right axis. VCG2 is an input sinusoidal wave signal, considered as the primary interference.
VCG1 is the secondary interference relevant to the primary interference from VCG2 . The measured
signal VS as function of time is shown in Figure 11, which was in good agreement with expectations.
As shown in Figure 11a, the output signal VS followed the superposition of signals VCG2 and VCG1 ,
as calculated in Equation (8). When the active noise control system was turned on, the ANC signal
on CG1 was adjusted by the subsequent feedback circuits to a signal with an inverse phase from the
primary interference on CG2. The amplitude of the ANC signal was modified by adjusting the gain of
the subsequent circuits manually until the output signal VS became as small as possible. Feedback
system design is a large subject area and there are many kinds of specific circuit forms for feedback
system implementation. One kind of feedback circuit for an ANC system consists of a bandpass filter
and an inverting amplifier. The bandpass filter extracts the interference from the output signal and the
inverting amplifier generates an inverse interference for secondary input. Figure 11b shows the result
of the ANC system, where the input interference amplitude was 0.255 V and the output interference
amplitude after ANC was 0.009 V. Therefore, the circuits can attenuate the interference by greater than
29 dB. The device has proved to be feasible and reliable for active noise control application. Moreover,
the device works at ultra-low voltages and without any external reference electrode, and it also
provides the capability of large-scale integration at a low cost for fabrication in a standard single-poly
CMOS process.
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(a) 

 
(b) 

Figure 11. The measured voltage as a function of time, where the pink line is the signal on control gate
CG1, the red line is the signal on control gate CG2, the blue line is the output signal VS, and the input
interference on control gate CG2 and the output signal are fitted by a sinusoidal function respectively
with the parameters given in the insets. (a) Without active noise control, the output signal VS follows
the superposition of signals VCG2 and VCG1 as calculated. (b) With active noise control, the output
signal VS is 9 mV and has a 29 dB attenuation for the input interference of 255 mV.

5. Conclusions

A smart floating gate transistor with two control gates was proposed for active noise control in
bioelectrical signal measurement. A model of the device was developed and analyzed to demonstrate
the working principle of the electrical behavior. Theoretical analysis and simulation results proved that
the superposition of the two control gates can be reflected at the source end. To verify the feasibility of
the proposed ANC device, a device with a novel structure was designed and fabricated in a standard
0.18 μm single-poly CMOS process. A series of test experiments were carried out and the results
showed that the devices were in accordance with the basic electrical characteristics of floating gate
transistors, including the I–V characteristics and the threshold characteristics observed on two control
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gates. Based on the source follower circuit, the experimental results proved that the device can reduce
interference by more than 29 dB, and that is possesses the outstanding characteristic of low-cost,
large-scale integration for fabrication in a standard single-poly CMOS process.

Future work will be directed toward fabricating the readout circuit of the proposed device and
the subsequent circuit for secondary input in a standard single-poly CMOS process to enhance the
large-scale integration ability and reduce the background noise further.
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Abstract: Photodiode is one of the key components in optoelectronic technology, which is used
to convert optical signal into electrical ones in modern communication systems. In this paper, an
avalanche photodiode (APD) is designed and fulfilled, which is compatible with Taiwan Semiconductor
Manufacturing Company (TSMC) 45-nm standard complementary metal–oxide–semiconductor (CMOS)
technology without any process modification. The APD based on 45 nm process is beneficial to realize
a smaller and more complex monolithically integrated optoelectronic chip. The fabricated CMOS APD
operates at 850 nm wavelength optical communication. Its bandwidth can be as high as 8.4 GHz
with 0.56 A/W responsivity at reverse bias of 20.8 V. Its active area is designed to be 20 × 20 μm2.
The Simulation Program with Integrated Circuit Emphasis (SPICE) model of the APD is also proposed
and verified. The key parameters are extracted based on its electrical, optical and frequency responses
by parameter fitting. The device has wide potential application for optical communication systems.

Keywords: CMOS compatible technology; avalanche photodiode; SPICE model; bandwidth; high
responsivity; silicon photodiode

1. Introduction

As one of the promising photoelectric sensors, avalanche photodiode (APD) breaks the limitations
of electrical interconnects, which results in high-speed, dense, and low-power interconnects [1]. It has
become one of the research hotspots in the field of optical communication in recent years [2]. Avalanche
photodiodes are widely used in optical communication systems and optical interconnection equipment,
such as local area network, chip-to-chip, and board-to-board interconnect [3]. As one of them, 850 nm
optical interconnects are actively being investigated, because 850 nm can be easily available as light
sources in the high-speed optical interconnects [4,5]. The monolithically integrated high speed 850 nm
wavelength silicon APDs based on standard complementary metal–oxide–semiconductor (CMOS)
technology are particularly attractive because of significant advantages in cost, power, and performance
that CMOS technology brings [6].

However, the optical absorption coefficient of silicon is fairly low at 850 nm. Since in standard
CMOS technology, the silicon substrate is thicker than the penetration depth of light, which generates
a large number of carriers in the silicon substrate and diffuses around [6]. Secondly, the maximum
support voltage is reduced as the CMOS technology shrinks, which limits the reverse bias voltage for
the integrated APDs [7].

Several approaches have been proposed to overcome the deficiencies and improve the performance
of CMOS silicon technology. In [8], Huang et al. fabricated a silicon photodiode in standard 0.18 μm
CMOS technology. The basic structure of proposed photodiode is formed by multiple p-n diodes
with shallow trench isolation (STI) between p and n region. The fabricated photodiode demonstrates
the −3 dB bandwidth of 1.6 GHz and a high responsivity of 0.74 A/W. In order to reduce the limit of
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bandwidth, Lee [9] proposed a spatially modulated avalanche photodiode (SM-APD), which showed a
bandwidth of 12 GHz and responsivity of 0.03 A/W. Iiyama et al. fabricated a triple-well structure
Si photodiode with standard 0.18 μm CMOS process [10]. The N+ and P+ layers are alternatively
arranged and then the electrodes are interdigital structure. The device shows a 10 GHz bandwidth
with 0.05 A/W responsivity [10]. Deep N-well CMOS technology can greatly improve the electrical
isolation performance between different circuit blocks, which is especially important for integrating
RF-to-baseband mixed-mode circuits in a single chip. The device with Deep N-well structure can
substantially increase the cut-off frequency. In the paper [11], Chou et al. used extra bias on the Deep
N-well in standard CMOS technology, which achieved a high bandwidth (8.7 GHz) with a responsivity
of 0.05 A/W under a 11.45 V bias.

In this paper, a P-well/Deep N-well APD based on 45 nm CMOS technology is proposed. The light
current, dark current, responsivity, and photodetection frequency response are measured based on the
fabricated APD device. The results show that the fabricated APD presents a high responsivity and a
high bandwidth. The 8.4 GHz bandwidth is available at 850 nm with 0.56 A/W responsivity. Finally,
the key parameters of APD are extracted from the frequency response. A SPICE model is established
for future integrated circuit design and simulation.

2. Design and Analysis of CMOS Compatible Avalanche Photodiode (APD)

P-well/Deep N-well structure is considered to be the most suitable structure for fabricating CMOS
photodiodes [12]. J. Goy et al. compared various photodiode structures, such as N-well/P-substrate
structure, N+/P-substrate structure, and N+/P-well structure. The results indicated that the P-well/Deep
N-well structure can improve the responsivity while reducing the parasitic capacitance [12].

Two types of APDs, with different active areas, 20 × 20 μm2 and 50 × 50 μm2, are fabricated,
separately. Figure 1 shows the schematic structure of the 20 × 20 μm2 CMOS APD device. The size of
50 × 50 μm2 device is proportional to the 20 × 20 μm2. The design is compatible with TSMC 45 nm
standard CMOS technology without any process modification or special substrate. The APD is realized
by vertical P-well/Deep N-well with shallow trench isolation (STI).

Figure 1. Structure of the designed complementary metal–oxide–semiconductor (CMOS) avalanche photodiode.

The contribution of slow diffusion photo-generated carriers in the P-substrate region can be excluded
by the Deep N-well [13]. Moreover, the P-substrate is grounded or connected to a negative potential,
which can effectively absorb slow diffusion photo-generated carriers. As a result, the P-well/Deep
N-well shows a better performance in photodetection bandwidth than N-well/P-substrate photodiode.

When the reverse bias voltage is high, the electric field of the p-n junction increases rapidly. Because
of curvature effect, the local electric field is increased, which makes the edge of the photodiode easily to
breakdown [14]. It has a detrimental effect on the stability and performance of CMOS photodiodes.
The most common method to prevent photodiode edge breakdown is to use a guard ring structure [15].
In this paper, STI with width of 0.15 μm is used as the guard ring (the junction depth is about 0.5 μm).
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The STI can improve the reverse bias by mitigating the premature edge breakdown during avalanche.
A high reverse bias provides better avalanche gain and higher responsivity.

To investigate its characteristics, a 100 μW, 850 nm, 10 Gb/s VCSEL modulated by Agilent E8257D
signal generator is used as the light source. Figure 2 shows I-V characterizations of the APDs under
light and dark environments, separately. All APDs show very low dark currents, which being less
than 0.1 nA before the avalanche breakdown. Due to the influence of the STI structure, the avalanche
breakdown voltage is increased from 14.5 V to 21.5 V. When the reverse bias approaches the avalanche
breakdown voltage of 21.5 V, the dark current begins to increase sharply because of the occurrence
of the avalanche breakdown. The 50 × 50 μm2 APD active area is larger than 20 × 20 μm2, so the
photocurrent of 50 × 50 μm2 APD is also larger.

  

(a) (b) 

Figure 2. Electrical responses of the avalanche photodiodes (APDs) with different sizes (a) without
shallow trench isolation (STI); (b) with STI.

Responsivity is defined as the photocurrent per incident optical power, which is determined by
the current under illumination minus the dark current [16]. Figure 3 shows the avalanche gain, and
the responsivity obtained from the measured I-V characterization. The dark current will increases
to the same level as the photocurrent when the avalanche breakdown occurs. In order to reduce the
influence of the dark current noise, the operating point should be slightly less than 21.5 V. Considering
all the related aspects, the operating point is set to be 20.8 V, and the gain is about 23 dB. Due to the STI
structure, the reverse bias is significantly improved. As the reverse bias increases, the photocurrent
and the responsivity of APDs are improved obviously. When the reverse bias voltage is 20.8 V, the
responsivity of the APD with area of 50 × 50 μm2 is 0.59 A/W. On the same condition, the responsivity
of the APD with area of 20 × 20 μm2 is 0.56 A/W.

Figure 3. Optical responses of the APDs.
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Figure 4 shows the frequency response of the two APDs with different active areas. The bandwidth
of 50 × 50 μm2 is much lower than that of 20 × 20 μm2. With the increasing of the active area, the
parasitic capacitance and the carrier transit time increase accordingly, which deteriorates the frequency
property. The APD with active area of 20 × 20 μm2 shows a bandwidth of 8.4 GHz at a reverse bias of
20.8 V.

Figure 4. The frequency response of the fabricated APDs.

3. The SPICE Model of the CMOS APD

In order to better understand the photodetection frequency response characterization of the CMOS
APD, the SPICE model is set up in the section. We have adjusted and optimized the SPICE model
proposed in reference [16] to fit the proposed structure in the paper. The values of the key parameters
are extracted from the results of Figures 2–4 by parameter fitting. For the parameter fitting, the initial
value comes from the theoretical equation and then is manually modified. Figure 5 shows the updated
SPICE model based on the detailed structure of the device. The active part is composed by an inductor
and a resistor in series, a resistor in parallel and a capacitor. The capacitor C denotes the capacitance
of the depletion region. Resistor Rl denotes the resistance of the depletion region [17]. Inductor La

indicates the phase delay between the current and voltage caused by the impact ionization [17]. Series
resistor Ra indicates reverse saturation current and field-dependent velocity [17]. Rnw indicates the
Deep N-well resistance. Rsub indicates the substrate resistance. Csub1 denotes the capacitance between
Deep N-well and P-substrate [18]. Rsub and Csub2 are caused by the parasitic effects of P-substrate [18].
The effect of the photo-generated slow carrier transit time is denoted by the current source ftr [16].

 

La
Ra Rl

C

Csub1
Csub2 Rsub

Csub1

Csub2 Rsub

Csub1
Csub2 Rsub

La
RaRl

C

RnwRnw Rnw Rnw

ftr ftr

Figure 5. Simulation Program with Integrated Circuit Emphasis (SPICE) model of the CMOS APD.

Figure 6 shows the extracted parameter values for the simulation. The values of La, C, and Rnw

are calculated by the following equations.
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La = τa/(2α′I0), C = εsA/WD, Rnw ≈Wd/2Aεsνs

where τa is the transit time across the avalanche region, α’ is the derivative of the ionization coefficient
with respect to the electric field, I0 is the bias current, εs is the semiconductor permittivity, A is the
cross sectional area, WD is the depletion region width, Wd is the drift region width, and νs is the
saturation [19].

 

La

Ra Rl

Rnw

C

Csub1
Csub2 Rsub

ftr

 

f tr 

Figure 6. SPICE model and the extracted parameters of the APD.

The ftr is estimated as ftr ≈ (1/(2πτtr)), and τtr is expressed as τtr ≈ 4L2/
(
π2D

)
, where L is the

diffusion length, D is the diffusion coefficient [20]. Later, these parameters will be re-corrected by the
parameter fitting of the measured reflection coefficients and the frequency response.

The reflection coefficients were measured by a vector network analyzer (Agilent E8362B) under
a 100 μW, 850 nm, 10 Gb/s optical signal. From the measured reflection coefficients (shown in
Figure 7a), Y-parameters and Z-parameters were calculated. Ra and Rl were extracted by the calculated
Z-parameters. Ra and Rl were also re-corrected by parameter fitting. Then using ADS to perform
parameter fitting of SPICE model to obtain the values of other parameters and manually modify them.

 

(a) (b) 

Figure 7. Comparison of the reflection coefficient and the frequency response between the measured
and the simulated ones (a) reflection coefficients; (b) frequency response.

The extracted parameters for Rl, La, and Ra are the same for all prepared devices. Rl is defined
as the voltage to current ratio near 0 V. The slope of the I-V characterization for all APD is shown in
Figure 2, making Rl the same for prepared devices. La does not vary with device area at the same bias
voltage, because the prepared APDs have the same avalanche multiplication characteristics based on
the P-well/Deep N-well junction and guard ring as shown in Figure 2.
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Ra denotes the series resistance associated with the avalanche inductor La, which determines the
quality factor of the avalanche inductance [17]. It is not directly related to the device area. The junction
capacitance C is proportional to the area. Csub1 and Csub2 are also proportional to the area. Rnw and Rsub do
not change much because the increase in lateral resistance makes up for the decrease in vertical resistance.

Figure 7 shows the difference between experiment and simulation of the reflection coefficients
and frequency response characterization, respectively. Based on the comparison shown in Figure 7, the
simulation result based on the SPICE model coincides with the experiment ones, showing the accuracy
of the proposed SPICE model.

Table 1 shows the comparison of the performance of various silicon photodetectors fabricated
with standard CMOS technology. Our 20 × 20 μm2 CMOS APD shows the responsivity with 0.56 A/W
and a photodetection bandwidth of 8.4 GHz at a reverse bias voltage of 20.8 V.

Table 1. The performances of various silicon photodetectors.

Parameters Ref. [9] Ref. [11] Ref. [16] Ref. [21] This Work

Technology 0.13 μm 0.18 μm 0.13 μm 0.13 μm 45 nm

Structure
P+/N-well
SM-APD

Multiple
N+/P-sub APD

P+/N-well
APD

N+/P-well
APD

Double P-well/Deep
N-well APD

Area (μm2) 5 × 5 50 × 50 10 × 10 30 × 30 20 × 20

Bandwidth (GHz) 12 8.7 7.6 3.5 8.4

Responsivity (A/W) 0.03 0.05 0.48 3.92 0.56

Gain 10.6 62.3 15.4 18.8 23

Bias voltage (V) 9.7 11.45 10.25 10 20.8

4. Conclusions

In this paper, an avalanche photodiode is designed and implemented based on 45 nm standard
CMOS technology without any process modification. The fabricated CMOS APD shows a high response
and high light detection bandwidth. Two types of CMOS APDs with different active areas are prepared,
and their I-V characterization, photodetection frequency responses are examined. By reducing the
active area from 50 × 50 μm2 to 20 × 20 μm2, the optical detection bandwidth of the prepared APD is
increased to 8.4 GHz due to the decreased transit time, and the responsivity achieved 0.56 A/W. At the
same time, the SPICE model of the fabricated CMOS APD device is set up for future circuit design and
simulation. The key parameters based on the actual structure and the measurements are extracted.
The simulation results show the accuracy of the proposed SPICE model. The proposed CMOS APDs
are very useful for achieving high responsivity, and high speed 850 nm integrated optical receivers
based on the standard CMOS technology.

Our future work will focus on reducing the bias voltage and power consumption of the device,
while improving its photoelectric detection performance. Improving the light absorption, optimizing
the doping concentration and doping depth can further improve the photoelectric detection performance
of the device. Light absorption can be increased by adding an anti-reflection layer on the surface of the
device. The optimization of doping concentration and doping depth requires more experiments to
explore. On the other hand, optimizing the structure and parameters of the design to suit different
wavelengths of photoelectric detection is also one of our future research directions.
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Abstract: In this work, we investigate the surface transfer doping process that is induced between
hydrogen-terminated (100) diamond and the metal oxides, MoO3 and V2O5, through simulation
using a semi-empirical Density Functional Theory (DFT) method. DFT was used to calculate the
band structure and charge transfer process between these oxide materials and hydrogen terminated
diamond. Analysis of the band structures, density of states, Mulliken charges, adsorption energies
and position of the Valence Band Minima (VBM) and Conduction Band Minima (CBM) energy
levels shows that both oxides act as electron acceptors and inject holes into the diamond structure.
Hence, those metal oxides can be described as p-type doping materials for the diamond. Additionally,
our work suggests that by depositing appropriate metal oxides in an oxygen rich atmosphere or
using metal oxides with high stochiometric ration between oxygen and metal atoms could lead to
an increase of the charge transfer between the diamond and oxide, leading to enhanced surface
transfer doping.

Keywords: surface transfer doping; 2D hole gas (2DHG); diamond; MoO3; V2O5

1. Introduction

Diamond has many electronic applications, such as microwave electronic devices [1], bipolar
junction transistor [2], and Schottky diodes [3]. However, one of the most promising areas for diamond
industrial application is high-performance field effect transistors (FETs) in the production of high
frequency and high-power electronic devices [4]. Its properties potentially enable devices that are
beyond the scope of current systems in terms of operating frequency, power handling capacity,
operating voltage, thermal robustness, and operating environment. This is due to the fact that the
diamond has a wide band-gap of 5.5 eV, a thermal conductivity five times greater than 4H–SiC of
24 W/cm·K (for CVD diamond), a high breakdown field of 20 W·cm−1, and high hole and electron
carrier velocities of 0.8 × 107 cm/s and 2.0 × 107 cm/s, respectfully; making it a superior new candidate
for high frequency and high power devices [5–9]. However, the primary issue that has inhibited the
application of diamond in the production of mature electronic devices is the lack of a suitably efficient
and stable doping mechanism. It is well known that conventional substitutional doping is difficult to
achieve in diamond in comparison to other semiconductor materials, such as Si and III-Vs [10]. It is
possible to dope diamond with some atoms; however, boron being the most common and successful.
Boron doping has its limitations; however, the hole mobility deteriorates as the doping concentration
increases and when the doping concentration rises above 3.9 × 1021 cm−3 the diamond takes on semi
metallic properties [11,12].

Surface Transfer Doping (STD) provides an alternative doping strategy that overcomes the intrinsic
limitations that are associated with substitutional doping in diamond and, hence, presents a potential
solution for the production of viable electronic devices [13,14]. For STD to occur in diamond, there are
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two main prerequisites: hydrogen termination of the diamond surface (H-diamond) and an electron
accepting material in intimate contact with the H-diamond surface. The hydrogen termination gives
the diamond surface a negative electron affinity, which facilitates the transfer of electrons from the
diamond valance band to the surface electron accepting material, creating a quasi two-dimensional
sub-surface hole gas (2DHG) in the diamond.

Figure 1 shows the current model for the band bending mechanism in H-diamond when it comes
into intimate contact with an electron acceptor material.

 
Figure 1. Band diagrams showing the interaction of hydrogen terminated diamond with a surface
electron acceptor material.

In the earliest developments of STD, the electron acceptor material was provided by molecules in
the atmosphere that spontaneously adsorbed onto the surface of hydrogen-terminated diamond [15].
However, the lack of control over the adsorption of the atmospheric species, and the fact they are
readily desorbed by elevated temperatures and fabrication processes, led to research into alternative
electron acceptors that are controllable, more stable, and provide improved performance. The first
experimental work to use alternative surface electron acceptors was by Strobel et al., who used high
electron affinity molecules C60 and C60F48 in 2004 and 2005, respectively [16,17], with Edmonds et al.
revisiting the use of C60F48 in 2012 [18]. In 2007, Qi et al. implemented the use of the strong electron
withdrawing molecule F4-TCNQ as the surface acceptor to induce STD in H-diamond reporting areal
hole density of 1.6 × 1013 cm−2 [19]. However, these alternative dopants were found to result in lower
carrier concentrations than atmospheric adsorbates and were unstable at elevated temperatures, despite
offering improved controllability of adsorbate on the H-diamond surface. High electron affinity metal
oxides have been utilised as surface acceptor materials in order to improve the device stability and
enhance the carrier concentration in the surface transfer doped H-diamond. Two of the metal oxides
that have been shown in previous experimental studies to improve the performance and stability of
STD in H-diamond are MoO3 and V2O5 [13,14,20–27].

Figure 2 presents a schematic diagram and the conceptual idea showing that when a metal oxide
with suitably high electron affinity (~4.3 eV) is deposited on an H-diamond surface, electrons from
just below the surface of the diamond will transfer to the metal oxide creating the 2DHG in the
diamond. The higher the number of electrons extracted from the diamond substrate to the electron
acceptor material, the higher the hole concertation of the 2DHG, which, in turn, reduces resistance
and increases maximum current in electrical devices. Hence, it is desirable to maximise the charge
transfer density from the diamond to the electron acceptor. Such an optimization of charge transfer is
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highly challenging when utilising randomly adsorbed species from ambient air on to the H-diamond
surface. The species also prove to be unstable at elevated temperatures and offer poor device reliability.
Therefore, the optimisation of the composition and structure of thin metal oxide films as alternative
electron acceptor layers provides greater potential for engineering the STD process in diamond, and it
can result in more robust thermal stability and device reliability.

 

Figure 2. The creation of the two-dimensional sub-surface hole gas (2DHG) just below the diamond
surface after interfaced with a suitable metal oxide.

When compared to the progress and publication of experimental work, there has been little
theoretical investigation into the STD of H-diamond. In the past, ab-initio and Density Functional
Theory (DFT) first principal studies have been carried out to model the types of interactions and
transfer doping that occurs in the atmosphere by modelling molecules, such as HCl, NH3, H2O,
NO2, NO, and O3 on H-diamond [28–30]. Until very recently, there has been a lack of theoretical
investigation into metal oxide and H-diamond interfaces. Xiang et al. and Xing et al. investigated the
STD between H-diamond and molecules of CrO3 and MoO3, respectively, while using DFT methods.
The publications reported estimated carrier concentrations of 4.7 × 1013 cm−2 and 9.83 × 1013 cm−1 for
MoO3 and CrO3 molecules, correspondingly [27,31].

In this work, we present DFT simulations of STD in H-diamond using automictically thin surface
layers of both MoO3 and V2O5 in order to investigate these charge transfer processes and obtain detailed
scientific understanding of the charge transfer phenomena in such kind of systems. The interfaces of
(100) α-MoO3 and (100) V2O5 with 2 × 1-(100) H-diamond have been modelled and resultant STD
analysed with a view to better understanding and optimising STD in the diamond. Although similar
DFT studies have already been reported for CrO3 and MoO3 molecular clusters on diamond, this work
models extended crystalline thin film structures that could better represent real experimental conditions.

2. Materials and Methods

All of the calculations were carried out with Quantumwise Atomistix ToolKit (ATK) software
(2017, Copenhagen, Denmark) while using the DFT method [32]. Generalised Gradient Approximation
(GGA) exchange correlation was used for the geometry optimisations of all systems and obtain the
total energies of the interfaced systems and the individual component parts i.e. H-diamond and
the oxide layer in question. For all geometry optimisations, a force tolerance of 0.01 eV/Å was used.
GGA-1/2 exchange correlation was used for all electronic structure calculations. The pure DFT method
is well known for underestimating the bandgap of semiconductors. Therefore, the DFT-1/2 method
was used to obtain a more accurate electronic description of the systems. The DFT-1/2 method is a
semi-empirical approach that can overcome the error that local and semi-local exchange correlation
density functionals inherently have when working with semiconductors and insulators. It works by
correcting the self-interaction error of DFT by cancelling out the electron-hole self-interaction energy
by defining an atomic self-energy potential [33]. However, the DFT-1/2 method is not suitable for
calculating properties that depend on total energy; hence, we used GGA for the geometry optimisations
and calculating adsorption energies. The Perdew, Burke, and Ernzerhof (PBE) functional was chosen
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for all calculations, because of the good match with experimental data (around 5.5 eV) regarding the
value on the band gap in bulk diamond, as shown in Table 1.

Table 1. Bandgaps produced for bulk diamond by different functionals using Generalised Gradient
Approximation (GGA)-Half exchange correlation. Perdew, Burke, and Ernzerhof (PBE) was chosen,
because it agreed with the experimental value of 5.5 eV.

Functional Bulk Diamond Bandgap (eV)

BLYP 5.83
BP86 5.68

BPW91 5.63
PBES 5.42
PW91 5.62
RPBE 5.64
XLYP 5.86
PBE 5.59

A Monkhorst-Pack scheme with an 8 × 8 × 1 k-point density (Å) mesh was used for the
Brillouin zone integration. An iteration control tolerance of 0.0001 with a density cut off of 1 × 10−6

was used for all calculations with a medium basis set. The number of pseudo-atomic orbitals in
a medium basis set is typically comparable to that of a double-zeta polarized (DZP) basis set [34].
The pseudopotential is SG15 and the density mesh cut-off is 185Ha, which gives high accuracy with a
medium computational efficiency.

The H-diamond, MoO3, and V2O5 were created and geometry optimised individually by allowing
all of the atoms to fully relax. After this optimisation, the H-diamond and the metal oxide structures
were interfaced and a geometry optimisation process was performed by fixing the diamond structure
while allowing for the oxides to move as a rigid body in all directions. The interface distances were
corrected for counterpoise basis set superposition error and Van der Waals interactions. In this way, the
computational cost is significantly reduced, as the surface atoms of the two structures were not fully
relaxed independently. When the oxides were interfaced with the 2 × 1-(100) H-diamond, a strain of
<1% was placed on the MoO3 and 1.02% was placed on the V2O5.

3. Results

3.1. MoO3: H-Diamond Interface

Figure 3 compares diamond, hydrogen terminated diamond and MoO3 band structures and
Density of States (DOS) obtained from the unit cell and super cell DFT simulations. The lattice
parameters of the three systems in Figure 3, are: (a) bulk diamond—face centered cubic a = 3.574 Å, (b)
hydrogen terminated diamond—super cell lattice type a = 2.527 Å, b = 10.108 Å, c = 27Å (the unit
cell for the hydrogen terminated 2 × 1 diamond is a = 2.527 Å, b = 5.054 Å and it is in agreement
with the experimental values of 2.52 Å and 5.04 Å [35]), MoO3—simple orthorhombic a = 3.962 Å,
b = 13.86 Å, c = 3.697 Å. The data that are presented in Figure 3a,b show that, when diamond is
hydrogen terminated, the band gap is slightly reduced at the surface due to surface gap states at the
valance band maximum (VBM) and conduction band minimum (VBM), because of the presence of
hydrogen atoms—the most prominent additional bands from the C–H interaction at the VBM have
been highlighted in green in Figure 3b. This is due to the bonding and antibonding C–H states at the
VBM and CBM [36]. Although the band gap of the system has been reduced to 4.50 eV, which is shown
in Figure 3b, the projected DOS plot for the carbon atoms in the bulk of the structure shows their band
gap remains ~5.5 eV. The first two valance sub-bands in Figure 3b, which clearly have higher energies
in comparison to the other sub-bands, arise from the interaction of the first layer of carbon with the
adjacent hydrogen atoms. If these two sub-bands are ignored the band gap for diamond remains
~5.5 eV.
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The band gap of 2.84 eV that is obtained for MoO3 (Figure 3c) is comparable to reported
experimental values of 3.2 eV and 2.8 eV for bulk and polycrystalline MoO3, respectfully, obtained
by absorption spectra measurements [37]. Thermally evaporated MoO3 (as utilised in previous
experimental work [20,26]) forms an amorphous film and, therefore, does not have a well-defined
crystal structure. In our simulations, the MoO3 is built as a perfect crystal and it is most likely the
reason that the band gap obtained from the DFT is underestimated in the comparison to the reported
experimental values.

 

 

 

Figure 3. (a) Bandstructure and Density of States (DOS) of bulk diamond showing a band gap of
5.59 eV, (b) bandstructure and DOS of hydrogen terminated (100) diamond showing a reduced band
gap of 4.50 eV due to the highlighted green hydrogen atoms, and (c) bandstructure and DOS of bulk
MoO3 showing a band gap of 2.84 eV.
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We calculated the optical spectrum of bulk diamond and plotted the dielectric constant to compare
our results to a recent theoretical study by Xiang et al and experimental data published by Philipp and
Taft to further validate the reliability of our calculation parameters [31,38]. The comparison plots for
the real and imaginary parts of the dielectric constant in Figure 4 shows that our DFT method produces
results that are in good agreement with other published theoretical work and experimental data.

 

Figure 4. (a) Real part and (b) imaginary part of the calculated dielectric constant (ε) plots for bulk
diamond comparing our calculated results with calculated results by Xiang et al. and experimental
results by Philipp and Taft [31,38].

After the H-diamond and MoO3 units had been fully geometrically optimised, they were interfaced
with a strain of <1% being placed on the MoO3. To geometrically optimise the interface separation,
the H-diamond atoms were fixed, while the MoO3 atoms were kept rigid, allowing for the oxide
to move as one unit in the x, y, and z directions. The lattice parameters for the super cell were
a = 60.861 Å, b = 7.581 Å, and c = 30.962 with a vacuum of 19 Å.

Figure 5 shows the projected Density of States (PDOS) for the ‘1s’ electron shells of the hydrogen
and the ‘2p’ electron shells of the carbon atoms before and after the H-diamond has been interfaced
with MoO3. From the top plot of Figure 5 is clear that, the pure bulk H-diamond still has a band gap of
around ~5.5 eV.

The PDOS diagram reveals that, when the H-diamond is in contact with the MoO3, there is a shift
of the PDOS to higher energies and the Fermi Level (EF) is in contact with the valence states. Moreover,
the band gap of the diamond remains constant, but states of the Valance Band Maximum (VBM) have
crossed the Fermi Level, which in turn means that charge transfer has occurred, as previously occupied
states within the H-diamond are now vacant. This demonstrates that the electrons transferred from
the diamond surface to the MoO3 layer, leaving the hole accumulation layers, as expected from the
STD model. Or, in other words, the shift of the EF from the middle of the bandgap toward the VBM
also indicates p-type doping of the H-diamond. This is consistent with the recent experimental and
simulation results that were published by other groups [27].
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Figure 5. Projected Density of States (PDOS) plots of Hs and Cs shells before and after the H-diamond is
interfaced with the oxide. The images inset are two-dimensional (2D) cuts in the middle of the systems
just to show what atoms are being projected in the PDOS plots.

The PDOS plot presented in Figure 6 shows the opposite trend regarding the band structure in
comparison to the PDOS data for the diamond, which is consistent with the discussion in the previous
paragraph. More specifically, the Mod and Op shells have increased states that lie below the Fermi
level after the MoO3 has been interfaced with the H-diamond, indicating that there has been charge
transfer at the interface. Indeed, this charge transfer corresponds to an acceptance of electrons by the
metal oxide from the diamond substrate.

Figure 6. PDOS plot of Op and Mod shells before (lines) and after (filled) being interfaced with the
H-diamond. Inset are two-dimensional (2D) crops of the systems being shown in the PDOS, showing
that the line and filled plots denote the MoO3 before and after being interfaced, respectfully.

Additional to the PDOS data, we have analyzed the Mulliken charges and electron density
differences of the interfaced system. The analysis of the Mulliken electron population of the system
presented in Table 2 showed that electron density had transferred from the first four layers of the
H-diamond to the MoO3, with negligible change to the electron density of the atoms deeper within
the diamond. Consistent with the results that are presented in Table 2 is the image in Figure 7, which
shows the electron density change for the MoO3:H-diamond interface. The green regions show where
there is a loss of electron density and thus the accumulations of holes, and the purple regions show
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where there is an increase in electron density. The electron density difference isosurface shows that
there is a hole accumulation that occurs near the surface of the diamond, while most of the electron
density gained by the MoO3 clearly migrates to the oxygen atoms. Figure 7 and Table 2 are clear
representations that the H-diamond loses electrons from the layers closest to the surface, showing that
a 2DHG created by surface transfer doping has been formed in the H-diamond. Most of the charge
transferred to the MoO3 migrates to the oxygen atoms, rather than the molybdenum atoms with a
total transfer of 3.6 electrons from the H-diamond to the MoO3. Moreover, these results are in very
good agreement with work by K. Xing et al., where they also demonstrate electron transfer from the
H-diamond to the oxide [27].

Table 2. The calculated Mulliken charges for the MoO3-doped diamond surface.

Material Before Adsorption After Adsorption Change in Mulliken Charge

H-Diamond 1680.0 1676.4 −3.6
MoO3 767.9 771.5 3.6

Mo 286.7 288.2 1.5
O 481.2 483.3 2.1

Surface H Layer 48.4 38.2 −10.2
First Carbon Layer 198.9 203.0 4.1

Second Carbon Layer 188.7 190.8 2.1
Third Carbon Layer 189.8 190.3 0.5

Bottom H Layer 95.5 95.0 −0.5

 

Figure 7. Side view of the MoO3:H-diamond interface structure showing the electron density differences.
The purple regions represent electron accumulation and the green regions represent electron depletion
(hole accumulation). The isosurface values are ±0.002 Bohr−3.

Of the total electron density transferred to the oxide film, the oxygen atoms gain 2.1 electrons
and the molybdenum atoms gain 1.5 electrons. The carrier concentration of the H-diamond would
be ~6 × 1013 cm−2, given that the surface area of the system was ~60 Å × 10 Å, calculating the charge
transfer per cm2. This is within the range of previously reported experimental carrier concentrations for
MoO3 that was deposited on the surface of H-diamond substrates of 4× 1012–1× 1014 cm−2 [20–22,25,26].
Additionally, it is in very good agreement with the extracted from in-situ four-probe measurements
hole density value of 2.7 × 1013 cm−2 and calculated charge transfer per unit cell of 4.7 × 1013 cm−2 for
a monolayer coverage of MoO3, reported by K. Xing et al [27].
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Hence, to summarise, our simulations and analysis reveal that the MoO3 attracts electrons from
the hydrogen terminated diamond in the interfaced system and there is charge transfer between the
diamond and the oxide and, as a result, the diamond is p-type and the oxide is n-type doped.

3.2. V2O5: H-Diamond Interface

In order to further verify our findings regarding charge transfer to MoO3, we have
performed simulations of another oxygen rich oxide experimentally shown to produce STD in
H-diamond—V2O5 [13,23–26]. We utilized the same H-diamond cell used for the H-diamond:MoO3

system and interfaced it with a fully relaxed V2O5 unit cell, placing a strain of 1.02% on the V2O5 to
create the H-diamond:V2O5 interface. The super cell lattice parameters were a = 39.231 Å, b = 12.636 Å,
c = 50, with a vacuum of 36 Å. The interface was optimised by the same process that was used for the
H-diamond:MoO3 interfacial distance and position.

Figure 8 depicts the bandstructure and DOS calculated for bulk V2O5. The band gap calculated
is 2.76 eV, which is comparable to the optical bandgap of 2.8 eV reported for 100 nm thick thermally
evaporated V2O5 films [39].

Figure 8. Bandstructure and DOS of bulk V2O5 showing a band gap of 2.76 eV.

Figure 9 shows the PDOS for the ‘1s’ electron shells of the hydrogen and the ‘2p’ electron shells of
the carbon atoms before and after the H-diamond has been interfaced with V2O5. When H-diamond
is interfaced with V2O5 there is a shift of the PDOS of the diamond to higher energies with some
states now crossing the Fermi Level (EF). Indeed, this is very similar to the observed trend when the
H-diamond is interfaced with MoO3, where the VBM is in contact with the EF. This suggests that the
diamond has lost electrons as states in the diamond that were occupied before being interfaced, are
now vacant. The gap between the VBM and CBM remains the same as the diamond’s bulk band gap
value. Additionally, Figure 9 reveals a similar trend regarding the DOS movement to the results that
are shown in Figure 5. Indeed, the EF has moved closer to VBM, which indicated that there has been
charge transfer at the interface and that the H-diamond has been p-type doped.
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Figure 9. PDOS plots of Hs and Cs shells before and after the H-diamond is interfaced with V2O5.
The images inset are 2D cuts in the middle of the systems just to show what atoms are being projected
in the PDOS plots.

The PDOS presented in Figure 10 shows that the Op and Vd shells have increased states that lie
below EF after being interfaced with the H-diamond, much in the same way that the Op and Mod

shells did. This result suggests that the Vanadium Pentoxide acts in a similar way to the Molybdenum
Trioxide to create a 2DHG in the H-diamond when in direct contact with the metal oxide.

 
Figure 10. PDOS plot of Op and Vd shells before (lines) and after (filled) being interfaced with the
H-diamond. Inset are 2D crops of the systems being shown in the PDOS, showing that the line and
filled plots denote the MoO3 before and after being interfaced, respectfully.

When the Mulliken electron population (Table 3) of the interfaced system was compared to
the charges of the H-diamond and V2O5 individually, it showed that there was a charge transfer of
5.1 electrons from the top four layers of the H-diamond to the oxide, again with negligible transfer
propagating from deeper within the H-diamond (Figure 11), showing a 2DHG, as observed with
the MoO3.
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Figure 11. Side view of the V2O5:H-diamond interface structure showing the electron density differences.
The purple regions represent electron accumulation and the green regions represent electron depletion
(hole accumulation). The isosurface values are ±0.0025 Bohr−3.

Table 3. The calculated Mulliken charges for the MoO3-doped diamond surface.

Material Before Adsorption After Adsorption Change in Mulliken Charge

H-Diamond 2519.9 2514.8 −5.1
V2O5 1343.6 1348.7 5.1

V 520.4 520.6 0.2
O 823.2 828.1 4.9

Surface H Layer 72.4 55.2 −17.2
First Carbon Layer 298.4 305.4 7.0

Second Carbon Layer 283.0 287.1 4.1
Third Carbon Layer 284.7 285.8 1.1

Bottom H Layer 143.3 142.7 −0.6

Similar to the MoO3, most of the charge transferred migrated to the O atoms in the V2O5 as opposed
to the V atoms, with an electron density gain of 4.9 and 0.2 for the O and V atoms, correspondingly, see
Table 3. Although there was slightly more charge transfer than was observed for MoO3, the supercell
for the V2O5:H-diamond system is slightly larger. This meant, when considering the surface area of
the system, the calculated carrier concentration per cm2 created by the V2O5 was 2.17 × 1013 cm−2,
which, in turn, is slightly less than the carrier concentration seen with MoO3. The experimental
carrier concentration of H-diamond with a thin film of V2O5 thermally deposited on the surface, by
means of Hall measurements, is measured to be 1.8 × 1013 cm−2 [13]. Previous experimental result
on H-diamond:V2O5 of reported values in the range of 1.8 × 1013 cm−2–1.1 × 1014 cm−2, agree with
the carrier concentration we have obtained from our DFT simulations [23–26]. Hence, our results
demonstrate that V2O5 acts as highly efficient surface acceptor for modulating the carrier concentration
and, hence, surface conductivity of the hole conducting channel on diamond.

3.3. MoO3 and V2O5 Comparison

Figure 12 presents an energy band diagram for H-diamond, MoO3, and V2O5 materials relative to
the vacuum level (EVAC). In terms of the relation of the VBM in diamond and CBM positions of the
oxides both oxides should interact similarly with the diamond substrate. For an adsorbate to accept
electrons and, therefore, inject holes into the H-diamond it must have a CBM that lies below the VBM
of the H-diamond. The CBM of both oxides are at approximately the same energy level below the VBM
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of the diamond and, therefore, it is expected that both oxides will yield similar results when they are
interfaced with H-diamond.

 

Figure 12. Energy band diagram showing the VBM and CBM positions for H-diamond (left hand side),
MoO3 (middle), and V2O5 (right hand side) [30,40,41].

To evaluate the interaction between the H-diamond and the oxides, adsorption energies for both
oxides were calculated using the following formula:

Eadsorption = EH−diamonds/oxide − EH−diamond − Eoxide (1)

EH-diamond/oxide is the total energy of the interfaced H-diamond and oxide system. EH-diamond and
Eoxide are the energies of the individual components of the interfaced system. Therefore, the adsorption
energy is the difference in energy between the whole interfaced system and each individual component:
H-diamond and the oxide. The adsorption energies for both oxides, as listed in Table 4, were negative
values, which indicate that both processes are driven by a favorable exothermic reaction. Hence, both
oxides can be physically absorbed (physisorption) on the diamond surface. We believe that the process
is physisorption instead of chemical absorption, because the only one 1s H electrons and the free 2p
electron from the C atoms from the diamond surface form a stable covalent bond. Hence, there is no
free electron for the H atom to create a chemical bond with either the transition metal or the oxygen
from the metal oxide.

Table 4. Adsorption energies corresponding to the two different oxides on H-diamond.

Adsorbate Adsorption Energy (eV)

MoO3 −2.94
V2O5 −6.41

However, it can also be said that the adsorption energy is not responsible for increased charge
transfer, given that the adsorption energy of the MoO3 is more than two times weaker than the V2O5,
yet promotes greater charge transfer at the interface. It appears that the most important factor in the
amount of charge transfer between H-diamond and the two oxides is the amount of O atoms present
in the metal oxide, since, in both cases, this is where the majority of the electron density transferred at
the interface migrates. Hence, our result would indicate that, in order to improve the charge transfer
and, in turn, increase the carrier concentration in the H-diamond, it would be advantageous to use
oxides that have a higher oxygen concentration.
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Moreover, metal oxide films are usually deposited onto H-diamond in a vacuum, which can lead
to the formation of oxygen deficient amorphous oxide films. Therefore, we hypothesise that depositing
the oxides in an oxygen rich atmosphere or using oxides that have a higher oxygen concentration
could lead to increased charge transfer and enhanced STD.

4. Discussion

In this work, we investigated models for the surface transfer doping effect induced in
hydrogen-terminated diamond when interfaced with MoO3 and V2O5. We simulated the interfaces
of the hydrogen-terminated (100) diamond surface with (100) MoO3 and (100) V2O5 while using DFT
calculations. The PDOS data show there is a shift of the VBM and CBM bands when the H-diamond
is interfaced and, thus, a transfer of electrons from the H-diamond to the metal oxides. MoO3 and
V2O5 are both found to readily act as electron acceptors and create a 2DHG in the H-diamond. The
carrier concentration in the H-diamond has been calculated using DFT simulations to be 6 × 1013 cm−2

and 2.17 × 1013 cm−2 for MoO3 and V2O5, respectfully, which are similar to the previously reported
experimental values. These values are in good agreement with the range of experimental and simulation
studies reported thus far, but underestimate the highest 2DHG carrier concentration values reported to
date for these systems. Further refinement of these models to account for variation in surface morphology
and hydrogen/oxygen coverage of the diamond surface as well as crystallinity/stoichiometry of the
oxide layers will allow for finer optimisation of these models and provide a deeper understanding of
the complex charge transport mechanisms at the hydrogen-terminated diamond surface.

However, from these simulations, it is clear that the oxygen atoms play a major role in the amount
of charge transfer from the hydrogenated diamond to the metal oxide layers as the majority of the
electron density transferred from the diamond migrates to the oxygen atoms. These results suggest
that either depositing the metal oxide layers in an oxygen-rich atmosphere to reduce oxygen deficient
oxide layers, or the investigation of new acceptor adsorbates with higher oxygen concentrations could
lead to improved surface transfer doping in diamond. Moreover, our simulations show that, after
depositing MoO3 and V2O5 on the H-diamond surface, the metal oxides show metallic behaviors due
to the fact that the Fermi level is inside of the valence band. This observation is consistent with very
recent experimental work that was conducted at low temperature, which proves that that MoO3/V2O5

doped H-diamond systems will show a metallic behavior rather than carrier freeze out at cryogenic
temperature regime [42]. Hence, this allows for the observation of some exotic quantum transport
phenomena, such as phase-coherent backscattering.
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