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Preface

Motion planning is an interesting and inherent area in most robotics research 
and development. It ranges from a local motion control of a single actuator to a 
complex mobile machine compounded of sophisticated capabilities, such as  
path generation, trajectory tracking, global autonomous navigation, wide-space 
coverage for inspection and exploration, and local or global pathfinding in 
unknown environments. This book has organized a selection of recent advances 
in chapters divided by three general perspectives: a) aerial path planning and 
tracking, b) artificial intelligence (AI)-based optimization for planning, and  
c) wheeled robots planning and control. The chapters present specific planning 
works, essentially on estimation, prediction, optimization, observation, and 
control in dynamic scenarios.

The first section introduces concepts and methods for unmanned aerial path 
planning and tracking that are critical for prospective new complex paradigms 
that contribute to the continued resilience of airspace coverage and applications 
performed by unmanned aerial vehicles.

The second section presents AI approaches, heuristic and meta-heuristic 
optimization solutions for planning. Heuristic methods are problem-solving 
algorithms that emulate human thinking. Traditional graphical maps used for 
path planning when combined with heuristic approaches perform faster than 
some deterministic solutions, providing feasible paths. Moreover, optimization 
algorithms inspired by biological entities show fast convergence and efficiency 
in estimating locomotion for dynamic robotic agents. Bioinspired methods 
might perhaps solve multi-objective optimization problems, multi-robot path 
planning, formation control, and self-organization of distributed systems.

The third section treats one of the most traditional types of robotic platforms, 
the wheeled robots, which rely on a wide range of navigation control tech-
niques. Wheeled vehicles depend on path planning and tracking to reach certain 
autonomy when facing the environmental dynamics to which they are sub-
jected to. Local planning performance is critical due to multiple unpredictable 
obstacles in order to attain safe and suitable pathways for self-driving vehicles. 
A robotic platform depends on its kinematic mobility constraints to consider-
ably perform path following. Longitudinal and lateral controls are required to 
efficiently track complex polynomial routes. Some mechanical structure designs 
depend on active and passive motions (e.g., limb bar linkage), where numer-
ous analytical solutions are dominated by algebraic and derivative methods 
to model dynamic local planning considering obstacles, goals, and routes, 
simultaneously.

Finally, I would like to acknowledge the author service manager Ms. Sara Debeuc 
for her editorial support to complete this book. Additionally, I would like to thank 
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Chapter 1

Recent Developments in Path
Planning for Unmanned Aerial
Vehicles
Abdul Majeed and Seong Oun Hwang

Abstract

Unmanned aerial vehicles (UAVs) have demonstrated their effectiveness in
performing diverse missions at significantly lower costs compared to the human
beings. UAVs have the capabilities to reach and execute mission in those areas that
are very difficult for humans to even reach such as forest, deserts, and mines.
Integration of the latest technologies including reactive controls, sense and avoid,
and onboard computations have strengthened their dominance further in various
practical missions. Besides the innovative applications, the use of UAVs imposes
several challenges, and one of those challenges is computing a low-cost path for
aerial mission by avoiding obstacles as well as satisfying certain performance
objectives (a.k.a path planning (PP)). To this end, this chapter provides a concise
overview of various aspects concerning to PP including basics introduction of the
subject matter, categorization of the PP approaches and problems, taxonomy of the
essential components of the PP, performance objectives of the PP approaches,
recent algorithms that have been proposed for PP in known and unknown
environments, and future prospects of research in this area considering the emerg-
ing technologies. With this chapter, we aim to provide sufficient knowledge about
one of the essential components of robotics technology (i.e., navigation) for
researchers.

Keywords: unmanned aerial vehicle, path planning, low-cost path, algorithms,
aerial missions, urban environments, time complexity, coverage path planning

1. Introduction

In recent years, unmanned aerial vehicles (UAVs) have become a powerful tool
for diverse missions including polymerase chain reaction (PCR) samples transpor-
tation between hospital and laboratories [1], UAV-based healthcare system to con-
trol COVID-19 pandemic [2], infectious diseases containment and mitigation [3],
traffic condition analysis in co-operation with deep learning approaches [4], and
human behavior understanding via multimedia data analytics in a real-time [5], to
name a few. Currently, UAVs integration with the emerging technologies such as
block chain, internet of things, cloud computing, and artificial intelligence can pave
the way to serve mankind effectively compared to the recent past [6]. Further, the
peculiarity of UAVs in terms of performing operations in 3D (dull, dirty, and
dangerous) environments, they can play a vital role in realization of the smart cities.
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Furthermore, UAVs are inevitable tool during emergency planning and disaster
management due to their abilities to perform missions aerially. Besides the UAVs
applications and use cited above, they can be highly beneficial for military purposes
including information collection and analysis, border surveillance, and transporting
warfare items. The role of UAVs in agriculture from multiple perspectives have
already been recognized across the globe. Recently, world’s leading commerce
company (i.e., Amazon) has started using UAVs for delivering their products to
customers. Generally, the use of UAVs is expected to rise in many emerging sectors
in the near future. We present actual and innovative use of the UAVs during the
ongoing pandemic in Figure 1. Majority of the applications given in Figure 1
employed multiple UAVs in order to accomplish the desired tasks.

Although UAVs are highly beneficial for mankind through their innovative
applications, but there exist plenty of challenges that can hinder their use at a wider
scale. For example, payload constraints and power issues can limit their carrier
abilities. Similarly, decision making during flight to ensure UAVs safety by avoiding

Figure 1.
Innovative applications of the UAVs during the ongoing pandemic (adopted from [7]).
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obstacles with sufficient accuracy is a non-trial task mainly due to no human-
onboard control. Furthermore, communication from long distances, and
co-ordination among multiple UAVs to perform complex tasks jointly are main
barriers in the true realization of the UAVs technology. Besides the challenges and
issues given above, many issues concerning software and hardware also exist that
need rigorous developments and testing. Many solutions have been proposed to
address these issues via cross disciplinary approaches. Meanwhile, extensive testing
and analysis of these solutions is yet to be explored, especially in urban environ-
ments. In this chapter, we mainly focus on the ‘navigation’ that is one of the core
challenges in the UAVs technology. The navigation quandary is classified into three
cases: (i) where am I now?, (ii) where do I go?, and (iii) How do I get there?. The
first two cases belong to the localization and mapping, and the third case is about
path planning (PP) [8]. In this work, we cover third case comprehensively, and
provide concepts and developments in this regard. We present a comprehensive
overview about changing dynamics of the UAV applications in recent times,

Figure 2.
Overview of changing dynamics of the UAV applications, challenges, recent developments, and future research
trends in the PP area.
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challenges of the UAV technology, recent developments in the UAV technology,
and future research trends in the PP area in Figure 2. With this concise overview,
we aim to aid researchers in extracting the contents enclosed in this chapter conve-
niently.

The rest of this chapter is structured as follows. Section 2 discusses the basic
concept of the path planning, and categorizes the path planning approaches based
on the information available about underlying environment, and UAV used for the
aerial mission. Section 3 describes the three essential components of the PP. Section
4 critically analyzes various approaches that were proposed to lower the computing
time of the PP for UAVs. The future prospects of the research in the PP area are
discussed in Section 5. Finally, this chapter is concluded in Section 6.

2. Path planning and categorization of the path planning approaches

PP is to find a safe (i.e., collision-free) path between two pre-determined loca-
tions (e.g., source and destination, denoted with s and t, respectively) by optimizing
certain performance objectives. The performance objectives can be energy con-
sumption, computing time, distance, path smoothness, and turns etc. depending
upon the mission type, operating environment, and UAVs’ type. The most impor-
tant part of the PP is to identify the environment where the pathfinding is carried
out for UAVs. In this work, we categorize the PP approaches based on the type of
environment’s information, and UAVs strength, respectively.

2.1 Categorization of the path planning approaches based on information about
environment

Generally, there are three possibilities about the availability of information
regarding environment where UAVs tend to operate. The operating environment
can be fully known in advance (e.g., obstacles’ geometry information is known.), it
can be completely unknown, and/or it can be partially known (e.g., few portions are
known, and some portions are explored and modeled during the flight.). Based on
the degree of information about environment, PP approaches are mostly classified
into two categories, local PP (LPP) and global PP (GPP). In LPP, the environment is
not known, and UAVs use sensors or other devices in order to acquire information
about the underlying environment. In GPP, PP is performed in a fully known
environment, meaning all information about environment is known in advance.
Based on the availability of the information regarding underlying environment,
GPP approaches have lower complexity compared to the LPP approaches. Recently,
some PP approaches have jointly employed LPP and GPP concepts in order to find a
path for UAVs [9]. In literature, GPP and LPP approaches are also classified as
offline and online PP approaches, respectively. Based on the extensive review of the
literature, we present a categorization of the PP approaches based on information
about environment in Figure 3. We refer interested readers to gain more insights
about the LPP approaches in the previous studies [10, 11].

Apart from the categorization provided above, environment can be classified
into rural and urban environments. The tendency of UAVs applications were high
in the non-urban environments in the past. Moreover, due to the significant devel-
opment in control domain, UAVs are increasingly employed in the urban environ-
ment these days. For instance, in urban environments, they can be used to monitor
people compliance with the social guidelines given by the respective governments
in order to control the COVID-19’s spread.
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2.2 Categorization of the path planning problems

Based on the mission’s type, either one or multiple UAVs can be employed. The
scenarios in which only one UAV is deployed are referred as single agent PP
problem. In contrast, those scenarios in which multiple UAVs are used are called
multiple agent PP problems. PP for multiple agents is relatively complex since
UAVs need to avoid collision with the companion UAVs, and obstacles present in an
underlying operating environment. In addition, allocating target areas for coverage
and optimizing throughput also remain challenging, especially while operating at
lower altitudes in urban environments.

3. Essential components of the path planning for UAVs

Generally, there are three essential components of the PP: (i) modeling of
the environment with geometrical shapes by utilizing the obstacles/free spaces
knowledge provided by a real-environment map, (ii) task modeling with the
help of graphs/trees keeping source and target locations in contact, and (iii)
applying search algorithm inclusive of the heuristic function to determine a viable
path.

3.1 Modeling of the environment with geometrical shapes

In the first step, a raw environment map is converted into a modeled one, in
which obstacles are represented with the help of geometrical shapes. For example,
poles information provided by a real environment map can be modeled with the
help of cylinders in the modeled map. Similarly, buildings can be modeled with the
help of rectangles or polyhedron. In some cases, UAVs do not model the whole
environment map, and utilize sense and avoid (SAA) abilities to operate safely in

Figure 3.
Categorization of the PP approaches based on the availability of information about operating environment.
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the airspace. We present an example of environment modeling, and well-known
obstacles’ representation techniques used for the PP in Figure 4. Each obstacles
representation technique has different complexity and accuracy in terms of real
environment obstacles representations. In addition, each representation can be
adopted considering the UAV operating environment. For example, polygons can
be used to model an urban environment populated by various buildings.

3.2 Task modeling with the graphs/trees

After modeling environment with the help of geometrical shapes, the next step
is task modeling (e.g., generating network of paths with a graph/tree or selecting a
desired portion to be modeled). For example, road-map approach is a well-known
task modeling approach for the PP, in which a graph is constructed from the
starting location to destination location by capturing the connectivity of free spaces
and obstacles’ corners. Apart from it, cell-decomposition and potential field are
promising solutions for the task modeling. We present most widely used task
modeling methods in Figure 5.

Recently, trees-based task modeling methods have been widely used for the task
modeling due to their quick convergence in the final solution. We present an
overview of the task modeling with the help of tree in Figure 6. Furthermore, in
some cases, more than one methods are jointly used to model the tasks on a pro-
vided map. In addition, some approaches use task modeling and path searching
simultaneously [12].

Figure 4.
Overview of environment modeling and obstacles’ representation techniques.

Figure 5.
Overview of the famous task modeling methods used in the PP adopted from [26].
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3.3 Applying path search algorithm to determine a viable path

In the last step, a search algorithm is employed on the graph/tree to find a viable
path. During the path search, a heuristic function usually accompany the path
search. For example, in the A* algorithm, the low-cost nodes are determined
leveraging distance as a heuristic function. Similarly, the heuristic function can be
energy consumption or smoothness depending upon the scenario. In literature,
many techniques have been suggested to find reliable paths. The path search algo-
rithms, such as differential evolution [13], firefly algorithm [14], ant colony opti-
mization [15], genetic algorithms [16], artificial bee colony [17], particle swarm
optimization [18], fuzzy logic [19], central force optimization [20], gravitational
search algorithm [21], simulated annealing [22] and their advanced variants are
used in the PP. Every algorithm has numerous distinguishing factors over others
regarding conceptual simplicity, computational complexity, robustness, and
convergence rates etc. We categorize the existing path search methods into five
categories, and present representative methods of each category in Figure 7.

3.4 Performance objectives of the path planning approaches

Every PP approach tends to optimize one or more performance objectives (PO)
while finding a viable path for UAVs. The PO can be related to hardware and
software. These PO are considered in the previous three components (i.e., environ-
ment modeling, task modeling, and path searching) related to the PP. For instance,

Figure 6.
Overview of task modeling with a random tree.

Figure 7.
Categorization of path searching methods/algorithms.
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in order to lower the PS computing time, only some portion of a map can be
modeled and a sparse tree/graph can be constructed/used while finding a path.
Similarly, memory can be preserved by exploring some portions of a graph/tree
rather than loading and exploring whole graph/tree at a same time. The selection of
PO solely depend on the nature and urgency of the mission. For example, in search
and rescue missions, the PO can be path computing time in order to reach the
affected regions quickly. In contrast, in normal circumstances, the PO can be the
path length in order to reach the target location in a most economical way by
preserving UAV’s resources. We describe various most commonly used PO in
Table 1.

These PO are usually considered during PP irrespective of the environment
whether it is known or unknown. Furthermore, plenty of techniques have been

PO Concise description

Computing time It denotes overall time required to find a path using a graph/tree.

Path length It denotes the Euclidean distance between two locations.

Energy It denotes amount of energy required/consumed while reaching to target from
source.

Turns It denotes number of turns (infeasible curvature) a path has in total.

Smoothness It denotes a turns in a path with a feasible curvatures.

Memory It denotes amount of memory used while computing a path.

Path nodes It denotes set of nodes that a UAV follows during flight.

No. of obstacles It denotes set of obstacles to be processed during path search.

Accuracy It denotes accuracy of obstacles modeling or path clearance from obstacles.

Problem size It denotes size of problem on which path is determined.

Graph size It denotes size of graph (no. of nodes, edges) employed to find a path.

Convergence rate It denotes how quickly a feasible solution can be obtained.

Constraints
handling

It denotes the effective resolution of constrains UAV faces during mission.

Completeness It denotes availability/non-availability of solution in a finite time.

Flexibility It denotes efforts/time required to make a solution usable for different missions.

Path re-
configuration

It denotes efforts/time required to gain the control of a lost path.

Path following It denotes the ability to keep following a path despite disturbances.

Path safety It denotes the ability to avoid collisions with static/dynamic obstacles.

Hyper parameter It denotes the number and variety of parameters to find a path.

Obstacle avoidance It denotes the ability to avoid static/dynamic obstacles with low-cost.

Generalization It denotes the ability of a method to be applicable for different types of UAVs.

Application-
speciality

It denotes the ability of a method to yield superior performance in some context.

Endurance It denotes the ability of a UAV to fly for a long period of time with low-cost
planning.

Some PO are positively co-related. For example, finding path with less turns can save energy.
Improving two negatively co-related PO (speed and time) require optimization of another PO (problem size).

Table 1.
Overview of the PO improved by the PP approaches.
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proposed to improve these PO with innovative techniques or employing cross-
disciplinary concepts. In addition, many PP approaches have targeted optimizing
multiple objectives rather than one/two for practical UAVs application. These PO
can be expressed as a functional model while finding a path P between two locations
s and t. Some algorithms tend to optimize more than one POs. The overview of two
PO to be optimized by a PP approach is mathematically expressed as follows.

P ¼ s ¼ p1, p2, p3, … , pn, pnþ1 ¼ t
� �

Minimize f 1 Pð Þ ¼ Path  Length Pð Þ

Minimize f 2 Pð Þ ¼ Computation  Time Pð Þ

8>>>><
>>>>:

(1)

4. Path planning algorithms that were proposed in the past five years

In this section, we discuss various PP algorithms that were proposed to lower the
time complexity of the PP process. We selected various algorithms that were pro-
posed in last five years (i.e., 2016–2021), and have somewhat identical concepts in
terms of space restrictions and problem size reduction etc. We provide brief over-
view, and technically evaluation of all algorithms and highlight their deficiencies.
Consequently, this analysis can pave the ways to improve PP algorithms for future
UAVs’ applications.

4.1 Global path planning algorithms

4.1.1 Brief overview of the selected path planning algorithms

We present brief overview of the selected algorithms in Table 2. These algo-
rithms have become state-of-the-art for many practical applications of the UAVs in
the urban/non-urban environments. They are famous due to their novel working
mechanisms, and conceptual simplicity. In addition, they have mainly focused on
the UAV applications in urban environments that is focus of research across the
globe. Also, the UAVs’ applications in the urban environments are likely to increase
in the coming years.

Ref. Publication
year

Environment
used

PO improved

Maini et al. [23] 2016 3D Computing time and collision-free paths.

Frontera et al. [24] 2017 3D Computing speed and solution quality.

Ahmad et al. [25] 2017 3D Computing speed and energy-optimized paths.

Majeed et al. [26] 2018 3D Computing speed and path quality.

Han et al. [27] 2019 3D Feasible paths with reduced time.

Ghambari et al. [28] 2020 3D Computing time and memory consumption.

Majeed et al. [29] 2021 3D Computing speed and path quality.

All these approaches have used concepts related to search space reduction in order to find time-efficient paths.

Table 2.
Overview of the latest GPP approaches that were proposed to reduce the computing time of PP process.
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4.1.2 Technical evaluation of the selected path planning algorithms

In this subsection, we provide concise description of the selected algorithms, and
highlight their technical problems. We mainly describe the key steps of the
proposed algorithms.

• Maini et al. [23] algorithm computes a low-cost path using two-steps approach.
In the first step, modified version of the Dijkstra algorithm is used to find an
initial path. In the second step, initial path is optimized more by considering
the initial path nodes, and reverse path search.

• Frontera et al. [24] algorithm computes a low-cost path using three-steps
approach. First, the proposed method reduce the search space by considering
the obstacles that are on the straight axis between s and t. Later, a visibility
graph is generated solely from the corners of the selected obstacles. In the last
step, A* algorithm is employed to compute a shortest path incrementally.

• Ahmad et al. [25] algorithm computes a low-cost path using four-steps
approach. Firstly, search space is bounded using obstacles of the straight line
only. Later, the bounded space is extended to next level by using the obstacles
that hit the boundary of the first bounded space. In the third step, a relatively
dense visibility graph is generated from the bounded spaces. In the final step,
A* algorithm is employed to find an energy-optimized path.

• Majeed et al. [26] algorithm computes a low-cost path using five-steps
approach. First, the space is reduced into a half-cylinder form with path
guarantees between s and t. In the second step, multi-criteria based method is
employed to check the suitability of the reduced space for low-cost
pathfinding. Later space is extended if needed, and sparse visibility graph is
generated that ensure connectivity between s and t, and path is computed.
Moreover, in some cases, path is improved by adding more nodes around the
initial path’s nodes.

• Han et al. [27] algorithm computes a low-cost path using three-steps approach.
First, critical obstacles are identified through straight-axis between s and t. In
the second step, a node set is generated around the corners of the critical
obstacles only. In the last step, a feasible path is obtained by exploring nodes
set. This approach is beneficial by resolving constraints related to obstacles
shapes.

• Ghambari et al. [28] computes a global and local path with the help of four-
steps. In the first step, search space is reduced around the straight axis. In the
second step, differential evolution algorithm is applied to construct a graph.
Later, A* algorithm is used to find a path from a graph constructed in the first
step. In the third step, subspace is divided into small portions with alternate
routes in each subspace. In the last step, a mechanism is suggested to avoid
collision with the dynamic obstacles that may appear unexpectedly during the
flight.

• Majeed et al. [29] recently proposed a PP method for low-cost pathfinding for
UAVs based on the constrained polygonal space and a waypoint graph that is
extremely sparse. In proposed approach, search space is restricted into a
polygonal form, and its analysis is performed from optimality point of view
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with the help of six complexity parameters. Later, space can be extended to
next level if needed, else a very sparse graph is generated by exploiting the
visibility, far-reachability, and direction guidance concepts. The suggested
approach computes time-efficient paths without degrading path quality while
finding paths from urban environments.

Besides the computing time, these algorithms can indirectly optimize certain PO
listed in Table 1. For example, Ahmad et al. [25] PP approach reduces the number
of turns also in order to lower the energy consumption. Han et al. [27] PP approach
can be applied to the environments with arbitrary shaped obstacles (e.g., there exist
no constraint related to the obstacles’ geometries). Hence, it can be applied in
different settings (e.g., areas with sparse obstacles or areas with dense obstacles) of
the urban environment. Similarly, Majeed et al. [29] PP approach can significantly
reduce the problem size, thereby memory requirements can be magnificently lower.
Ghambari et al. [28] approach can be used to re-configure paths during the flight
when a UAV finds an unexpected obstacle. Hence, this approach can be used in
both (i.e., local, and global) environments. Despite the utility of these approaches in
many real-world applications, they often yield poor performance due to the local/
global constraints. Based on the in-depth review of all studies, we identified poten-
tial problems of all approaches that may hinder their use in actual deployment. We
describe technical challenges of the existing approaches in Table 3.

Ref. Technical problems in the proposed approach

Maini et al. [23] The performance cannot be ensured in each scenario due to heavy reliance on
specific maps.
Overheads can increase exponential with the problem size.
It models the whole map thereby path exploration cost is very high.

Frontera et al.
[24]

Path can collide with the nearby obstacles.
In some cases, proposed approach fails to find a path even though it exists.
Visibility graph can contain many needless and redundant nodes.
Memory consumption is higher due to loading of whole visibility map in the
memory.

Ahmad et al. [25] Two bounded spaces are used that can increase the computing time of the PP.
Visibility graph is constructed using layered approach with many redundant nodes
and edges.
Visibility check function is expensive since visibility in all directions and nodes is
checked.

Majeed et al. [26] Path can contain turns due to the strict boundary of the search space.
Path optimization cost may increase if initial path has many nodes.

Han et al. [27] Path quality cannot be ensured in all scenarios if obstacles’ sizes are large.
Path cost can increase exponentially with the point set.
Both time and optimality can be impacted if diverse shape obstacles exist in a map.
Since this is grid-based approach thereby memory consumption is higher.

Ghambari et al.
[28]

Path computing time can rise with the distance between s and t.
Recognition and avoiding obstacles in realtime can be costly.
Fidelity of the proposed approach were analyzed with limited testing.
Since path searching is carried out twice, thereby computing time can rise.

Majeed et al. [29] Accurate modeling of the tiny obstacles is not possible.
Excessive calculations are performed in space analysis thereby complexity can rise.

All these problems have been highlighted by existing studies or reported by the authors.

Table 3.
Overview of the technical problems in the proposed GPP approaches.
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These challenges lay foundation for the future research in the UAVs area. Fur-
thermore, they can assist researchers to devise better and practical PP approaches in
order to address these technical problems. Apart from the challenges provided in
Table 3, it is paramount to take into account the local constraints while devising PP
methods that have been mostly assumed in the existing approaches.

4.2 Local path planning algorithms

Majority of the approaches discussed above are the GPP approaches, and LPP
approaches have not been discussed. To cover this gap, we discuss various repre-
sentative LPP approaches in Table 4 along with the methodological specifics.

These approaches perform PP in environments that are mostly unknown, and
are complex compared to the GPP approaches. These approaches enable UAVs to
perform tasks in complex environments in real time leveraging low-cost sensors,
and robust artificial intelligence (AI) techniques. In addition, these techniques have
abilities to co-work with the emerging technologies including cloud, edge, and fog
computing etc. for variety of applications. The role of UAVs was dominant during
the ongoing pandemic in different countries across the globe. To this end, LPP
approaches contributed significantly, and enhanced UAVs role in curbing the pan-
demic spread via online missions. Barnawi et al. [47] proposed an IoT-based plat-
form for COVID-19 scanning in which UAVs were used as a main source of
temperature data collection in the outdoor environments. Apart from the COVID-
19 scanning, UAVs were extensively used for spraying and disinfecting multi-use
facilities and contaminated places. In some countries, they were used for alerting

Ref. UAV used Technical aspects of the approach

Stecz et al. [30] Multiple Indicated sensors based LPP approach.

Wojciech et al. [31] Single EO/IR systems and SARs based navigation.

Siemiatkowska et al. [32] Multiple MILP based LPP using EO/IR camera and SARs.

Hong et al. [33] Multiple MILP-based multi-layered hierarchical architecture.

Hua et al. [34] Multiple Multi-target intelligent assignment model based LPP.

Cui et al. [35] Single Reinforcement learning (RL)-based LPP approach.

Maw et al. [36] Single Graph and learning based LPP approach.

Wei et al. [37] Single Improved ACO for LPP.

Zhang et al. [38] Single Markov decision process (MDP) based LPP approach.

Zammit et al. [39] Multiple LPP in the presence of uncertainties.

Wu et al. [40] Single Interfered fluid dynamic system (IFDS) based LPP.

Bayerlein et al. [41] Multiple Multi-agent reinforcement learning (MARL) approach for LPP.

Jamshidi et al. [42] Single LPP based on improved version of Gray Wolf Optimization.

Yan et al. [43] Single Sampling based LPP approach in urban environments.

Sangeetha et al. [44] Single Gain-based dynamic green ACO (GDGACO) LPP approach.

Sangeetha et al. [45] Single Fuzzy gain-based dynamic ACO (FGDACO) LPP approach.

Choi et al. [46] Single Improved CNN based LPP approach for UAV.

All these approaches have used the unknown environment during the PP.

Table 4.
Overview of the latest LPP approaches used for UAVs.
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people to wear masks properly, and stay indoors. The true realization of these
innovative application is possible through LPP approaches.

4.3 Coverage path planning: a subtopic of the path planning

Besides the LPP and GPP, another important subtopic of the PP is coverage path
planning (CPP) [48]. In the CPP, a path is determined that enables UAV to cover a
target area fully with the help of a device/tool mounted on it. The attached tool/
device can be a sensor, camera, speaker, and/or a spray tank depending upon the
mission. We present overview of the CPP in Figure 8. In Figure 8(a), a target area
in the form of a rectangle is given that need to be covered with a UAV. In In
Figure 8(b), a coverage path is shown that a UAV follows in order to cover the
target area.

In the CPP, most of the POs are identical with that of the PP, but path
overlapping, and coverage guarantees are two additional POs. Moreover, ensuring
consistent path quality with respect to shape of the target area is very challenging.
Therefore, shape of the target area is considered while finding a coverage path. CPP
can be performed in five steps, modeling of the operating environment, locating
target area on the modeled map, decomposition of the target area into disjoint sub
parts, task modeling (mainly traversal order of the sub parts) with the help of a
graph, and covering each sub-part using motion pattern (e.g., back and forth, spiral,
and circular etc.). In recent years, UAVs’ coverage applications in the urban envi-
ronments have significantly increased, and a substantial number of CPP approaches
have been proposed [49].

5. Prospects of the research in the near future in the PP area

In the near future, UAVs will be regarded as an inevitable tool for various
practical missions, especially in the urban environments. A substantial number of
developments are underway to fully realize smart cities, smart infrastructure, and
smart buildings, to name a few. Thence, the use and applications of the UAVs are
expected to grow significantly in the near future. Recently, many innovative tech-
nologies such as block-chain, IoT, 5G/6G technologies, and deep/machine learning
approaches have been integrated with the UAVs technology to serve mankind in

Figure 8.
Overview of coverage path planning for UAVs in a 3D urban environments.
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effective ways [50]. For example, BloCoV6 scheme [51] is one of the wonderful
applications of the UAVs in the new normal (e.g., COVID-19 era). Similarly, many
such innovative applications are likely to emerge in the near future as a replacement
of human beings for complex tasks. Therefore, refinements in the existing PP
approaches in relation with peculiarities of the applications/tasks, and development
of robust approaches leveraging cross-disciplinary (e.g., biological inspired, AI-
powered, and technology-driven) concepts have become necessary. Considering the
emerging applications of the UAVs, we list prospects of the research in the near
future in PP area in Figure 9. We categorize the avenues of future research in the
PP area on four grounds (e.g., UAV application specific PP approaches, optimiza-
tion of the existing approaches’ PO, integration of the emerging technologies and
their issues handling, and developing PP approaches that can cope up with the
dynamics of the UAV operating environment.).

The most important research avenues from the optimization point of view are,
devising new environment restriction methods to reduce the problem sizes, devis-
ing low-cost methods for reducing the task modeling overheads (i.e., graph/tree
sizes), and accelerating the PS methods that enable UAV to reach the target location
safely with a significantly reduced cost. Furthermore, improving overall cost of the
PP process is an important research direction to increase UAVs’ applications in the
urban environments. Optimization of multiple objectives rather than single/two is
handy in order to preserve UAV’s resources during aerial missions. From applica-
tions point of view, low-cost methods that can improve certain POs and can satisfy
the applications features at the same time are needed. To this end, identifying each
application’s features/requirements and embedding them into the PP process can
enhance the UAVs use in the coming year significantly. Therefore, applications-
oriented PP methods will be embraced more in the near future considering the
UAVs potential in executing tasks at low costs. From environment dynamics point
of view, PP methods that can effectively respond to the uncertainties/dynamics
emerging from the environment are paramount. For example, in LPP, decision
making to avoid obstacles with as least cost as possible can enhance UAV’s endur-
ance in the aerial missions. In this regard, LPP methods that can cope up with the

Figure 9.
Categorization of the avenues of future research in the PP/UAVs area.
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underlying operating environment variations and can ensure UAV’s safety consis-
tently in the practical applications are paramount.

Recently, many emerging technologies have been integrated with the UAV
technology. For example, blockchain, transfer learning, computer vision, federated
learning, 5G and 6G technologies, and cloud computing etc. have revolutionized the
UAVs’ applications. In this regard, incorporating more emerging technologies in the
UAV domain, and extending the current emerging technologies use to more
application areas is an important research direction for the future. Furthermore,
improving the hardware capabilities of the UAV by integrating latest technologies
are important need from technical perspectives. Despite the technical aspects men-
tioned above, tailoring computer vision applications in the UAV area is a most
promising avenue of the research considering UAV abilities to capture images with
good resolution [52]. In addition, identifying niche areas (i.e., water quality analy-
sis, target tracking, covering spatially distributed regions, and detection of wildfire
smoke, to name a few) where UAVs can perform well compared to humans, and
performing cost–benefit analysis of the UAVs versus human is important research
direction in the UAVs’ technology. Finally, exploring the possibilities towards joint
use of multiple latest technologies in order to serve mankind in an effective way
using UAVs is a vibrant area of research. Apart from the PP, devising low-cost CPP
methods for UAVs is also an attractive area of research in the near future. Devel-
opment from hardware perspectives (e.g., battery power, wing-span, payload
capabilities, robust decision making abilities, and control aspects) are also a poten-
tial avenues for development/research.

6. Conclusions

In this chapter, we have presented concepts, methods, and future research
prospects in the area of path planning (PP) for unmanned aerial vehicles (UAVs).
Specifically, we have presented the high-level categorization of the PP approaches
based on the availability of information regarding UAV operating environment, and
UAV strengths. We have discussed three essential components of the PP approaches
that are widely adopted by most of the PP approaches. We have discussed substan-
tial number of performance objectives that are improved/optimized by the PP
approaches via new concepts/propositions. Furthermore, we have discussed latest
approaches that have been proposed to lower the time complexity of pathfinding
and their technical challenges. We have described various PP approaches that are
used for the PP in unknown environments (aka local PP). We have briefly
described the concepts of coverage path planning (CPP) that is subtopic of the PP.
The prospects of future research in the UAVs PP area keeping emerging technolo-
gies in the loop have also been discussed. With this concise overview, we aim to
provide deep understanding about the PP concepts related to the UAVs, and need of
the further developments/research in order to enhance UAVs endurance in the
airspace specifically in the urban environments. The contents presented in this
chapter can help early researchers to quickly grasp the status of existing
developments and potential avenues of the research in this area.
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Chapter 2

Tracking Control of Unmanned
Aerial Vehicle for Power Line
Inspection
Kenta Takaya, Hiroshi Ohta, Keishi Shibayama
and Valeri Kroumov

Abstract

This work presents some results about power transmission line tracking control
and a full autonomous inspection using a quadrotor helicopter. The presented in
this paper power line autonomous inspection allows detecting power line defects
caused by thunderstorms, corrosion, insulator malfunctions, and same time moni-
toring of vegetation under the power line corridor. Traditional inspection is
performed by helicopters equipped with high-resolution cameras or by direct visual
examination carried out by highly skilled staff climbing over de-energized power
lines. However, the visual inspection is time-expensive and costly. Moreover, due to
regulatory constraints, the helicopters cannot cover narrow mountainous areas.
Unmanned aerial vehicles (UAV) are an attractive alternative for power line
inspection. In this work, a mathematical model for the quadrotor helicopter used in
the autonomous inspection is presented. The model is successfully evaluated
through simulations and flight experiments. Next, the construction of a quadrotor
helicopter system and its application to power line autonomous inspection is
introduced. Simulation and experimental results demonstrate the efficiency and
applicability of that system. The results of this research are in the process of
implementation for regular inspection of electrical transmission lines.

Keywords: power line tracking, UAV navigation, power line inspection,
quadrotor helicopter, field robotics

1. Introduction

Electric power companies worldwide are obliged to guarantee disruptive elec-
trical power supply. The power transmission facilities mainly include power lines,
towers, and insulators. These facilities are exposed to thunderstorms, thermal devi-
ations, ice, rain, pollutions like volcanic gases and sour rains: a severe environment
that may lead to material fatigue, oxidation, and corrosion. Electric companies are
required to inspect and maintain the power transmission equipment periodically.
Ground patrols partially inspect these facilities, and, as shown in Figure 1, direct
visual examination is carried out by skilled personnel climbing over de-energized
power lines. As yet, visual inspection is time-expensive and labour-intensive. A
common approach nowadays is to use helicopters equipped with high-resolution
cameras, but in such inspection, helicopters cannot cover narrow mountainous
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regions due to regulatory constraints. According to the Statistical Report of the
Federation of Electric Power Companies in Japan, the total length of high voltage
power transmission lines in the country in 2010 is more than 100,000 km, and the
number of power transmission towers is much more than 220,000 [1]. Most power
transmission facilities in Japan are situated in mountainous regions with no ordinary
roads, making the inspection time-consuming and costly.

Unmanned aerial vehicles (UAV) are a promising solution for power line
inspection because of time and cost efficiency and because UAVs can approach and
inspect energized lines safely. Hence, a significant amount of research is addressing
this field. Many researchers have applied computer vision techniques for power
transmission towers, and insulators recognition [2–8]. Image processing algorithms
are also heavily employed to power lines recognition and tracking [2, 9–17]. How-
ever, in most of these studies, distance to the lines is not measured, and their
robustness is challenging. In [2] a Region-Based Convolutional Neural Network
(R-CNN) is used to localization of transmission towers, and their UAV navigation
relies on real-time image processing. The authors of [2] claim that “It is the first
time to navigate UAV simultaneously utilizing transmission towers and lines”. In
[9, 15] after the quadrotor helicopter is navigated to the start point of inspection
manually, the vehicle performs autonomous waypoint flight above power lines.
Additionally, a Light Detection and Ranging (LiDAR) sensor detect and reconstruct
the power line shape [15]. Nevertheless, such navigation may be applied to power
distribution lines, but manual flight cannot be performed safely enough when there
is a substantial distance to the inspection object. In [11] power transmission lines
situated in a highly-populated area are successfully tracked in waypoint flight mode
with an aerial speed of 8 m/s. Similar algorithms for power transmission line track-
ing using position-based visual servo controllers are developed in [10, 12, 13] and
are evaluated through several simulations. In [16] an image-based visual servoing
combined with a linear quadratic servo control is developed. Deep reinforcement
learning is quite successfully applied to autonomous line tracking in [18]. However,
network training is performed within a simulation environment, and the robustness
of that approach in the real world remains a challenge. The distance to the power
line in [18] is measured using a depth camera or stereo camera.

Figure 1.
Power line inspection works.
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Because of the great significance of automated power lines inspection, power
supply companies are rigorously approaching the problem, too [19–23]. However,
as far as we know, UAVs are not yet deployed to inspect power line transmission
facilities. Hydro-Québec [19] is developing a robot called LineRanger to inspect
transmission line conductor bundles. The robot is directly attached to the power line
bundle and automatically crosses obstacles like line separators and suspension insu-
lators. LineRanger is equipped with a high-resolution camera and a LiDAR for
vegetation monitoring. The system can cover several kilometers a day. They have
also developed a similar robotic system called LineScout, capable of inspecting a
single transmission line [20]. It can acquire visual information and measure the
joints’ electrical resistance and monitor the corrosion level of the conductors. DJI
M200 Series drones produced by DJI are effectively deployed for power line
inspection mainly under manual operation [21]. Although manual vehicle guidance
is not time-effective, such inspection is much better than the direct one. The
University of KwaZulu-Natal is working with Eskom Holdings SOC Ltd. to develop
a power line inspection robot [22], which can climb around jumpers and suspension
clamps on a single power transmission line or ground wire. The Electric Power
Research Institute (EPRI) is developing a transmission line inspection robot [23],
known as “Ti,” that can be permanently installed to traverse about 130 km of
transmission lines. The robot can transmit in real-time weather data, vegetation
imaging, and detect any obstructions on lines. EPRI also worked with manufacturer
RADēCO Inc. and Exyn Technologies to develop “an autonomous drone to inspect
components in elevated hard-to-access areas, search for temperature anomalies,
and collect dose rate surveys in radiological zones” [24]. With UAV’s Level 4
technology, the UAV can perform a free-flight exploration of complex spaces while
collecting data from the environment [25, 26]. This technology will speed up the
implementation of UAVs in the autonomous inspection.

This work presents a novel quadrotor-based system for power line inspection.
An outline and some preliminary results of this research are presented in [27], but
this paper describes the power line tracking algorithm and its effectiveness and
applicability. The main contributions of this study are (1) the development of a
quadrotor based system for autonomous inspection of electrical energy transmis-
sion and distribution assets. The presented in this paper system has almost Level 4
autonomy in the sense that it can perform flights beyond visual line of sight and
without operator based navigation. (2) As far as we are concerned, this is the first
time a quadrotor UAV is used in a real application for full autonomous inspection of
power lines. (3) The developed system can be applied to almost any industrial
multirotor helicopter able to carry the payload of sensors and cameras necessary for
inspection.

The rest of the paper is organized as follows. Section 2 presents the quadrotor
model used in this development. Section 3 describes the hardware and software
configuration of the quadrotor system briefly. The quadrotor model described in
Section 2 is evaluated in Section 4 and simulation and experimental results demon-
strating the usability of the developed tracking system are depicted there. The last
section concludes the paper and gives some plans for further expansion of this work.

2. Quadrotor helicopter dynamics and control

2.1 Quadrotor dynamics

The quadrotor configuration and its reference coordinate systems are shown in
Figure 2. The vehicle model is acquired under the following assumptions:
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1.The quadrotor construction is rigid and symmetrical.

2.The propellers are rigid.

3.The ground effect is neglected, and the centre of gravity of the vehicle lies at
the origin of its body coordinate system.

The world reference frame is On and the body fixed frame is Ob. The xb axis of
body frame points at normal flight direction, yb is in starboard side, and zb axis is in

descend direction. The absolute position of the quadrotor body frame pn ¼
xn yn zn
� �T is given by three coordinates of the center of mass in On, and its

attitude is given by three Euler angles rb ¼ ϕ θ ψ½ �T standing for roll, pitch and
yaw angles, respectively.

The dynamics of the quadrotor helicopter expressed in Newton–Euler notation
[28–31] as:

_pn ¼ vn (1)

_vn ¼ m�1Cn
bFb (2)

_rb ¼ ωb (3)

_ωb ¼ J�1Mb þ J�1 ωb � Jωb� �
, (4)

where m is the mass of the quadrotor frame and Cn
b is the rotation matrix to

transform the body frame into world reference frame On. The quadrotor transla-
tional and rotational motions control is performed by properly changing the thrust
FTi , i ¼ 1, ::, 4 of rotors. The thrust of the rotors varies by changing their angular
speed. The rotor thrust is proportional to the square of the angular rotor speed:

Figure 2.
Quadrotor UAV body and world coordinate systems.
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FTi ¼ CTω
2
mi
, (5)

where CT is a thrust coefficient, and the angular speed of the rotor is [28]:

_ωmi ¼
1
Jm

ke
Rm

Ui � keωmið Þ � ktFTi þDωmið Þ
� �

, i ¼ 1, ::, 4, (6)

where Ui is the voltage applied to the motor, Jm is the moment of inertia of the
armature and the propeller, Rm is the resistance of the armature coil, ke and kt are
the electromotive force and torque constants, respectively, and D is the motor
viscous friction constant.

The torque generated by the motor i is:

Mi ¼ ktFTi ¼ ktCTω
2
mi
: (7)

The total thrust Fz is:

Fz ¼
X4
i¼1

FTi , (8)

and control torque vector produced by the four motors is:

M ¼
Mx

My

Mz

2
64

3
75 ¼

FT1 þ FT4ð Þ � FT2 þ FT3ð Þð Þlm=
ffiffiffi
2

p

FT1 þ FT2ð Þ � FT3 þ FT4ð Þð Þlm=
ffiffiffi
2

p

�M1 þM2 �M3 þM4

2
64

3
75: (9)

The propeller gyro moments in roll and yaw directions are:

Mjx ¼ �Jrωr _θ (10)

Mjy ¼ Jrωr _ψ (11)

where Jr is the rotor inertia and ωr ¼ ωm1 � ωm2 þ ωm3 � ωm4 .
The gravitational force in z direction is:

Fg ¼ mCn
b 0 0 g½ �T: (12)

The drag reluctant force is a result of the air friction during vehicle movement
and rotation:

Fd ¼ Cd,F∣vb∣vb (13)

Md ¼ Cd,M∣ωb∣ωb (14)

where, Cd,F and Cd,M are aerodynamic coefficient matrices:

Cd,F ¼ diag Cd,Fx Cd,Fy Cd,Fz

� �

Cd,M ¼ diag Cd,Mx Cd,My Cd,Mz

� �
:

(15)

The drag generated by the lateral wind is proportional to square of the wind
speed:
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Fw ¼ Cd,F∣vw∣vw: (16)

The speed dynamics is expressed as:

_vbx
_vby
_vbz

2
664

3
775 ¼ 1

m

SϕSψ � CϕSθCψð ÞFz � Fd,x � Fw,x

SϕCψ þ CϕSθSψð ÞFz � Fd,y � Fw,y

mg � CϕCθFz � Fd,z � Fw,z

2
64

3
75, (17)

where C and S stand for sin and cos functions.
Now, for simplicity the gyro angular moment and vehicle angular moment are

included in disturbance vector Md:

€ϕ
€θ

€ψ

2
64

3
75 ¼

J�1
x Mx �Md,xð Þ
J�1
y My �Md,y
� �

J�1
z Mz �Md,zð Þ

2
64

3
75 (18)

Finally, the vehicle dynamics, including the motor models, become [28, 30, 32]:

_x ¼ vbx

_y ¼ vby

_z ¼ vbz

€x ¼ m�1 SϕSψ � CϕSθCψð ÞFz � Fd,x � Fw,xð Þ
€y ¼ m�1 SϕSψ � CϕSθCψð ÞFz � Fd,y � Fw,y

� �

€z ¼ m�1 mg � CϕCθð ÞFz � Fd,z � Fw,zð Þ
_ϕ ¼ ωx

_θ ¼ ωy

_ψ ¼ ωz

€ϕ ¼ J�1
x FT1 þ FT4ð Þ � FT2 þ FT3ð Þð ÞlM=

ffiffiffi
2

p
�Md,x

� �

€θ ¼ J�1
y FT1 þ FT4ð Þ � FT2 þ FT3ð Þð ÞlM=

ffiffiffi
2

p
�Md,y

� �

€ψ ¼ J�1
z �M1 þM2 �M3 þM4ð Þ �Md,zð Þ

_ωm1 ¼ J�1
m

ke
Rm

U1 � keωm1ð Þ � ktFT1

� �

_ωm2 ¼ J�1
m

ke
Rm

U2 � keωm2ð Þ � ktFT2

� �

_ωm3 ¼ J�1
m

ke
Rm

U3 � keωm3ð Þ � ktFT3

� �

_ωm4 ¼ J�1
m

ke
Rm

U4 � keωm4ð Þ � ktFT4

� �
,

(19)

where the viscous friction D in (6) is neglected. The frame control inputs
become the motor drive voltages Ui.
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2.2 Control scheme

The overall structure of the closed-loop control of the quadrotor frame is shown
in Figure 3. The vehicle is an underactuated mechanical system with six degrees of
freedom and only four control inputs. The controller consists of a set of cascaded
PID controllers arranged in inner and outer loops. The inner loops control the
attitude, yaw rate, and vertical velocity. The outer loop controls the altitude and
heading. Both loops are designed similarly to those implemented in the actual
quadrotor flight controller [33]. This control technique is called a time-scale sepa-
ration [34] and works well when the inner loops are significantly faster than the
outer ones. The MIXER block in Figure 3 forms the voltages applied to the motors:

U1 ¼ �uϕ þ uθ � uψ þ uvbz
U2 ¼ uϕ þ uθ þ uψ þ uvbz
U3 ¼ uϕ � uθ � uψ þ uvbz
U4 ¼ �uϕ � uθ þ uψ þ uvbz :

(20)

3. Power line autonomous inspection system architecture

3.1 Hardware design

The hardware architecture of the quadrotor system is shown in Figure 4a. The
power transmission lines are detected using a LiDAR pointing in a vertical direction.
Measured distance to the power line by the same LiDAR is used to adjust the zoom
and focus of the image acquisition camera. The obstacle avoidance algorithm uses
an infrared Time-of-Flight (ToF) sensor having 360° range and pointing horizon-
tally. Because the magnetic field generated by the power lines interferes with the
internal compass of the flight controller, the heading of the vehicle is estimated
through a moving baseline real-time kinematics (RTK) [35] technique. For safety
reasons, a second GNSS module is added to the frame. A second camera pointing in
the down direction performs the vegetation monitoring under the power line corri-
dor. All sensors are connected to NVIDIA Jetson TX2 [36] companion computer,
which controls the position of the vehicle via MAVLink protocol [37]. The real-time

Figure 3.
Quadrotor helicopter cascaded PID control system.
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images from a first-person view (FPV) camera and the complete status of the
quadrotor (position in the world and the local coordinate systems, battery level,
GNSS status, magnetic field strength) are transmitted to the ground station com-
puter in 1 s intervals for system monitoring. The wireless modem (SkyHopper PRO
V [38]) performs all necessary communications between the quadrotor frame and
the ground station. The aircraft is stabilized by a Pixhawk flight controller (FC)
[39]. However, the altitude zb and lateral control xb during line tracking is

Figure 4.
Hardware architecture and vehicle appearance. (a) Hardware architecture, (b) appearance of the quadrotor
system.
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performed using three outer loops realized on the companion computer as shown in
Figure 4a. FC controls the forward speed with a reference command from the
companion computer. The vision system estimates the yaw angle ψ . Figure 4b
depicts the UAV appearance. The specifications of the quadrotor helicopter are
given in Table 1.

3.2 Software

The control software is realized in Python language, and most of it runs under
Robot Operating System (ROS) [40]. The software consists of modules for sensor
data acquisition and processing, camera control node, and node for sensor data
transmission to the control process and the same time to the base station computer.
The control process receives power line position measured by the LiDAR pointing in
the down position in the body coordinate system, GNSS coordinates of the tower to
be inspected, GNSS receiver status, battery status, and FC status. The control
process uses three PID controllers for altitude and yaw control, as shown in
Figure 4a. It performs path generation as well as almost all necessary processing for
realizing a safe flight.

Even though the vehicle control software communicates with the sensor relating
nodes, it runs thoroughly independent from the ROS processes for safety reasons.
Because of this autonomy, the control process can bring the vehicle safely back to
the home position even if the whole ROS crashes or all sensors except one of the
GPS modules get out of order.

3.3 Power line tracking

The inspection process includes the following actions. As shown in Figure 5,
after taking off at safe altitude, the vehicle approaches the start tower of the
inspection path using a priori information about the tower world coordinates and its
height. Then the electrical line subject to inspection is detected by the LiDAR
pointing in a downward direction. Next, the vehicle is positioned above the wire at a
distance allowing it to acquire good quality images. While keeping a constant
distance to the power line, the quadrotor moves along it at a constant speed and
acquires high-resolution images of the wire and the vegetation below. After
reaching the last tower subject of inspection, the quadrotor returns safely to the
home position.

Parameter Value

Propeller diameter [in] 19

Maximum payload [kg] 2.0

Weight [kg] 6.5

Flight time [min] 20

LiDAR resolution [deg] 0.125

RTK module Yes

Companion computer Jetson TX2 [36]

Wireless modem SkyHopper PRO V [38]

Flight controller Pixhawk [39]

Table 1.
Quadrotor vehicle specifications.
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The autonomous inspection consists of the following steps:

1.Selection of the inspection target using a graphical user interface (GUI)
running on the base station computer (see Figure 6).

2.Using a priori data about the tower position in the world coordinate system
and its mechanical construction, the vehicle takes off to a safe altitude. It
approaches the top of the tower using GNSS measurements.

Figure 5.
Power line tracking concept.

Figure 6.
GUI for power line inspection. GW: ground wire, L: left, R: right, RTL: return to launch.
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3.Search of the power line subject of the inspection. The search is performed
using LiDAR readings of the power line position.

4.Power line tracking control at a certain velocity and constant distance, based on
the LiDARmeasurements and same time performing continuous image
acquisition and image processing for detection of rust and defects on the power
line. An additional cameramonitors the vegetation under the power line corridor.

5.After finishing the inspection, the UAV returns safely back to the home position.

The GUI is used to send the inspection subject to the quadrotor companion
computer before the beginning of the inspection. It also displays the UAV status
during the flight and its position on the map. The power transmission towers are
displayed on the same map, too. Preflight safety tests of the vehicle and the control
software can also be invoked from the same GUI. After the beginning of the
inspection, communication from the aircraft only is performed. Only the Return to
Launch (RTL) command can be transmitted from the GUI.

The GUI in Figure 6 shows a setting for a ground wire (GW) inspection. Images
of the ground wire can be acquired from above and from a slant direction. The
subject shown in the figure is a transmission tower with two ground wires. The left-
side wire is selected, and the images from the top above are to be acquired. Left or
right side GWs can also be inspected from slant direction: “R-Left”means right-side
wire to be scanned from the left-side, “R-Right” means right-side wire to be
scanned from the right-side and so on.

Figure 7 shows the UAV during autonomous ground wire inspection. The image
in Figure 7 is acquired by a camera mounted on a second aircraft.

4. Simulation and experimental results

4.1 Step response simulation and experiments

In this section, the quadrotor model (Eq. (19)) is validated by simulation and
experiments. The UAV specification is shown in Table 1. The parameters of the

Figure 7.
Quadrotor system during power line autonomous inspection.
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quadrotor are shown in Table 2 and PID controller parameters are depicted in
Table 3. In these experiments, the model and actual vehicle are moved along body
coordinates system axes at a constant speed. The simulation and experimental
responses are compared in Figure 8. Figure 8a, c, and e show the responses during
up-down, forward-backward, and left–right flights. The simulation and experi-
mental results are very similar, showing that the model presents the actual vehicle’s
behavior well. It can be seen that the actual vehicle in up-down flights tends to
increase the altitude slightly, and we suppose that might exist some problem in
tuning the flight controller filter parameters, causing error in the estimation of the

Parameter Value Description

U[V] 25.0 Maximum input voltage

Rm[Ω] 0.013 Armature resistance

ke[s/rad] 0.0306 Back EMF coefficient

kt 1.0�10�4 Torque coefficient

Jm[kg�m2] 6.68�10�4 Rotor moment of inertia

CT0[N/rad2] 3.37�10�5 Thrust coefficient

m[kg] 7.0 Total weight

lm[m] 0.275 Motor distance to the center of UAV

Jx[kg� m2] 0.637 Moment of inertia (x-axis)

Jy[kg� m2] 0.637 Moment of inertia (y-axis)

Jz[kg� m2] 0.52 Moment of inertia (z-axis)

Cd,Fx 0.167 Drag coefficient (x-axis)

Cd,Fy 0.167 Drag coefficient (y-axis)

Cd,Fz 0.059 Drag coefficient (z-axis)

Cd,Mx 0.059 Rotational drag coefficient (x-axis)

Cd,My 0.059 Rotational drag coefficient (y-axis)

Cd,Mz 0.167 Rotational drag coefficient (z-axis)

Table 2.
UAV parameters.

Controller P I D

Speed vbx 0.225 0.225 0.02

Speed vby 0.225 0.225 0.02

Speed vbz 25.0 5.0 0.0

Roll ϕ 70.0 25.0 10.0

Pitch θ 70.0 25.0 10.0

Yaw ψ 100.0 3.5 150

Position yb 0.15 0.0 0.05

Position zb 0.5 0.03 0.05

Table 3.
PID controllers parameters.
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altitude. In Figure 8b, d, and f the body roll and pitch angles are drawn. It can be
observed that angles ϕ and θ during simulation and experiments slightly differ.
Therefore, we can conclude that the experimental results demonstrate the
theoretical expectations.

4.2 Power line tracking simulation

In this section, simulation and experimental results during power line tracking
are presented. The simulation setting is given in Figure 9. The simulation condi-
tions are as follows:

Figure 8.
Step response simulations and experiment results. (a) Up-down movement, (b) roll and pitch angles during up-
down flight, (c) flight in forward and backward directions, (d) roll and pitch during forward and backward
flight, (e) left and right movement, (f) roll and pitch during left and right flight.
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• At the beginning of the simulation, the initial position of the UAV is 6 m above
and 1 m on the port side of the power line.

• After position adjustment above the line for 10 s is done, the vehicle performs a
wire tracking flight.

• The position of the power line in the vehicle coordinate system during tracking
is set to z ¼ 3 m and y ¼ 0m.

Figure 10.
Power line tracking simulation result. (a) Position error, (b) vehicle position vs power line, (c) vehicle speed,
(d) roll and pitch body angles.

Figure 9.
Setup for power line tracking simulations and experiments.
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To achieve good performance during the simulation, the control frequency of
inner loops is 400 Hz while the outer loops are at 10 Hz (see Section 2.2).

In the simulations, the catenary shape of the power line is expressed as:

wz ¼ cosh aw xn �wl=2ð Þð Þ þ wh, (21)

where wz is the vertical position of the power line in local coordinates, wl ¼ 90 is
the distance between two towers the wire is attached to, and taking aw ¼ 0:03,
wh ¼ 8 give a sag of 1 m with towers height of 10 m.

Figure 11.
Ground wire tracking experiment. (a) Position error, (b) UAV path.

Figure 12.
GW tracking experiment in presence of strong wind. (a) Position error, (b) wind speed and direction,
(c) control input, (d) UAV path.
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Simulation results are shown in Figure 10. It can be seen from the same figure
that the position error is negligible and converges quite fast.

4.3 Ground wire tracking experiment

In this section, the experimental results of actual ground line tracking flight are
shown. The experimental setting is the same as the simulation one (see Figure 9).
The diameter of the wire is 8 mm. The flights were performed autonomously, as
explained in Section 3.3. The experimental results are shown in Figures 11 and 12.

The graphs in Figure 11a depict the position errors. The error in the vertical
direction is less than �0.2 m and but the control quality is good. Figure 11b shows
the vehicle trajectory—the catenary shape of the wire is well tracked. The vehicle
speed was 0.7 m/s.

The graphs in Figure 12 are taken in the presence of quite strong wind. It can be
seen from the graph shown in Figure 12a that the position error in a vertical
direction is small, but the error in the horizontal direction is about �0.5 m.
Figure 12b shows the wind speed and direction measured using an anemometer
mounted on the vehicle body. The wind speed and direction are measured in 0.33 s
interval, and graphs present 1 s average values. However, there were sudden
changes in the wind speed up to 9 m/s. Figure 12c and d depict the control input
and the catenary shape of vehicle trajectory. The vehicle speed in this experiment
was 1.4 m/s.

Two images acquired during vehicle flight are depicted in Figure 13. Some
minor defects can be observed there.

5. Conclusions

This work aims to develop a reliable autonomous power line tracking and
inspection system based on a quadrotor helicopter. The model of the UAV was
presented and evaluated in simulation and experiments performed in the real envi-
ronment. Classical PID controllers were deployed, and their performances were
demonstrated during ground wire line tracking. It can be concluded that the PID
controller had a good performance, but in windy weather conditions, the position
error increases to some extend. The presented system has almost Level 4 autonomy
in the sense that it can perform flights beyond visual line of sight and without
operator based navigation.

Figure 13.
Images of ground wire. (a) Defect caused by a lightning strike. (b) Two minor defects.
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As a part of future work, we will implement a fuzzy PID controller to explore if
further performance improvement can be achieved. This system will be
implemented on regular inspections and maintenance of power facilities in an
electric power company in Japan.
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Chapter 3

The Relationship between 
“C-Space”, “Heuristic Methods”, 
and “Sampling Based Planner”
Emanuele Sansebastiano and Angel P. del Pobil

Abstract

Defining the collision-free C-space is crucial in robotics to find whether a robot 
can successfully perform a motion. However, the complexity of defining this space 
increases according to the robot’s degree of freedom and the number of obstacles. 
Heuristics techniques, such as Monte Carlo’s simulation, help developers address 
this problem and speed up the whole process. Many well-known motion planning 
algorithms, such as RRT, base their popularity on their ability to find sufficiently 
good representations of the collision-free C-space very quickly by exploiting 
heuristics methods, but this mathematical relationship is not highlighted in most 
textbooks and publications. Each book focuses the attention of the reader on 
C-space at the beginning, but this concept is left behind page after page. Moreover, 
even though heuristics methods are widely used to boost algorithms, they are never 
formalized as part of the Optimization techniques subject. The major goal of this 
chapter is to highlight the mathematical and intuitive relationship between C-space, 
heuristic methods, and sampling based planner.

Keywords: motion planning, C-space, optimization techniques, heuristic methods, 
sampling based planner, educational dissemination

1. Introduction

Starting from the concept of configuration space (known as c-map as well), this 
chapter highlights the necessity of finding an alternative way to perform path search 
than computing the whole configuration space deterministically. Even simple 
2D scenarios appears to be quite difficult to be handled by calculating the whole 
configuration space.

This chapter comes from the necessity of recalling the fact that such powerful 
and well-known algorithms like sampling based algorithms are strictly connected 
to the configuration space. Configuration space is the most ancient concept root 
of motion planning. Moreover, motion planning algorithms are generally imag-
ined by the people as deterministic analysis of the environment because humans 
expect robots to be foolproof. Sampling based planners, instead, are coming 
from heuristic approaches which are the exact opposite of deterministic analysis. 
Most of the disseminating books and papers [1–6] are focused on explaining the 
algorithms rather then report how and why those algorithms were born. The main 
contribution of this chapter is reporting how and why sampling based planners 
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algorithms were born and which challenges older planning algorithms could not 
solve. Knowing the history and the ideas behind each planning algorithm allows 
scientists to fully understand its capabilities. Moreover, it allows scientists to 
know which algorithm is more eligible for a specific problem a priori without 
testing all of them.

Section 2 explains how to compute a full configuration space and reports several 
examples in order to fully address the practical meaning of c-map. Moreover, this 
section describes accurately which are the major drawbacks of computing the whole 
c-map. In many cases, computing the c-map is practically impossible.

Section 3 describes heuristic methods and their ability to tackle very convolute 
or large problems quickly without losing much information. Those methods do not 
ensure any result because they are not deterministic, but they do find a very good 
solution if they are well designed. This chapter is not reporting any specific heuris-
tic method because they must be designed according to the problem.

Section 4 gives a quick overview of sampling based planners. Sampling based 
planes comes from the necessity of exploring configuration spaces by using heu-
ristic methods. In particular, this section reports two of the most famous sampling 
based planes: Probabilistic road map (PRM) and Rapidly-exploring random tree 
(RRT). Those planners or a variation of them are probably the most use all around 
the world.

2. Configuration space (C-space)

The parameters which define the configuration of a system are called general-
ized coordinates, and the vector space defined by these coordinates is called con-
figuration space of the system. The configuration space represents all possible states 
that the system might have. According to the number of degrees of freedom of a 
system, its configuration space has to be defined by a vector having the same length. 
Due to this fact, the representation of configuration spaces on paper is limited to 
systems having 2 degrees of freedom.

Configuration spaces are often used in robotics to represents all possible mechan-
ical configurations which a robot can have. Moreover, configuration spaces are used 
to motion planning by stacking several configurations into one motion. Given a 
starting configuration and a goal configuration there are infinite possible motions 
which lead the robot from the stating point to the goal one. Assuming that the path 
search is restricted to geometrical constraints (no kinematics and no dynamics is 
involved), the cleverest path would be defined by a straight line connecting the start-
ing point and the goal point on the configuration space (Figure 1). However, path 
planning algorithms are mostly used to carry robot through obstacles. Assuming that 
obstacles are not moving or that they are moving slowly enough to be considered 
static comparted to the robot motion speed. Configuration space can be computed 
to describe all possible robot configurations not colliding with any obstacle. These 
configuration spaces are called “collision free c-space”.

Creating a configuration space is simple if there are no obstacles in the scene. 
Knowing the range of values that each degree of freedom can have is enough to 
build a fully function configuration space map. Including obstacles into the scene 
increases significantly the complexity of building configuration space map.

Before continuing this chapter, it is better to highlight that in order to simplify 
the handling of the topic and help the reader to visualize all examples, all presented 
robots and obstacles lay into a 2D plane. Moreover, all robots are going to have just 2 
degrees of freedom or less to allow 2D representation of configuration spaces.
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2.1 Obstacle definition

Objects have many possible shapes in real environment, but most of them 
can be accurately represented by the sum of a finite number of convex shapes. 
For sake of simplicity, only 2D objects are taken into account in this chapter, but 
similar statements can be derived for 3D objects. Since 3D objects have one more 
dimension, the computational costs of the algorithms should generally increase 
by one order of magnitude. In some cases, this computational cost variation 
makes algorithms feasible for 2D object scenarios and not feasible for 3D object 
scenarios.

Robots have basically two ways to include obstacles into their path planification:

• Detecting obstacles by themselves.

• Having another system which constantly provides obstacles to them.

Object detection is a very broad field and many sections of it are still opened. As 
E. Arnold et Al reports in their paper [7], there are a lot of different techniques to 
detecting objects according to sensor types, sensor configurations and the operative 
scenarios. Due to this reason, this chapter is not going to deal with object detec-
tion. All the objects in the scene are assumed to be known and provided by another 
system to the path planner.

As it was mentioned before, this chapter deals with 2D objects to ensure 2D 
visualization. 2D objects can be convex or non-convex. As it is shown in Figure 2, 
convex objects do not have any internal angle larger then 180°. Non-convex objects, 
on the other hand, have at least one of them. Non-polygonal objects are convex by 
default if they are regular shapes (circles, ellipses, etc.…). If objects are defined by a 
concatenation of various curves, a possible solution to establish whether the object 
belongs to convex or non-convex shapes is rearranging the edges of the object by 
a set of liner segments. According to the resolution of this edge substitution, the 
computational cost of convex categorization changes. Higher resolution leads to 
high precision, but high computational cost.

This convex categorization is fundamental because computing convex object 
collision is very easy and not computationally expensive due to computational 

Figure 1. 
C-map of a planar robot defined by 2 links and 2 rotational joints.
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geometry algorithms [8]. So, it is better to “convert” non-convex shapes to convex 
shapes. The most used techniques to perform this transformation are:

• Convex hull algorithms (e.g., Graham’s scan)

• Subdivision algorithm

• Triangle meshing algorithm

The Convex hull algorithms are able to find the smallest convex hull which 
includes all points of a dataset. As it is described in [8], there are many algorithms 
which are able to tackle this problem. The Graham’s scan is probably one of the most 
famous. Since the corners of a shape can be seen as the points of a dataset (hull), 
the Graham’s scan would be able to wrap all of them into a unique hull erasing all 
critical corners. Figure 3 shows that the non-convex shape (ABCDEF) would be 
converted into a convex one (ACDF) by erasing corners B and E.

The Convex hull algorithms are techniques quicker than Subdivision if the 
number of critical corners is quite large, but they significantly reduce the accuracy 
of the object definition. Practically, those techniques cut out all critical corners and 
enlarge the area occupied by the original shape. The Graham’s scan works perfectly 
on obstacles defined by a point cloud which, generally, derives from raw data. Since 
this chapter deals with known objects, there is no reason to take this technique into 
account.

The Subdivision algorithm is a technique which aims to redefine the original 
non-convex shape into the sum of convex sub-shapes. It does not compromise the 
original occupied area, because the algorithm tries split critical corners by dividing 
the original shape into sub-shapes. At each iteration (subdivision), the algorithm 
has to check whether the new shapes are still non-convex. If yes, the algorithm has 
to continue the operations. The main drawback of this algorithm is that the final 
number of sub-shapes is never known a priori. The only known thing is that the 
larger number of sub-shapes is p-2, where p is the number of corners. In the worst-
case scenario, the algorithm has to subdivide the original shape into triangles which 
are always convex.

The Subdivision algorithm is theoretically the best technique because it splits 
just the critical corners until all shapes are convex, At the end of the process, 

Figure 2. 
Non-convex and convex 2D objects.



49

The Relationship between “C-Space”, “Heuristic Methods”, and “Sampling Based Planner”
DOI: http://dx.doi.org/10.5772/intechopen.99826

the number of sub-shapes is the smallest to ensure the overall convexity, but the 
algorithm has to check at every iteration which sub-shapes are still non-convex. 
The process might cost quite a lot according to the original object shape. Figure 4 
reports an example of shape Subdivision algorithm.

The Triangle meshing algorithm might be seen as special case of the Subdivision 
algorithm. Practically, it subdivides the original shapes until all sub-shapes are 
triangles like the worst-case scenario of the Subdivision technique, but it does not 
check sub-shapes convexity. Triangles are convex by definition.

The Tringle meshing algorithm is quick in term of subdivision if the number of 
critical corners is quite large because all sub-shapes created by the algorithm are 

Figure 3. 
Non-convex shape converted into a convex one by convex hull algorithms.

Figure 4. 
Non-convex shape converted into a convex one by subdivision algorithm.
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triangles. Since triangles are convex by default, there no reason to check whether 
sub-shapes are convex or not. The major advantage is that the number of iterations 
is related to the number of corners of the original object. In particular the number 
of sub-shapes is p-2, where p is the number of corners. Figure 5 reports an example 
of this algorithm.

The major drawback of the Tringle meshing algorithm is related to the large 
number of final sub-shapes compared to the Subdivision technique. This drawback 
definitely affects object collision process, because having more objects means 
performing more collision checks during the c-map creation.

Since this chapter deals with known non-deformable objects, using the Tringle 
meshing technique is quite inefficient. The path planner converts non-convex shapes 
into convex just one time at the beginning of the whole process. Afterward, it will 
extensively check object collisions. Having the lowest amount of objects in the scene 
is crucial to reduce computational cost. To conclude, The Subdivision algorithm 
appears to be the most efficient.

2.2 C-space computation

According to the number of degrees of freedom of the robot, the type of degrees 
of freedom of the robot, the number of objects in the scene, and the shape type 
of those objects (circle, polygonal, etc.…), computing the “collision free c-space” 
changes significantly. Moreover, the computational cost will increase according 
to the number of objects in the scene and the number of degrees of freedom. In 
theory, there is an equation which describes the c-space, but defining it is often very 
complex.

Let us consider a trivial example: a robot defined by a single link and a single 
rotational joint. The rotational joint is located to one of its ends and the link can 
only rotate around one of it end; no translation is involved. Moreover, there just one 
object in the scene defined by a circle (Figure 6).

Computing the c-map of this trivial example is immediate: there is just one 
degree of freedom represented by the angle α of the rotational joint. Since the 

Figure 5. 
Non-convex shape converted into a convex one by triangle meshing algorithm.
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obstacle is just one, it is sufficient to calculate for which values the link touches 
the obstacle without crossing its edges to know which is the valid angle range. The 
c-map of Figure 6 shows that the collision free c-map is basically a bar going from 
−180° to −120° and from −60° to +180°. The robot collides with the obstacle while α 
is included in [−120°; −60°] (Figure 7).

The computational cost required to compute this c-map is almost zero.
Another trivial example is related to robots able to translate on a 2D map. In the 

case of a robot represented by a single point, the collision free c-map corresponds 
exactly to the areas not occupied by the obstacles. If robots are defined by other 
shapes (circles, polygons, etc.), calculating the c-map might looks like trickier 
than the previous example, but there is a practical way to do it. The algorithm has 
to make the robot slide around every obstacle to the define the boundaries of the 

Figure 6. 
C-map of a planar robot defined by 1 link and 1 rotational joint.

Figure 7. 
Planar robot position for α equal to −120° and −60°.
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Figure 9. 
C-map of a planar robot defined by 2 links and 1 circular obstacle.

collision free c-map. Afterwards, the algorithm has to fill those area to reconstruct 
the full map. Figure 8 shows an example of a polygonal robot able to translate along 
both X and Y axes in [−8; +8]. In the scene there are two obstacles: a circle and a 
polygon. The robot cannot rotate around the z-axis and its location is referred to 
the position of the yellow point placed on one of its edges. The light-blue square 
represents in Figure 8 is the area where the yellow point can move.

Let us take into account one of the most popular c-map examples: a two link pla-
nar robot having two degrees of freedom represented by the angles of the rotational 
joint connecting the first link to the ground and the rotational joint connecting the 
first link to the second one. The simplest scanario includes just one obstacle repre-
sented by a circle (Figure 9).

Due to the complexity of defining a single equation which describes accurately 
the collision free c-map, the algorithm had to simulate all possible configurations of 
the robot and check if it would collide with the obstacle. Obviously, the number of 
possible robot configurations are infinite because each degree of freedom is defined 
on the interval (−180°; +180] ∊ ℝ. In order to solve this issue, the algorithm had 

Figure 8. 
C-map of a polygonal robot able to translate on a 2D map.
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to discretize that interval. The c-map represented in Figure 9 has been computed 
by discretizing each degree of freedom by 5°. At this resolution, the whole process 
required 5148 iterations and it took 8 seconds on the test machine. On average, just 
1 second have been used to evaluate object collision. The other 7 seconds have been 
used for reading and writing memory cells.

Before continuing with the chapter, is better to highlight the fact that every 
experiment has been performed on the same machine using a mono-thread 
fashion algorithm in order to avoid the possibility of using too powerful comput-
ers. Some algorithms, such as the c-map simulation search, have each iteration 
totally unrelated to the previous ones. This fact gives scientists the possibility to 
project a system which uses as many cores as the number of expected iterations to 
return the algorithm result immediately. Unfortunately, this approach might work 
in theory, but it is practically impossible for most of the cases because it would 
force the robot to be linked to a supercomputer which cannot be contained inside 
of the robot. Let us imagine that having an external facility containing this large 
computer would be feasible and that the algorithm should calculate the collision 
free c-map of a robot shake which has 9 links and each link is connected to the 
following one by a 3 axes rotational joint. Moreover, since the robot has to face a 
very narrow scenario, each degree of freedom has to be discretized by at least 
1000 samples. The algorithm should iterate ∗3 91000  which is approximately the 
number of atoms of the universe.

In order to have a better understanding of the computational resources required 
to compute the collision free c-map, let us take into account the same two link planar 
robot, but with just one polygonal obstacle in the scene (Figure 10). Finding 
whether the robot collides with a polygonal obstacle is way more expensive as 
described in book [9, 10]. The number of edges of the obstacle covers an important 
role, but in this chapter every polygonal obstacle is assumed to be defined by no 
more than 5 edges for sake of simplicity.

Creating the collision free c-map of this scenario required the same amount 
of iteration as the scenario represented in Figure 9, but the whole process lasted 
46 seconds. Similarly to the previous example, 39 seconds have been used to 
evaluate object collision and 7 to write and read memory cells. Computing c-map 
on a 5-edge polygon obstacle was 39 times longer than computing it on a circular 
obstalce.

Figure 10. 
C-map of a planar robot defined by 2 links and 1 polygonal obstacle.
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Adding one circular object in the scene means increasing the computational 
cost by 1 while adding a polygonal obstacle means increasing the computational 
cost by 39.

In order to prove that linearly increasing the number of degrees of freedom will 
exponentially increase the computational cost, a bunch of experiments have been 
run on three link planar robot. The number of iterations required to find all possible 
robot configurations with a resolution of 5° is 373248. Calculating the collision free 
c-map of a scenario including one polygonal and one circular obstacle lasted almost 
5000 seconds on the machine used to run all experiments reported in this chapter.

2.3 C-space usage

As soon as the c-map has been computed, another piece of the algorithm takes 
the lead and tries to find the path leading the robot from its initial configuration to 
the goal one. Sometimes, the path is a single straight line connecting the original 
point to the goal point on the c-map, but most of the times, the path is defined by a 
set of segments (Figure 11); each point connecting a segment to the following one is 
called way-point. Unfortunately, not all scenarios have a solution: some c-maps have 
more than just one obstacle free sector. If the robot is located into one of them, it 
cannot jump into the other one (Figure 11).

As it was mentioned in Section 2.2, the algorithm in charge of computing the 
c-map had to perform the colliding check of all representative configurations of 
the robot which means that the algorithm had create a grid of cells defined by two 
parameters: their position into the map (robot configuration) and a boolean value 
which states whether the robot collides with an obstacle or not.

Mathematically, the algorithm converts a n  space into a i
n
d∏  space, where 

n is the number of degrees of freedom and id  is the number of samples for the 
thi  degree of freedom. The algorithm had basically clustered the infinite states of 

a system into the most representative ones.
According to S. M. LaValle [2], the are many ways to compute a path starting 

from the c-map. Let us take into account, as an example, the potential field path 
planner. Briefly, the potential field path planner associates to each cell of the c-map 
to another value which comes from the sum of the attractive potential field and the 
repulsive potential field. The first one (a) guides the robot configuration to the goal 
one, while the second one (b) pushes the robot configuration far from obstacles 
(Figure 12).

Afterward, starting from the initial configuration cell, the algorithm has to 
check which cell among the surrounding ones has the lower potential value and 
takes that as the last explored cell. Then, the algorithm has to repeat the search until 

Figure 11. 
Typical 2D path solutions.
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the goal cell has been reached or it gets stuck into a local minima. This approach 
is no longer the state-of-the-art because it has many drawbacks which are not 
reported in this chapter. However, it has been used as an example because it is very 
simple and gives the perfect picture of performing a path search on a cell map.

As it was shown in Figure 11, creating the path by analyzing cell by cell might 
be very inefficient. Sometimes, there is even a straight line connecting the goal 
configuration and the initial one, but the algorithm has to waste time performing 
the whole c-map computation anyway. A possible strategy to overcome this issue is 
using a heuristic method.

3. Heuristic methods

Heuristic methods become very popular because they are able to find a good 
solution (non-optimal) in a very short time. They are specifically popular to for 
solving scheduling problems. Heuristic methods are not analyzing the problem step 
by step like most of the deterministic algorithms; they are starting directly from 
a potential solution. Then, they adjust this solution iteratively in order to reduce 
the outcome of a cost function. Heuristic algorithms look for alternative solution 
randomly or pseudo-randomly at every iteration until a certain time or number of 
iterations has been reached. In [12] a variety of heuristic methods are described. 
Scheduling problems find a perfect match for these algorithms because sorting ran-
domly all items the algorithm have to schedule is already a solution. The algorithm 
is not supposed to create or erase some items. Path planning algorithms, instead, do 
have to create a set of waypoints connecting the initial configuration to the goal one 
on the c-map. Way-points are a set of scheduled configurations that the robot has to 
cross sequentially in order to reach the goal. In path planning algorithms way-points 
are the items to be scheduled.

Nowadays, heuristic algorithms able to create or erase items from the original 
schedule pool are included in the family of genetic algorithm [13, 14]. Within each 
generation, the number of items of the schedule is constant. From one generation to 
another one the number of items might change.

Coming back to the potential field planner, it practically tries to connect the 
initial configuration and the goal configuration by selecting the less expensive 
cell in term of potential field at every iteration. Each cell is a sort of waypoint that 
the robot has to cross. The outcome of the cost function related to potential field 
planners is the sum of the potential costs of all cells the algorithm plans to cross. 
The potential field planner deterministically finds the path by analyzing the map 

Figure 12. 
Graphical visualization of a generic 2D potential field map having two obstacles in the scene (attractive field 
+ repulsive filed) [11]. (a) shows the component of the potential field that attracts the robot towards the goal 
configuration; whereas (b) is the component that pushes the robot away from the configurations in which it 
would collide with the obstacles; (c) shows the final combined potential field.
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step by step. An alternative way to find a feasible solution is drawing a straight line 
connecting the goal point to initial one at first. Afterwards, if the path intersects 
an obstacle of the c-map, the algorithm should introduce a waypoint and making 
it slide on the map randomly for some iterations. If a feasible solution has not been 
found, the algorithm should introduce another waypoint and so on. The reader of 
this chapter might argue that this process might get stuck if there are no solutions 
because there is no way for the algorithm to understand it deterministically. (S)
He would be right, but this is the drawback of using heuristic algorithms. They are 
very quick to find solutions if they exist, but the algorithm’s target is not finding the 
optimal solution. However, if the algorithm is well designed heuristic algorithms are 
one of the most powerful weapons to tackle path planning problems quickly.

Unfortunately, the heuristic algorithms described so far are performing the 
path search on the c-map. It means that the c-map has to be computed in advance 
anyway. Apparently, using heuristic methods speeds up the path search, but do not 
solve the time issue raised up by the collision free c-map computation appointed in 
Section 2.5. However, looking closer to the process of creating the c-map the reason 
of such a time-consuming process is obvious: the c-map computation algorithm is 
deterministically discretizing all possible robot configurations. At the end of the 
iterations the statistical distribution of configuration samples is perfectly flat, but 
it is unbalanced for the whole process. Figure 13 shows the progresses of a c-map 
computation (20%, 50%, and 80%).

The accuracy of the map is very high where the c-map has been computed, while 
it is null where the map has still to be processed. A feasible way to keep the accuracy 
homogenous over the whole map during the entire computation process is com-
puting cells randomly on the map. Due to the “Monte Carlo’s simulation”, picking 
points randomly on a dataset converges quite quickly to the statistical distribution 
of that dataset. In this case, the dataset are the cells of the map and their statistical 
distribution is flat because cells are equally distant from each other.

At this point, a quite simple question might come out: “Is analyzing all cells man-
datory in order to find a feasible path?”. The answer, of course, is “no”. This process 
of configuration space discretization is required to create a full c-map, but even 
rarefied c-map can lead to feasible and acceptable paths. The family of sampling 
based planners is the result of this idea.

4. Sampling based planners

Sampling based planners finds their strength into reducing dramatically the 
number of robot configurations taken into account during the c-map construction 

Figure 13. 
C-map computation progresses (20%, 50%, 80%).
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process. Instead of creating the full c-map, few points are randomly selected into 
the map in order to reduce the number of robot configuration taken into account 
without loosing the statistical distribution of the map. The most common algo-
rithms belonging to this family are the probabilistic Roadmap (PRM) [3, 4] and the 
Rapidly-exploring Random Tree (RRT) [5, 6]. Both algorithms are throwing into 
the scene random points one by one and tries to connect them to the closer one in 
order to build a graph (PRM case) or a tree (RRT case). A connection is consid-
ered valid if the line connecting a point to another one is not crossing an obstacle. 
Practically, the algorithm is locally computing a c-map while it tries to connect two 
points. At first, it might look not so efficient because the algorithm seems to repli-
cate the classical c-map construction with the drawback of having just a graph or 
a tree and not the full map. However, as soon as the number of degrees of freedom 
overpasses 2, the computational cost difference between building the full c-map 
and using a sampling based planner the significantly increases.

The first is optimal for multi agent planning algorithms because graphs do not 
have a starting node. The initial configuration of the robot can be located anywhere 
on the map and linked one node of the graph. Similarly, the goal configuration can 
be linked to a node of the graph. Afterwards, a graph search algorithm (Dijkstra’s 
algorithm [15], A* [16], etc.…) will be in charge of finding the best path on request. 
Exploring trees, instead, are based on node hierarchy. Every node is connected 
the others using a father-child fashion hierarchy. Every node must have a father 
except for the root node. The root node is the one corresponding to the initial robot 
configuration. This means that exploring the tree is extremely very fast and simply 
but, the algorithm has to compute the tree if the initial robot configuration changes.

5. Conclusions

Nowadays, heuristic and meta-heuristic methods are widely used because they 
are incredibly efficient in term of computational cost. Moreover, if they are well 
designed, they are able avoid local minima which are far from the global minima. 
Philosophically, heuristic methods are the family of problem-solving algorithms 
closer to human thinking. Humans uses to solve problems by attempting it practi-
cally, simulating it in their mind, or doing both at the same time. However, humans 
require much more time to perform this search than computers. This is one of the 
main reasons why drug development is so quick today. Scientists do not practically 
mix compounds all the time; most of their job is simulating chemical reactions.

Computing c-maps deterministically is very expensive or even impossible for a 
large variety of scenarios. Heuristic methods appear to be a solution because they 
are very quick and allows scientists to have at least a non-optimal feasible path. So, 
the sampling based planner family comes from the necessity of unifying c-map 
computation and heuristic methods into a new path planning technique.
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Chapter 4

A Survey on Recent Trends of PIO
and Its Variants Applied for
Motion Planning of Dynamic
Agents
Muhammad Shafiq, Zain Anwar Ali
and Eman H. Alkhammash

Abstract

Pigeon Inspired Optimization (PIO) algorithm is gaining popularity since its
development due to faster convergence ability with great efficiencies when com-
pared with other bio-inspired algorithms. The navigation capability of homing
pigeons has been precisely used in Pigeon Inspired Optimization algorithm and
continuous advancement in existing algorithms is making it more suitable for com-
plex optimization problems in various fields. The main theme of this survey paper is
to introduce the basics of PIO along with technical advancements of PIO for the
motion planning techniques of dynamic agents. The survey also comprises of find-
ings and limitations of proposed work since its development to help the research
scholar around the world for particular algorithm selection especially for motion
planning. This survey might be extended up to application based in order to under-
stand the importance of algorithm in future studies.

Keywords: Pigeon Inspired Optimization, Dynamic Agents, Optimization,
Bio-Inspired Computation, Motion Planning Techniques

1. Introduction

The searching ability of homing pigeon is unmatched with other birds as it can
be more accurate to achieve the destination despite long distance traveling [1].
Therefore homing pigeons have been widely used in 18th century to send and
receive mails from far distances with minimal errors. As the telecommunication
became popular for sending and receiving mails, the use of Pigeons almost
vanished. With the advancement of technology, complex systems seek more
accurate and stable algorithm to sort the convergence and stability issues.

The homing behavior of pigeons uses global searching ability to find the target
with the help of natural navigation parameters i.e. Sun and Earth’s magnetic field
[2]. Initial studies on pigeons suggest that the pigeon can find the difficult destina-
tions in most easy way when compared to other similar spices [3]. According to
studies, the species appears to have a mechanism in which signals from magnetite
particles are conveyed by the trigeminal nerve from the nose to the brain [4]. The
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capacity of pigeons to perceive varied magnetic fields was investigated, and it was
discovered that the pigeons’ amazing homing skills are nearly entirely reliant on
small magnetic particles in their bills. Pigeons have iron crystals in their bills, which
can give them a sense of direction [5, 6]. The flying direction of the moving bird is
tuned by relative orientation mapped by two basic operators [7, 8]. Figure 1 shows
the basic approach used by the pigeons to map the route to destination and coming
back to home [9].

Based on the searching ability for global search and route planning in pigeons
encourage the researcher to introduce a novel optimization algorithm namely
“Pigeon Inspired Optimization (PIO) algorithm” in 2014 for optimal solutions [10].
Further improvements in existing algorithm have been made time to time to concur
variety of optimization problems including aerial field.

The unwanted uncertainties and complexities of various agents formed in a
group still challenging for many researchers. To improve these hurdles proper
motion planning of agents required that can reduce the convergence time and
enhance stability of the system. The basic PIO has many improvements in its
structure as well as combined with related algorithms in order to improve perfor-
mance and stability of complex systems. This study sum up the motion planning
techniques based on PIO and its variants of many agents including unmanned aerial
vehicles (UAV’s) with the help of findings and limitations. The works is based on
open access PIO papers and its variants found on scholar portal of Google till May
2021.

Further layout of the chapter is as follows: Section 2 present novel idea in
optimization problems. Section 3 discusses the mechanism and principle of PIO.
Section 4 reviews the basic PIO and its variants applied on dynamic agents. Section
5 explains the conclusion and future work.

2. State of art

The state-of-the-art and intelligent optimizer has been introduce by Duan and
Qiao and termed as Pigeon Inspired Optimization (PIO) Algorithm. This algorithm
is based on homing behavior of pigeons that used simplified concept of route
following either to detect target or coming back to home. The pigeons use earth

Figure 1.
Pigeon’s homing behavior mechanism [9].
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magnetic field, sun and landmarks for their complete journey as navigation tools.
The basic PIO algorithm uses conventional mathematical expressions for “Map and
Compass operator” and “Landmark operator” to produce navigation system.

Pigeons use magnetic based receiver to configure the map in their brains to
perceive the earth field. To adjust the direction of their route they prefer the sun’s
elevation when available. They rely less on the sun and magnetic particles as they
fly to their target. When the pigeons are getting close to their goal, they will rely on
nearby landmarks. If they recognize landmarks then they can move fast and use
direct route same as previous one. Now if any pigeon does not recognize landmark
then they find one who is familiar with landmark and started following them.

3. Preliminaries of pigeon inspired optimization

3.1 Mechanism

In nature, homing pigeons use very simple navigation mechanism to find their
homes. This mechanism is based on sunlight and pigeon’s own shadow to trace out
suitable route to destination. This mechanism is being very famous among active
researcher around the globe. Moreover, this mechanism does not only depend upon
the sun therefore other factor must be included to avoid errors in overcast condition
or when the sun is not available.

Navigation mechanism of homing pigeon disturbed when the sun is hidden and
unable to provide proper navigation the earth magnetic field becomes another
navigation tool in order to maintain her flight. Since 2014, when this mechanism
was first introduced by DUAN, researcher in the field validates that the magnetic
field theory is being perfect tool for navigation.

3.2 Principle optimization

In Pigeon Inspired Optimization, a natural mechanism exists through which a
pigeon can trace the path from initial point to the target. After years of studies it can
be found that the pigeons are the most suitable bird for target detection, path plan-
ning and faster convergence related issues in optimization based problems [9, 10].

To obtain mathematical expression of PIO algorithm there are two separate
operators i.e. the map & compass operator and the landmark operator; these oper-
ators describe the navigational effects of the sun and Earth’s magnetic field, as well
as that of familiar landmarks, respectively.

Suppose there is M pigeons are moving in the air space forming search space.
When map and compass operator contain Mc≤Mc1max, iteration for every pigeon’s
navigation ⅉ providing Mc1max is the maximum iteration and DMcþ1

ⅉ is the position of
pigeon ⅉ at iteration Mcþ 1 is updated by

VMcþ1
j ¼ e�R: Mcþ1ð Þ:VMc

j þ rand: Dg �DMc
j

� �
,

DMcþ1
j ¼ DMc

j þ VMcþ1
j ,

8<
: (1)

where VMc
j and VMcþ1

j represent j pigeon’s velocities at iteration Mc and Mc +1,
respectively, R shows map and compass factor, rand variable used for random
number [0,1], Dg for global best position, and DMc

ⅉ is the pigeon’s position at
iteration Mc.
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The navigation system of pigeon is presented by landmark operator when
Mc1max ≤Mc≤Mcmax Where Mcmax for maximum iteration of PIO and fulfills the
condition Mcmax ≤ log 2 Nð Þ þMc1max. The position function DMcþ1

ⅉ is expressed as in
the following equation:

M ¼ M=2½ �,

DMc
center ¼

PM
i¼1D

Mc
ⅉ :μ DMc

ⅉ

� �

PN
i¼1μ DMc

ⅉ

� �

DMcþ1
ⅉ ¼ DMc

ⅉ þ rand: DMc
center �DMc

ⅉ

� �

8>>>>>>>><
>>>>>>>>:

(2)

where [�] is used for ceiling function. DMc
center, is the average weighted landmark

positions at iteration Mc. The weight μ DMc
ⅉ

� �
is calculated by:

μ DMc
ⅉ

� �
¼

f DMc
ⅉ

� �
, for maximization,

1

f DMc
ⅉ

� �
þ ε

, for minimization,

8>>><
>>>:

(3)

wheref DMc
ⅉ

� �
shows the cost function pigeon j at iteration Mc with any nonzero

constant.

4. Pigeon inspired optimization and its variants

In the world of artificial intelligence, intelligent algorithms are needed to be
changed time to time in order to maintain precise optimization and complex prob-
lem identifications. A number of optimization algorithms have been used to counter
these problems such as Ant Colony Optimization (ACO), Genetic Algorithm (GA),
Artificial Bee Colony (ABC), Particle Swarm Optimization (PSO) and Pigeon
Inspired Optimization (PIO) etc. have been widely used in many optimization
problems. PIO is the state of the art optimization algorithm that was initially pro-
posed for aerial robot path planning problems. Due to its simplicity and optimizing
ability, PIO has been combined with other algorithms to avoid trapping into local
optima as well as faster response. Furthermore, modifications in basic PIO algo-
rithm based on structure, operation and application has been gathered in Table 1 to
review for motion planning of multiple agents. Year wise distribution of PIO
variants are as follows.

In 2014, Duan and Qiao [10] introduced a novel optimization process termed as
Pigeon Inspired Optimization (PIO) algorithm for path planning of aerial system.
This novel algorithm comprises of multiple self-governing operators: map and
compass operator for magnetic field effect of earth and landmark operator for
remembering the route with the help natural behavior of homing pigeons. Zhang
and Duan [11] proposed a novel Predator–prey pigeon-inspired optimization
(PPPIO) for 3-D path planning problem solution of unmanned aerial vehicles
(UAVs). Zhang and Duan [12] again proposed improved PIO: PPPIO for 3-D path
planning of Uninhabited Combat Aerial Vehicle. Li and Duan [13] achieved low
altitude target detection for UAVs with the help of hybrid algorithm of Simulated
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Annealing Pigeon-inspired Optimization (SAPIO) and Edge Potential Function
(EPF). Zhang and Duan [14] proposed a controller for formation reconfiguration
problems of multiple unmanned aerial vehicles (UAVs). Hao et al. [15] linked PIO
with energy consumption of UAV mission assignment. Sun and Duan [16] used
PPPIO for Proportion-Integral-Derivative (PID) controller parameter adjustment.
Li and Duan [17] proposed Bloch Quantum Behaved Pigeon-Inspired Optimization
(BQPIO) to enhance the local search and position uncertainty.

In 2015, Shujian and Duan [18] presented another algorithm called improved
pigeon-inspired optimization (PIO) algorithm of multiple orbital spacecraft forma-
tion problem. Jiang et al. [19] utilized PIO algorithm for the velocity-dependent
bank angle profiles of the reentry vehicle. Hua et al. [20] used brushless DC motor
parameters optimization via Multi-objective Pigeon Inspired Optimization (MPIO).
Gan and Duan [21] presented a robust algorithm based on PIO for binocular pose
estimation of multiple camera systems (MCS). Sun et al. [22] worked on PIO-based
LQR controller for quad-rotor for autonomous aerial refueling (AAR). Zheng [23]
proposed a new structure of CD for detection Global Navigation Satellite Systems
(GNSS) signals and location by using improved pigeon-inspired optimization. Deng
and Duan [24] presented a novel control parameter design method for the Auto-
matic Carrier Landing System (ACLS) via PIO.

In 2016, Liu and Duan [25] developed a new Lévy -flight pigeon-inspired Opti-
mization (LFPIO) algorithm for pendulum like oscillation controller in UAVs for
optimality of LQR with accuracy, convergence speed and reliability. Dou and Duan
[26] proposed PIO algorithm for parameter optimization in model prediction con-
trol (MPC) for unmanned air vehicles. Sun and Duan [27] showed a hybrid algo-
rithm of lateral inhibition with pigeon inspired optimization (LI-PIO) autonomous
aerial refueling (AAR) image matching problem.

In 2017, Zhang and Duan [28] proposed a new algorithm Slow Driving Strategy
Pigeon Inspired Formula (SD-PIO) for Consensus. Zhang et al. [29] presented a
novel algorithm LFPIO for active disturbance rejection control (ADRC) method
applied on small unmanned helicopters. Xeu and Duan [30] opted PIO algorithm
for aerodynamics parameters of hypersonic vehicles. Long and ning [31] proposed a
novel global log-polar transformation (LPT) based template-matching algorithm
(GLPT-TM) along with PIO for biological object recognition. Mohammad and Duan
[32] developed Flying Vehicle Longitudinal Controller Design with the help of.

Prey–Predator Pigeon-Inspired Optimization (PPPIO), Zheng, et al. [33] pro-
posed Quantum Chaotic Pigeon Inspired Optimization (QCPIO) algorithm for
fuzzy control strategy of Hybrid Electric Vehicle (HEV). Dou and Duan [34] uti-
lized a LFPIO for controlling the parameters of ACLS.

In 2018, Yang et al. [35] presents a novel algorithm Cauchy Mutation Pigeon
Inspired Optimization (CMPIO) for the design problem of ACLS. Hu et al. [36]
proposed Adaptive Operator Quantum-Behaved Pigeon-Inspired Optimization
(AOQPIO) algorithm for UAV 3-D path planning problem. Zhang and Duan [37]
proposed Social Class Pigeon Inspired Optimization (SCPIO) with Time Stamp
Segmentation (TSS) for multi-UAV cooperative path planning. Duan et al. [38]
used PPPIO optimization algorithm to improve the tracking control of the fixed-
wing UAV. Qiu and Duan [39] applied MPIO for stable formation of UAV’s in
complex environment. Sushnigdha and Joshi [40] solved re-entry trajectory opti-
mization problem of Spacecraft and launch vehicles by using PIO.

In 2019, Duan et al. [41] used Mixed Game Pigeon Inspired Optimization
(MGPIO) algorithm for swarm formation of Unmanned Aircraft System (UAS).
Luo et al. [42] proposed coevolution pigeon-inspired optimization (CPIO) algo-
rithm for unmanned aerial vehicle (UAV) cooperative region search. Cui et al. [43]
proposed a many-objective pigeon inspired optimization (MaPIOs) algorithm for
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multi-UAV cooperative region search. Zhong et al. [44] established discrete PIO
(DPIO) algorithm for Traveling Salesman Problems (TSPs). Hai and Duan [45]
proposed Evolutionary Game Theory based Pigeon Inspired Optimization (EGPIO)
for autonomous mobile robot to boost ADRC method for the attitude deformation
system.

In 2020, Duan et al. [46] proposed a Dynamic Discrete Pigeon Inspired Optimi-
zation (DDPIO) algorithm to solve a mission planning problem of search and attack
of multiple UAVs. Duan et al. [47] presented Limit-Cycle-based Mutant Multi-
Objective Pigeon-Inspired Optimization (CMMOPIO) to balance the global explo-
ration and local exploitation. Ruan and Duan [48] proposed an improved PIO
namely Multi-objective Social Learning Pigeon-Inspired Optimization (MSLPIO)
for obstacle avoidance problem of Multi-UAV. Duan and Zhang [49] proposed
coordination scheme for target enclosing based on binary tree for MUAV’s.

In 2021, He and Duan [50] used a Multi-Strategy Pigeon-Inspired Optimization
(MSPIO) algorithm to employ ADRC fluctuation problem HAI, et al. [51] utilized
EGPIO algorithm to increase accuracy among pigeons. Selma et al. [52] mixed
ANFIS controller with Gaussian pigeon-inspired optimization for autonomous tra-
jectory tracking of a quad rotor UAV.

Above discussion is based on the improvements and modifications of basic PIO
algorithms in each corresponding year. It can be seen that each year PIO, its mod-
ification and hybrid model become top trend in optimization related issues espe-
cially for the motion planning of various agents. For hybrid models, combination of
other bio-inspired algorithm like ACO, GA etc. with PIO still lacking in this area.

5. Conclusion

Today, optimization algorithms are being widely used for the motion planning
of complex optimization problems i.e. clusters, swarms and multi-objective by
research scholars. Mostly, bio-inspired algorithms along with its variants have been
proposed to increase the convergence speed and overall stability of the system. A
novel bio-inspired optimization algorithm namely Pigeon Inspired Algorithms and
its hybrid models are outperforming other related algorithm in terms of optimal
motion planning techniques. This article manipulates recent trends of Pigeon
Inspired Optimization algorithm and its modification for motion planning problems
of agents. The dominance of PIO along with its hybrid model, an estimation mech-
anism must be developed in order to point of the importance over other bio inspired
optimization algorithms. This study will help researcher to choose proper PIO
variant for unexplored problem identification in complex environment where other
known algorithm becomes failure. For future work, application based review or
survey might be suitable for readers with hybrid model approach. Also work can be
split into many parts based on path planning, formation control and self-
organization of distributed systems.
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Chapter 5

Autonomous Vehicle Path
Planning Using MPC and APF
Zahra Elmi and Soheila Elmi

Abstract

Autonomous vehicles have been at the forefront of academic and industrial
research in recent decades. This study’s aim is to reduce traffic congestion, improve
safety, and accidents. Path planning algorithms are one of the main elements in
autonomous vehicles that make critical decisions. Motion planning methods are
required when transporting passengers from one point to another. These methods
have incorporated several methods such as generating the best trajectory while
considering the constraints of vehicle dynamics and obstacles, searching a path to
follow, and avoiding obstacles that guarantee comfort, safety, and efficiency. We
suggested an effective path planning algorithm based on Model Predictive Control-
ler that determines the maneuvers mode such as lane-keeping and lane-changing
automatically. We utilized two different artificial potential field functions for the
road boundary, obstacles, and lane center to ensure safety. On the four scenarios,
we examined the proposed path planning controller. The obtained results show that
when a path planning controller is used, the vehicle avoids colliding with obstacles
and follows the rules of the road by adjusting the vehicle’s dynamics. An
autonomous vehicle’s safety is ensured by the path planning controller.

Keywords: motion planning, model predictive controller, potential field,
autonomous vehicle, obstacle avoidance

1. Introduction

Today, autonomous robots can be utilized in a number of roles in our daily life.
The autonomous robots without human intervention are able to move in the envi-
ronment and perform their tasks safely and have a wide variety of applications. The
main goals are to help humans with difficult, repetitive, and tedious tasks. Addi-
tionally, substituting the robots for humans in these tasks is an important dream of
humans to reduce human-based errors. Therefore, many developments have done
in term of software, hardware, computing, and control. One of the important
techniques in robotic science is related to path planning that the goal is to plan a
path with the movement of the robot from a start position to target while avoiding
collisions with static and dynamic obstacles in the environment. Path planning is a
challenging decision-making and control problem. This problem performs in two
ways: first, global path planning that the knowledge of the environment is fully
available for robot and robot is able to reach to target position safely. Second, local
path planning is performed using only the sensed data by the robot, namely, the
knowledge of the environment is unidentified or partially unidentified.
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Many path planning approaches are presented, which can be divided into two
categories: conventional and heuristic approaches. Common methods such as
Roadmap [1], Potential Field [2], Cell Decomposition [3], and Mathematical Pro-
gramming are examples of conventional approaches. These methods are used as
hybridization in many applications. Heuristic approaches are presented to over-
come the limitations of conventional methods. Probabilistic Roadmap [4], Simu-
lated Annealing [5], Ant Colony Optimization [6], Particle Swarm Optimization
[7], and Grasshopper optimization [8] are a few examples of heuristic methods.
However, these algorithms have problems in static and dynamic environments. One
of the simplest heuristic algorithms is the Dijkstra algorithm that is based on graph
search and is able to find a minimum path between two different nodes on a graph
by discretization of the environment. The other algorithm is A* which is similar to
the Dijkstra algorithm but uses two cost functions to move from start position to
target. These algorithms are applied only for environments with static obstacles.
These algorithms guaranteed efficiency and optimality of obtaining path but the
planned path depends on the resolution of the graph highly. Moreover, considering
the dynamic constraints of robots is difficult during the planning process. In the
enhanced version of A*, the authors [9] used the proposed method in a changeable
environment, and the result is shown that the planned and tracked path is smoother
than traditional methods. However, this method ignores the dynamic constraints of
obstacles.

The planners of curve interpolation such as Clothoid, Polynomial, Spline, and
Bezier curves are widely used for online path planning. These planners are similar to
methods based on graph search and have low computational cost because the
behavior of the curve is defined by a few control points or parameters. However,
the optimality of obtained path is not guaranteed, and the dynamic constraints of a
robot are not considered during the planning process and are additionally needed a
smoothing process for the obtained path. In [10], a new method is presented by the
Clothoid curve to reduce the length and curvature change of path. In this approach,
two points are considered on the plane and the proposed algorithm generates a
closed-form solution to connect two Clothoid sets for the position of a waypoint.
This approach reduces sudden changes of curvature and sideslip by robot and
improves the performance of the movement. To generate trajectory in [11], the
authors used the polynomial parameterization that represents kinematic constraints
and moving obstacles. Besides, the velocity of the robot is planned using this
parameterization. To find the optimal solution, a guideline obtained by the Bezier
curve is introduced. The result of the simulation has shown that the proposed
method performs better than the traditional one. In [12], the authors used a combi-
nation of RRT* and Spline techniques to generate a smooth path. The proposed
bidirectional Spline-RRT* algorithm is based on the cubic curve and satisfies direc-
tion constraints for both start and target positions. This algorithm is not similar to
other path planning algorithms and the obtained result for the robot is sub-optimal
yet feasible.

Some of the heuristic algorithms such as simulated annealing [13, 14] are used
for path planning in environments with static and dynamic obstacles. This algo-
rithm improves the obtained path for the robot and processing epoch. The obtained
path is a near-optimal solution and is possible for online implementation, but it
ignores the dimension of the robot and avoids only obstacles with circular shapes.
Probabilistic Road Maps and Rapidly Random Tress are considered as the methods
based on sampling. These methods are used for both holonomic and non-holonomic
systems. In [15], a hybrid method for navigation of robots in dynamic and unknown
environments is proposed. The proposed method is a combination of the proposed
reactive planner and a global planner that Dynamic Rapidly exploring Random Tree
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(DRRT) algorithm is used as a global planner. This method improves the speed of
planning by reusing parts of the old tree when re-growing it. A probabilistic local
planner is used to avoid obstacles. The result illustrates that the proposed method
has a 77% reduction in the configured environments. The RRT* [16] guarantees the
optimality of obtained path and can achieve convergence to global optimal solution
by increasing the number of samples. These methods and their variants are widely
used for autonomous robot research. But it is impossible to use in practical
applications since they have high computational complexity.

In methods based on path optimization, the main idea is to formulate path
planning as an optimization problem that the desired performance and constraints
of the robot are considered. This approach is able to find a proper path between
start and target positions. In [17], a novel method is presented to predict and avoid
the collision of static and dynamic obstacles in an unknown environment. To pre-
dict the velocity of obstacles, they have used a decision-making process by using the
information of the sensory system of the robot. Therefore, the robot is able to find
the proper path, reach the target safely and without any collision. The result illus-
trates the efficient algorithm for complex and dynamic environments. In [18], an
uncontrollable divergence metric is presented. A mechanism to switch between
multiple predictive controllers is developed by using this metric to reduce the
return time of the controller and maintain predictive accuracy. In [19], a nonlinear
MPC for an autonomous underwater vehicle (AUV) is offered. The path planning
problem is solved with a receding horizon optimization framework with a Spline
template. A combination of the obtained result from path planning and MPC is used
for tracking control. To determine the maneuvers mode for autonomous vehicles in
dynamic environments, a path planning method with MPC is proposed [20]. To
decide maneuvers of lane change and lane-keeping, the convex relaxation method is
used. For ensuring the safety of vehicles, a collision-avoidance method is developed.
Also, for having a comfortable and natural maneuver, the lane-associated potential
field is presented.

The contribution of this paper is to develop a nonlinear MPC approach to solve
the path planning problem of an autonomous vehicle. The rest of the paper is
organized as follows. The overall framework of an autonomous vehicle and the
artificial potential field functions for the road and obstacles, and the model predic-
tive controller for path planning are introduced in Section 2. Section 3 evaluates and
discusses the results of path planning for four scenarios. Finally, conclusion is
provided in Section 4.

2. Problem description

This section describes the vehicle framework that was used for simulation and
control design. Figure 1 depicts the autonomous vehicle highway scenario used in
this paper. The main goal of this paper is to transport a vehicle from a given origin
to a given destination at a controlled speed while adhering to common traffic rules

Figure 1.
The structure of driving environment and the state of obstacle.
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and conventions, as well as to avoid colliding with obstacles and to provide a
pleasant driving experience. As mentioned earlier, mathematical optimization
methods have recently been found to be interesting. These methods provide a
symmetric and precise method for considering vehicle dynamics and safety con-
straints, and they generate the optimal control inputs as a result.

If the environment is fully pre-identified, a mathematical optimization method
is used in open-loop form; if the environment is unidentified, a feedback controller
is utilized to recognize it [21–22]. In most research, MPC is one of the mathematical
optimization approaches applied for online path planning.

Since the driving environment is usually dynamic and stochastic, and cannot be
fully predicted a priori, the Model Predictive Control (MPC) approach for path
planning has become popular in recent years. MPC uses a recursive method to
synthesize a sequence of control optimal inputs in a finite time. The state of the
robot or vehicle is updated according to this sequence [23–26]. Two different levels
of the controller are considered to solve the path planning problem in a dynamic
environment, as shown in Figure 2. The first level is for path planning, which
generates a reference path based on environmental and destination data. The other
controller is for the tracking path, which tracks the reference path directly using
control inputs. The path planner employs a kinematic model of the vehicle, while
the path tracker employs a dynamic model. The main goal of this paper is to develop
a nonlinear MPC approach to solve the path planning problem for autonomous
vehicles. The vehicle can plan its path over a finite horizon by using MPC.

2.1 The framework of the vehicle

a bicycle model is used to model the vehicle dynamics. In this model, the
vehicle’s two front wheels are combined into a single wheel in the front axle’s
center, while the vehicle’s two rear wheels are in the rear axle’s center. The kine-
matic framework is used to model the ego vehicle as well as any obstacles or other
vehicles in the area. In the meantime, Figure 3 depicts the vehicle model.

The motion equations of the bicycle model are as follows:

€x ¼ _yθ þ ax

m€y ¼ 2 Cαf δ f �
_yþ l f θ

_x

� �
þ Cαr

lrθ � _y
_x

Þ
� �

�m _xθ

_φ ¼ ω

Figure 2.
The motion planning for the autonomous vehicle.
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Iz _θ ¼ 2 l f Cαf δ f �
_yþ l f θ

_x

� �
� lfrCαr

lrθ � _y
_x

Þ
� �

_X ¼ _xcosφ� _ysinφ

_Y ¼ _xsinφ� _ycosφ (1)

where the vehicle’s longitudinal and lateral velocities are _x and _y. The yaw rate
and yaw angle of the vehicle are φ and θ. X and Y are the longitudinal and lateral
positions. The front steering angle and the vehicle longitudinal acceleration are
represented by δ f and ax. The distances between the front and rear axles and the
vehicle center of gravity are denoted by l f and lr. The cornering stiffness of the
front and rear tires are indicated by Cαfand Cαr. The mass and inertia moment of the
vehicle are m and Iz.

The model is linearized at an operational point and updated to the MPC internal
prediction model at each control step in order to apply a non-linear model in
linear MPC. Furthermore, the zero-order-hold technique is used to discretize the
linearized model that can be obtained as follows:

ξ tþ 1ð Þ ¼ A tð Þx tð Þ þ B tð Þu tð Þ
ξ ¼ _x, _y,φ, θ,X,Yð Þu ¼ ax, δ f

� �
(2)

where ξ and u are vectors of state and input, respectively. State and input
matrices are represented by A and B.

2.2 Artificial potential field function (APF)

The attractive and repulsive functions in the potential field (PF) technique allow
the vehicle to proceed towards the objective, while the repulsive function prevents
the vehicle from colliding with obstacle vehicles. The target potential field attracts
the vehicle since it has a minimum value in the target location however, the obstacle
potential field function repulses the vehicle from the obstacle because it has a
maximum value in the obstacle locations [27]. The major goal of this paper is the

Figure 3.
The model of bicycle vehicle.
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navigation of a vehicle to a target point without colliding, which is accomplished by
tracking an objective function. As a result, we just regard repulsive function as
potential field. For this reason, the obstacle PF (UO)and the road boundaries (UR)
are used to build the potential field function. At each prediction time, the total sum
of potential field functions is obtained by reflecting the predicted surrounding
environment. Obstacle vehicles are predicted as a model with constant velocity, and
also the information of these vehicles is taken into account in real-time. The sum of
the PFs is the potential field:

Utot ¼ λrUR þ λoUO (3)

where λr and λo are weights of PF for road and obstacle, respectively. To model
road regulation and obstacles, Other functions can be also offered.

2.2.1 PF of lane marker

The lane marker PF is used to keep the vehicle from leaving the main route and
driving too close to the boundaries of the road, which leads to raising the risk of a
crash. As a result, the lane marker on the road borders should have a maximum
value. Furthermore, the slope of achieving this peak point is maximum, so enables a
restoring force of maximum value. Meantime, this peak point is operated at the
position of the driving lane to prevent changing lanes. Hence, the vehicle tries to
keep its current lane to avoid incurring further costs. For this reason, when the
vehicle is not facing traffic or barriers, in the center of the lane, PF is zero and
locally symmetric that is desired location. The vehicle can overcome this barrier
when changing lanes is required. As a result, we utilize a 1D Gaussian function that
approaches the left or right road border to get a larger potential value. The following
is the PF for the lane marker (UR):

UR ¼ Ar exp � Yh � Yrð Þ2
2σ2rb

 !
þ Ar exp � Yh � Ylð Þ2

2σ2rb

 !
(4)

where Ar is the maximum value of the potential field for the road boundary. Yh

denotes the lateral position of the ego vehicle in the local road frame, whereas Yr, Yl

denote the lateral locations of the ego vehicle to the right and left of the center of
the straight road, respectively.σrb is the variable for the road boundary’s potential
field. In this paper, we assume that the autonomous vehicle is driving on highway
then the geometric shape of the road boundary is considered as a first order poly-
nomial function. Figure 4(a) shows the 3D plot of the potential filed of road
boundary on the straight road with Yr = �3.8, Yl = 3.8, Ar = 40 and σrb=1.

2.2.2 Obstacle potential field

The obstacle PF (UO) framework is more complicated and essential than the
road PF structure. According to the obstacle PF, the lane change movement is
performed if the obstacle vehicle approaches the ego vehicle. This is based on
highway driving’s structure and protocol. In addition, the vehicle may shift to the
left side to pass slower preceding vehicles. For accomplishing this, obstacle PF is
modeled as a function of the measured position of the obstacle vehicle, relative and
absolute velocity of the vehicle, road curvature, and obstacle vehicles. The available
sensor readings from the obstacle are used to determine the location of the obstacle
PF. The longitudinal and lateral distances between the ego vehicle and obstacle,
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given by xO and yO, are the acquired information and do not contain the obstacle
vehicle’s heading angle.

Since it gives a better representation of the layout of an obstacle, the form of an
obstacle vehicle is rectangular. To prevent slope discontinuities in PF, continuous
functions, such as the hyperbolic function, must be used to describe the obstacle
value. This function produces the required potential field by determining the dis-
tance between the ego and obstacle vehicles. The function’s change rate is rigorously
raised when the distance between the ego vehicle and the obstacle is too tiny, and its
value approaches infinity, preventing the ego vehicle from colliding with the
obstacle. The obstacle’s repulsive potential function is as follows:

Uo ¼ Aobs exp � x� xobsð Þ2
2σ2x

þ y� yobs
� �2

2σ2y

 !c !
(5)

where Aobs shows the maximum potential field value of the obstacle. (x, y) is the
current position of the vehicle and (xobs, yobs) represents the nearest point of ego
vehicle from the obstacle. σx and σy are the convergence coefficient of the obstacle
potential field that determines the spread of the horizontal influence of the potential
field. In Eq. (5), c is a coefficient for adjusting the shape of the obstacle potential
field’s peak. The approaching velocity is equal to the difference of velocity between
them, If the ego and obstacle are closing together in each direction otherwise, it is set
to zero. (xobs, yobs) = (0,0) is the location of the possible obstacle field, also σx= σy ¼ 1
and Aobs = 20 are considered and obstacle potential field is shown in Figure 4(b).

2.2.3 MPC framework

MPC is a hybrid method that combines optimum and adaptive control systems
[28]. The approach employs a controller-based model that is used in the optimiza-
tion stage of the model’s anticipated states in order to provide the best control input.
As a result, the MPC is comparable to an adaptive controller in that it can respond to
changing conditions. It manages input and output restrictions at each control inter-
val to solve the optimization problem. MPC is a viable alternative for path planning
and tracking based on these characteristics’ potential fields. Based on a dynamic
model of the vehicle, road regulations and potential field functions, a model pre-
dictive controller is suggested. An optimization problem with conflicting needs can
be defined using these objectives. The model predictive controller predicts the

Figure 4.
The potential field function (a) road boundary (b) obstacle or surrounding vehicle.
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response of the ego vehicle based on a horizon known as the prediction horizon (N)
and optimizes the vehicle’s response, obstacle avoidance, road regulation, and com-
mand following based on this value. The intended lane and speed are predefined.
Hence, the desired lateral position (the center of the desired lane) and longitudinal
velocity are the system outputs that should be tracked:

y ¼ Y vx½ �T

ydes ¼ Ydesvxdes½ �T

Ydes ¼ ldes � 1
2

� �
Lw þ ΔYR (6)

where y is the output matrix tracking, ydes is the intended lateral position, vxdes is
the desired speed, ldes is the index number of the desired lane from the right, Lw is
the lane width, and ΔYR is the lateral offset of the road relative to a straight road.
The path planning nonlinear optimization problem can be expressed in the form:

min
u, s

XN
i¼1

y tþ ijtð Þ � ydesðtþ ijtÞ�� ��2
Q þ u tþ i� 1jtð Þ � uðtþ i�jtÞk k2R

þ u tþ i� 1jtð Þk k2S þ UR tþ ijtð Þ þ UO tþ ijtð Þ þ sik k2P (7)

s.t.

x tþ ijtð Þ ¼ x tþ i� 1jtð Þ þ u tþ i� 1jtð Þ (8)

y tþ ijtð Þ ¼ x tþ i� 1jtð Þ þ u tþ i� 1jtð Þ (9)

vxmin < vx < vxmax (10)

umin < u tþ i� 1jtð Þ< umax (11)

Δumin < u tþ i� 1jtð Þ � u tþ i� 2jtð Þ<Δumax (12)

where (t + i|t) index indicate the values at future time t + i and predicted at
current time t. N is the prediction horizon. The vector of slack variables at time t is
denoted by si.The tracking quadratic term, changes in inputs, inputs, potential field
functions, and slack variables compose the objective function. The predicted
potential field, as well as quadratic terms of tracking, inputs, changes in inputs, and
slack variables, are all included in the objective function, with weighting matrices
Q, R, S, and P, respectively. The predicted states are obtained by (8). The tracking
output is calculated by (9). The constraints of speed and octagon approximation are
applied as soft constraints represented in Eqs. (10). To satisfy the limitations of
actuator, the inputs of control and their changes are constrained in (11) and (12)
where umin and umax are the lower and upper bounds matrices of control input, and
Δumin and Δumax are the lower and upper bounds matrices of the control inputs
changes.

3. Results and discussion

3.1 Test scenario

The most challenging problems in the field of autonomous vehicles are path
planning and control design. In structured and dynamic environments such as
roads, route planning consists of both global and local path planning, with global
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path planning being utilized in conjunction with local path planning. Global path
planning is a lengthy and deliberate procedure that is handled to develop long-
distance routes to a destination. Local path planning, on the other hand, is a quicker
procedure that is utilized for short-distance pathways and deals with duties like
obstacle avoidance, comfort, safety, and vehicle stability. This planner is more
responsive, as it operates in real-time.

Driving on organized roadways may be broken down into two fundamental
vehicle maneuvers: lane keeping and lane switching. The primary goal of lane-
keeping is to follow a vehicle and maintain its present position by changing its
direction and distance from the lane center on a continual basis. Overtaking, obsta-
cle avoidance and road departure are the most prevalent reasons for a vehicle to
shift its present lane. The move may change depending on the route, lane, and
obstacles on the road. In reality, there are several movements to be made. The
performance of path planning systems may be assessed by watching these moves, as
well as safety and road rules. If the vehicle’s path is safe, the vehicle can stay in its
lane. A lane change must be planned and implemented if this is not the case. This
lane change occurs when the vehicle reaches the end of the road or encounters
another barrier in its own route. If there are no obstacles or other vehicles on the
targeted lane at the end of the road, lane switching is completed. Otherwise, the
vehicle should slow down and perhaps stop before reaching the lane’s end. When
a vehicle encounters an obstacle in its path, it must predict the obstacle’s path. The
vehicle may pass the obstacle if there is adequate lateral distance; nevertheless,
the vehicle is changing lanes to overtake. Otherwise, the vehicle should come to a
complete stop in front of the obstacle or cross it. These are a few examples of
movements that occur on the highway. Two scenarios are provided to evaluate the
performance of autonomous vehicles: On both straight and curving roads, retain
your lane. Maintaining a certain space between the ego vehicle and the vehicle in
front of it.

3.2 Simulation

Since the provided potential field is a non-convex and nonlinear function, the
optimization problem is non-convex and nonlinear, therefore solving it is expen-
sive. Thus, the problem is converted into a quadratic and convex problem to reduce
computing time. Convex functions are used to approximate PFs for this purpose.
The obtained convex function is then approximated using the second-order Taylor
series by a quadratic function. Around the nominal point, the resulting function is a
near convex quadratic approximation of the original function. The resulting gradi-
ent is the same as the original function’s gradient. The approximated function’s
Hessian matrix is the Frobenius norm’s nearest positive definite matrix to the
original function’s Hessian matrix. Although the quadric approximation of the PFs
increases the computation time, it is insignificant compared to the time required to
solve a nonlinear optimization problem [29].

The problem of optimal control is a convex quadratic optimization problem
when these PFs are used. This problem is related to a nonlinear problem that may be
solved in one step using Sequential Quadratic Programming (SQP). Boggs et al. [30]
calculate an upper bound for the optimization error of each SQP sequence, where
this error is the difference between the sequence outcome and the local minimum of
the nonlinear problem about the problem’s initial value. According to this upper
bound, if the problem’s initial value is closer to a minimum, the optimization
error will be reduced. The predicted vehicle position will be equal to the vehicle’s
location at a minimum point. Furthermore, in the Hessian matrix, the closer esti-
mated PFs are to their minimum values, the lower the optimization error. As a
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result, a PF with a lower convex quadratic approximation error and a lower varia-
tion of the Hessian matrix about the problem’s initial value has a lower optimization
error.

In the following, the suggested MPC’s performance on an autonomous vehicle is
simulated and tested in terms of maneuverability, road regulation, and obstacle
avoidance. The YALMIP toolbox in MATLAB/Simulink and the fmincon solver SQP
are used to solve the MPC formulation. The features of a controller for a dry road
are shown in Table 1. The vehicle is moving at 20 m/s, and the controller time step
is 50 milliseconds.

Figure 5(a) depicts the first scenario, which is relevant to path planning on a
regular highway. Based on offline lane marking and mapping waypoints, a 4th order
polynomial is used to approximate the road geometry. It’s a two-lane, one-way road.
The ego vehicle is shown as a dashed blue circle traveling on lane 1, while the
obstacle vehicle is shown as a red circle moving on the other lane. This scenario’s

Parameter Value Unit

m 1625 kg

Iz 2865.6 kg.m2

lf 1.108 m

lr 1.502 m

N 10 —

Table 1.
The controller parameters.

Figure 5.
(a) The path planning in the straight road with keeping lane, (b) longitudinal speed of the vehicle, (c) steering
angle for the first scenario.
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Figure 6.
(a)Changing lane the vehicle in the straight road and decrease decreases the speed from 27 m/sec to 20 m/sec,
(b) longitudinal speed, (c) steering angle and lateral acceleration for the second scenario.

Figure 7.
(a) Changing lane the vehicle in the straight road, (b) longitudinal speed, (c) steering angle and lateral
acceleration for the third scenario.
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main goal is to demonstrate lane-keeping ability on a straight road. The path of the
ego and the obstacle vehicle is represented by a sequence of circles. The ego vehicle’s
desired speed is higher than the obstacle vehicle in the other lane. The obstacle is
moving at a speed of 20 m/sec, vehicle tries to increase its speed to 30 m/sec
without changing the lane. Figure 5(b) depicts the longitudinal speed of the
vehicle. Figure 5(c) depicts the steering angle of the vehicle.

In the second scenario, the ego vehicle starts on lane 1. The vehicle just tries to
change the lane and decreases the speed from 27 m/sec to 20 m/sec and changes its
front wheel angle (Figures 6).

In the next scenario, the ego vehicle starts on lane 1 and tries to change the
lane, however, it remains its speed at 27 m/sec and changes its front wheel angle
(Figure 7).

Figure 8 shows a merging maneuver along with three obstacles which is moving
on the lane 2 and the ego is moving on lane 1. It should change its lane from the lane
1 to the lane 2 while avoiding a possible collision to the obstacles. Due to the lack of
lateral distance between the vehicle and obstacle, the vehicle cannot immediately
and safely merge between them. In this scenario, the potential field used for obsta-
cle keeps the vehicle away from the lane 2 when the obstacle is passing from another
lane. Additionally, the potential field is used for a static obstacle to avoid collision.
Obstacles are moving with speed 20 m/sec, vehicle tries to come in their lane with
decreasing its speed and the front wheel angle. Therefore, the vehicle reduces its
speed and sometimes stops before reaching to the vehicle and after passing obstacle,
the vehicle changes safely its lane and then the road and lane centering potential
fields keep the vehicle for going out from the road.

Figure 8.
(a) Changing lane along with three obstacles in the straight road, (b) longitudinal speed, (c) steering angle for
the last scenario.
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4. Conclusion

In this paper, we present a path planning method for autonomous vehicles in
dynamic settings that is based on model predictive controllers. We offer two alter-
native possible field functions for the road, center of the lane, and barriers or
surrounding vehicles to avoid collision and assure vehicle safety. By definition, the
problem is a nonlinear optimal control problem. To formulate the problem of path
planning using a quadratic objective function, the MPC framework is chosen. The
computing load is considerably reduced when the problem is approximated as a
convex quadratic problem. This function makes it easier to leverage the vehicle
dynamics and system limitations inside the MPC framework to calculate lane keep-
ing and lane shifting maneuvers. Simulations are used to compare the computing
time and performance of nonlinear and quadratic issues. The results demonstrate
that the quadratic formulation outperforms the nonlinear variant in terms of per-
formance. Several simulations are run to analyze various possibilities. The findings
show that the suggested path planning algorithm can generate safe and pleasant
pathways for self-driving vehicles. Because the vehicle dynamics are utilized as the
predicted model, the planned path is an ideal path based on the vehicle dynamics.
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Chapter 6

Rolling Biped Polynomial Motion
Planning
Santiago de J. Favela Ortíz and Edgar A. Martínez García

Abstract

This work discloses a kinematic control model to describe the geometry of
motion of a two-wheeled biped’s limbs. Limb structure is based on a four-bar
linkage useful to alleviate damping motion during self-balance. The robot self-
balancing kinematics geometry combines with user-customized polynomial vector
fields. The vector fields generate safe reference trajectories. Further, the robot is
forced to track the reference path by a model-based time-variant recursive control-
ler. The proposed formulation showed effectiveness and reliable performance
through numerical simulations.

Keywords: rolling-biped, path planning, motion control, navigation,
underactuation

1. Introduction

Motion planning is an essential function and a critical aspect in robotics engi-
neering. Motion planning allows increasing the robot’s degree of autonomy. Funda-
mentally a wide area of robotic tasks needs planning models such as: transportation
and vehicular technology, service robotics, search, exploration, surveillance, bio-
medical robotic applications, spatial deployment, industry, and so forth. Moreover,
motion planning is inherently impacted by the degree of holonomy and kinematic
constraints in all robotic modalities: robot arms, legged robots, rolling platforms,
marine/underwater vehicles, aerial robots, and including their end effectors.
Depending on the robotic application, motion planning is designed either global or
local. When the robot has an environmental map in advance, it is called global
planning even with possibility to globally optimize routes. Alternatively, when
there is only robot’s local sensor data and the whole environment is unknown, it
uses feedback from local observations. Planning methods can be generalized into
four types: deterministic (based on mathematical numeric/analytic functions and
models) [1–3], stochastic (recursive numerical methods based on probabilistic
uncertainties) [4–6], heuristic (algorithms based on logical control and human-
heuristic decision-making) [7–10], and mixed planning methods [11–13].

In this chapter, a kinematic motion/path planning method for path tracking of
an inverted pendulum self-balancing rolling biped is deduced and discussed. This
work is focused on the rolling biped motion modeling and simulation of the robot
shown in Figure 1. The principal component of a rolling biped is self-balancing by
controlling its pitch motion through in-wheel motors that allow rolling motion
(inverted-pendulum-like). The robot’s yaw motion is accomplished by the angular
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velocity resulting from the differential lateral speeds, which is a nonholonomic
constrained model. The robot’s design is purposed for missions to collect solid
garbage in outdoors (a park), similar to other works [14]. Nevertheless, the robotic
mission/task is out of this chapter’s scope, instead a detailed geometry of motion is
described in three parts: (i) motion planning for biped’s balance, (ii) navigational
path generation, and (iii) path tracking control. The work [15] proposed a balancing
and dynamic speed control of a unicycle robot based on variable structure and
linear quadratic regulator to follow a desired trajectory. The work [16] modeled a
wheeled bipedal robot with analytic solutions of closed-form expressions in kine-
matic control loops. The work [17] reported a self-balancing two-wheeled robot
with a manipulator on-board, using auto-balancing system to maintain force equi-
librium. The work [18] applied a proportional integral derivative (PID) control and
active disturbance rejection control to balance and steer a two-wheeled self-
balancing robot modeled by Lagrange formula. In [19], an adaptive robust control
of a self-balancing two-wheeled underactuated robot to estimate uncertainty bound
information, using deterministic system performance by Lyapunov method, was
reported. In [20], a navigational two-wheeled self-balancing robot control using a
PD-PI controller based on the Kalman filter algorithm was reported. Similarly, [21]
used variable structure combining proportional integral differential controllers for
balance and locomotion deriving a kinematic model based on the center of gravity
constraint. Lagrangian-based with Kane’s approach for dynamic balancing was
reported in [22]. Moreover, [23] conducted a study using model predictive control
for trajectory tracking of an inverted-pendulum wheeled robot. The work [24]
reported a self-balancing robot controller using Euler-Lagrange and geometric con-
trol, and planar motion is controlled by logarithmic feedback and Lie group expo-
nential coordinates. The work [25] developed a balancing and trajectory tracking
system for an inverted-pendulum wheeled robot using a Lagrange-based
backstepping structure variable method. This work’s main contributions are an
original design of limbs based on four-bar linkages to alleviate damping motion
yielded from irregular terrains, from which a kinematic balancing condition is
deduced. Further, polynomial vector fields with limit conditions are deduced from
user-customized interpolation functions as path-generator models to yield safe
routes in advance. Moreover, a recursive time-varying kinematic controller forces
the robot to track resulting routes. The proposed system is demonstrated at the level
of simulation. This chapter is organized in the following sections. Section 2 deduces
the limb kinematics and its effects in the biped’s balance. Section 3 presents the
polynomial approach to trajectory generation by directional fields. Section 4
describes a navigation recursive controller for path tracking control. Finally, Section
5 presents the work’s conclusions.

a b c

Figure 1.
Rolling biped platform views. (a) Isometric view. (b) Front-view. (c) Onboard robotic arm.
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2. Balancing motion planning model

The main issue of an inverted-pendulum-like rolling biped is its capability to
self-balance by controlling its pitch angle through the wheels velocity longitudinally
(Figure 2(b)). This section deduces the balancing kinematics of the limb’s planar
linkage shown in Figure 2(a). As a difference from other biomechanical inspired
muscle-tendon limbs [26], in this work each limb is comprised of a four-bar linkage
operating as a double crank, where bars r and d are linked by a coupling link l with
limited rotary angles.

The expressions provided in Proposition 2.1 are obtained from deductions in
Appendix A. The passive joint point P1 ¼ x1, y1

� �⊤ mutually depends on the analytic

model of the joint located at P2 ¼ x2, y2
� �⊤ to describe a rotary planar motion,

proposed by
Proposition 2.1 Limbs motion estimation. The four-bar linkage’s passive joint P2 is

analytically described by.

P2 ¼ d
cos θð Þ
sin θð Þ

� �
þ Δx

Δy

� �
: (1)

Therefore, based on Definitions 4.1–4.3 of Appendix A, the model solution P2 is

x2
y2

� �
¼ d

cos 2 arctan
�Q �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q2 � 4PR

p

2P

 ! !

sin 2 arctan
�Q �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q2 � 4PR

p

2P

 ! !

0
BBBBB@

1
CCCCCA

þ Δx
Δy

� �
(2)

From Eq. (56) deduced in Appendix A, there are two possible solutions for θ,
described as opened or crossed motion. For this work, the type of motion should beffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Q2 � 4PR
p

∀Q2 ≤ 4PR that must be satisfied. Therefore, by using expressions (47),
(52)–(56), the plots shown in 3 are obtained.

Furthermore, the wheels position is tracked by Pf (Figure 2(a)). This design
assumes the robot’s center of gravity (cog) located at the same length f � a

a b

Figure 2.
Rolling biped kinematic constrains. (a) Limb’s planar linkage parameters. (b) Balancing parameters.
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(both in Figure 3) that is projected within the biped’s body. Therefore, the cog is
described by Definition 2.1:

Definition 2.1 Robot’s center of gravity (cog). The robot’s cog is assumed to be
located at Cartesian body’s position,

xcog ¼ x2 � x1
2

þ a
� �

cos π þ arctan
y2 � y1
x2 � x1

� �� �
(3)

and

ycog ¼
y2 � y1

2
þ a

� �
sin π þ arctan

y2 � y1
x2 � x1

� �� �
: (4)

Hence, in accordance to Definition 2.1, it follows that the robot’s falling speed vf
due to vertical unbalance is

v f ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dxcog
dt

� �2

þ
dycog
dt

 !2
2

vuut : (5)

Taking into account that the robot is a dual differential drive kinematic struc-
ture, where vR and vL are the right-sided and left-sided velocities, respectively

ds
dt

¼ r
2

dφR

dt
þ dφL

dt

� �
, (6)

where s is the robot displacement over the ground, and r is the wheel’s radius
[m]. Likewise, the dual differential velocity is

vdiff ¼ dφR

dt
� dφL

dt
: (7)

Hence, the robot’s angular velocity ω rad=s½ � in terms of its differential speed vdiff
and constrained by its wheels lateral baseline distance bl and vdiff is substituted to yield:

ω ¼ 2vdiff
bl

¼ 2rw
bl

dφR

dt
� dφL

dt

� �
: (8)

The biped’s falling angle and angular falling speed are λ rad½ � and _λ rad=s½ �,
respectively. Let vf [m/s] be the falling velocity affecting the robot’s balance

a b c

Figure 3.
Limb motion planning produced with parameters r = 0.15 m, d = 0.15 m, l = 0.03 m, Δx = �0.07 m,
Δy = 0.05387 m, ∀201°≤ϕ≤236°.
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v f ¼ ℓb _λt, (9)

which makes the robot’s pitch turn around the wheel’s center. Unbalancing
velocity vu [m/s] is an horizontal component such that

vu ¼ v f cos
π

2
� λ

� �
¼ ℓb _λ cos

π

2
� λ

� �
: (10)

The wheel’s axis point moves at balancing speed vb that is parallel to the ground.
Wheel’s tangential speed is vw ¼ r _φ, and linear motion speed is the balancing
velocity underneath the biped’s body at the wheel’s axis,

vb ¼ vw
2

¼ r _φw

2
(11)

Therefore, the balancing condition is described by Definition 2.2:
Definition 2.2 Kinematic balancing condition. The robot’s vertical equilibrium

condition is assumed for balancing and unbalancing velocities of equal magnitudes (or
very approximated). Thus,

vu � vb ¼ 0, (12)

and redefining, let _φB be the wheel’s balancing angular speed,

ℓb _λ cos
π

2
� λ

� �
� rw _φB

2
¼ 0: (13)

Therefore, it is of interest to find the wheel’s rotary speed that balances the biped
motion and from Definition 2.2, the following Proposition 2.2 arises,

Proposition 2.2 Robot’s balancing speed. The wheel’s rolling velocity to satisfy the
robot’s body balance is proposed as

_φB ¼ 2ℓb

rw
_λt cos

π

2
� λ

� �
: (14)

and if and only if _φR ¼ _φL must exist, assuming that in such period of time, the robot’s
yaw ωt≊0 allowing longitudinal balancing equilibrium. Thus,

vt ¼
r _φB, _φR ≈ _φL, vu � vb 6¼ 0
r
2

_φR þ _φLð Þ, vu � vb ≈0

(
(15)

Thus, let us redefine the state variables as x1 ¼ λ, x2 ¼ _x1, _x2 ¼ x22 tan
π
2 � x1
� �

.
For an stability analysis for the balancing case when vt ¼ rw _φB, and equilibrium
condition €φB ¼ 0 occurs,

2ℓb

2
_x2 cos

π

2
� x1

� �
þ _x22 sin

π

2
� x1

� �� �
¼ 0 (16)

and dropping off the highest-order derivative of the system

€λ ¼ x22 tan
π

2
� x1

� �
(17)

The system total energy Ek þ Ep (kinetic plus potential) is a positive function,
which is used as a Lyapunov candidate function, where the robot’s translation
motion rw _φB for equilibrium is
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ET ¼ Ek þ Ep ¼ 1
2
mr2w _φ2

B þmg
ℓb

2
1� cos λð Þð Þ (18)

and substituting _φB,

ET ¼ 2mℓ2
b
_λ
2
cos

π

2
� λ

� �
þmg

ℓb

2
1� cos λð Þð Þ: (19)

For V xð Þ ¼ ET and finding out that v(x) and _V xð Þ fulfill _V 0ð Þ ¼ 0. In addition,
assuming that �2π≪ λ≪ 2π, then _V 0ð Þ> ∈D� 0. Assuming that V : D !  is a
continuous differentiable function. Finally, the following Lyapunov criterion is
satisfied (20),

∂V xð Þ
∂x1

,
∂V xð Þ
∂x2

� �
� x2, _x2ð Þ⊤ ¼ 0 (20)

3. Polynomial vector fields

This section introduces the proposed path planning strategy to dynamically
generate local paths. Two polynomial models are enhanced as vector fields to exert
attractive and repulsive robot’s accelerations. In principle, the desired acceleration
functions are designed from the interpolating attractive/repulsive accelerations
with respect to (w.r.t.) distance. The method used to fit points is the Lagrange
formula:

a δð Þ ¼
X
i

Y
j

δ� δi
δi � δ j

 !
ai, (21)

where the human-user establishes a desired numerical acceleration ai w.r.t. a
desired distance δi, from either goal or obstacle. Therefore, the following general
cubic polynomial forms attractive aA and repulsive aR are obtained with their
respective numeric coefficients λi and βi,

aA δð Þ ¼ λ0 þ λ1δþ λ2δ
2 þ λ3δ

3, aR δð Þ ¼ β0 þ β1δþ β2δ
2 þ β3δ

3 (22)

It follows that, Definition 3.1 establishes the acceleration path planning model
toward a goal of interest.

Definition 3.1 Planning toward a goal. Given the kinematic parameters λ0 ¼ 0,
λ1 ¼ 18

75 s�2½ �, λ2 ¼ 18
75 m�1s�2½ �, λ3 ¼ 3

75 m�2s�2½ �, the attraction path model �∇δκ f
A δð Þ is

defined by

f A δg
� � ¼ �∇δ

3
75

6δg þ 6δ2g � δ3g

� �
: (23)

Assuming that the distance between the goal and the robot δg ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y22

p
, such that

x≐ xg � xr and y≐ yg � yr.
Similarly, Definition 3.2 establishes the acceleration path planning model that

avoids obstacles zones.
Definition 3.2 Planning obstacles avoidance. Given the kinematic parameters

β0 ¼ 5, β1 ¼ 109
440, β2 ¼ � 18

55 m�1s�2½ �, β3 ¼ 3
110 m�2s�2½ �, the avoidance path model

�∇δ f
R δð Þ is defined by
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f R δoð Þ ¼ �∇δκR 5þ 109
440

δo � 18
55

δ2o þ
3
11

δ3o

� �
, (24)

Assuming that the distance between the obstacle and the robot δ0 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y22

p
, such

that x≐ xo � xr and y≐ yo � yr.
Figure 4(a) shows the robot’s instantaneous acceleration toward a goal of inter-

est. The attraction acceleration starts when the goal-robot distance δg < 9m. The
planner allows start from f A≊0 to realistically provide speeds physically possible.
Figure 4(b) shows the robot’s instantaneous acceleration away from obstacles. The
avoidance acceleration starts when the obstacle-robot distance δo < 8m. This avoid-
ance planner f R is faster than f A to increase confidence against obstacles.

Therefore, extending to two-dimension Cartesian space, let us deduce the fol-
lowing algebraic process for the goal-attraction planner f A:

∂ f A

∂x
¼ �κA

6xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y22

p þ 12x� 3x
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y22

q !
, (25)

as well as

∂ f A

∂y
¼ �κA

6yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y22

p þ 12y� 3y
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y22

q !
: (26)

Similarly, for the robot’s acceleration to avoid obstacles, let us develop the
following f R, by substituting the functional form of δo into the gradient function

f R x, yð Þ ¼ �∇κR 5þ 109
440

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y22

q
� 18

55
x2 þ y2
� �þ 3

110
x2 þ y2
� �3=2� �

, (27)

subsequently by applying the gradient operator,

∂ f R

∂x
¼ � 109x

440
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y22

p þ 18x
55

� 9x
110

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y22

q
(28)

and

∂ f R

∂y
¼ � 109y

440
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y22

p þ 18y
55

� 9y
110

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y22

q
(30)

a b

Figure 4.
Navigational robot’s motion planning, desired acceleration w.r.t. distance. (a) Goal attractive motion. (b)
Obstacle avoidance motion.
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Thus, by substituting terms in both local planners, the general attractive motion
planning is a negative function with amplitude coefficient κA ¼ 3

75 s�2½ � is
represented by

∂ f A

∂x
∂ f A

∂y

0
BBB@

1
CCCA ¼ �κA

6
δt
þ 12� 3

2
δg

� � xg � xt
yg � yt

 !
(31)

The attractive field is a positive function working within limits 0≤ δg < 9, thus

lim
δg!9

f R δg
� � ¼ 0; and lim

δg!6
f R δg
� � ¼ 3:75 (32)

and the repulsive with κR ¼ 1
440 s�2½ �

∂ f R

∂x
∂ f R

∂y

0
BBB@

1
CCCA ¼ �κR

109
δo

� 288þ 36δo

� �
xo � xt
yo � yt

� �
: (33)

The repulsive field is a negative function that works within range 0≤ δo ≤ 8,

lim
δo!8

f R δoð Þ ¼ 0; and lim
δo!0

f R δoð Þ ¼ 5: (34)

The direction fields produced are shown in Figure 5, where for both cases the
coordinates origin represents either goal or obstacle locations.

Moreover, when neither goals of interest nor obstacles are within the observa-
tion field of the robot, it must keep navigating along a prior route plan. The routing
plan is map comprised of a sequence of Cartesian points gk ∈2, gk ¼ x, yð Þ⊤.

When the robot accomplishes either f A or f R, it continues toward the following
route point, expressed in terms of unit vectors:

aot ¼ ao
gkþ1 � gk
gkþ1 � gk
�� �� , (35)

where ao is an ideal or averaged acceleration toward the next route point g2 from
g1. Therefore, the total path planner mode is given by Proposition 3.1.

Proposition 3.1 Total mission path planning. The total path planning model
subjected to adaptive environmental changes is proposed as a vector fields sum:

at ¼ aot þ
X
g

κA
3δg
2

� 6
δg

� 12
� �

xg � xt
yg � yt

 !
þ
X
o
κR 288� 109

δo
� 36δo

� �
x0 � xt
yo � yt

� �" #

(36)

and the robot’s instantaneous navigational total velocity vT ∈2, vT ¼ xT, _yT
� �⊤

is obtained by

vT ¼
ðt2
t1
atdt: (37)
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Thus, to automatically limit the speed until the robot’s maximal velocity vmax,
the real physical velocity vph is constrained by the final planning motion

vph
vTk k
vmax

� �
¼

vTk k
vmax

,
vTk k
vmax < 1

vmax,
vTk k
vmax ≥ 1

8>><
>>:

(38)

Figure 6 shows simulation results of the total navigation planner.

4. Path tracking

This section deduces an algebraic trajectory tracking linearized controller based
on the kinematics geometry of the reference path: linear and angular velocities.
Considering from previous Section 3, let vph be called the reference velocity that is
going to be tracked. Likewise, let (x1,2, y1,2) be the next local planning coordinates to
be reached (from location 1 to location 2). Hence, let us define x1,2 ≐ x2 � x1 and
y1,2 ≐ y2 � y1. Such that _s1,2 m=s½ � is a segment of the planning speed. Hence, let us
obtain the first-order derivative,

_s1,2 ¼ d
dt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x21,2 þ y21,2

2
q

¼ x1,2 _x1,2 þ y1,2 _y1,2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x21,2 þ y21,2

2
q : (39)

Similarly, by obtaining the desired robot’s orientation θ1,2, its first-order
derivative w.r.t. time is

_θ1,2 ¼ d
dt

arctan
y1,2
x1,2

� �� �
¼ x1,2 _y1,2 � y1,2 _x1,2

x21,2 þ y21,2
: (40)

It follows that, the tracking control vector is _ut ∈2, such that _ut ¼ _s1,2, _θ1,2
� �⊤

.
Therefore, by stating (39) and (40) as a system of linear equations, the first-order
derivatives must simultaneously be solved:

x1,2
s1,2

_x1,2 þ
y1,2
s1,2

_y1,2 ¼ _s

� y1,2
s21,2

_x1,2 þ x1,2
s21,2

_y1,2 ¼ _θ
, (41)

a b

Figure 5.
Acceleration fields w.r.t. variations along the plane xy. (a) Goals attractive motion generation. (b) Obstacles
avoidance motion generation.
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thus, by factorizing both, the common term 1=s1,2 and the first-order derivatives,
the matrix form of the forward tracking law is

_u ¼ 1
s1,2

x1,2 y1,2

� y1,2
s1,2

x1,2
s1,2

0
@

1
A � _x1,2

_y1,2

 !
: (42)

Likewise, as the inverse tracking law is of our interest, it is inversely dropped off

_x1,2
y1,2

 !
¼ s1,2

x1,2 y1,2

� y1,2
s1,2

x1,2
s1,2

0
@

1
A

�1

� _u: (43)

For notation simplicity, let us redefine _ζt ≐ _x1,2, _y1,2
� �⊤

and the time-variant

control matrix Kt as

Kt ¼
x1,2 y1,2

� y1,2
s1,2

x1,2
s1,2

0
@

1
A, (44)

a

c d

b

Figure 6.
Vector fields path generation. (a) High-density obstacles yielding robot’s repulsion. (b) Obstacles repulsive field.

(c) High density fR
���
���. (d) Attractive goals along a route.
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thus from Section 3, let uref be the global reference planning model during time
segment t1,2 ≐ t2 � t1 such that,

uref ¼
vph � t1,2

arctan
_yT
_xT

� �
0
B@

1
CA: (45)

Therefore, the recursive path tracking control law is stated as

1 : ζtþ1 ¼ ζt þ s1,2K�1
t � uref � ût

� �

2 : utþ1 ¼ ut þ 1
s1,2

Kt � ζtþ1 � ζ̂t
� � (46)

where ût is the instantaneous sensors observation of both components, displace-
ment ŝ and yaw θ̂. The prediction control speed vector ζtþ1 is the next desired local
reference in line 2, while ζ̂t is the robot’s Cartesian speed observer vector. Finally,
ut + 1 is the control vector global prediction (Table 1).

5. Conclusion

The mechanical design of the biped’s lower-limb mechanical structure was con-
figured as a double-crank four-bar linkage with passive-allowed motions. Motion
planning began from determining the limbs’ linkage positions causing the robot’s
height and pitch varying overtime producing unbalanced motions. Inferring
balancing velocities to yield robot’s vertical balance was possible and worked stable.
The proposed balancing rolling condition was analyzed throughout its total energy
model as a Lyapunov candidate function resulting stable in three criteria:V(0) = 0,
v(x) = 0, and _V xð Þ ¼ 0. The proposed navigational approach allowed human-user to
design short range-limited trajectories by cubic polynomials obtained from four
empirical coordinates distance-acceleration by Lagrange interpolation. Both poly-
nomial planning models have initial conditions a0 t0ð Þ ¼ 0 m=s2½ �. Thus, the robot did
not require an infinite acceleration to reach a desired speed at t0. Physically, the
model is applied to any motion in equilibrium. For goal attraction the maximal
acceleration is reached at the 55% of the distance, subsequently decreases
monotonically until the goal position.

The navigational general planning model is a set of partial derivatives model
combined, allowing dynamic local planning among multiple obstacles, goals, and
routes. The navigational general planning model worked as the reference model for

Parameter Value Parameter Value Parameter Value Parameter Value

l [m] 0.03 a [m] 0.25 κA s2½ � 3/75 Ix [kg
2] 0.12

d [m] 0.15 bl [m] 0.4 κR s�2½ � 1/440 Iy [kg
2] 0.12

ea [m] 0.08 ℓb m½ � 0.75 ao [m/s2] 0.5 Iz [kg
2] 0.13

r [m] 0.15 m [kg] 0.76 rw [m] 0.1 υmax m=s½ � 1.5
aHigh stiffness non-rigid bar.

Table 1.
Simulation parameters deployed with high-density range scanner Hokuyo URG 04LX.
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the tracking control system. It consisted of a set of time-varying linear equations,
with recursive feedback showing suitable performance. The work was implemented
in simulation and coded in C++ under Linux. Future improvements will consider
the inclusion of kinetic models and dynamic forces fitted to the proposed planer.

Appendix A

This appendix provides the algebraic deduction of the limb’s Cartesian motion
model described in Section 2.

Let P1 ¼ x1, y1
� �⊤ be the Cartesian point of passive joint between links b and ℓ,

obtained by

x1
y1

� �
¼ r

cos ϕð Þ
sin ϕð Þ

� �
: (47)

Likewise, let P2 ¼ x2, y2
� �⊤ be the coordinate of passive joint between links r and

ℓ, expressed by:

x2
y2

� �
¼ r

cos ϕð Þ
sin ϕð Þ

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 � y1 � y2

� �2q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 � x1 � x2ð Þ2

q

0
B@

1
CA: (48)

Both expressions (47) and (48) are described in terms of ϕ, but can similarly be
described in terms of the angle θ by

x2
y2

� �
¼ d

cos θð Þ
sin θð Þ

� �
þ Δx

Δy

� �
, (49)

where the distances Δx and Δy separate the joints phi and theta along the chassis,
see Figure 2(a). By algebraically treating the Cartesian components separately, let
us equal the x components of (48) and (49) to form the equation

d cos θð Þ þ Δx ¼ r cos ϕð Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 � y1 � y2

� �2q
, (50)

dropping off the squared root term of (50),

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 � y1 � y2

� �2q
¼ d cos θð Þ þ Δx� r cos ϕð Þ (51)

and squaring both sides of the equality, the following is obtained,

l2 � y1 � y2
� �2 ¼ d cos θð Þ þ Δx� r cos ϕð Þ½ �2 (52)

and algebraically expanding the squared binomials and substituting y1 and y2
from expression (47) and (49) respectively into (52),

d2 cos 2 θð Þ þ 2Δxd cos θð Þ � 2rd cos θð Þ cos ϕð Þ þ Δxð Þ2
�2Δxr cos ϕð Þ þ r2 cos 2 ϕð Þ
¼ l2 � r2 sin 2 ϕð Þ þ 2rd sin θð Þ sin ϕð Þ þ 2Δyr sin ϕð Þ
�d2 sin 2 θð Þ � 2Δyd sin θð Þ � Δyð Þ2

(53)
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and organizing trigonometric terms by their degree, Eq. (53) becomes:

2rd cos θð Þ cos ϕð Þ þ 2rd sin θð Þ sin ϕð Þ
¼ d2 cos 2 θð Þ þ d2 sin 2 θð Þ þ Δxð Þ2 þ Δyð Þ2

þr2 cos 2 ϕð Þ þ r2 sin 2 ϕð Þ þ 2Δxd cos θð Þ � 2Δxr cos ϕð Þ
þ2Δyd sin θð Þ � 2Δyr sin ϕð Þ:

(54)

By factorizing the common terms of (47) and exchanging terms with suitable
identities such as cos 2 αð Þ þ sin 2 αð Þ ¼ 1 and c2 ¼ Δxð Þ2 þ Δyð Þ2 in order to obtain
Eq. (55)

cos θð Þ cos ϕð Þ þ sin θð Þ sin ϕð Þ ¼
r2 þ d2 þ c2 � l2 � 2r Δx cosϕþ Δy sin ϕð Þ½ � þ 2dΔx cos θð Þ þ 2dΔy sin θð Þ

2rd

(55)

In order to simplify the main expression, some constant terms are rewritten as

K1 ¼ r2 þ d2 þ c2 � l2

2rd
, K2 � 1

d
, K3 ¼ Δx

r
, K4 ¼ Δy

r
: (56)

Therefore, the following simplified algebraic expression is deduced:

cos θð Þ cos ϕð Þ þ sin θð Þ sin ϕð Þ ¼ K1 þ K2 Δx cos ϕð Þ þ Δy sin ϕð Þ½ �
þK3 cos θð Þ þ K4 sin θð Þ: (57)

The trigonometric identity forms sin θð Þ ¼ 2 tan θ
2ð Þ

1þ tan 2 θ
2ð Þ and cos θð Þ ¼ 1� tan 2 θ

2ð Þ
1þ tan 2 θ

2ð Þ are
substituted into (57) to produce (58),

cos ϕð Þ
1� tan 2 θ

2

� �

1þ tan 2 θ

2

� �

2
664

3
775þ sin ϕð Þ

2 tan
θ

2

� �

1þ tan 2 θ

2

� �

2
664

3
775 ¼ K1 þ K2 Δx cos ϕð Þ þ Δy sin ϕð Þ½ �

þK3

1� tan 2 θ

2

� �

1þ tan 2 θ

2

� �

2
664

3
775þ K4

2 tan
θ

2

� �

1þ tan 2 θ

2

� �

2
664

3
775

(58)

and by multiplying both sides of the equality (57) by common denominator
1þ tan 2 θ

2

� �
and algebraically simplifying:

cos ϕð Þ � cos ϕð Þ tan 2 θ

2

� �
þ 2 sin ϕð Þ tan θ

2

� �
¼ K1 þ K1 tan 2 θ

2

� �

þK2 Δx cos ϕð Þ þ Δy sin ϕð Þ½ � þ K2 Δx cos ϕð Þ þ Δy sin ϕð Þ½ � tan 2 θ

2

� �

þK3 � K3 tan 2 θ

2

� �
þ 2K4 tan

θ

2

� �
:

(59)
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Hereafter, to find a root for θ as independent variable, common terms are
factorized and Eq. (59) is equated to zero to obtain

tan 2 θ

2

� �
K1 þ K2 Δx cos ϕð Þ þ Δy sin ϕð Þ½ � � K3 þ cos ϕð Þ½ �

þ tan
θ

2

� �
2K4 � 2 sin ϕð Þ½ � þ K1 þ K2 Δx cos ϕð Þ þ Δy sin ϕð Þ½ �

þK3 � cos ϕð Þ ¼ 0,

(60)

in order to reduce expression complexity, the following Definitions are stated:
Definition 4.1 [term P]. Let P be defined as a Cartesian horizontal decreasing

segment by expression:

P ¼ K1 þ K2 Δx cos ϕð Þ þ Δy sin ϕð Þ½ � � K3 þ cos ϕð Þ: (61)

Definition 4.2 [term Q]. Let Q be defined as a Cartesian vertical segment that is
expressed by:

Q ¼ 2K4 � 2 sin ϕð Þ (62)

and
Definition 4.3 [term P]. Let R be defined as a Cartesian horizontal increasing

segment by expression:

R ¼ K1 þ K2 Δx cos ϕð Þ þ Δy sin ϕð Þ½ � þ K3 � cos ϕð Þ (63)

Therefore, by substituting the terms of Definitions 4.1–4.3 into Eq. (60), the
following quadratic form is deduced,

P tan 2 θ

2

� �
þ Q tan

θ

2

� �
þ R ¼ 0: (64)

By analytically solving (64), which is a second-degree equation using the general
form, a real solution for θ is possible, thus

θ ¼ 2 arctan
�Q �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q2 � 4PR

p

2P

 !
(65)
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