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Filip Grepl, Josek Krása, Andriy Velyhan, Massimo De Marco, Jan Dostál, Miroslav Pfeifer

and Daniele Margarone

Distortion of Thomson Parabolic-Like Proton Patterns Due to Electromagnetic Interference
Reprinted from: Appl. Sci. 2021, 11, 4484, doi:10.3390/app11104484 . . . . . . . . . . . . . . . . . 45

Itamar Cohen, Yonatan Gershuni, Michal Elkind, Guy Azouz, Assaf Levanon and

Ishay Pomerantz

Optically Switchable MeV Ion/Electron Accelerator
Reprinted from: Appl. Sci. 2021, 11, 5424, doi:10.3390/app11125424 . . . . . . . . . . . . . . . . . 53

Hyung Taek Kim, Vishwa Bandhu Pathak, Calin Ioan Hojbota, Mohammad Mirzaie,

Ki Hong Pae, Chul Min Kim, Jin Woo Yoon, Jae Hee Sung and Seong Ku Lee

Multi-GeV Laser Wakefield Electron Acceleration with PW Lasers
Reprinted from: Appl. Sci. 2021, 11, 5831, doi:10.3390/app11135831 . . . . . . . . . . . . . . . . . 61

Fernando Brandi, Luca Labate, Daniele Palla, Sanjeev Kumar, Lorenzo Fulgentini,

Petra Koester, Federica Baffigi, Massimo Chiari, Daniele Panetta

and Leonida Antonio Gizzi

A Few MeV Laser-Plasma Accelerated Proton Beam in Air Collimated Using Compact
Permanent Quadrupole Magnets
Reprinted from: Appl. Sci. 2021, 11, 6358, doi:10.3390/app11146358 . . . . . . . . . . . . . . . . . 73

Majid Masnavi and Martin Richardson

Spectroscopic Studies of Laser-Based Far-Ultraviolet Plasma Light Source
Reprinted from: Appl. Sci. 2021, 11, 6919, doi:10.3390/app11156919 . . . . . . . . . . . . . . . . . 85

v



Sergio Mingo Barba, Francesco Schillaci, Roberto Catalano, Giada Petringa,

Daniele Margarone and Giuseppe Antonio Pablo Cirrone

Dosimetric Optimization of a Laser-Driven Irradiation Facility Using the
G4-ELIMED Application
Reprinted from: Appl. Sci. 2021, 11, 9823, doi:10.3390/app11219823 . . . . . . . . . . . . . . . . . 97

Daniele Margarone, Julien Bonvalet, Lorenzo Giuffrida, Alessio Morace,

Vasiliki Kantarelou, Marco Tosca, Didier Raffestin, Philippe Nicolai, Antonino Picciotto,

Yuki Abe, Yasunobu Arikawa, Shinsuke Fujioka, Yuji Fukuda, Yasuhiro Kuramitsu,

Hideaki Habara and Dimitri Batani

In-Target Proton–Boron Nuclear Fusion Using a PW-Class Laser
Reprinted from: Appl. Sci. 2022, 12, 1444, doi:10.3390/app12031444 . . . . . . . . . . . . . . . . . 109

vi



About the Editors

Hyung Taek Kim

Hyung Taek Kim is the head research scientist of Advanced Photonics Research Institute at

Gwangju Institute of Science’s. He recently founded and became the director of “Research Center

for Plasma Applications with Ultraintense Lasers (PAUL center). He is one of the most active

experimental physicists in the field of laser–plasma interactions, particularly electron accelerations

and the generation of radiation sources using petawatt lasers. He has published over 60 articles on

laser–plasma interactions in SCI-indexed journals. His research interests include laser wakefield

acceleration, ultrashort x-ray/gamma-ray generation by laser–plasma interactions, muon generation

with laser-accelerated electron beams, femtosecond laser filamentation, and nonlinear quantum

electrodynamic processes in laser–electron collisions.

Daniele Margarone

Daniele Margarone is a lecturer in Experimental Plasma Physics at Queen’s University Belfast

(Centre for Plasma Physics) and head of the Department of Ion Acceleration and Applications of

High Energy Particles at the ELI Beamlines Research Centre. His main research interests include

laser-driven ion acceleration; innovative target geometries for ion acceleration; real-time diagnostics

of particles and radiation generated in laser plasmas; generation of brilliant particle streams from

nuclear fusion reactions; and production of laser-based secondary sources for multidisciplinary

applications, including new compact approaches to hadrontherapy for cancer treatment and

enhancement of cancer cell killing efficacy through the proton boron nuclear fusion reaction. He

is the author of around 200 scientific papers (>2300 citations) on these research topics (h-index 25

from WoS).

vii





Preface to ”Laser-Driven Accelerators, Radiations,

and Their Applications”

This Special Issue aims to provide an overview of the rapidly progressing field of laser-driven

particle accelerations, radiation sources, and their applications. The Special Issue covers the

latest developments in laser drivers and laser–particle accelerators, radiation sources based on

these laser–plasma accelerators, theoretical studies on novel accelerator concepts, diagnostics for

laser–particle accelerators, other laser-driven particle sources, applications of laser-driven particle

beams and radiations, and exotic physics in laser–particle interactions.

Hyung Taek Kim and Daniele Margarone

Editors

ix





Citation: Kim, H.T.; Margarone, D.

Laser-Driven Accelerators,

Radiations, and Their Applications.

Appl. Sci. 2022, 12, 3662. https://

doi.org/10.3390/app12073662

Received: 28 March 2022

Accepted: 31 March 2022

Published: 5 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Editorial

Laser-Driven Accelerators, Radiations, and Their Applications

Hyung Taek Kim 1,* and Daniele Margarone 2,3,*

1 Advanced Photonics Research Institute, Gwangju Institute of Science and Technology (GIST),
Gwangju 61005, Korea

2 Centre for Plasma Physics, School of Mathematics and Physics, Queen’s University of Belfast,
Belfast BT7 1NN, UK

3 ELI–Beamlines Center, Institute of Physics, Czech Academy of Sciences, Za Radnicí 835,
252 41 Dolní Břežany, Czech Republic

* Correspondence: htkim@gist.ac.kr (H.T.K.); d.margarone@qub.ac.uk (D.M.)

Particle accelerators and radiation based on radio-frequency (RF) cavities have sig-
nificantly contributed to the advancement of science and technology in the last century.
However, the rising costs and scales for building cutting-edge accelerators form barriers
to accessing these particle and radiation sources. Since the introduction of chirped pulse
amplification technology [1] in the 1990s, short-pulse, high-power lasers have enabled the
realization of laser-driven accelerations and radiation sources. Laser-driven accelerators
and radiation sources could be a viable alternative to providing compact and cost-effective
particle and photon sources. The accelerating field in a plasma, driven by intense laser
pulses, is typically several orders of magnitude greater than that of RF accelerators, while
controlling the plasma media and intense laser pulses is highly demanding. Therefore,
numerous efforts have been directed toward developing compact, high-quality particle
beams and radiation sources based on intense laser-plasma interactions, with the goal of
paving the way for these novel sources to be used in a variety of applications.

This Special Issue covers the latest developments in laser-based ion and electron
accelerators, laser-plasma radiation sources, advanced targetry and diagnostic systems for
laser-driven particle accelerators, particle beam transport solutions for multidisciplinary
applications, ionizing radiation dose map determination, and new approaches to laser-
plasma nuclear fusion using high-intensity, short laser pulses. This collection of research
articles is a complementary set of experimental results, achieved using cutting-edge laser
technologies with a broad range of parameters (from 10 TW to 1 PW and from 10 fs to 1 ps)
and numerical simulation studies, carried out through particle-in-cell, hydrodynamic, and
Monte Carlo advanced modelling.

The versatility of laser-plasma accelerators is demonstrated through an optically
switchable, multi-MeV ion/electron accelerator using the same target geometry (thin-
foil) [2]. A review of the recent developments, limitations, and perspectives of multi-GeV
electron accelerators with PW-class lasers using the laser-wakefield acceleration approach is
provided [3]. Advanced spectroscopic investigations of laser-based, far-ultraviolet plasma
sources are also presented [4]. Recent progress in the design and development of auto-
mated systems to refresh solid targets at a high repetition rate during the interaction with
high-intensity laser pulses are presented, along with ion diagnostics and corresponding
data collection and real-time analysis methods [5]. Experimental studies on the correla-
tion between the frequency spectrum of the large electro-magnetic pulse generated in the
high-intensity laser–target interaction and the distortion of Thomson parabola spectrome-
ter proton tracks are also reported [6]. A dedicated Monte Carlo Study of Imaging Plate
Response to Laser-Driven Aluminum Ion Beams is presented [7]. The design, implemen-
tation, and characterization of a multi-MeV laser-plasma proton beamline using compact
and cost-effective particle beam transport solutions is presented [8]. On the other hand,
feasibility studies aimed to perform radiobiological experiments using laser-accelerated
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proton beams with intermediate-energy (few tens of MeV), properly focused and selected
through advanced particle beam transport solutions, are reported [9]. The angular spectral
distribution of laser-accelerated particles is assessed for the subsequent modelling of ra-
diation dose maps and a comparison with the experimental results [10]. Finally, the first
proof-of-principle experiment to demonstrate the efficient generation of α-particle beams
through proton–boron fusion reactions using a PW-class laser in the “in-target” geometry
is presented [11].
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Radiation Dose Map in Target Normal Sheath
Acceleration Regime of High Power Laser-Thin Solid
Target Interaction—Comparison with Experiments
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Abstract: An adequate simulation model has been used for the calculation of angular and energy
distributions of electrons, protons, and photons emitted during a high-power laser, 5-μm thick Ag
target interaction. Their energy spectra and fluencies have been calculated between 0 and 360 degrees
around the interaction point with a step angle of five degrees. Thus, the contribution of each
ionizing species to the total fluency value has been established. Considering the geometry of the
experimental set-up, a map of the radiation dose inside the target vacuum chamber has been simulated,
using the Geant4 General Particle Source code, and further compared with the experimental one.
Maximum values of the measured dose of the order of tens of mGy per laser shot have been obtained
in the direction normal to the target at about 30 cm from the interaction point.

Keywords: spectra of laser accelerated particle beams; mapping of radiation dose;
GEANT4 simulations

1. Introduction

High-intensity lasers have progressively been used in contemporary research for the study of
matter under extreme conditions and to generate beams of accelerated particles [1–6].

As result of the interaction of high-power laser pulses (I > 1019 W/cm2, fs to ps pulse duration)
with solid micrometer flat [1,2] or structured thin targets [2,6], by the target normal sheath acceleration
(TNSA) mechanism, electron and proton beams with high directionality, small divergence, and energies
up to tens of MeV [1–6] are generated.

The TNSA regime involves complex physical phenomena and is usually considered to be the main
rear surface ion acceleration mechanism. When the laser pre-pulse interacts with the target’s front side,
it produces a pre-plasma. The subsequent arrival of the main laser pulse leads to the generation of

Appl. Sci. 2020, 10, 4390; doi:10.3390/app10124390 www.mdpi.com/journal/applsci3
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hot electrons, as the pre-plasma electrons absorb a percentage of laser pulse energy. The mean free
path of such hot electrons in the target is larger than its thickness, and thus part of them pass through
the target and form a dense sheath of negative charge in the proximity of the target rear surface up to
its rear surface, where it generates a dense sheath. The further expansion of the electrons sheath into
the vacuum determine a TV/m electric field, normal to the target surface. The impurities (water and
organic molecules) adsorbed on the rear side of the target can be ionized in this strong electric field.
Thus, the generated protons are accelerated in the normal direction to the target.

Besides electron and proton beams, bremsstrahlung radiation is also produced due to electron
interaction with target nuclei [2]. At the same time, X-ray bremsstrahlung photons can be provided by
the “hot” electrons and laser accelerated electrons which reach the vacuum chamber walls [7,8].

The mixed field of photons and electrons might create a hazardous radiation environment, as dose
levels of tens of mGy/per laser shot, depending on the target thickness and material characteristics,
can be obtained [7,8].

In order to distinguish between different kinds of laser accelerated particle beams, complex
detection systems needed to be envisaged. For such goals, magnetic or Thomson parabola spectrometers
coupled with Lanex foils, image plates, radiochromic films (RCF), microchannel plates, or CR-39
detectors have been used [2,9–11]. These spectrometers, placed at different distances and angles
with respect to the laser–target interaction point, can reveal the energy spectral distribution of the
electron and proton beams. The spectra of photons emitted in TNSA regime can be measured using
X-ray spectrometers and estimated from the energy distribution of electron beams [12]. The charts
of electron-photon distribution in the mixed field of radiation were calculated and experimentally
determined [7,8].

It was shown [5] that the spectral distribution of laser accelerated particle beams in high power
laser–solid target experiments can reproduce the space radiation environment. The values of radiation
dose per laser shot measured during such experiments, inside the target vacuum chambers [7,8],
are similar to those measured onboard space vessels [13–18]. On the NASA website [13], daily values of
hundreds of μGy were reported for the cumulative radiation dose inside spacecrafts. Similar conditions
can be obtained using laser plasma accelerator facilities available worldwide [19–23].

Inside the spacecrafts and space stations there are lots of electronic systems that need to be tested
in dedicated facilities on Earth, before being used in extreme conditions. In addition, the assessment
of detectors’ response in ground-based facilities is essential for overcoming the problems intrinsic to
space dosimetry. As shown in Hidding’s et al. paper [5], to test electronics, a proper knowledge of the
fluxes of ionizing radiation is an important issue.

In this context, the measurement and estimation of the spatial and angular spectral distribution
of the ionizing radiation generated in high power laser-thin solid target experiments can be
extremely useful.

In this paper, we propose a simulation model to be used for the assessment of the radiation dose
map in a TNSA regime for a high power laser-thin solid target interaction experiment. First, the energy
spectral distribution of electron, proton and photon beams, have been calculated within 0–360◦ for
a 5 μm thick Ag target irradiated with a high-power laser pulse of about 5 × 1019 W/cm2 intensity.
To this goal, the TNSA plasma expansion model has been considered in conjunction with the Geant4
Monte-Carlo radiation transport code. Then, the angular and energy spectral distributions of ionizing
particles were used as input data for the calculation of electron, proton, and photon fluencies around
the high power laser-thin solid target interaction point.

The values of input parameters are characteristics to a high power laser-thin solid target experiment
performed at the CETAL laser facility [24].

In the Groza’s et al. paper [24], we reported a method for the assessment of the energy of the
accelerated proton beams produced in high power laser-thin solid target experiments using a stack
of CR-39 detectors. It was also stated that a compact experimental set-up which connect the target
holder with the detector holder, and the laser spot optical analysis system can be useful for practical
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applications. For example, by using such a system, the misalignments between targets and detectors
can be avoided [24].

In this paper, we introduced an updated version of the above-mentioned experimental set-up
which is also suitable for estimation of laser-accelerated electron beam energies. It includes a magnetic
spectrometer and a cylindrical holder for positioning the EBT3 RCF passive detectors. The calibration
of the RCF was performed for both X-ray photon beams and monoenergetic electrons.

The radiation dose map measured inside the interaction chamber during the high power laser-Ag
thin target interaction experiments using EBT3 RCF detectors, will be presented. It will be compared
with the simulated one, generated by implementing the data characteristic to angular and energy
spectral distribution of electrons, protons, and photons in the geometry mesh of the experimental
set-up designed using the GEANT4 standard geometry components.

2. Description of the Simulation Models and Experimental Set up

2.1. Description of the Model for Generation of Angular Spectra of Electrons, Protons and Photons; GEANT4
Model for Compute the Dose Map inside the Interaction Chamber

(a) Description of TNSA Model

The simulation model is based upon the Geant4 [25] framework. The mathematical models for
sources description and data processing pipelines have been implemented in the Python language [26].
The integration between the sources description and the custom GEANT4 based application developed
in C++, was performed using the Geant4 General Particle source. We used the command line scoring
system for the region of interest and the output data were analyzed using another Python pipeline.
The particle sources were implemented considering the target normal sheath acceleration (TNSA)
mechanism and the plasma expansion model [1].

In TNSA regime, the interaction of a high power laser beam with a thin target generates on its front
surface energetic electrons, which are accelerated in forward direction through the target. During their
interaction with the target material, these hot electrons can generate bremsstrahlung radiation [7,8].
The electrons, which attain the back of the target and enter in vacuum, create an electrostatic space
charge sheath and thus an electric field with an intensity of about 1012 V/m. Due to this field, the
protons from the rear target surface can be accelerated up to MeV energies [1–6]. The temperature of
hot electrons, is related to the laser intensity, [1]:

Thot = [(1 + I [W/cm2]λ2 [μm]/(1.37 × 1018)]1/2 − 1)m0c2, (1)

where I represent the laser intensity in beam focus, λ is laser wavelength, m0 electron mass, and c light
velocity [1]. The number of electrons accelerated into the target, Ne, depends on the energy fraction
absorbed by hot electrons f = 1.2 × 10−15 I0.74 (W/cm2), through the formula [1,27]:

Ne = f EL/Thot (2)

where EL is the laser energy.
The electron density at the rear side of the target is ne,0 = Ne/(c τLSsheath), where Ssheath = π(r0 + d ×

tanθ)2 [1], τL is laser pulse duration, d is the target thickness, r0 is the radius of laser beam in focus and
θ is the half angular broadening of the hot electrons inside the target. Roth calculated this formula as a
function of target thickness and laser intensity [27]:

ne,0 = [ηEL]/[cτLπ(r0 + (d tanθ/2))2kBThot ~ 1.5 × 1019 [r0
2/(r0 + (dtanθ/2)2][I18

7/4/[(1 +

0.73I18λ)1/2 − 1] [cm−3]
(3)

where I18 is the laser intensity in terms of 1018 W/cm2 [27].
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The energy spectrum of electrons leaving the rear side of the target is given by different formulas,
depending on how large the laser intensity is:

dN/dE ~ E2e−E/T
hot (4)

(relativistic Maxwelian distribution) for I > 1019 W/cm2 [7,12] and

dN/dE ~ E1/2e−E/T
hot (5)

(Maxwelian distribution) for I < 1019 W/cm2 [7,12].
The energy spectrum of accelerated protons within the plasma expansion model is [1]:

dN/dE = [ne,0cstaccSsheat/(2EThot)1/2] exp(−(2E/Thot)1/2), where cs = (Zi × Thot/mi)1/2 (6)

where tacc = 1.3 × τL while mi and Zi (Zi = 1) are referred to as protons.
The energy spectrum of bremsstrahlung photons is derived from the energy spectrum of the

electrons which interact with the Ag target (Z = 49) and was calculated considering the temperature
of hot electrons. The bremsstrahlung radiation is due to energy deposited by the hot electrons while
passing through the target.

(b) Description of Electron and Proton Sources Used for Calculation of Electron, Proton and Photon
Spectra and Fluencies, around the High Power Laser—Thin Solid Target Interaction Point

The simulation model used for calculation of angular distribution of laser driven accelerated
particles was developed considering mainly the above formulas (Equations (1)–(6)). A 2 MeV
temperature for the hot electrons was calculated using Formula (1) and the following experimental
parameters [24]: 5 × 1019 W/cm2 laser intensity, 40 fs laser pulse duration, 207 μm2 laser spot area.

Two volume sources of radiation were considered in order to compute the spectra of electrons,
protons and photons emitted in the 0–360◦ range (with a 5-degree angular step) at 3 cm distance,
around the interaction point.

The first source represents the source of electrons (a disk of 9 μm radius) generated in the
pre-plasma obtained after the interaction of the PW laser with the target surface. It provides the
electrons for the simulation of radiation transport. The electrons were considered to have a Maxwellian
energy distribution in accordance with Equations (4) and (5). This source is position in front of the
target [28–31]. The energy distribution of electrons was calculated, based on mathematical equations
from (1) to (5). The angular distribution of electron source was assumed isotropic. The electrons
generated in the pre-plasma which emit in 4π are the main source for radiation in the vacuum
chamber [7,8].

The energy distribution of photons has been calculated considering the hot electrons interaction
with the target nuclei.

The second source (a disk of 9-μm radius) of radiation included in the simulation was placed
behind the target and provides the accelerated protons. There are considered the TNSA mechanism
(Equations (1)–(3) and (6)) and the plasma expansion model [1,28,29]. The divergence of this source is
an independent parameter and is defined through its half angle which was 25◦ in accordance with [1].

The incidence angle of the laser beam on the target was not considered in these simulations.
Previously, in the paper of Morita’s et al. [32] by Particle in Cell simulations it was shown that an
oblique incidence angle of laser on the target increases the energy of accelerated protons without
changing the distribution of electrons. At laser intensities of ~1019 W/cm2, the incidence angle of the
laser beam on the target influences only the efficiency of the energy transfer from photons to electrons
into the pre-plasma.

The characteristics of source terms are summarized in Table 1.
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Table 1. Characteristics of source terms.

Source of Radiation Electrons (Source 1) Protons (Source 2)

Laser intensity (W/cm2) 5 × 1019 5 × 1019

Laser pulse duration (fs) 40 40
Laser spot area (μm2) 207 207

Source radius (μm) 9 9
Source position ahead behind

Angular distribution 4π 25◦ half angle
Number of events 1.97 × 1012 1.29 × 109

The two volume sources described above were used to compute the angular and energy spectral
distributions of electrons, protons and photons around the high power laser-thin solid target interaction
point using the GEANT4 simulation toolkit [25,33,34]. Particle fluencies were also determined.

The general particle sources (GPS) defined in GEANT4 provide a complex environment which
allows the inclusion into the simulation of both proton and electron sources, with a specific ratio of
particle numbers. It was considered a 1.97 × 1012 total events number, (1.97 × 1012 electron events
number and 1.29 × 109 proton events number) and a proton to electron number ratio of 1.53 × 103.
The total events number and the ratio between electron and proton events number were generated
by analytical calculations using the TNSA model (Equations (1)–(6)) for the experimental parameters
mentioned above.

Geant4 simulations were performed using the G4EmLivermore interaction library for
electromagnetic radiation and QGSP_BIC_HP for proton interaction. Binary cascade models were
activated for Ion interactions [33,34].

Monte Carlo algorithms provide a statistical approach for radiation transport within environments
and detectors, the uncertainties being lower than 1% for simulations that runs for 1012 events number.
The main source of inconsistencies in Monte Carlo simulations are represented by the variance reduction
techniques [35] usually employed for decreasing the simulation run time. Such method was not
applied here.

Scoring was performed using the Geant4 command line-based scoring system and a
cylindrical mesh. The scoring mesh was binned in polar coordinates and had 5 degree angular and
0.2 cm radial steps, respectively. Proton, electron, and photon spectra, as well as their corresponding
fluencies were assessed.

The simulations were performed using a 32 core XENON E5-2650 with 20 GB RAM. The run time
was approximately of 70 ± 4 h per simulation and the statistical fluctuations were less than 1%.

The data were made available in a familiar web interface using Jupyter Notebooks [36].
This approach allowed for interactive data processing techniques to be applied to validate the
simulation results. Thus, the output data files were easily integrated into other software packages for
data analysis and further processing.

(c) Description of the Geometry Mesh of the Experimental Set-Up Used for Calculation of Radiation
Dose Map Inside the Vacuum Chamber

The simulation of radiation dose map was also performed with the Geant4 v.10.5 framework tools
described above [25,33,34].

Firstly, the electron and proton sources were implemented into a mesh (see Figure 1) adapted
to the specific parameters of the experimental set-up presented in Figure 2. The electron source (the
first source of radiation) is illustrated as a yellow disk, the red disk represent the 5 μm thick target
behind which is positioned the proton source (the second source of radiation) designed as a green disk.
The two sources were integrated into the simulation model using the GPS that allows the positioning
of more than one source within an experimental set-up. Also, it was considered, that, the electrons
that propagate in vacuum can generate nuclear reactions when interact with experimental set-up
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components (see Figure 2), producing secondary radiation such photons. For the considered particles
energy range, in the simulation model, all available nuclear processes (in GEANT4 General Particle
Source tools) were considered. The mesh of the experimental set-up was implemented using GEANT4
standard geometry components without any Boolean operations, and the overlapping regions were
tested at the beginning of each run.

Figure 1. Geometry mesh of the GEANT4 simulation model: 1a—source of electrons; 1b—target;
1c—source of protons; 2—hole; 3—magnetic spectrometer; 4—target holder; 5—detector holder;
6—aluminum cylinder. The structure of the electron, proton sources and target are presented in the
right corner of the image.

Figure 2. (a) Experimental set-up; (b) Detailed of the experimental set-up.

The angular and energy spectral distributions of electrons, protons and photons obtained as
result of the interaction of laser spot with the Ag target, as well as the geometry mesh from Figure 1,
were used to simulate the radiation dose map inside the vacuum chamber.
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2.2. Experimental Setup Used to Measure Electron and Proton Spectra at 3 cm Distance from Target n

The mapping of the radiation dose inside the target chamber has been performed during
experiments [24] of high power-thin solid target interaction for a laser intensity in focus of about
5 × 1019 W/cm2 (40 fs pulse duration [24,37]). The target was tilted at 45◦ with respect to the laser beam
focus position. The laser spot surface area was (9 × 23) 207 μm2 and the fraction of energy in the laser
spot (at full width half maximum) was ~30%. The elliptical shape of the focal spot was previously
attributed to the slightly ellipticity of the incoming beam [8,38].

The experimental set-up from Figure 2, was designed to allow a straightforward analysis of laser
accelerated electron and proton beams.

It is composed of the targets and passive detectors holder ensemble, a magnetic spectrometer
(B ~ 0.6 T), and an optical analysis ensemble. The target and detector holder system consist in two
parallel metallic plates centered using a horizontal metallic ax. The targets were positioned on the
first plate while the passive detectors used for proton beams analysis were placed on the second
plate. The spectral analysis of the proton beams achieved using CR-39 detectors was reported in [24].
Behind the second plate a centered (to the drilled holes) magnetic spectrometer, for the estimation of
the energy of the laser accelerated electrons, was placed in a fix position, while the target and detector
holder ensemble can be rotated. Around the magnetic spectrometer can be observed a metallic cylinder
that can be simultaneous rotated with the target and detector holder plates. On the inner surface of
the cylinder (see Figure 2) EBT3 radiochromic films were positioned. A maximum electron energy of
about 13 MeV was estimated from the coloring of the EBT3 radiochromic films. Such values of the
electron energies were also reported in similar experimental conditions [5].

The target and detector holder ensemble are placed on mechanical translation and rotation stages
for precise alignment of each target in the focus of the laser beam. The optical analysis system is
described in detail in [24].

2.3. Calibration of EBT3 Radiochromic Films used for Mapping of the Radiation Field

The dosimetry assessment during high power laser-thin solid target interaction performed using
the EBT3 radiochromic films (RCF) proved to be useful [39] and offers two-dimensional information
on the radiation dose. The EBT3 films have a symmetrical layer’s structure as the active layer (28 μm
thick) is sandwiched between two 125 μm matte-polyester substrates (Ashland Advanced Materials).
These polyester layers prevent the formation of Newton ring interference patterns when the irradiated
EBT3 films are scanned with flatbed scanners [39].

The EBT3 films were calibrated using both high energy photons generated by a 40 kV X-ray
source [40] and electrons with an energy of about 5 MeV using a classical medical accelerator. In the
paper of Sorriaux et al. [41], it was shown that EBT3 RCF can be used for dosimetry measurements of
photon, electron and proton beams as their calibration curves (in the same dose range), are similar.
The uncertainties of the EBT3 calibration curves presented there were within 1.5% for photons and
protons and 2% for electrons [41].

A high precision measurement of the optical density of each EBT3 film is essential for the evaluation
of the ionizing particles radiation dose values inside the target chamber.

The EBT3 films exposed during the high-power laser thin solid target experiments, as well as
those used for the determination of the calibration curve (see Figure 3b) were scanned using an
EPSON Expression 11000XL professional scanner with a resolution of 4800 dpi in transmission mode.
The scanned area was about 0.5 × 0.5 cm2 for each film.
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Figure 3. (a) Pixel values to optical density Rodbard calibration curve. (b) The dependence of optical
density on radiation dose.

The scanned images of the EBT3 films were processed with ImageJ software in order to convert
the pixel values into standard optical density (OD) [42]. For this purpose, a Kodak calibrated optical
density step tablet [42] has been used and the images were converted into 8 bits grey scale. The pixel
values range from 0–255 gray units. A so-called Rodbard calibration function [43,44] was used for
pixel values to obtain an optical density transformation: y = d + (a − d)/(1 + (x/c)b) where a = 80.147399,
b = 0.102551, c = 1.109687 × 1012, d = 8.304216. The R2 was 0.997. This function was identified to be
suitable for pixel values to OD calibration in medical applications and for the establishment of dose
response curves [43,44]. The graph of the Rodbard function is presented in Figure 3a.

The calibration graph presented in Figure 3b was obtained for a 40 keV photons beam.
The calibration curve obtained for 5 MeV electrons is similar (within ±7%) with that one from
Figure 3b. Both curves were used for calculation of the radiation dose inside the target chamber as
well as for the electron maximum energy (of about 13 MeV) estimation. The black squares represent
the measured data values and in red is the curve used for fitting. As fitted function, we used an
exponential one. The fitting parameters was: R2 = 0.997, and standard error was about 0.069.

3. Results and Discussions

(a) Simulation Results on the Angular Spectral Distribution of Electron, Proton and Photon Beams
Generated in TNSA Regime

Laser accelerated electron and proton beams in vacuum are the primary sources of radiation
in a high power laser-thin solid target interaction experiment in the TNSA regime. The secondary
radiation source consists mainly of bremsstrahlung X-ray photons or gamma rays both produced by
the interaction of hot electrons with target nuclei. The interaction of primary radiation, (mainly of
electrons) with the vacuum chamber walls and detectors placed at different distances and inclination
angles with respect to the laser–target interaction point, also generate bremsstrahlung radiation on a
nanosecond time scale.

The opening angle of proton and electron accelerated beams depend on few parameters
such as: target thickness, laser intensity, laser focal spot size, emittance, and source dimensions [1–6].
Many authors [1–6,27,45–47] reported that electron and proton beams generated in TNSA regime
have the highest number and energy in forward direction, normal to the target. The decrease of
protons energy with the increase of opening angle was reported both by calculations and experimental
measurements [9,45].

The spectra of proton and electron accelerated beams as well as of the emitted photons calculated
using the simulation model described above (without considering the mesh of the experimental set-up
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presented in Figure 1) allowed us to find angular and energy distributions of primary and secondary
radiation (see Figures 4 and 5).

  

 

Figure 4. Simulated spectra of laser accelerated: (a) protons; (b) electrons beams and (c) emitted
photons at different angles within 0–15 degrees range. 0◦ is considered in forward direction normal
to target.

Figure 5. Simulated spectra of laser accelerated: (a) electron and (b) photon beams at different angles.

Within 0–15 degrees of angle, the spectra of electrons, protons, and photons are shown in Figure 4
(0◦ is considered in forward direction normal to the target position). These spectra are calculated for
the pulse duration time, 5 × 1019 W/cm2 laser intensity, and at 3 cm distance from the laser–target
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interaction point. In Figure 4a can be observed, that the most energetic protons are emitted in normal
direction to the target position. Within 5 degrees angle the energy of protons drastically decreases.
However, the electron spectra presented in Figure 4b indicate only the decrease of electron numbers as
the angle increases (see Figure 4b). The spectra of photons also display an angular dependence (see
Figure 4c). The spectra obtained for angles between 345◦ and 0◦ degrees are similar.

The interaction between the laser focused spot and target was considered to produce ionizing
radiation within 0–360◦. The spectra of electrons and photons at different angles between 90◦ and 270◦
are presented in Figure 5. The number of emitted electrons and photons as well as their energy are
lower than those emitted in the 0–15◦ range (see Figure 4). Proton spectra were not generated in this
angular range.

The spectra of electrons, protons, and photons (see Figures 4 and 5) display some fluctuations
in the distribution of particles as function of energy. It appears mainly at the highest energies and at
angles different from 0◦. This is probably due to the statistical approach characteristic to the Monte
Carlo simulations [33,34] and to the fact that the number of generated particles at high energies, is low.
Anyway, these fluctuations are relatively small and do not affect the estimations of the electron, proton,
and photon spectral distributions. Similar distributions, but without any fluctuations, can be obtained
when the spectra are analytically calculated. However, such calculations are possible only at 0◦.

The main advantage of the constructed simulation model is that the simultaneous calculations of
electron, proton and photon spectra and it angular dependence within 0–360◦ can offer an overall image
on the ionizing radiation distribution around the high power laser-thin solid target interaction point.
Thus, we can evaluate the evolution of the number of produced electrons, protons, and photons both
with energy and angle as a function of experimental parameters such as: laser intensity, laser pulse
duration, and the target thickness.

(b) Simulation results on Electron, proton, and Photon Fluencies

High-power laser–thin solid target interaction generates mixed radiation fields of electrons
and photons. The radiation dose measured inside the vacuum chamber by passive detectors, is mainly
attributed to photons and laser accelerated electrons. The interaction of electrons with the metallic
components of the chamber also generates bremsstrahlung radiation [7,8]. The protons are emitted in
the target normal direction, forwards, and backwards [27], being stopped in materials in accordance to
their stopping powers [48].

For near target radiation field assessment, the simulation model described above, allowed us the
estimation of total fluencies of radiation generated by the interaction of the high power laser beam
with the thin solid target. The fluencies of electrons, protons, and photons were also calculated (see
Figure 6), using as input data the spectra presented in Figures 4 and 5. It turns out that electrons
contribute ~98.9%, photons ~1%, and protons ~0.1%, respectively, to the total fluencies. The electrons,
and photons are produced almost uniformly around the interaction point, having a maximum in the
normal direction to the target position. The protons are emitted mainly in the forward direction.
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Figure 6. Angular dependence of particle fluencies/cm2 at 3 cm from the interaction point on logarithmic
scale: (a) electrons (b) protons (c) photons and (d) total fluencies.

(c) Simulated and Experimental Dose Maps

By implementing the angular and energy spectral distributions in the mesh associated with the
experimental set-up displayed in Figure 2, the simulated dose map was generated.

In the experiments performed using the experimental set-up from Figure 2, the radiation dose
inside the target chamber was charted, using EBT3 RCF placed at different distances and inclination
angles with respect to the high power laser-thin solid target interaction point. The calibration curve
from Figure 3b was used for calculation of the radiation dose inside the vacuum chamber.

In Figure 7a, the radiation dose measured around the interaction point is shown, in comparison
with the simulated one. The dose values are per laser shot and were normalized to 30 cm distance.
As can be observed the maximum values of the radiation dose were reached in the forward target
normal direction.
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Figure 7. (a) Map of the measured dose (blue dots) inside the target chamber and of the
simulated radiation dose (red dots); (b) The fluctuations in the angular distribution of measured
and simulated dose.

There are certain inadequacies between experimental data and simulations (see Figure 7b).
We suppose that these discrepancies appear as the scattering of the radiation on the walls of the
vacuum chamber and from metallic cylinders placed around the magnetic spectrometer (see Figure 2),
which was not considered in the simulation model. Otherwise, it would determine a percentage
of uncertainties higher than 1% for 1012 events number, and the simulation run time would have
increased accordingly. Therefore, a simplified geometry was considered.

Moreover, the vacuum chamber has a rectangular parallelepiped geometrical shape [20] and
the maximum measured dose values away from the forward direction are in the proximity of the
chamber corners. Measured dose values of tens of mGy/per laser shot were obtained in similar
experimental conditions [8].

Considering the electron and photon fluency data presented in Figure 6, we suppose that the
electrons have the largest contribution to the radiation dose (98.9%) while photons contribute only 1%.
Protons do not influence the dose value by more than 0.1%. Anyway, the protons with the highest
energy are emitted in the forward direction (see Figure 6 and Ref. [27]), even if in the backward
direction to the target position, they were also observed (see Figure 6 and Ref. [27]). The protons
emitted forward are stopped in the detectors placed at 3 cm distance from the target position (see
Figure 2).

Thus, based on the calculation of the angular dependence of particle fluencies, the radiation dose
map reconstruction was performed in any point within the area of interest. The presented simulation
model can be further developed for the calculation of dose in any material, by considering the energy
and type of incident radiation as well as possible reactions.

4. Conclusions

The results presented in this paper link the angular and energy distributions of electrons, protons,
and photons calculated within 0–360◦, with an angular step of five degrees, to the radiation dose map.
This is achieved through integration into the simulation model and the use of an experimental set
up mesh. The geometry of the experimental set-up was designed in the Geant4 General Particle Source
code and was considered for the calculation of the radiation dose around the high-power laser-solid
thin foil interaction point. When comparing the calculated dose map with the experimental one,
certain discrepancies between the values of dose obtained at different angles were observed. This is
most probably because the scattering of radiation into the vacuum chamber was not considered in the
simulation model.
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Integrated dose per laser shot of about 15 mGy (due to electrons and photons) in the
normal direction to the target, at 30 cm distance from the laser–target interaction point was
experimentally measured.

Excepting the geometry of our experimental set-up, the presented simulation model allows for
the calculation of the fluencies of electrons, protons, and photons based on their energy and angular
spectral distributions. Our results show that electrons contribute almost ~99% to the value of total
fluencies generated around the interaction point, while photons have a 1% share.

The numerical and experimental investigations presented in this paper suggest that high power
laser–thin solid target experiments can be used as a test environment for electronic devices placed
onboard spacecraft and space stations, the main advantage being the simultaneous generation of
electrons, protons, and photons.
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Abstract: We measured the response of BAS-TR imaging plate (IP) to energetic aluminum ions
up to 222 MeV, and compared it with predictions from a Monte Carlo simulation code using two
different IP response models. Energetic aluminum ions were produced with an intense laser pulse,
and the response was evaluated from cross-calibration between CR-39 track detector and IP energy
spectrometer. For the first time, we obtained the response function of the BAS-TR IP for aluminum
ions with a kinetic energy as high as 222 MeV. On close examination of the two IP response models,
we confirm that the exponential model fits our experimental data better. Moreover, we find that the
IP sensitivity in the exponential model is nearly constant in this energy range, suggesting that the
response function can be determined even with little experimental data.

Keywords: Monte Carlo simulation; laser-driven ion acceleration; imaging plate

1. Introduction

An imaging plate (IP) is a film-like image sensor that records the incident radiation
flux on a thin sheet called a phosphor layer. It is known to be sensitive to energetic charged
particles, X-rays, and gamma rays [1–4]. Since IPs were developed by Fuji film Co. in the
early 1980s, they have been widely used in nuclear science and in medicine. While an IP is
a passive detector and cannot be used in high repetition rate experiments, IPs have several
advantages over other particle detectors: (1) immunity to electromagnetic pulse (EMP), (2)
high dynamic range (4–5 orders of magnitude), (3) high spatial resolution (resolving to as
low as 10 μm), and (4) reusability (signals of IPs can be erased with white light) [1,5–7].
For radiation detection, Biological Analysis System (BAS) IP types are commonly used [8].
Specifically, BAS-MS, SR, and TR IPs were primarily designed for high sensitivity, high
resolution, and detection of beta particles from tritium, respectively [9,10].

BAS IPs typically consist of three or four layers with various thicknesses: a protective
layer, a phosphor layer, a support layer, and a magnetic layer. The BAS-TR IP has no
protective layer [11], and the lack of a protective layer makes BAS-TR IP particularly well
suited to measure heavy ions with short ranges within matter. Incoming ions deposit
kinetic energy in the 50 μm thick phosphor layer [11]. Beneath the 250 μm thick support
layer, there is a 160 μm thick magnetic layer which allows for magnetic attachment of the
IP to the scanner [12].

When an IP is exposed to radiation, the electrons of Eu2+ in the phosphor layer
are ionized and trapped in FBr or FI sites forming metastable states. The lifetimes of
the metastable states range from 10 min to several days. When a scanner irradiates the
phosphor layer with 2 eV photons from a laser diode, the electrons in the metastable state

Appl. Sci. 2021, 11, 820. https://doi.org/10.3390/app11020820 https://www.mdpi.com/journal/applsci

19



Appl. Sci. 2021, 11, 820

are re-excited and recombine with Eu3+ and emit 3 eV photons. That emission is known as
the photostimulated luminescence (PSL). To use an IP as a quantitative radiation detector,
it is necessary to calibrate the PSL relative to the spectral intensity of radiation. For ions,
the spectral response function of an IP is measured in units of PSL per incident ion of a
given energy. This must be done for each type of radiation and IP and scanner combination,
because each combination has in general different responses [5,7,13–16].

Researchers have measured the response of IPs to various radiation types such as
electrons [5,7,13,17–21], protons [12,14,22–24], and X-ray [16,25] for a wide energy range.
The measurement of IP responses to energetic heavy ion beams, however, is more chal-
lenging because it is difficult to produce heavy ion beams with sufficient particle fluence
for IP calibration at a range of energies in a reasonably short time. For this reason, the
published studies of IP response to ions are limited to a few types of heavier elements such
as deuterium [23,26], helium [16,23], carbon [6], and titanium [27].

Since Hidding et al. [28] proposed a linear model predicting the response of IP, some
researchers have calculated the IP response by calculating stopping powers using Monte
Carlo simulation codes. Bonnet et al. designed an exponential model and calibrated the IP
response to protons, electrons, photons, and 4He ions, using Geant4 [14,16,29]. Recently,
Rabhi et al. reported on the responses of BAS-MS, SR, and TR for 1–200 MeV protons [12]
and for 40–180 MeV electrons [21] using Geant4. Singh et al. used FLUKA to calibrate the
responses of BAS-MS and SR to 150 keV–1.75 MeV electrons [5].

In this paper, we report on the IP response to aluminum (Al) ions for the first time,
with an incident kinetic energy as high as 222 MeV. We have used an Al ion beam driven
by an intense laser pulse as the ion source, and detected these ions using BAS-TR IPs for
the measurements. We compare both the linear model and the exponential model with our
experimental results for Al ions. In our study, we have used the Monte Carlo simulation
code SRIM [30] to calculate the stopping powers of a BAS-TR IP for Al ions because SRIM is
known to represent the available experimental data well [31,32]. We show that the response
function calculations using stopping power from SRIM code agree very well with our
experimental data for Al ions up to 222 MeV. We find that the IP sensitivity remains nearly
constant for all the incident Al ion energy in the exponential model, which suggests that
the IP response function can be calculated for the entire energy range of the ion beams
using just a few experimental data points.

2. Experimental Setup

The experiments were performed on the Trident laser facility at Los Alamos National
Laboratory (LANL) [33,34]. Figure 1 shows the schematic layout of the experimental setup.
80 J, 650 fs, 1054 nm laser pulses were focused using an f/3 off-axis parabola, and irradiated
110 nm thick aluminum foils with a peak laser intensity of about 2 × 1020 W/cm2 [33]. The
laser-driven Al ion beams diverged with a 20◦ cone half-angle [35,36]. The ions fly into a
high resolution and high dispersion Thomson Parabola Spectrometer (TPS) [33,37], which
measures an energy spectrum of the ions separately depending on their charge to mass
(Z/A) ratio. The TPS symmetry axis is aligned with the ion propagation direction, and the
ion flux into the TPS is limited by a pinhole aperture along that axis. Over a portion of the
ion flight within the TPS, strong electric (E) and magnetic (B) fields parallel to each other
and normal to the symmetry axis deflects ions depending on their Z/A and kinetic energy
(Eion). After a drift distance within the TPS, they arrive at the detector plane laid normal
to the axis. The Z/A and Eion are given by their location on this plane [33,37]. Specifically,
the TPS disperses a given Z/A on the detector plane along a narrow (as defined by the
pinhole) parabolic curve in the x̂ (horizontal, B-field deflection) and ŷ (vertical, E-field
deflection) directions originating at the intersection with the symmetry axis according
to Eion. The origin (= zero point in Figure 2) corresponds to an infinite Eion, and X-rays
or neutral particles are recorded as well. The TPS uses 10 cm long magnets producing
0.82 T and 50 cm long electrodes that can be charged up to 15 kV potential., enabling
high energy resolutions of ΔE/E < 5% at 100 MeV/nucleon [33,37]. The IP used in the
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TPS was covered with an 18 μm thick Al filter in order to eliminate background noise
originating from scattered laser lights, low energy protons (<1 MeV), low energy electrons
(<50 keV), and soft X-rays [33]. Incident Al ions with kinetic energy greater than 50 MeV
penetrated through the filter and reached the IP surface. For counting the absolute number
of aluminum ions, strip-shaped CR-39 track detectors with a width of a few mm were
placed on the IP surface [33].

Figure 1. Schematic layout of the experimental setup. An intense laser pulse produces energetic Al
ions, which are detected using CR-39 and IP.

 
Figure 2. Schematic layout of the CR-39 strips on the IP. The laser-driven Al ions that are deflected
inside the TPS leave traces on the CR-39 strips and BAS-TR IP. Calibration regions are marked as
purple rectangles in the figure. At each boundary of the calibration region, PSL/ion values are
measured by comparing the number of tracks on the CR-39 and the amount of PSL from the IP.

It is known that the IP response does not depend on the charge state of the inci-
dent ions [6,23,38,39]. This is because the incident ions quickly arrive at an equilibrium
charge state as soon as they enter the target surface. This characteristic is assumed by
Freeman et al. [23], and is confirmed by Doria et al. [6] and J. Strehlow et al. [27] in experi-
ments using multiply charged carbon ions and titanium ions, respectively. Therefore, we
do not need to specify the charge state of Al ions incident on the BAS-TR IP in our SRIM
simulations.

3. Measurement of PSL/Ion

After exposing the calibration region of an IP to energetic aluminum ions, PSL is
measured experimentally using a scanner. In this experiment, we scanned each IP 5 min
after exposing it to an ion beam. The BAS-TR IP was scanned by a commercial scanner
(Fujifilm Typhoon FLA-7000). The input light in the scanner is converted to electronic
signals, which are stored in a PC as quantum level (QL) pixel-resolved image data. Since
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QL encodes a logarithmic response, a conversion is required to extract the linear PSL data.
The conversion formula from a QL value to a PSL value is [6]

PSL =

(
R

100

)2
× 4000

S
× 10L×( QL

2G−1
− 1

2 ), (1)

where R = 25 μm is the resolution of the scanner, S is the scanner sensitivity setting selected
from 1000 to 10,000, L = 5 is the latitude parameter which relates to the dynamic range of
the scanner, and G = 16 is the gradation parameter for 16-bit image data.

The PSL/ion value was obtained from cross-calibration between the amount of PSL
scanned in the Al11+ trajectory adjacent to a CR-39 strip and the number of ions counted in
the pits of the strip. This calibration method assumes that there is no sharp discontinuity
in the areal density of Al11+ ions on the track nearby the edges of the CR-39 bars. These
calibration regions are illustrated in Figure 2, which shows the schematic layout of the
CR-39 strips on the BAS-TR IP. Eion is readily obtained from the TPS data based on the
analytic expressions for the ion deflection at the detector plane. The x-direction deflection
(due to the known E) is used to obtain Eion/q, where q is the ion charge. That value is
plugged into the equation for the y-direction deflection (due to the known B) to obtain
Z/A. Since we know A (Al), we obtain q and Eion. Thus, PSL/ion value for Al11+ ions can
be obtained for the Eion of Al+11 ions corresponding to each edge of the CR-39 strip along
the track.

4. Fading Effect

As time elapses after activation, some of the electrons in the metastable states spon-
taneously decay to the Eu3+ state and emit PSL. This phenomenon is called the fading
effect, and the resulting PSL loss when the IP is scanned subsequently should be taken into
account in the analysis. Several studies have measured fading curves for electrons [13,17],
protons [14], X-rays [5,7,15,26], and γ-rays [14]. Although the radiation sources used in
fading measurements are different in each experiment, fading curves are not very sensitive
to the type and energy of radiation. Bonnet et al. find that fading signals are nearly indepen-
dent of the radiation type with less than 10% differences between photons and protons [14].
Ohuchi et al. also report that the fading effect is similar for electrons and for protons
regardless of their kinetic energies [40]. The known parameters contributing to fading
effect are ambient temperature and scanner type [7]. Although the fading effect becomes
bigger as the ambient temperature increases, its change can be considered negligible for a
small temperature fluctuation [7].

Zeil et al. [13] report different fading behaviors between their data measured by BAS-
1800II and the data of Tanaka et al. [17] measured by BAS-5000. Their findings suggest that
PSL signals measured using different scanners can be quite different [13]. Ohuchi et al. also
compared BAS-1000 and BAS-5000 and observed that fading of BAS-5000 is larger than
that of BAS-1000 [40]. Therefore, we need to apply a fading model benchmarked using the
same IP with the same scanner. Bonnet et al. [14] and Boutoux et al. [7] have used the same
FLA-7000 scanner as in our measurements, and their fading functions are quite comparable
each other. They have both used two exponential functions to fit their data, and we have
adopted the fading function of Boutoux et al. as shown below [7].

f (t) = 0.535 e
−t
τ1 + 0.465 e

−t
τ2 , (2)

where τ1 = 23.812 (min), τ2 = 3837.2 (min). In our experiment, fading loss is expected to
be about 10% at t = 5 (min), and thus the experimentally measured PSL values have been
scaled upwards to the values that would have been measured at time zero.
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5. Calculation of PSL/Ion from SRIM Data

There are two models commonly used to predict the amount of PSL from a given
radiation. Hidding et al. [28] propose a linear model assuming that the yield of PSL is
proportional to the total deposited energy in the sensitive layer of an IP.

R(Eion) = αEdep(Eion), (3)

where R(Eion) is the IP response for ions with incident kinetic energy of Eion and α is the
IP sensitivity. The IP sensitivity varies depending on the type of radiation and IPs. It
also depends on the waiting time before scanning because of the fading loss. The total
deposited energy, Edep(Eion), is obtained from the integral of the ion-stopping power S(z)
at depth z. In the phosphoric layer of the IP,

Edep =
∫ W

0
S(z)dz, (4)

where S(z) = −dEion/dz and W is the thickness of the layer.
The incident ion loses its kinetic energy to electrons in the target by ion-electron

collisions resulting from Coulomb interaction and to target nuclei by ion-nucleon collisions
(called recoil process). In our SRIM simulations, the predominant process is Coulomb
interaction, and the recoil energy contributes only ~10−4 to the entire collision process.
The cross-section for ion-electron interaction is inversely proportional to the square of the
approaching speed of the ion.

Bonnet et al. [14] proposed a model for the deposited energy that accounts for the
optical thickness of the IP to the PSL radiation by weighting the stopping power by an
exponential decay term, i.e.,

Edep =
∫ W

0
S(z)e−

z
L dz, (5)

where L is the absorption length of PSL photons within the phosphor layer of the IP [14],
which is 44 ± 4 μm for BAS-TR IPs [16]. A large L implies that the PSL photons pass
through the phosphor layer easily without being absorbed within it [16], and thus a
negligible correction. However, L = 44 μm indicates that a significant amount of PSL is
absorbed since the thickness phosphor layer of BAS-TR IP is 50 μm. Equation (4) can
also be interpreted as a special case when the absorption length is infinity and there is no
absorption [14]. We refer IP models proposed by Hidding et al. and Bonnet et al. as the
linear model and the exponential model, respectively, in the following analysis.

To obtain the stopping power for Al beams, we use the Monte Carlo simulation code
SRIM which calculates the stopping and range of ions in matter using a quantum me-
chanical treatment of ion-atom collision [30]. Each simulation is performed with 10,000 in-
cidences and calculated stopping power and other values are averaged over the 10,000
incidences. We calculate Edep using two different methods (1) by using the averaged S(z)
obtained directly from SRIM, and (2) by calculating the absorbed energy and e− z

L at each
step from individual incidence then averaging Edep over 10,000 incidences. SRIM divides
the target depth into 100 steps in the first method, and about 700 uniform steps in the
second method, which determines the simulation resolution. Although the second method
has seven times higher target depth resolution in computing the total deposited energy in
the phosphor layer, the discrepancy in the deposited energy calculations by each method is
found to be only 0.01–0.1%.

In the linear model, we have calculated S(z) using the first method for simplicity. In
the exponential model, we have used the second method to calculate S(z) since more steps
can potentially reduce errors involved in calculating the weighting factor e− z

L . For each IP
model, the total deposited energy is calculated as follows

Edep = ∑l
i=1 [

S(zi) + S(zi+1)

2
](zi+1 − zi), (Linear model) (6)
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Edep = ∑l
i=1

(
− dE

dz

)
e− 1

L (
zi+1+zi

2 )dz = ∑l
i=1 −(Ei+1 − Ei)e−

1
L (

zi+1+zi
2 ),

(Exponential model)
(7)

where zi is the target depth (the distance that an Al ion passes through the target), S(zi) is
the stopping power of target at depth zi, Ei is the kinetic energy of the Al ion at zi, and l is
the total number of steps (l = 100 or l = 700). In the linear model, the area under the curve
of stopping power as a function of target depth represents the deposited energy. We use
the average of two stopping power values in each interval, and estimate the target depth of
each thin layer as zi+1+zi

2 in the exponential model.
The average stopping powers of phosphor layer for mono-energetic Al ions are shown

as functions of the target depth in Figure 3 for 130 MeV Al ions (dashed green line) and for
200 MeV Al ions (dot dashed blue line). The 50 μm thick phosphor layer of BAS-TR IP is
thick enough to stop all Al ions with Eion ≤ 130 MeV, so the entire Eion is absorbed within
the phosphor layer. For 200 MeV Al ions, on the other hand, the stopping power gradually
increases as the ions lose their kinetic energy, but the ions penetrate through the phosphor
layer with significant energy remaining.

Figure 3. Stopping power of the 50 μm thick phosphor layer of a BAS-TR IP for 130 MeV and 200 MeV
Al ions as functions of the target depth. The area under the curve represents the deposited energy in
the phosphor layer.

Figure 4a shows the IP response, R(Eion), as a function of Al ion energy for our setup.
Solid black circles indicate the experimental measurements of PSL/ion data. Error bars
are estimated to be ±15%, which account for the decay uncertainty from the fading effect
during the time gap (5 min), PSL stimulated by diode laser during scanning, inaccurate
calibration of the PMT, and IP surface quality (roughness) [6]. The dashed black line
represents the IP response calculated using the linear model, and the solid red line shows
the IP response calculated using the exponential model with L = 44 μm. The calculated IP
responses with ± one standard deviation (±4 μm) of L are shown when L = 48 μm (dashed
red line) and L = 40 μm (dot dashed red line). In both models, the total deposited energy
increases as the kinetic energy of Al ion increases from 50 MeV to 140 MeV, but it decreases
beyond 140 MeV. The IP response from the exponential model increases more gradually
and it fits the experimental data better.

As is described in the experimental setup section, there was an 18 μm thick filter in
front of our BAS-TR IP, and only ions with sufficient kinetic energy (larger than 50 MeV)
arrived at the IP front surface. Since filter arrangements can differ for each experiment,
beyond the computation of our specific filter conditions, we aim to produce a response
model applicable to arbitrary filter arrangements. We start with the computed incident
ion energy on the front phosphor layer surface obtained by subtracting the energy loss
in the 18 μm thick filter from the incoming Eion measured with the TPS. We computed
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Al ion energy loss in the filter with SRIM. Figure 4b shows energy loss from an 18 μm
thick Al filter as a function of the incident Al ion energy. The dashed green line indicates
the kinetic energy loss of energetic Al ions. The solid blue line shows the incident kinetic
energy of Al ions on the phosphor layer after penetrating through the filter as a function of
the initial Al ion energy before the filter. Figure 4c shows the IP response as a function of
the incident Al ion energy on the phosphor layer. The horizontal axis corresponds to the
kinetic energy of the incident Al ion after penetrating through the filter, which is calculated
in Figure 4b. Solid black circles represent the experimentally measured IP responses, and
the dashed black line indicates the IP response calculated using the linear model. The
solid red line represents the IP response calculated using the exponential model with an
absorption length of L = 44 μm. For both the linear and the exponential model, we have
used the method of least squares and determined the IP sensitivity, α, from Figure 4c. The
IP responses with ± one standard deviation of the absorption length are also plotted in the
same figure for L = 48 μm (dashed red line) and for L = 40 μm (dot dashed red line).

Figure 4. (a) IP response of BAS-TR IP is shown as a function of incoming Al ion energy before the
filter. (b) Energy loss in the filter is shown as a function of Al ion energy (dashed green line). The
incident kinetic energy of Al ions on the phosphor layer after penetrating through the filter is also
shown as a function of Al ion energy (solid blue line). (c) IP response of BAS-TR IP is shown as a
function of the incident Al ion energy on the phosphor layer.
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6. IP Sensitivity

We examined how IP sensitivities at different incident Al ion energy deviate from
the IP sensitivity obtained by least squares method in each model. Figure 5 shows the IP
sensitivities as functions of the incident Al ion energy for both the linear model and the
exponential model. The IP sensitivities calculated using the exponential model are shown
as hollow red circles, and those calculated using the linear model are plotted as hollow
black circles. These values are derived from experimentally measured IP responses and the
calculated deposited energy from the incident Al ions using each model. In Figure 5, the IP
sensitivity fluctuation in the exponential model is less than that in the linear model. The
IP sensitivity is nearly constant at αexp = 0.019 in the exponential model with a standard
deviation of 5% of αexp. In the linear model, the IP sensitivity is αlin = 0.013 with a standard
deviation of 21% of αlin. This suggests that the exponential model describes the IP response
better.

Figure 5. Sensitivity of BAS-TR IP is shown as a function of the incident Al ion energy on the IP
surface.

Since the IP sensitivity in the exponential model remains nearly unchanged regardless
of the incident kinetic energy of Al ions in Figure 5, we can treat αexp as a constant value in
Equation (3) and determine the IP response function by multiplying the deposited energy
function calculated from the Monte Carlo simulations. This implies that the IP response
function can be calculated even with little experimental data.

The overall sensitivity of BAS-TR IP to Al ions is found to be much smaller than
the known sensitivity of IPs to electrons, protons, and alpha particles. This is consistent
with the findings reported by Freeman et al. [23] and Bonnet et al. [16] for alpha particles.
Bonnet et al. report that the IP sensitivity to 4He ions is about 10 times smaller than the IP
sensitivity to protons with BAS-MS and BAS-SR IPs and around five times smaller than the
IP sensitivity to protons with BAS-TR IP [16]. Bonnet et al. explain this using a quenching
effect. According to their study, the IP sensitivity depends on both the type of incident ions
and the stopping power of IPs for those ions [16,23].

In our experiment, a similar quenching effect is also observed. The measured sen-
sitivity of BAS-TR IP to Al ions is about 13 times less than the known IP sensitivity to
protons, and it is about half of the known IP sensitivity to 4He [16]. As shown in Figure 5,
IP sensitivities decrease with increasing incident Al ion energy. This decrease is larger in
the linear model than in the exponential model. The large variations of the IP sensitivities
in the linear model seem to be caused by the quenching effect, which results in large
discrepancy with the experimental IP response data. In comparison, the exponential model
has smaller variations of the IP sensitivity and agrees well with the experimental data.
The exponential factor in Equation (5) offsets the IP sensitivity decline coming from the
stopping power increase of Al ions.

26



Appl. Sci. 2021, 11, 820

7. Conclusions

For the first time, we measured the response of BAS-TR IP to Al ions up to 222 MeV.
The PSL/ion values were measured experimentally using CR-39 track detectors and an
ion energy spectrometer, and the measurements were compared with calculated deposited
energy. We propose a technique to calculate deposited energy in the phosphor layer using
stopping power calculations from SRIM code. The response function taking the absorption
length into account is in very good agreement with the experimental data. We find that the
exponential model predicting the response of an IP fits the experimental data better. The IP
sensitivity is nearly constant regardless of the incident energies of aluminum ion beams,
suggesting that the IP response function can be calculated even with little experimental
data. Our simulations and analysis provide a straightforward method using stopping
power calculations to find the response function of an imaging plate to other energetic
heavy ion beams.
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25241 Dolní Břežany, Czech Republic; stanislav.stancek@eli-beams.eu (S.S.);
lorenzo.giuffrida@eli-beams.eu (L.G.); Andriy.velyhan@eli-beams.eu (A.V.);
maksym.tryus@eli-beams.eu (M.T.); filip.grepl@eli-beams.eu (F.G.); valeriia.istokskaia@eli-beams.eu (V.I.);
vasiliki.kantarelou@eli-beams.eu (V.K.); tuomas.wiste@eli-beams.eu (T.W.);
juancarlos.hernandezmartin@eli-beams.eu (J.C.H.M.); francescoschillaci@eli-beams.eu (F.S.);
Daniele.margarone@eli-beams.eu (D.M.)

2 Faculty of Nuclear Sciences and Physical Engineering, Czech Technical University in Prague, Brehova 7,
11519 Praha, Czech Republic

3 Centre for Plasma Physics, School of Mathematics and Physics, Queen’s University of Belfast,
Belfast BT7 1NN, UK

* Correspondence: timofej.chagovets@eli-beams.eu

Abstract: Fast solid target delivery and plasma-ion detection systems have been designed and
developed to be used in high intensity laser-matter interaction experiments. We report on recent
progress in the development and testing of automated systems to refresh solid targets at a high
repetition rate during high peak power laser operation (>1 Hz), along with ion diagnostics and
corresponding data collection and real-time analysis methods implemented for future use in a
plasma-based ion acceleration beamline for multidisciplinary user applications.

Keywords: high repetition rate target; ion acceleration; laser–plasma interaction

1. Introduction

The rapid development of high peak, high average power lasers led to the imple-
mentation of relatively compact experimental systems, capable of delivering laser energy
on target with several tens of Joules at a high repetition rate (1–10 Hz) [1–5]. While the
availability of ultrahigh intensity laser pulses has enabled investigation of new physical
mechanisms in the field of laser plasma acceleration physics by means of proof-of-principle
experiments in single-shot mode [6,7], societal applications (including medical ones) [8,9]
require high repetition rate operation, which is very challenging in terms of target delivery
systems and real-time detection of plasma radiation. In fact, the current bottleneck in such
experiments is not represented by the laser operation mode, but rather by the develop-
ment of suitable target and diagnostic systems capable of sustaining harsh laser-plasma
experimental conditions, such as giant electromagnetic noise, ultrahigh dose rate ionizing
radiation, and particle debris generated from the irradiated target [10–16]. Thus, new solu-
tions for fast target delivery, detection, and data acquisition systems have to be developed
in order to satisfy recent requirements for potential applications of laser plasma physics.

Recently, the TERESA (TEstbed for high REpetition-rate Sources of Accelerated par-
ticles) has been successfully used at ELI-Beamlines [17]. The mission of the project was
to provide a developing and testing environment for novel solutions in target delivery
and laser–plasma diagnostics at high repetition rates (up to 10 Hz). In this paper, we
report on our progress in the development of target delivery and alignment solutions for
high repetition rate laser operation, along with ion diagnostics, data acquisition, real-time
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analysis methods, accurate control of vacuum, and alignment systems. The technologies
described in this paper will be further tested at the ELIMAIA (ELI Multidisciplinary Appli-
cations of laser-Ion Acceleration) beamline to supply laser-accelerated ion beams to users
carrying out research in various disciplines (physics, biology, chemistry, medicine, and
material sciences) [18]. In Section 2, we discuss related experimental setups and operation
modes. Target supply systems for thin solid films with fast target refreshing capability for
operation up to 10 Hz, along with various diagnostics and related data acquisition systems,
are presented in Sections 3 and 4. Conclusions and perspectives are outlined in Section 5.

2. Experimental Setup and Control

In general, good experimental conditions in laser-plasma interaction experiments
require an optimal energy transfer between the incoming laser beam and the used target.
Such a laser-plasma coupling efficiency is a key parameter to enhance the performance of
a laser-plasma accelerator. This can be satisfied if both the laser beam focusing element,
typically an Off-Axis Parabola (OAP), and the target positioner are handled carefully
in order to place the target precisely into the position of the previously optimized focal
spot (high encircled energy). The full procedure usually consists of three consecutive
steps: (i) Definition and referencing of the interaction point position; (ii) OAP focal spot
optimization and its positioning at the interaction point; (iii) Target alignment in 3D and its
positioning at the interaction point.

Alignment procedures are typically available and well described in technical manuals
at high power laser facilities. Low repetition rate laser beams, with a time interval between
shots of several minutes, are typically focused and aligned on targets before each shot
using a low power mode (unamplified version) of the laser beam. On the other hand,
high repetition rate facilities require overall alignment of the target frames prior to the
experimental run, due to the fact that the focus position must be optimized. Subsequently,
all the targets must be pre-aligned before each irradiation sequence (at least few hundreds
of shots) with high accuracy. Therefore, standard focal spot alignment procedure needs
to be combined with a reliable target positioning system, which is capable of precise and
repeatable operation, as described below. Naturally, overall pointing stability and vibration-
free transport of the beam up to the focusing optics was ensured by careful engineering
of both the mirror mounts and the vacuum systems, typically using decoupling between
vacuum vessels and optical breadboard. Furthermore, additional potential unwanted
effects, such as thermal lensing of optical components and slow laser beam drift, must
be compensated.

The interaction point in the experimental chamber must be precisely defined since
ion/plasma diagnostics and other experimental equipment (e.g., magnetic systems) are
pointed at it, and it is considered a reference point for ideal observation of the laser-target
interaction and further utilization of the accelerated particles.

The interaction point definition relies on the mechanical precision of the used com-
ponents and is usually realized by placing a reference tip in the desired position. The tip
is usually a conically sharpened (stainless steel) wire reaching a diameter of a few tens of
micrometers. The alignment of different detectors with the interaction point itself is usually
carried out using a small alignment laser beam (laser pointer perpendicularly attached
to the detectors case front surface) propagating from the detectors towards the expected
interaction point. This simple check ensures that the detector is oriented to the interaction
point, and it has a clear view of the interaction. The intersection of the different detector
alignment beams marks the interaction point where a reference tip is placed. Since the laser
beam path in the experimental chamber was typically aligned horizontally (the beam axis
is at the same height above the breadboard), the interaction point also remained at this
defined height. Subsequently, the laser focal spot must be positioned in this point.

As soon as the interaction point is precisely defined and marked with a reference object,
the monitoring system, consisting of a microscope objective with a given magnification,
can be pre-aligned with the laser optical axis (the direction is given by the off-axis angle of
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the OAP) and pointed at the reference object placed at the objective’s working distance.
The microscopic objective is then fixed, and the OAP focal spot is optimized and positioned
onto the reference tip. The laser beam is centered onto the OAP reflective surface and the
mirror is tilted vertically until the focal spot lies in the same horizontal plane as the axis of
the beam inside the interaction chamber. Subsequently, the OAP is tilted in the horizontal
plane to bring the focus close to the reference tip. As soon as the magnified focus becomes
visible through the objective, the OAP optimization can start.

The monitoring system is moved towards and outwards of the incoming beam to
evaluate the size and shape of the beam close to the focal point. One can achieve a small
focal spot size with a large value of encircled energy (i.e., minimal wave front distortion
and high laser intensity) on target only when the focusing OAP is properly optimized,
which is evident from the circular shape of the converging and diverging beam in the
proximity of the laser focus.

If the focal spot is not circular, the OAP alignment shall be optimized. The tip and tilt
of the OAP are used while scanning the focal spot in the longitudinal direction. During
this optimization, the focal spot moves away from the tip. This must be simultaneously
compensated using the movement of the OAP holder since the focal spot follows the X, Y,
Z movement of the OAP. This procedure is normally done manually step by step until the
desired result is reached. As soon as a circular focal spot is achieved in front of and behind
the focal plane, the transversal optimization ends. The monitoring system is then pointed
back on the reference tip and the OAP is finally moved to place the focus (now a very small
circle) onto the top of the reference tip. This ensures that the optimized focal spot sits in
the interaction point. As the last step, the target is moved into the same position.

3. Target Delivery System

Modern systems, which are capable of delivering laser energy on target with several
tens of Joules at high repetition rates (1–10 Hz) require at least several thousands of targets
per hour since the target is destroyed after each laser shot. Moreover, there are strict
technical requirements for the target system, such as fast target refreshing, positioning,
and alignment. Currently, a wide range of targets has been developed for laser-plasma
acceleration, such as thin solid foils, tapes [19], gas [20] or liquid jets [21,22], clusters [23],
cryogenic targets [24,25], and liquid crystals [10,26]. Hereafter, we aim to address the need
for high repetition rate planar thin target delivery as a continuous sheet of material (thin
foil) that is refreshed by a motorized stage.

A picture of the planar target delivery systems (PTDS) used in our experimental tests
is presented in Figure 1a. The main part of the device is modular to allow holding of
various types of target frames. The system can accommodate 900 foil targets, with an
average distance of 5 mm between neighboring positions. The foils are secured using a
special frame system made of two metallic plates that hold the foils in between them. Both
plates contain a matrix of conical holes of about 1 mm in diameter. The conical shape helps
to avoid the shock wave propagation from one target to the neighbors, permitting use
of all the available targets during the laser irradiation. Moreover, this design provides
good protection of individual targets from excessive evaporation or overheating effects
occurring during laser-target interaction, or contaminations from neighboring targets after
the shot. The current modification of the system uses nine of these frame holders and is
able to hold any kind of foil (metallic, semiconductor, or plastic targets) with a very broad
range of possible thicknesses (from foils of few tens of nanometers to few hundreds of
micrometers thick).
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(a) (b) 

Figure 1. A picture of (a) the planar target delivery system and (b) the graphical user interface for control of the target system.

A motorized system of PTDS has five degrees of freedom (x, y, z, pitch, and tip) and
allows the device to align and to hit each individual target at 1 Hz with an accuracy better
than 10 μm on each axis. To control the position of the device to avoid unwanted clashing
with neighboring devices, each actuator is supplied with two linear limit switches to define
the range of motion of the corresponding axis. The used motors are suitable for operation
in a harsh environment where very strong electro-magnetic pulses (EMP), associated with
high intensity laser-matter interaction, may affect the operation of electronics and high
precision motorized systems. To reduce electrical discharge effects induced by laser-target
interaction, the target holder is decoupled from the other metallic parts of the device with
a polytetrafluoroethylene plate. The target holder itself is directly grounded to the vacuum
chamber, thus the electrical conductor runs directly from the target plate to the ground.

The use of sophisticated optical systems imposes additional stringent requirements
in terms of cleanliness levels of the vacuum systems. All PTDS parts, such as frames,
motors, actuators, and limit switches, are made of high vacuum compatible materials.
The connection cables are encased in copper braid with Kapton insulation to reduce the
outgassing of particles detrimental to the vacuum system cleanliness.

A custom-made software is used for manual positioning of individual targets during
the alignment phase and allows automatic refreshing of targets during a laser shot sequence.
The graphical user interface shown in Figure 1b allows setting of either absolute or relative
target positions, using five degrees of freedom with an accuracy of 5 μm and recording an
individual position of the target for the high repetition-rate laser shot sequence.

Accurate alignment of each individual target before the laser shot sequence is one of
the most important parts of the experimental run preparation since the accurate positioning
of the target into the laser focal plane heavily affects the laser-target interaction conditions
and, consequently, the laser-plasma acceleration process.

The alignment procedure consists of several key steps to be followed: (i) defining
the interaction point by placing a reference object (sharp pin) in the desired position; (ii)
aligning a monitoring system that monitors the interaction point; (iii) fixing the monitoring
system to use it as a reference for the next steps of target alignment; and (iv) removing
the tip and placing the PTDS to allow its large metallic frame to be at the same position of
the tip.

Once the frame is set according to the imaging system focal plane (typically with an
accuracy of 10–20 μm), the alignment of each individual target includes recording of its
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unique coordinates (x, y, and z, when the target is in focus). The other two coordinates
(pitch and tip) are usually common for the whole target frame. Damaged or broken targets
can be marked and automatically bypassed during the high repetition-rate laser shot
sequence. Alignment of one frame with 100 targets generally takes about 10 min and
usually can be done in advance.

Ultimately, the software provides a recorded table of target coordinates that is used
for automatic target switch to the subsequent position by means of an external trigger sent
by the laser system during the experimental run. It is crucial to prevent any hit of the target
holder frame by the laser beam during the shot sequence. For this purpose, the control unit
of the PTDS was equipped with a trigger input. The target swapping starts right after the
incoming trigger is delivered with the laser shot. An output feedback signal indicates the
completion of the target tower motion necessary to set the fresh target at the interaction
point. A stable performance of the system at the repetition rate of 1 Hz is demonstrated in
Figure 2. The PTDS starts motion right after the trigger (blue signal) associated with the
laser shot. The finalization of alignment for the new target is indicated by the falling edge
of the output feedback (orange signal) before the next laser pulse arrives.

Figure 2. The sequence of four trigger signals (blue) at 1 Hz repetition rate initiating the motion of the following targets.
The orange signal corresponds to a reference output confirming that the new target is in the aligned position.

The feedback output provides an estimated value of the potentially reachable target
repetition rate during a laser shot sequence operation of about 1.25 Hz. Optical snapshots
of the target positions were taken by means of the monitoring system during target renewal
(see Figure 3). Monitoring system is supplied with LED placed on monitoring system to
improve image quality. In this case, the target frame moves vertically from the upper to
the lower target. The image becomes sharp after 800 ms since the target starts its motion,
hence clearly indicating that a new target is set to the pre-aligned position and ready
for the following shot. This observation is consistent with the feedback signal from the
target tower. In fact, the monitoring system can hardly be used for the detection of a new
target in the preset position, since image transfer from the camera and online analysis are
demanding, with respect to data transfer infrastructure and computing power. Instead,
analog feedback can be a reference for the data acquisition system. As a part of the control
system, such a signal prevents potential damage of equipment by the laser beam during
the target frame motion.

Another important property of the PTDS to be verified is the target position repro-
ducibility when the targets are switching automatically. An accuracy test, with the aim
of evaluating potential misalignment of different targets during a shot sequence, was
performed using the target tower coupled with the imaging system.

Firstly, a set of targets was aligned, resulting in a table of target coordinates and
a corresponding set of target snapshots taken by the imaging system. Then, the target
renewal was simulated by a sequence of triggers with repetition rate of 1 Hz. Target
snapshots were recorded once the target was in position. Comparing the respective images
corresponding to the individual targets, the estimated misalignment was evaluated as less
than 10 μm.
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Figure 3. Imaging of the target switching process between two laser shots acquired with monitoring system.

The present configuration of the planar target delivery system demonstrates good
ability of target refreshing at 1 Hz repetition rate in a real experimental run at TERESA
target area [17]. The OAP with focal length of 330 mm (≈f/3.7) allows to obtaine a laser
focal spot diameter of about 3.8 μm of full width at half maximum. All targets rastered
before the laser firing can keep their position with a repeatability better than 10 μm over the
whole laser shot sequence. During the operation of a 30-fs laser with 1 J energy on target
(intensity around 5 × 1019 W/cm2), no substantial damage on individual target frames,
nor EMP-related issues, nor nuclear activation were observed after a complete run of about
1000 shots.

Additionally, we have developed and tested a second type of fast target delivery
system. The spiral tower is a concept of a target handling system, which allows work at
high repetition rates (see Figure 4a). The device consists of a 1-cm-thick Al disk (10 cm
diameter) where targets are fixed, a translation and a rotation stage for a motorized roto-
translation movement, and two linear stages, one for tilt and one for z micrometer level
adjustment. In addition, a linear stage allows adjustment of the height of the device
according to the laser interaction point. Similar to the target tower described above, all
parts of the device are made of vacuum compatible materials to avoid contamination inside
the vacuum chamber.

  
(a) (b) 

Figure 4. Picture presents (a) the spiral tower, used at high repetition rate; and (b) examples of irradiated Fe, Cu, and Sn
target plates with dimensions 50 by 50 mm. Left figure represents a zoomed picture of the irradiated area of Fe target
showing a typical spiral shape.
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Since the supporting disk is very thick, the device is used in experiments where
only the backward plasma emission is of interest for the given experiment. Typically, the
employed targets are mm-thick slabs. In contrast to the PTDS system, the number of
interaction points is not fixed by the target holder. This device has been tested in single
shot and at 1 and 10 Hz repetition rate, delivering thousands of shots continuously using
the Bivoj laser (10 J max laser energy delivered in 5–10 ns pulse duration, working at the
fundamental wavelength of 1032 nm) at the HiLASE laser center [5].

Dedicated software has been developed for motion control of the tower. It is possible
to manually move every single motor or setting for a more complicated series of movements
for multi-shot irradiation. A combination of translation and rotation allows the system
to move in a spiral trajectory. Few irradiated targets are illustrated in Figure 4b, where
the typical spiral shape is demonstrated. The distance between the subsequent interaction
points on the target and the number of shots in the same position (if required by the user)
can be preset according to the necessity of the experiment. The spiral tower demonstrated
stable operation at repetition rates up to 10 Hz during the laser irradiation with stable ion
shot-to-shot signal. It can be concluded that any displacement of the target in the direction
of the laser propagation caused by the mechanics of the device, or non-ideal form of the
target plate, was less than the Rayleigh length (typically 100 μm in this experiment at
HiLASE) of the used optical system.

4. Data Acquisition System for High Repetition Rate Performance

Routine operation of PW-class laser-plasma experiments at high repetition rates would
represent a new paradigm in terms of statistically relevant discoveries of new plasma
acceleration regimes, investigation of complex effects, along with mitigation of laser-plasma
instabilities to improve the stability of secondary sources (particles and radiation). This new
scenario will require not only fast target delivery devices, but also fast diagnostics and data
acquisition systems, along with real-time analysis tools allowing online characterization of
laser-plasma generated secondary source parameters.

Online diagnostic systems for laser-generated ion beams at the TERESA and ELIMAIA
beamlines are described in detail in [13,17,18], therefore, the following will mainly focus
on recently developed and tested data acquisition systems and data analysis tools for
high repetition rate operation (up to 10 Hz). Nevertheless, in terms of laser-plasma ion
diagnostics, it is worth mentioning that one of the main challenges in the detection of
laser-accelerated ions is the high-peak flux (1010–1012 ions/pulse) and the short bunch
duration (0.1–1 ns), hence the very high dose-rates in a single pulse (around 109 Gy/s).
Thus, innovative techniques and devices for beam characterization have been developed
for the ELIMAIA beamline, since robust online diagnostics represents one of the crucial
steps towards multidisciplinary applications of such non-conventional beams [18]. The
main online ion diagnostic system is based on the time-of-flight (TOF) technique using
diamond and silicon carbide detectors, as reported in the literature [12,13,27], which offers
the possibility to monitor shot-by-shot the main ion beam features up to a repetition
rate of 10 Hz. Another key ion diagnostic system is the widely used Thomson Parabola
Spectrometer (TPS), which allows the detection of energy-resolved ion spectra while
discriminating ions with different charge-to-mass ratios by means of combined use of
electric and magnetic fields [28,29]. In high repetition rate TPS configuration, deflected
ions are typically observed and amplified by means of a microchannel plate (MCP), and
are sent to a phosphor screen, thus producing an image of the energy-resolved ion spectra
subsequently recorded by a CCD camera. The acquisition of the raw CCD image is
controlled by a trigger signal from the laser.

The use of a repetition rate of 1–10 Hz requires a data acquisition system (DAS)
with the ability to measure and store a large amount of data. For this purpose, we have
developed a data acquisition system based on commercially available oscilloscopes (Agilent
Technologies, Santa Clara, CA, USA, DSO9064A; LECROY, Chestnut Ridge, NY, USA,
WAVERUNNER 8404M and WAVERUNNER 8254), but with the capability of real-time
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data transfer to the computer using standard TCP-IP communication over a local area
network (LAN).

The DAS system was tested using all three oscilloscopes (with four active channels
per device) operated simultaneously in one LAN. After successful triggering, data are
acquired into the oscilloscope’s memory. The dedicated NI Labview routine that follows
the trigger status initiates the transfer of acquired data to the PC. During a test, the code
allowed to count the data loss within a series of 200 subsequent triggers at different laser
repetition frequencies, 1, 3.3, and 10 Hz (i.e., 1 s, 0.3 s, and 0.1 s), and various sampling
rates per channel. Figure 5 depicts the data acquisition time for two extreme configurations:
(a) delay between triggers of 1 s/1000 samples per channel; and (b) delay between triggers
of 0.1 s/25,000 samples per channel. In the first case, a successful read of data happens
in between two triggers without affecting the next measurement, while for the second
configuration (where data loss is 29%), after few long data reads (longer than 10 Hz limit,
as depicted by the orange line) a subsequent loss of data occurs. A summary of measured
data losses for individual oscilloscopes is reported in Table 1.

Figure 5. Example of data acquisition times for LeCroy Waverunner 8254: trigger delays of 1 s,
1000 samples per channel (top); trigger delays of 0.1 s, 25,000 samples per channel (bottom). The
orange line shows the critical 10 Hz limit for data acquisition time.

Table 1. Measured data loss for a given trigger repetition rate and sampling rate. “X” corresponds to a non-tested
configuration; “*” shows data acquisition (ACQ) read for four channels of equal length).

Agilent Technologies; DSO9064A LECROY—WAVERUNNER 8404M LECROY—WAVERUNNER 8254
Delays between Triggers

(ms)
Delays between Triggers
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Delays between Triggers
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1000 0.0% 0.0% 0.3%
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1000 0.0% 0.0% 0.0%
5000 0.0% 0.0% 19.3% 5000 0.0% 0.0% 0.8% 5000 0.0% 0.0% 1.0%

10,000 0.0% 0.0% 55.8% 10,000 0.0% 0.0% 6.5% 10,000 0.0% 0.0% 1.3%
25,000 0.0% 1.5% 56.8% 25,000 0.0% 0.3% 17.8% 25,000 0.0% 0.0% 29.0%
50,000 0.0% 12.8% X 50,000 0.0% 1.8% X 50,000 0.0% 1.8% X

100,000 1.0% X X 100,000 0.0% X X 100,000 0.0% X X
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Data transfer rate from the oscilloscope to the PC depends mainly on the acquisition
rate and the number of samples per channel. The oscilloscopes’ transfer buffer and internal
memory are independent. In case of overlapping between data transfer time and triggering
time, there is still a possibility to transfer newly acquired data. However, inability to transfer
data between neighboring triggers causes delay accumulation and after few repetitions
leads to the loss of data acquired by the oscilloscope. A stable operation of the DAS with
three parallel oscilloscopes (four channels per oscilloscope) can be easily achieved for 1 Hz
laser repetition rates up to 50,000 samples per channel. On the other hand, operation
at 10 Hz shows data loss, even acquiring 1000 samples per channel. However, a still
reasonable performance of the DASwith the used oscilloscopes can be achieved even for
10,000 samples per channel and 10 Hz repetition rate (the observed data loss is about 6.5%).

To conclude, the chosen oscilloscopes demonstrate reasonable performance for data
collection up to 3 Hz repetition rate. TOF diagnostics typically requires about 1000 samples
to record all details of the ion beam spectrum. In case of high requirements to time-
resolution (ultrafast ion signal), a relatively low repetition rate (around 1 Hz) is still
acceptable in terms of overall data loss. Nevertheless, for application-based experiments,
typically requiring a large number of shots, a compromise could be found by recording the
ion spectra at a reduced repetition rate (e.g., an average signal acquired during 10 shots),
even if the laser is operated at 10 Hz.

PW-class laser systems available at the ELI-Beamlines facility are characterized by
high-repetition operating capability (1–10 Hz) that, in combination with suitable target
delivery systems and laser-plasma diagnostic devices, provide unique possibilities for
investigating new experimental regimes with high statistics. However, such a new scenario
makes manual processing of raw data practically impossible. This also applies to typical
laser-accelerated ion signals from various diagnostics, e.g., TOF detectors or TPS. In fact,
any online analysis of a signal sequence would permit control of, inter alia, the uniformity
and stability of TOF spectra that can be a crucial parameter for several applications of the
measured particle beams [18]. Therefore, a special routine was developed using Python
to perform TOF spectral analyses in real-time during an experiment. The script allows
obtaining an average TOF signal based on the last N shots and, at the same time, calculates
the standard deviation of the set, plotting the corresponding results (see Figure 6). The
spectral changes over a certain time can be seen with high accuracy, and the overall stability
can be tracked. This enables monitoring of the progress of the experiment and control of
the process for possible errors or system breakdowns.

Real-time analysis of the obtained TPS images during an experiment was performed
with specifically developed MATLAB-based graphical user interface (see Figure 7). At the
initialization stage, it allows setting up the basic parameter of the used TPS geometry, such
as the diameter of the pinhole, length of the electric and magnetic electrodes, distances
between electrodes and camera, as well as particularly applied electrode fields strength,
orientation, and scaling factor of the camera for the current experimental cycle. The routine
can determine the appearance of the new experimental data continuously stored by TPS
camera in the predefined folder, automatically start the procedure of their analysis, and
save the calculated results.

At the first stage, the code performs a simulated trajectory of the particles inside the
TPS device from the collimator down to the detector plane, according to the specified
parameters. Furthermore, it controls the precision of the overlap between ion traces,
detected with the TPS imaging system, and simulated traces of the ion species that are most
commonly present in experiments with solid targets (e.g., protons and carbon ions with
charge states from C+1 to C+6). If necessary, the developed optimization toolkit corrects the
preset parameters responsible for the position and orientation of ion traces in the image
and removes possible artificial image noise caused by light scattered from the interior of the
diagnostic device. The bulk of the code transforms the image in such a way that parabolic
traces with different charge-to-mass ratios are converted into straight stripes, which in turn
greatly simplifies the following data analysis.
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Figure 6. Average time-of-flight (TOF) spectrum and standard deviation calculated from 10 conse-
quent signals recorded by a TOF diagnostic device when an Al target is irradiated with ns-class laser
(4 J laser energy) at 10 Hz.

 

Figure 7. MATLAB-based graphical user interface used for analysis of the Thomson Parabola Spectrometer (TPS) images:
(left GUI subfigure) example of the RAW image obtained by the TPS imaging system together with simulated ion traces;
(right bottom GUI subfigure) corresponding ion energy distribution of the hydrogen ions as calculated by routine.

Ultimately, the automatically separated stripes representing individual ion species
with defined charge-to-mass ratios are converted into corresponding ion energy distri-
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butions, and subsequently raw data together with calculated energy spectra are plotted
in a user interface windows for visual control. Storing of the calculated results enables
provision of simple online statistics (maximum ion energies and their cumulative charge
per shot) and control of the shot-to-shot stability in real-time. As a result, this routine can
provide complete and quick information on the ion species and the underlying physical
processes in the plasma for a shot sequence acquired at a repetition rate of 1 Hz.

5. Conclusions and Perspectives

Operation of high repetition rate, high peak power laser systems focused down to
ultrahigh intensity onto solid targets is very beneficial for user experiments, and especially
for multidisciplinary applications that require a large number of overall laser shots. In
fact, large laser-plasma facilities, such as the ELI pillars, are entering user operations
and promising to deliver experiments with high statistical accuracy. In fact, shot-to-shot
instabilities are intrinsic features of laser-plasma interaction, thus obviously introducing
large experimental uncertainties that can be reduced if experiments with a large number of
shots are carried out using the high repetition rate capabilities of the newly available laser
technologies at PW-level. This will allow investigation of novel and complex regimes of
laser-plasma interaction of interest for fundamental science, as well as optimization of the
production of laser-driven secondary sources, along with high average fluxes delivered
onto the user sample.

The above-described target and diagnostic technological solutions, along with real-
time data acquisition and analysis tools, were developed ad-hoc to be provided to future
users of the recently installed ELIMAIA ion beamline at ELI Beamlines, which aims to oper-
ate at high repetition rate (1–10 Hz) [18]. These solutions were already successfully tested
at 100TW-level [17] and will be further tested and optimized in upcoming commissioning
experiments at 1PW-level. Further development is considered based on future beamline
performance optimization and user requirements that will certainly aim at an even higher
degree of automation.
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Abstract: Intense electromagnetic pulses (EMPs) accompany the production of plasma when a
high-intensity laser irradiates a solid target. The EMP occurs both during and long after the end
of the laser pulse (up to hundreds of nanoseconds) within and outside the interaction chamber,
and interferes with nearby electronics, which may lead to the disruption or malfunction of plasma
diagnostic devices. This contribution reports a correlation between the frequency spectrum of the
EMP and the distortion of Thomson parabola tracks of protons observed at the kJ-class PALS laser
facility in Prague. EMP emission was recorded using a simple flat antenna. Ions accelerated from the
front side of the target were simultaneously detected by a Thomson parabola ion spectrometer. The
comparison of the two signals suggests that the EMP may be considered to be the source of parabolic
track distortion.

Keywords: Thomson parabola; laser–plasma interaction; electromagnetic pulse

1. Introduction

A traditional Thomson parabola ion spectrometer (TP) is a device that can distin-
guish ions propagating through it according to their charge-to-mass ratio and their kinetic
energy [1]. The spectrometer employs parallel magnetic and electric fields that are per-
pendicularly arranged with respect to the ion propagation direction. Particles entering
a pinhole in the front are deflected and they then interact with an image plane where
a recording system is installed (e.g., plastic nuclear track detector, photostimulable im-
age plate, or microchannel plate coupled to a phosphor screen and a charge-coupled
device camera). Typically, the magnetic field is provided by two parallel magnets, and
the electric field is created by applying a voltage to electrical plates through high-voltage
cables. Theoretically, perfect parabolic tracks of ions are drawn in the spectrometer detector
plane. Nevertheless, the tracks can be perturbed by a high-energy laser pulse under real
experimental conditions.

A major source of ion-track distortions is EMP, which is generated during laser–target
interaction [2–4]. High-voltage cables connected to the TP can pick up EMP noise during
a laser shot, which results in the distortion of the spectrometer electric field. Ions with
different energies thus experience varying electric-field strength, and their tracks on the
detector plane are distorted. The high-pass filter on high-voltage cables can be incorporated
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in order to reduce this effect [5]. Alternatively, Faraday cage shielding around cables and
the spectrometer can be used to mitigate this effect.

Another source of deviation from perfect tracks is attributed to the emission direction
of the laser-accelerated proton beam itself at the the target surface (which is usually called
“pointing”). A high-spatial-resolution Thomson spectrometer was employed to measure the
pointing of proton beams generated from the rear side of plane target foils. Small bumps
and deviations from the perfect parabolic tracks of ions were observed and identified
as a feature of the emitted proton beam that occurred due to small fluctuations in the
acceleration sheath [6].

Track oscillations and distortions complicate the analysis and interpretation of ion
numbers, especially when many different kinds of ion species are detected by the spec-
trometer. The overlapping of proton tracks and fast ion tracks can appear (as demonstrated
in Figure 1) and lead to an incorrect number of detected particles. In addition, fitting
and extracting the parabolic trajectories becomes difficult, as they do not follow smooth
analytically derived curves. Here, we report the observation of distorted parabolic tracks at
the PALS laser facility when a 600 J, 350 ps (FWHM) laser pulse was focused on solid targets
reaching an intensity of 3 × 1016 W/cm2. Since the EMP affecting plasma diagnostics can
be effectively detected by a simple antenna, and the recorded signal can be processed in the
frequency domain [7,8], we compared the measured EMP signal with distorted parabolic
tracks in order to investigate the effect of the EMP on the spectrometer, and to prove that
the cause of track distortions at the PALS laser facility is the strong EMP generated in the
target chamber.

Figure 1. Typical Thomson parabola (TP) snapshots showing distorted ion tracks. Parabola parts
corresponding to high-energy particles partially overlapped with each other.

2. Experimental Arrangement and Measurement

A 2 TW iodine laser system with a wavelength of 1315 nm was employed to irradiate
targets composed of polymethyl methacrylate or silicon wafers doped with boron. The
ions accelerated in the backward direction were detected by the TP placed at a 0◦ detection
angle with respect to the normal target surface and at a distance of 2.17 m from the target
(see Figure 2).

The spectrometer used a microchannel plate coupled to a phosphor screen and to
the CCD. The strength of the TP’s magnetic field was increased up to 0.12 T. A potential
difference of 2.9 kV was applied across the 21.5 mm wide gap between the spectrometer
electrical plates in order to reach a separation of the ion tracks on the spectrometer’s
detection system. The parabolic tracks on the image plane (within Cartesian coordinate
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system (x, y) and under nonrelativistic approximation) are described by the following
equation [9]:

y =
q

m0

EL f E

( L f E
2 + LrE

)

BL f B

( L f B
2 + LrB

) x2, (1)

where q is the charge of ion, m0 is its invariant mass, E is the strength of the spectrometer’s
electric field, B is the strength of its magnetic field, L f E (L f B) is the length of the electric
(magnetic) field, and LrE (LrB) stands for the distance between the end of the electric
(magnetic) field and the recording system, respectively. The x axis was oriented in the
direction of ions deflection in the magnetic field, and the y axis was oriented in the direction
of their deflection in the electric field.

(a) (b)

Figure 2. (a) Experimental setup at PALS laser facility showing position of the TP spectrometer and
plane antenna. (b) Typical TP snapshot showing the parabolic track of protons distorted due to the
electromagnetic pulse (EMP) in the Cartesian coordinate system.

Figure 2 also shows a typical TP snapshot with the Cartesian coordinate system,
where the parabolic track corresponding to protons is distorted due to EMP interference.
While the protons were detected by the TP, the EMP generated in the target chamber and
propagated outside from it was simultaneously recorded by a plane antenna positioned
directly on the TP electrodes, as can be seen in Figure 2.

3. Processing Antenna Signals and TP Snapshots

The obtained data by both the TP and the antenna were processed by a MATLAB
script specifically written for this purpose. First, the parabolic curve (1) that overlapped the
track of protons was plotted in the TP snapshot. In such a way, one can read the intensity
of pixels associated with the parabolic curve, and plot this intensity as a function of the
horizontal position x with respect to the origin of the parabola (i.e., to the zero-deflection
point). Then, the velocity of ions v was derived for every point of the parabola (i.e., for
each pixel) from the general equation for magnetic deflection [9]:

v =
qBL f B

xm0

( L f B

2
+ LrB

)
, (2)

where x stands for the distance between the origin of the parabolic track and the actual
position of an ion in the detector plane due to its deflection in the magnetic field. By
knowing the distance between target and recording system, the corresponding proton time
of flight (TOF) was calculated. Therefore, the dependence of the pixel intensity (along
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the parabolic curve) on the TOF of protons was derived for each point of the parabolic
track as can be seen in Figure 3. This calculation shows which part of the EMP signal
influenced the TP, because the antenna (recording the EMP signal) was positioned directly
on the TP electrodes. As Figure 3 shows, the signal recorded by the antenna between 0 and
243 ns (the edge of the detector) corresponds to the entire parabolic track of protons from
zero-deflection point up to the edge of MCP. Since the proton signal occurred only between
120 and 243 ns in this particular measurement, only the part of the EMP signal between
120 and 243 ns was considered in further processing. This part of the signal is highlighted
with red in Figure 4, showing the measured antenna signal. The EMP that affected the
TP before the fastest protons (in our case, before 120 ns) can also be included in analysis.
This would basically also predict the distortion of the parabolic track in the region where
no protons were detected in this experiment. Nevertheless, analysis was mainly focused
on the region between 120 and 243 ns because the results could be compared with the
measured parabolic track of protons.

Figure 3. Intensity of pixels along the parabolic track of protons as a function of time of flight (TOF)
derived from the velocity corresponding to each point of the parabolic curve. Subplot shows the TP
snapshot in grayscale with the parabolic curve used for reading pixel intensity. The edge of the MCP
screen is clearly visible. The TOF corresponding to the edge was taken as a point where the EMP no
longer influenced the proton trajectories.

Figure 4. Detected EMP signal (blue curve). Its part highlighted with red corresponds to the TOF
derived from the parabolic track of protons in Figure 3 from 120 to 243 ns; (inset) 9 samples into
which the signal corresponding to TOF was divided.
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The red part of the recorded EMP signal (i.e., the part corresponding to detected
protons) in Figure 4 was divided into 9 samples. The length of each sample must be suffi-
cient to retrieve its frequency spectrum using fast Fourier transform (FFT). This condition
together with the length of the red part naturally led to the number of samples (in this case,
N = 9). After applying the FFT on each time sample, we found 3 highest peaks correspond-
ing to the 3 main frequencies f 1

i , f 2
i , f 3

i included within the i-th time sample. In addition,
phases φ1

i , φ2
i , φ3

i and amplitudes A1
i , A2

i , A3
i were obtained. Lastly, this physical quantities

(frequencies, phases, and amplitudes) were used to calculate the modulated electric field
Em in the model developed in MATLAB. In addition, frequencies f 1

i , f 2
i , f 3

i , which were
found in time sample ti, contributed to the modulation of the electric field only within time
sample ti, and their contribution was cancelled by setting ti = 0 outside this particular
time sample. In such a way, the track of protons in time sample ti was distorted only by the
electromagnetic waves that affected the TP while these protons were traversing the electric
field. The other bunch of protons (e.g., related to time sample ti+1) were influenced by
waves that were interacting with the TP within time sample ti+1. The modulation of electric
field Em can be thus expressed as a function of time corresponding to the TOF of protons.
The modulation itself is considered to be a sum of sine waves because the sources of modu-
lations are electromagnetic waves generated during laser–target interaction. Assuming the
linear transfer of modulation from EMP to electric field, sinusoidal modulations with main
frequencies (and corresponding phases and amplitudes) were added to the constant term
of the electric field. The relation for final electric field E(t) in the model may be written as

E(t) = Eo + K · Em(t, f j=1,...,3
i=1,...,9 , ϕ

j=1,...,3
i=1,...,9) = Eo + K ·

9

∑
i=1

3

∑
j=1

Aj
i · sin(2π f j

i ti + ϕ
j
i), (3)

where E0 is the electric field applied to the electrodes, and K is the constant that may be
changed in order to amplify the influence of modulation. This constant was less important,
since we only investigated the similarities of the frequency. Resulting electric field E(t) was
no longer constant and led to the distortion of parabolic tracks on the recording system.
In particular, the electric field (3) was substituted in Equation (1), which is plotted in the
TP snapshot. Additionally, the captured track of protons was extracted from the snapshot
by finding the maximum of intensity in a neighborhood of the parabolic track of protons.
Eventually, both the extracted parabolic and the modulate track could be plotted. Both
curves are shown in Figure 5 with the TP snapshot converted into grayscale in the Cartesian
coordinate system.

(a) (b)

Figure 5. (a) Extracted parabolic track of protons as measured. (b) Modulated parabola plotted in
MATLAB by introducing a varying electric field (3) into Equation (1).
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We now demonstrate that the signal detected by the antenna was the same as the
one that influenced the TP electrodes. The generated EMP on the target could propagate
through the vacuum pipe connecting the TP spectrometer to the interaction chamber.
Therefore, the cutoff frequency of the waveguide with a circular cross-section (radius of
50 mm) was analytically derived in order to understand whether the EMP could affect the
TP electrodes from the inside. The cutoff frequency of the TE11 mode (the fundamental
transverse electric mode of circular waveguide) was calculated as ≈1.75 GHz, which
means that any electromagnetic wave of lower frequency could not propagate through
the vacuum pipe towards the spectrometer. Thanks to the EMP characterization already
performed at PALS, the main portion of the EMP frequency spectrum could be found below
1.5 GHz [7,10]. Hence, the antenna placed on TP electrodes recorded the EMP causing the
distortion of parabolic tracks.

4. Correlation between Measured EMP and Captured Parabolic Track of Protons

In order to compare the extracted curve (blue) with the modulated one (red) in the
time domain, we plotted both the extracted and the modulated parabolas as a function of
TOF, as Figure 6 shows. In addition, the undistorted parabolic track is shown.

Figure 6. (a) Extracted (blue), modulated (red), and undistorted (black) parabolic track corresponding
to protons. (b) Obtained curves from parabolas by subtracting parabolic dependence (1). X axis was
the same in both figures. The direction of the y axis in (a) is the opposite with respect to Figure 2. Y
axis in (b) shows the modulation amplitude in pixels.

This curve corresponded to the ideal parabolic track that would be plotted in the
image plane if the electric field were constant. Moreover, both curves in the frequency
domain could be compared. Therefore, the parabolic dependence (1) was subtracted
from all curves. Figure 6 shows both curves plotted as a function of TOF. Obviously, the
undistorted parabola became a constant function without any variations due to the EMP.
The modulation periods of both parabolas presented similarities. In order to quantify
the similarity of the two curves in Figure 6, their frequency spectra were calculated and
compared to each other. As it can be observed in Figure 7, the frequency ranges are almost
identical. Additionally, we found the five highest peaks occurring at the same frequencies
in both spectra. The result of this procedure is shown in the inset where the frequencies at
which the peaks occur are listed. Since we are interested mainly in the values of frequencies
on the x axis, the y axis of both plots were normalized. Consequently, both spectra in
Figure 7 were integrated using the trapezoidal rule for approximating the definite integral
and the ratio of integrals was calculated to be 1.2.

Similar correlation was observed by also analyzing several additional TP snapshots
and the corresponding antenna signals. The ratios between the integrals of the extracted
and modulated curves were estimated to vary between 0.7 and 1.3.
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Figure 7. Frequency spectrum of extracted and modulated curves in Figure 6. Peaks occurring at the
same frequencies are also plotted. Additionally, the subplot shows values of the same frequencies at
which peak overlapping occurred.

5. Conclusions

Distortions of parabolic ion tracks in a TP spectrometer were reported in the liter-
ature [5,6]. Unstable ion trajectories resulting into wiggles in the detector plane were
assigned to the variation of the spectrometer’s electric field due to the EMP or to the
pointing of the laser-accelerated proton beam itself.

On the basis of these observations, we carried out a series of measurements that
showed correlation between the frequency spectrum of the EMP and the distortion of the
parabolic-like tracks of protons on the recording system of the TP ion spectrometer at the
PALS laser facility. In particular, frequencies extracted from the measured EMP signal were
used to estimate the modulation of the electric field in our model. The parabolic tracks of
protons obtained by Equation (3) and the measured ones presented similarities both in the
time and the frequency domain. Frequency analysis of both the modulated and the mea-
sured parabolic curves showed that the frequency spectra had similar profiles, with peaks
occurring at the same frequencies. Particularly, modulation frequencies between 50 and
200 MHz were found. In addition, the integrals of the frequency spectrum corresponding
to both the modulated and the recorded parabola (i.e., the energy carried by the electrical
signals) were alike. The ratios of such signal energies showed values in the range of 0.7–1.3.
These observations led to the conclusion that the distortion of the spectrometer tracks
detected at the PALS laser facility is caused by the EMP generated during and immediately
after the high-energy laser–target interaction.
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Featured Application: We demonstrate in this letter a laser-based accelerator that switches

between generating beams of either multi-MeV electrons or ions by a simple optical manipulation.

We analyze its applicability in terms of energy, charge, divergence, and repeatability. The

versatility of this accelerator may enable various applications in industry and research, which

are presented in the paper.

Abstract: The versatility of laser accelerators in generating particle beams of various types is often
promoted as a key applicative advantage. These multiple types of particles, however, are generated
on vastly different irradiation setups, so that switching from one type to another involves substantial
mechanical changes. In this letter, we report on a laser-based accelerator that generates beams of either
multi-MeV electrons or ions from the same thin-foil irradiation setup. Switching from generation
of ions to electrons is achieved by introducing an auxiliary laser pulse, which pre-explodes the foil
tens of ns before irradiation by the main pulse. We present an experimental characterization of the
emitted beams in terms of energy, charge, divergence, and repeatability, and conclude with several
examples of prospective applications for industry and research.

Keywords: laser electron acceleration; laser proton acceleration; high-intensity lasers; non-destructive
testing; elemental analysis

1. Introduction

The invention of chirped pulse amplification [1], for which the 2018 Nobel Prize
in Physics was awarded, introduced the era of multi-petawatt lasers [2] and led to new
regimes of light–matter interaction. The most striking feature of intense laser interaction
with solid targets is the emission of a variety of intense radiation types [3], including
electrons, ions, x-rays, and positrons. The relatively small scale of these lasers earned these
machines the moniker “tabletop accelerators” and triggered research ranging from small
portable machines [4] to large facilities [5] and accelerators at the energy frontier [6].

The relatively small size and cost of laser accelerators is often promoted as their
main advantage [7]. Another appealing characteristic is their ability to transport the beam
over optical mirrors for most of the way [8] and generate the particle beam close to the
interaction point. Consequently, radiation shielding of laser accelerators is simpler than
that of conventional accelerators with comparable energies [9].

The ultrashort nature of laser-accelerated particle bunches has also been deemed
advantageous for applications [10] and research [11]. This capability is further reflected by
the possibility of synchronizing the particle emission with another laser or particle pulse,
with sub-ps temporal jitter [12,13].

The lion’s share of laser-particle acceleration research focuses on acceleration of ions
and electrons. One distinct experimental difference between these two types of research is
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that electron acceleration usually involves gaseous targets, whereas most ion acceleration
experiments are conducted by irradiation of solids.

Laser acceleration of ions to MeV level energies was introduced more than 2 decades
ago [14,15] with the target-normal sheath acceleration (TNSA) [16] mechanism. Higher
laser intensities and improved pulse contrast promoted more robust acceleration mech-
anisms, such as the breakout afterburner [17], which rely on opaque plasma becoming
relativistically transparent, and radiation pressure acceleration [18] in which electrons are
compressed to a highly dense layer that in turn accelerates ions.

In all these experiments, the highest energy ions are generated from sub-μm-thick
foil targets. Several methods for replenishing such targets at a high rate were devised
in the form of, e.g., thin sheets of liquid ethylene glycol [19] or hydrogen, which solidify
when injected into vacuum [20], or with automatically positioned [21] micro-machined foil
targets [22].

Gas targets are naturally easier to refresh. High-energy ion beams resulting from
collisionless shockwaves induced in nearly critical gas targets were demonstrated by either
using long-wavelength laser pulses [23] or with very high-density gas [12,24–26]. Tailoring
the plasma profile around a solid foil target to enhance the emission of TNSA ions was also
recently investigated [27].

Gaseous targets are a common choice for laser generation of high-quality electron
beams. For the past 2 decades, the laser wakefield community focused on optimizing the
accelerated beam quality for higher particle energy [28], sharper energy spectrum [29],
higher charge [30], and improved repeatability.

A few early works identified an electron acceleration technique from solid foil targets,
referred to as “the exploding foil method (EXFM)” [31]. With EXFM, low-energy light
preceding the main pulse turns the foil into an expanding plume of plasma. Owing to the
expansion of the plasma, the electron density falls below the critical value and becomes
transparent to the main pulse, which arrives tens of ns later. The main pulse forms self-
guided laser wakefield structures [32], which generates ultra-collimated, multi-MeV beams
of electrons [33].

Compared to modern wakefield electron acceleration schemes, EXFM seemed non-
competitive on maximum energy and a peaked spectrum. Nevertheless, the laser-to-
electron energy conversion efficiency of this scheme is unprecedented, making it ideal for
generating a large number of photo-nuclear reactions [11,33].

In previous studies, foil targets were exploded by pre-pulses native to the laser system,
which could not be manipulated. Here we present a first experimental study in which
electron beams are generated with EXFM in an engineered manner, i.e., with an auxiliary
controlled pre-pulse. The study was enabled by the pristine intrinsic contrast of our laser
system presented in Figure 1. In this letter, we show how by the mere introduction of this
pre-pulse (illustrated in red in Figure 1), our setup switches from generation of TNSA ions
to generating EXFM electrons.

Figure 1. The temporal profile of the NePTUN laser system (black), measured with a Sequoia third-
order auto-correlator [34]. The 10−10 background is the diagnostic noise level, forming a lower limit
at t = −50 ps. The auxiliary pre-pulse is illustrated in red.
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2. Experimental Setup

We performed the experiments using the NePTUN 20 TW laser system [35] at Tel Aviv
University. A schematic drawing of the setup is shown Figure 2. Laser pulses of 29 fs at
reduced energy of 140 mJ were focused using an f/2.5 off-axis parabolic mirror having
an effective focal length of 12.7 cm unto 800 nm-thick Au foil targets. A measurement
showed 70% of the laser energy to be contained within a circle of 4.1-μm diameter, which
corresponds to an intensity of 1.2 × 1019 W/cm2. The energy stability of the laser was
measured to be 1.3% (RMS). The study relied on our automatic target system [21], which
delivered the targets to the laser focus at a rate of 0.2 Hz.

Figure 2. Schematic illustration of the irradiation setup. The main pulse (red) is focused using an
off-axis parabolic mirror. The pre-pulse (green) is injected collinearly with the main pulse. Either
a magnetic spectrometer or a Thomson parabola ion spectrometer is placed downstream to the
generated beam.

We employ the residual energy from the frontend pump laser as the light source
for the engineered pre-pulses. These λ = 532 nm, E = 30 μJ, τ = 20 ps laser pulses are
optically synchronized with the main pulse. The optical period and pulse duration of
these pre-pulses are much shorter than the plasma expansion time, so their exact values
should not affect the plasma heating in a significant manner. Our measurements found that
70 percent of the pre-pulse energy was contained within a circle of 8.1 μm diameter, which
corresponds to an intensity of 9.3 × 1011 W/cm2. The energy stability of the pre-pulse was
measured to be 1.5% (RMS). The temporal jitter between the pre- and main-pulses was
measured be shorter than 20 ps. These properties correspond to a contrast ratio of 8 × 10−8

between the pre- and main-pulses. Before focusing, the pre-pulses are spatially filtered,
collimated, and delayed in a variable delay line. A relative delay of 0–90 ns between the
pre- and main pulses is achieved using our multi-plane “Cat’s cradle” [36] delay line.

We measured the emitted electron and ion spectra for irradiation with or without
auxiliary pre-pulses preceding the main pulse by 4 ns to 30 ns. Electrons were measured
using a magnetic spectrometer with a field strength of 0.15 T and an angular acceptance of
0.12 msr. Ions were measured with a Thomson parabola ion spectrometer (TPIS) with a
similar design to that of Morrison et al. [37], operating with an electrode voltage difference
of 1 kV and having an angular acceptance of 0.10 msr. For both spectrometers, spectra were
recorded by a charge-coupled device imaging a CsI(Tl) scintillator at the focal plane of the
spectrometer. We obtained the absolute charge calibration of the electron spectrometer
by acquiring the scintillation signal of a 90Sr calibration beta emitter placed behind the
scintillator, using the same imaging system.

3. Results

Recorded raw spectrograms are shown in Figure 3, for shots with and without a
pre-pulse. The results feature two distinct modes of operation: for irradiation without a
pre-pulse, the TPIS trace matches an ion beam with proton cut-off energy of more than
1 MeV, while a very low signal is recorded by the electron spectrometer. With pre-explosion
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at t = −22 ns, a beam of electrons with energies exceeding 3 MeV is recorded, and nearly
no ions. The lack of TNSA ions indicates complete destruction of the target.

Figure 3. Raw ion (top row) and electron (bottom row) spectrograms obtained with different pre-pulse delays. The
schematics of the two spectrometers are illustrated on the right.

The analyzed electron (blue) and proton (red) spectra are shown in Figure 4a. The
electron spectra were recorded for shots with a relative delay of t = −22 ns. The shaded
areas represent the standard deviation between 11 consecutive shots for the electrons and
14 consecutive shots for the protons. The electron spectrum recorded on a shot without
a pre-pulse is shown in dashed blue. The total electron charge is more than an order of
magnitude lower than the proton number and has a cutoff energy of about 1 MeV.

Figure 4. (a) Proton spectra from 14 consecutive shots without pre-pulse (red) and electron spectra from 11 consecutive
shots with t = −22 ns pre-pulses (blue). The shaded area represents the standard deviation between shots. The recorded
electron spectrum of a shot without a pre-pulse is shown in dashed blue. (b) Charge spatial-spectral distribution of the
electron beam.

We measured the electron divergence by translating the electron spectrometer across
the beam in 7 different positions. The result, presented in Figure 4b, features an average
divergence of 10 msr.
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4. Discussion

Several potential applications may benefit from this irradiation scheme. Energy-
dispersive x-ray (EDX) [38] spectroscopy and particle-induced x-ray emission (PIXE) [39]
are two powerful techniques for material analysis. They are widely used in the semicon-
ductor industry [40,41] and in biomedical applications [42,43]. EDX reveals the elemental
composition of solid samples, while PIXE resolves ~μm-deep stratigraphic structures. Both
methods rely on measuring x-rays emitted from a sample, following its irradiation with
particle beams in the keV-to-MeV energy range. Laser-driven EDX was recently demon-
strated [44], using a mixed beam of laser-accelerated electrons and protons emitted from
irradiated solid foils. Laser-driven PIXE was demonstrated on the same setup, by sweeping
out the electrons with a magnetic field. Our acceleration scheme, which would amount to
adding the controlled pre-pulse to this setup, can enable EDX with a 1000 times brighter
beam of electrons in the MeV range (compare dashed to solid blue curves in Figure 4a). If
necessary, removal of these excess electrons using magnetic deflection may be applied to
this setup as well. Proton energies of over 3 MeV, which are the requirement for conducting
PIXE, may be obtained using a 100 TW-class laser system.

Particle beams in the MeV energy range are also used for conducting non-destructive
testing (NDT). Example applications include the investigation of trucks and cargo contain-
ers [45] for detecting the contraband of explosives [46], narcotics [47], and special nuclear
materials [48]. The use of γ-rays has already reached commercial maturity [49], but the
applicability of other beam types is limited by the titanic dimensions of conventional
particle accelerators.

With shadowgraphy, the simplest form of NDT, information is revealed by the fraction
of particles transmitted through the interrogated sample. Using multiple types of radiation
may reveal details that are not obtained by each beam type by itself [50]. We illustrate this
idea in Figure 5, which shows the simulated transmission of 10 MeV protons (left) and
electrons (right) through a sample of 600 μm thick coaxial cylinders made of Al, W, and Cu.

Figure 5. Particle transport simulation of the transmission of 10 MeV proton (left) and electron (right) beams passing
through a sample of 600 μm thick Al, W, and Cu. The color scale is normalized to the beam fluence.

The simulation was conducted with the FLUKA particle transport simulation code [51].
Figure 5 shows that the Al casts a ~50% shadow on the proton beam, whereas the W and
Cu shadows are absolute and indistinguishable. The electron beam, however, reveals a
difference between the two heavier metals, but the Al is nearly 100% transparent.

For nuclear physics research, the ability to switch between beams of electrons and
ions within >1 Hz may be applied to study AZ(p,x) reactions, on isotopes with O (1 s)
lifetimes. A sample of long-lived A+1Z isotope, e.g., 56Ni, may be irradiated with MeV
electrons to induce the 56Ni(γ,n)55Ni reaction by bremsstrahlung. The resulting 55Ni has a
half-life of T1/2 = 204 ms [52]. Measurements of the 55Ni(p,γ) reaction, which is important
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for determining whether the rp-process bypasses the 56Ni waiting point [53], may then be
made in situ.

5. Conclusions

In this letter, we reported on the applicable aspects of a laser particle acceleration
scheme, in which beams of either MeV electrons or ions are chosen by opening or closing
an optical shutter. The plasma dynamics governing EXFM has rich dependence on the
pre-pulse energy and delay, and on the target material and thickness. One aspect which is
important for applications, is the scaling of the electron energy with higher laser intensities
and the required pre-pulse parameters. On a Petawatt laser, for example, we generated
electron beams with a temperature of 10.5 MeV by irradiating plastic target foils with laser
energy of E = 90 J, pulse duration of 150 fs and an intrinsic pre-pulse energy of about 1 μJ
preceding the main pulse by 60 ns [11]. An investigation of these aspects will be the subject
of a future publication.
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Abstract: Laser wakefield electron acceleration (LWFA) is an emerging technology for the next
generation of electron accelerators. As intense laser technology has rapidly developed, LWFA has
overcome its limitations and has proven its possibilities to facilitate compact high-energy electron
beams. Since high-power lasers reach peak power beyond petawatts (PW), LWFA has a new chance to
explore the multi-GeV energy regime. In this article, we review the recent development of multi-GeV
electron acceleration with PW lasers and discuss the limitations and perspectives of the LWFA with
high-power lasers.

Keywords: petawatt laser; laser plasma; laser wakefield acceleration; compact electron accelerator;
GeV electron beam

1. Introduction

Laser wakefield acceleration (LWFA) has attracted much attention since it was pro-
posed in 1979 by T. Tajima and J. Dawson [1] due to its possibility to provide a huge
acceleration field for electron acceleration. Thus, LWFA can realize table-top high-energy
electron accelerators and be the next generation of electron accelerators with extremely
high energy over 100 GeV. However, the proposal was pending for a long time because
it required too high a performance for the high-power lasers at the time. As the chirped
pulse amplification (CPA) technology [2] initiated the rapid progress of high-power lasers
in the 1990s, the short-pulse high-power lasers led to the realization of laser electron accel-
erations [3–5], albeit the quality of the electron beam was not good enough for applications.
In 2004, a milestone was laid in LWFA research: a mono-energetic collimated electron
beam was achieved in the bubble regime by using an intense femtosecond laser [6–8].
Since then, LWFA has been intensively investigated with high-power femtosecond lasers
to provide high-quality electron beams and radiation sources [9] for practical applications
to non-destructive inspections, ultrafast x-ray spectroscopy, and x-ray microscopy.

Even though LWFA can provide a huge acceleration field, some scientific and tech-
nological problems need to be solved for practical applications. First of all, LWFA uses
complex nonlinear dynamics of plasma media [10], and its acceleration structure has the
dimensions of tens of microns in space and hundreds of femtoseconds in time. Secondly,
an intense laser pulse is modified significantly during the propagation through the plasma
medium, and the modification of the laser pulse alters the plasma medium and accelera-
tion process as a feedback loop. In addition, the electron injection into the plasma wave
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spontaneously happens in the plasma, which is called self-injection. Therefore, the whole
acceleration process is highly nonlinear and unstable, limiting the electron energy [11,12],
beam quality and stability [13,14]. Many studies are ongoing to solve these problems to
improve the performance of LWFA.

The advancement of high-power laser technology is essential for the enhancement of
LWFA performance. Enormous efforts have been exerted to increase the laser’s peak power
and they consequently succeeded in building petawatt (PW) lasers [15]. The development
of PW lasers provided a chance to explore a new regime of laser particle accelerations and
relativistic laser–plasma interactions. In the last decade, several types of PW lasers have
been used in LWFA experiments. A PW laser was demonstrated in Texas university, Austin,
by adapting the CPA to an Nd:Glass laser [16]. This hybrid laser had a very low repetition
rate, below one shot/hour. The most successful demonstration of PW lasers was based on
Ti:Sapphire CPA lasers. These lasers can provide laser energy over 30 J, pulse duration
of about 30 fs, and a repetition rate of over 0.1 shot/second [17]. Ti:Sapphire lasers with
peak power over PW have been commercialized and installed in several research institutes
for relativistic laser–plasma science. As the laser power increases, the achievable electron
energy by LWFA has increased by more than an order of magnitude, compared to the first
demonstration of the bubble-regime LWFA in 2004. Recently, multi-GeV electron beams
were obtained with a centimeter-long medium [11,18,19]; the conventional radio-frequency
(RF) acceleration technology requires a few hundred meters for such beams. In addition,
many applications of LWFA or radiation sources from LWFA have been demonstrated in
the last decade. Therefore, LWFA has the potential for compact linear accelerators and
x-ray sources as the next generation of electron accelerators.

In this paper, we review several exemplary experiments on LWFA with PW lasers. The
large-scale laser facilities are installing or recently installed multi-PW lasers, e.g., the three
pillars of extreme light infrastructures (ELI) [20], the Zetawatt-Equivalent Ultrashort Pulse
Laser System (ZEUS) [21], the Exawatt Center for Extreme Light Studies (XCELS) [22], the
Shanghai Superintense Ultrafast Laser Facility (SULF) [23], the Apollon laser [24], and the
Center for Relativistic Laser Science (CoReLS) [25]. Thus, this review on the prominent
experimental results on LWFA with PW lasers can be a valuable guide for the LWFA with
the emerging high-power lasers.

This article is organized into five sections, as follows. We explain the fundamental
physics of the LWFA process briefly in Section 2 and address the representative experimen-
tal results on multi-GeV LWFA with PW lasers in Section 3. We discuss the perspective of
LWFA with PW lasers in Section 4, then we conclude.

2. Basic Physics of LWFA

In this section, we will describe the basic physical process and energy scalings of
LWFA. LWFA can be realized by focusing a high-power laser pulse at a relativistic intensity
above 1018 W/cm2 onto a gaseous medium, as shown in Figure 1. When such an intense
laser pulse interacts with a gaseous medium, the atoms in the medium are ionized at the
rising edge of the pulse to turn into an underdense plasma. Thus, the main peak of the
laser pulse interacts with an underdense plasma. At the laser intensity in the relativistic
regime, where the normalized vector potential a0 > 1, electrons in the plasma acquire a
relativistic quiver velocity in the laser field. The normalized vector potential a0 is defined
as eE0/(mecω0), where E0, ω0, e, me, and c is the laser electric field amplitude, the laser
angular frequency, the electron charge, the electron rest mass, and the speed of light,
respectively. When a0 is comparable to or larger than unity, the maximum quiver velocity
of a classically oscillating electron in the laser field is close to the speed of light. As the
intense laser pulse interacts with the plasma, the electrons are pushed away from the laser
propagation axis by ponderomotive force originated from the laser-intensity gradient of a
tightly focused laser pulse. Because the electrons are expelled from the laser axis, leaving
much heavier ions behind, an extremely high electrostatic field is induced by the charge
separation, which acts as a restoring force for the displaced electrons. As the electrons are

62



Appl. Sci. 2021, 11, 5831

expelled and return to the laser axis repeatedly, periodic modulations of electron density
following the laser pulse, known as a plasma wave or Langmuir wave, are created [10],
as shown in Figure 1. The shape of the plasma wave can be a spherical shell [26,27],
called a plasma bubble, when the a0 is sufficiently higher than 1, and the pulse duration is
shorter than half the plasma period. If an electron bunch happens to roll into the bubble by
self-injection, the bunch can be rapidly accelerated in the laser propagation direction by
the enormous electric field in the bubble: this field is usually stronger by three orders of
magnitude than that of the conventional RF linear accelerators. As a comparison, while the
current state-of-the-art linac can be driven by S-band RF having 0.1 GV/m [28], the electric
field gradients from LWFA can reach as high as 200 GeV/m with a centimeter-scale plasma
medium having an electron density of about 1018 electrons/cm3 driven by PW laser pulses.

Figure 1. Schematic of LWFA process.

One of the most critical issues in LWFA is to enhance the electron energy for given
laser parameters. The electron energy is limited by the effective acceleration length and the
average acceleration field strength. The effective acceleration length is determined either by
the laser etching (depletion) length Letch ≈ (ω0/ωp)
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length) denotes the distance limit of laser propagation by the loss of laser energy in plasma
media. The dephasing length is the maximum acceleration length for electrons to overtake
the accelerating phase of the wakefield. For a non-evolving plasma-bubble in the blowout
regime, the average acceleration field strength approximately corresponds to
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the dephasing length is larger than the etching length, and a0 is sufficiently larger than 1.
Therefore, the achievable energy gain in LWFA for given laser power and plasma density
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where PL is the peak laser power in terawatt (TW). Thus, the electron energy can be
enhanced by increasing the laser power and decreasing the plasma density. However,
the self-injection of electron bunches into the bubble can be prohibited when the plasma
density is low, and thus, the achievable electron energy is limited at low plasma densities.
In addition, the defects of the laser pulse and plasma medium can terminate the acceleration
process through nonlinear processes, which are usually stronger at a higher laser power.
Therefore, enhancing the electron energy by controlling laser power and plasma density is
not a straightforward task.

3. Multi-GeV LWFA with PW-Class Lasers

In this section, we review several exemplary experimental results on the energy en-
hancement of LWFA with PW lasers. Since high-quality electron beams have been produced
in the bubble or blowout regime, significant efforts have been focused on increasing the
energy of the electron beam. As PW lasers are developed, the energy of the laser-driven
electron beam dramatically increased to a multi-GeV regime, as shown in this section.

3.1. LWFA with Texas PW Laser

The PW laser at the University of Texas at Austin was developed by implementing the
hybrid OPCPA scheme with Nd:glass laser amplifiers and had a pulse duration of 140 fs
and pulse energy of 140 J [16]. The laser has been used for various laser–plasma experi-
ments such as electron acceleration, ion acceleration, and neutron generation. Especially,
the electron energy of 2 GeV was successfully demonstrated [11]. The experiment was
performed by focusing the PW laser pulses with a spherical mirror having an f-number
of 47 onto a 7-cm-long helium gas cell. The accelerated electron beam was dispersed by a
6.7-cm-long dipole magnet having a field strength of 1.1 T. Fiducial arrays made of tungsten
wires were inserted between the magnet and the detection screens to measure the electron
energy correctly. The beam cross-section at the focus was not optimal: the intensity profile
was asymmetric and had several spots.

The experimental results showed that the PW laser pulses produced electron beams
with energy over 2 GeV, as shown in Table 1. According to the energy formula (1), the
electron energy of 2 GeV is expected for the PW laser’s power and a plasma density of
5 × 1017 electrons/cm−3. The electron energy was lower at lower plasma densities, which
is opposite to the prediction from (1). This behavior can be attributed to the poor focal spot.
A low-quality focal spot with internal structures may be beneficial to induce self-injection in
such a low-density plasma but deteriorates the laser propagation and electron acceleration.
It was pointed out that the spatial shaping of the PW laser pulse is necessary to enhance
the electron energy.

3.2. Dual-Stage LWFA with PW Laser at UQBF

In this section, we review the dual-stage LWFA with the PW lasers at the Ultrashort
Quantum Beam Facility (UQBF), Advanced Photonics Research Institute (APRI), GIST. The
APRI group successfully constructed two PW beamlines in 2012 by using the CPA scheme
and Ti:Sapphire amplification media. The first beamline produced energy of 30 J and a
pulse duration of 30 fs [17], and the second beamline did 45 J [30] and the same pulse
duration. The PW laser at UQBF was used for LWFA experiments to produce multi-GeV
electron beams. As discussed in Section 2, the achievable electron energy can be increased
by increasing the laser power and lowering plasma density. However, the self-injection
of electron bunches into plasma waves can be prohibited by reducing the plasma density.
Thus, the plasma medium density and profile should be carefully designed to maximize the
electron energy: the acceleration length should be maximized while keeping self-injection
occurring. One solution can be to combine gas media of different lengths and densities
called dual-stage or cascaded acceleration.

The dual-stage LWFA experiments were performed by focusing the PW laser onto a
dual gas jet medium consisting of 4-mm and 10-mm helium gas jets [18]. The first 4-mm
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helium jet acted as an injector stage, and the second 10-mm jet boosted electron energy.
Laser pulses with an energy of 25 J were focused with a 4-m long concave spherical mirror,
as shown in Figure 2a. The wavefront aberration of the laser pulse was corrected using a
deformable mirror installed before the compressor. The laser pulse was stretched to 60 fs
with a positive chirp by detuning the compressor grating.

Table 1. Experimental results for three different laser shots from the Texas PW laser [11]. Reproduced with permission from
[Xiaoming Wang], [Nat. Commun]; published by [macmillan Publishers Limited], [2013].

Shot a b c

Spectrum

Epeak (GeV) 2.0 ± 0.1 1.8 ± 0.1 0.95 ± 0.1

Energy spread (%) 10 8 11

Divergence (mrad) 0.6 ± 0.1 0.5 ± 0.1 0.5 ± 0.1

Charge in peak (pC) 63 ± 8 34 ± 5 13 ± 2

Plasma density (1017 cm−3) 4.8 ± 0.1 3.4 ± 0.1 2.1 ± 0.1

Laser energy (J) 100 ± 5 120 ± 6 129 ± 6

Laser pulse duration (fs) 160 ± 10 150 ± 10 160 ± 10

Figure 2. (a) Experimental layout for dual-stage LWFA with a PW laser pulse, (b) schematic drawing of the dual-stage
target, and (c) the experimental result with the dual-stage target [18]. In figure (c), the red line shows the electron spectrum
from the first target, and the black line shows the spectrum after the second target.
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In the dual-stage LWFA, several issues should be properly treated to obtain a high-
energy electron beam. Firstly, a self-injection should happen in the first medium, and the
resulting electron bunch should have sufficient energy when entering the plasma wave
in the second medium. Secondly, the electron beam and driving laser pulses should be
properly coupled into the second medium. Thirdly, the electron beam should be accelerated
in the second medium without an additional electron injection. The first 4-mm helium gas
jet was optimized to obtain a 400 MeV electron beam by tuning the gas pressure to have an
electron density of 2 × 1018 electrons/cm3. No electron beam signal was observed when
the second jet was used alone with densities below 1 × 1018 electrons/cm3. A significant
enhancement of electron energy was observed with the dual gas jet target having electron
densities of 2 × 1018 electrons/cm3 for the 4-mm jet and 0.8 × 1018 electrons/cm3 for the
10-mm jet. The gap between the two jets was about 2 mm, and the laser focus was at
the middle of the gap. At this condition, the electron bunch from the first jet could be
successfully coupled to the second target because the low plasma density in the second
jet enlarged the plasma wavelength to have a higher chance to catch the electron bunch
from the first target. In addition, the second target having a lower density than the self-
injection threshold can prohibit continuous self-injection that can reduce the acceleration
field strength. When the plasma densities of the two jets were independently controlled,
the electron energy was over 3 GeV. At this condition, the electron beam has a charge of
about 10 pC over 2 GeV energy, energy spread about 50%, and beam divergence of about
4 mrad.

The dual-stage acceleration can be a simple solution to obtain a high-energy electron
beam. Recently, a dual-stage acceleration with two driving laser pulses was demonstrated
by using capillary discharge media [31]. Even though we can expect an energy gain at
each stage in a staged acceleration, precise control of each stage for stability is challenging.
In the dual gas jet target, the turbulence between the targets can also make the electron
beam unstable. Thus, the method to handle the qualities of the accelerated electron beam
should be investigated by manipulating the driving laser pulse and plasma medium. In
addition, the electron energy with dual-stage LWFA was still much less than the 10 GeV
that is expected for PW lasers because the laser propagation is limited to be an order of
1 cm. For increasing the electron energy further, an external guiding structure for PW laser
pulses should be applied to keep the laser intensity over 10 cm.

In the dual-stage acceleration, the PW laser pulse was stretched to be positively chirped
with a duration of 60 fs. It was stretched to control the acceleration gradient of LWFA by
manipulating the pulse’s spectral phase [32]; such a control method was demonstrated
experimentally at UQBF [13,33]. In particular, positive group-delay dispersion (GDD)
enhanced the energy and charge of the electron beam, and third-order dispersion (TOD)
improved the energy further and the stability of the beams. The combination of a dual-stage
target and careful control of laser pulse properties can be an effective way to shape the
electron beams and control the acceleration process.

3.3. LWFA with Capillary Discharge Plasmas at LBNL

Laser propagation through a plasma medium is a highly complicated process. To
increase the electron energy for a given laser power, the elongation of laser propagation
is a critical issue in LWFA research. Most experiments were performed with self-guiding
schemes that provide a much longer propagation length than the Rayleigh range by
balancing relativistic self-focusing and diffraction. For increasing the electron energy, the
plasma density should be lower, and the medium length should be longer. However, the
elongation of laser-propagation length by relativistic self-guiding is getting more difficult
as plasma density is lowered because the critical power for self-guiding increases as the
plasma density decreases. Thus, the elongation of the laser propagation through the plasma
medium is an essential technique to increase electron energy with PW laser pulses. One
of the solutions is guiding the laser pulse with a plasma channel. The plasma channel
guiding utilizes a refractive index gradient in the transverse direction like optical fibers.
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It can contain high-intensity laser pulses in the relativistic regime due to the extremely
high-intensity limit of the plasma medium. Several groups developed plasma channel
technology [34–36], and the research group at Lawrence Berkley National Laboratory
successfully applied the plasma channel to enhance the electron energy [16,32,33].

The first successful application of a plasma channel to LWFA demonstrated 1 GeV
electron acceleration by focusing a 40 TW laser pulse to a 3.3 cm plasma channel [37]. The
plasma channel was formed in a pre-ionized hydrogen plasma confined in a capillary
tube. The capillary tube was fabricated on a sapphire block by laser machining: two gas
inlets and a central tube with a few-hundred-microns diameter. The hydrogen gas was
fully ionized by a high-voltage electric pulse applied to the electrodes at both ends of the
capillary tube. The pre-formed plasma had a hyperbolic electron density profile in the
transverse direction that can guide an intense laser pulse. The capillary discharge medium
has an obvious advantage of elongated laser propagation through the plasma medium.
Table 2 summarizes the successful demonstrations of electron energy enhancement with
capillary discharge plasma channels and sub-PW [19] and PW lasers [12].

Table 2. Characteristics of electron beams from capillary discharge plasma channel and experimental condition for three
different experiments with laser power of 40 TW [37], 300 TW [19], and 850 TW [12]. Reproduced with permission from
[Leemans, W.P], [Nat. Phys]; published by [Nature Publishing Group], [2006].

Experiment 1 Experiment 2 Experiment 3

Spectrum

 
Channel length (cm) 3.3 9 20

Plasma density (1017 cm−3) 43 7 3.4

Laser power (TW) 40 300 850

Laser pulse duration (fs) 40 40 40

Epeak (GeV) 1 4.2 7.8

Energy spread (%) 1.6 (r.m.s.) 6 (r.m.s.) ~10 (FWHM)

Divergence (mrad) 1.6 (r.m.s.) 0.3 (r.m.s.) 0.2 (FWHM)

Charge in peak (pC) ~30 6 5

The enhancement of electron energy with the laser power is not straightforward, even
though the plasma channel can guide the driving laser pulse to a long distance. Since 1-GeV
electron beam was produced with a laser power below 100-TW, as seen in experiment 1 in
Table 2, a 1-PW laser pulse should have the capability to generate a 10-GeV electron beam.
Despite the use of sub-PW laser pulses, a 4.2-GeV electron beam was produced with a 9 cm
capillary discharge plasma channel because of the nonlinear evolution of laser pulses with a
top-hat profile. The nonlinear propagation in the plasma can assist the self-injection process
but disturb smooth laser propagation in the plasma channel. For increasing electron energy
in LWFA further, a longer laser propagation through a plasma with a lower plasma density
is essential. However, the nonlinear laser propagation can prohibit the increase of electron
energy by limiting long and smooth laser propagation through a plasma medium with
an extremely low electron density below 5 × 1017 electrons/cm3. Although experiment
2 in Table 2 was performed with an almost perfectly focused laser beam of Strehl ratio
of about 0.8, the top-hat laser profile in the near field, ordinarily formed by the laser
amplification, induced a nonlinear laser propagation and hindered the additional increase
of electron energy.

The nonlinear laser propagation problem has been mitigated by steepening the
transversal electron density gradient of the plasma channel. A nanosecond laser, focused on
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the axis of the discharge capillary plasma channel, heated through inverse bremsstrahlung
the core of the capillary discharge plasma channel and created a deeper electron density
valley that could guide a PW laser pulse efficiently. Thus, the effect of the nonlinear laser
propagation could be mitigated, and the laser pulse could propagate tens of centimeters in
a plasma channel with an electron density of 3 × 1017 electrons/cm3. This improvement of
laser propagation by a steepened plasma channel made it possible to generate the most
energetic electron beam of about 8 GeV from LWFA (experiment 3 in Table 2). This result
implies that engineering the plasma medium is a key to realizing the maximum electron
energy expected by the power-scaling of the electron energy. Consequently, more and more
efforts should be exerted to control the plasma medium, not only to increase laser power
but also to find suitable electron acceleration conditions for high-energy electron beams
by LWFA.

4. Perspective of LWFA with PW Lasers

In this section, we will discuss the current difficulties of LWFA with PW lasers and
the future perspective of LWFA with upcoming multi-PW lasers. We reviewed several
experimental results on LWFA with PW laser pulses. Overall, PW lasers demonstrated
multi-GeV LWFA in the energy range from 2–8 GeV with divergence of about 1 mrad,
the beam charge in the order of 10 pC, and energy spread of about 10%. The rapid
progress of high-power lasers enabled the development of high-energy electron beams
with high bunch charge and small beam emittance. Although PW lasers began to appear
a decade ago, and the expectations on LWFA have been quite promising, experimental
results were relatively rare. The advancement of LWFA with PW lasers was retarded due
to the technological difficulties in operating PW lasers and the growing complexity of
experimental setups. LWFA uses highly nonlinear processes in a plasma medium with
micrometer scale acceleration structures. Thus, tiny defects of laser pulses and the plasma
media can significantly deteriorate the acceleration processes. As laser power and system
size increase, the elimination of the flaws is getting more difficult.

The recent development of high-power laser reached 10 PW peak powers [38], and
100-GeV electron acceleration with LWFA is not an absurd goal. However, the massive scale
of the LWFA experimental system with the 10-PW lasers can make it challenging to realize
a 100-GeV electron beam. From the estimation with Equation (1), a 10-PW laser with 250 J
energy can produce a 100 GeV electron beam by focusing the laser pulse with F/# > 150
onto a 10-m length plasma medium with an electron density of about 1016 electrons/cm3. If
the beam size of the 10 PW laser is about half a meter, then the LWFA experimental system,
including the focusing system, acceleration medium, and detection system, should be more
than 100 m to achieve 100 GeV. The 10 PW laser should have the beam pointing stability
below 1 μrad before the focusing mirror for its pulse to be properly guided along the 10-m
plasma channel. The plasma medium also has to be well designed and fabricated to be
transversally profiled for a deep electron density gradient to guide the 10-PW laser pulse
with a longitudinal uniformity over 10 m. For that reason, engineering efforts should be
devoted to constructing more stable 10-PW lasers with a clean focal spot as well as a long
plasma channel medium with substantially profiled electron density distribution.

The electron injection at such a low electron density is problematic. The self-injection
process occurs when the laser intensity and the plasma density are high enough to induce
the wave breaking of the plasma wave. The self-injection, empirically, happens when the

laser power is higher than the critical power, Pc ≈ 17
(

ω0
ωp

)2
GW [29]; that is, the laser

power where relativistic self-focusing dominates over diffraction. For the plasma with an
electron density of 1016 electrons/cm3, the critical power is about 3 PW. However, the laser
pulse duration should be stretched to be more than 150 fs to prevent too quick etching,
and the laser power on target would be below 2 PW. At this condition, self-injection is
not possible. Recently, electron injection mechanisms, such as ionization injection [39–41],
density shock injection [42,43], and nanoparticle insertion [44,45], have been proposed
and demonstrated. Because the laser should propagate 10 m for 100 GeV acceleration, the
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electron injection process should not degrade laser properties and should occur only at
the beginning of the medium. Thus, the electron injection mechanism for 100 GeV LWFA
should be chosen carefully to maintain the laser quality and induce localized injection at
the beginning.

The nanoparticle insertion method can be promising as an injection method for achiev-
ing 100 GeV by LWFA because nanoparticles can induce an electron bunch with a sufficient
charge at extremely low plasma density close to 1016 electrons/cm3 while making negligi-
ble effects on laser propagation due to its tiny size, much smaller than the laser wavelength.
A nanoparticle in plasma medium for LWFA can induce a highly localized injection, leading
to an electron beam with a small emittance. A numerical study showed that a nanopar-
ticle in plasma could facilitate a controllable injection to produce a high-quality 5-GeV
electron beam with a 0.5-PW laser pulse [44]. Furthermore, a recent experimental study
demonstrated nanoparticle-assisted laser wakefield acceleration with a nanoparticle-mixed
helium gas jet [45]. Although controlling precisely the location of nanoparticles in plasma
is challenging, the nanoparticle injection method can be a promising method to realize a
100-GeV electron beam with 10-PW-class lasers.

An alternative way to increase the energy gain of LWFA is to use an intense two-color
laser pulse [46]. A recent numerical study with particle-in-cell simulations showed the
feasibility of all-optical staging of LWFA using a two-color laser pulse train: a fundamental
laser pulse induces an electron injection, and the subsequent second harmonic pulse
accelerates the injected electron bunch to high energy. The theoretical study showed the
possibility of achieving 10 GeV with a-few-PW lasers and a-few-centimeter-long plasmas.
It was suggested that the two-color scheme might achieve 100 GeV with the near-future
state-of-the-art lasers having power in the range of 10 PW.

In addition to control of injection and increasing the laser power, other technical
challenges of plasma media and laser controls need to be addressed. The structure of the
acceleration medium needs careful consideration, thus shaping the density profile over
long distances is required. For example, the use of density up-ramp medium [47] or multi-
jets configuration [48] has been recently employed, albeit they have been done in a low
laser power regime and with short distance. The careful shaping of the profile can produce
beams with energy spread below 1% [49]. We, thus, foresee that longitudinal control
of the plasma density profile over a wide density range (1014–1019 cm−3) is a necessity
for improving the energy and quality of electron beams produced with multi-PW lasers.
While longitudinal control of the density profile seems the major challenge for improving
PW-laser-based acceleration, advances in various guiding methods and technologies will
provide additional improvement of the acceleration process. Besides the challenge of
producing stable long-distance channels [50], curved channel technology will provide a
useful method to control the directionality of electron beams and laser pulses [51]. In
addition, recent theoretical and numerical studies proposed to overcome the dephasing
length of LWFA, so-called phase-locked [52] or dephasingless [53] LWFA, by adapting
the superluminal velocity of focal spot movement [54], which can be a way to maximize
electron energy for given laser power.

LWFA is considered a promising electron acceleration technology that may overcome
the limitations of the current RF linear accelerators, despite the drawbacks such as the bulky
systems of lasers with peak powers beyond PW and sophisticated acceleration processes.
Upcoming laser systems having a peak power beyond 10 PW have the potentials to enhance
the electron energy more than an order of magnitude, even close to TeV electron energy,
which can initiate a new horizon of fundamental physics. For a new era of particle physics
with LWFA, developments of two technologies are essential; one is precise control with sub-
micron accuracy of the upcoming high-power lasers with peak power of 10–100 PW, and
the other is profiled plasma channels over 10 m. In addition, proposing and demonstrating
new schemes of electron injection and acceleration processes, such as nanoparticle injection,
two-color LWFA, and dephasingless LWFA, should be pursued.
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5. Conclusions

We reviewed the progress of LWFA with PW lasers in the last decade. The Texas PW
laser was successfully applied to LWFA and produced 2 GeV electron beams, while the
acceleration was limited due to the poor focal spot. The PW laser at UQBF demonstrated a
3-GeV electron beam by a dual-stage acceleration scheme. The electron energy in the dual-
stage LWFA was still below what is expected for PW lasers due to short laser propagation
without a guiding structure. The most successful experimental results of LWFA with PW
lasers have been obtained by using a capillary discharge plasma channel by the Berkeley
group. Although the plasma channel can guide a PW laser pulse, the nonlinear laser
propagation in the plasma channel can limit the acceleration length and electron energy.
The nonlinearity in laser propagation was suppressed by deepening the plasma channel
by collisional heating of the plasma channel core with a nanosecond laser. As a result, a
7.8-GeV electron beam was produced with a PW laser pulse and the capillary discharge
plasma channel. In the last decade, the advent of PW lasers brought the expectations of
rapid progress in LWFA research, but the development of LWFA in this new regime has
been retarded by technological barriers. In the upcoming decade, 10–100 PW lasers will be
constructed and used for electron acceleration by LWFA. Suppose the plasma medium and
the laser propagation are controlled over about 10 m along the propagation direction and
at the precision of micrometers in the transverse direction. In that case, the LWFA with PW
lasers will break the limit of the conventional RF accelerations.
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Abstract: Proton laser-plasma-based acceleration has nowadays achieved a substantial maturity
allowing to seek for possible practical applications, as for example Particle Induced X-ray Emission
with few MeV protons. Here we report about the design, implementation, and characterization of a
few MeV laser-plasma-accelerated proton beamline in air using a compact and cost-effective beam
transport line based on permanent quadrupole magnets. The magnetic beamline coupled with a
laser-plasma source based on a 14-TW laser results in a well-collimated proton beam of about 10 mm
in diameter propagating in air over a few cm distance.

Keywords: laser-plasma accelerator; TNSA; laser-accelerated protons; magnetic beamline; Particle
Induced X-ray Emission

1. Introduction

After decades of fundamental research in laser-plasma particle acceleration, nowadays
this novel acceleration technique is experiencing a great impulse towards implementation
for practical applications. The possibility to achieve laser-based particle acceleration with a
compact setup is a very appealing factor for the development of high-quality electron [1]
and proton/ion [2] accelerators. Specifically concerning protons, a few to hundreds of
MeV particle energy can be achieved via laser-based acceleration [3,4]. Some examples of
envisaged or already implemented practical applications of laser-accelerated protons are
radiotherapy with tens to hundreds of MeV protons [4,5], as well as the radiography of laser
directly-driven implosions [6] and imaging of fast laser-generated magnetic fields [7–9]
with tens of MeV protons. Concerning lower energy beams, a few MeV protons can be used
for material characterization and surface/superficial processes [10], like Particle-Induced
X-ray Emission (PIXE). PIXE is a high-sensitivity non-destructive analysis technique that
enables to perform quantitative characterization of the surface elemental composition of
materials by measuring the characteristic X-ray emission induced by proton irradiation [11].
PIXE is typically implemented using 2 to 3 MeV proton beams from classical electrostatic
accelerators.

Pulsed proton beams with a few MeV particle energy can indeed be efficiently gen-
erated with laser intensities of about 1019 W/cm2 via the so-called Target Normal Sheath
Acceleration (TNSA) process [3,4,12–15]. Briefly, in the TNSA process, an ultraintense
laser beam is focused on a thin solid target creating a hot plasma; the fast electrons thereby
generated are ejected, inducing a strong electric field normal to the rear surface of the
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TNSA target; protons and ions are then accelerated by such a high field. Intensities needed
to trigger the TNSA process are routinely achieved using laser systems with a peak power
of tens of TW which can run at a repetition rate up to 10 Hz, and are nowadays available
in many research laboratories worldwide as well as commercially available as standard
products [16,17].

The implementation of laser-plasma accelerated proton beams for PIXE application
have been recently investigated [18–23], mainly with modeling and simulations. In [18], a
detailed analysis is performed by a Monte Carlo simulation of PIXE measurements using a
realistic laser-driven few MeV proton source with broad band energy spectrum and a single
photon counting CCD camera for spectral analysis of the X-ray emission from the irradiated
sample. Interestingly, it was shown that implementing measurements with different
energy distributions, i.e., cut-off energy, can allow to extract quantitative information of
inhomogeneous samples, i.e., with a depth-dependent elemental composition, performing
the so-called “Differential PIXE” measurements [24]. Indeed, the cut-off energy of laser-
accelerated protons can be tuned by adjusting the laser-plasma interaction conditions,
as for example the position of the TNSA target with respect to the laser focus. In [19], a
Monte Carlo simulation of laser-driven PIXE experiments using few MeV laser-accelerated
protons is presented, showing the feasibility of measurements on materials of importance
for the cultural heritage context. Of particular importance, in [20], the effect of the TNSA
fast electrons on the PIXE signal have been analyzed and quantified. Simulations showed
that the contribution of such fast electrons is not negligible, and therefore their removal
from the beam path is mandatory. In [21], measurements are reported of the characteristics
X-ray emission from samples in vacuum after single pulse irradiation with laser-accelerated
particles generated using the very powerful TITAN laser of the Jupiter Laser facility at
Lawrence Livermore National Laboratory. In [22], a detailed study is reported on the
design of a magnetic beamline for laser-accelerated proton energy up to 20 MeV and the
final spot of about 10 mm2, comprised of focusing with magnetic quadrupoles and energy
selection with a magnetic chicane. In [23], a detailed experimental investigation on the use
of a laser-driven particle source for quantitative PIXE analysis and EDX spectroscopy in
vacuum is reported.

In general, a key and very appealing characteristic when using few MeV protons for
practical applications is the possibility of having access to the particle beam in ambient
atmosphere, i.e., with external beam [25]. This allows one to easily irradiate a sample in
atmospheric conditions, which is necessary when the sample cannot be placed in vacuum
(e.g., biological specimen and samples containing volatile components [26–28]), or when
many samples have to be analyzed in a limited period of time avoiding sample exchange
in vacuum (e.g., aerosol samples [29,30]). Although the proton beam accelerated via TNSA
propagates mainly towards the direction normal to the rear side of the laser-plasma target,
it has a divergence of typically 10◦ to 15◦ half-angle [31–34]. Therefore, for practical use
of the laser-accelerated protons, a magnetic transport beamline has to be implemented in
order to transfer the protons from the TNSA source to the application site [22,31,35,36].
Moreover, the magnetic beamline (MBL) can remove the unwanted fast electrons created
during TNSA.

Here we report about the design, implementation, and characterization of a few MeV
laser-plasma-accelerated proton beamline in air using a compact and cost-effective proton
transport based on permanent quadrupole magnets. The MBL is coupled with a TNSA
laser-plasma proton source based on a 14-TW laser, resulting in a collimated few MeV
proton beam of about 10 mm in diameter propagating in air over a few cm distance.

2. Results and Discussion

2.1. Magnetic Beamline Design

The MBL is specifically designed to achieve a few MeV proton beam of about a 10-mm
diameter collimated over a few centimeters in length when propagating in air.
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The MBL consists of magnetic quadrupoles comprising standard neodymium-based
commercial permanent magnets of 25 × 12 × 4 mm3 dimensions that are embedded in
a soft iron supporting cage, as shown schematically in Figure 1a. The simple design
and components of the developed permanent quadrupoles results in a compact and cost-
effective beamline.

c)

d)

255 mm

Vacuum flange

a) b)

290 mm

b)b)b)b)

Figure 1. Design of the magnetic beamline: (a) Schematic of the quadrupoles, the green shows the four permanent magnets,
the brown shows the supporting soft-iron structure, dimensions in mm; (b) magnetic field in the quadrupole measured at
position x = 0 close to the permanent magnet surface: Measured values (black points), numerically reconstructed field (blue
line), supergaussian fit (blue dashed line), truncated ideal quadrupole field (red line); (c) vertical cross section of the MBL
simulation (Qi are the quadrupoles and Di the virtual detectors used in the simulation); and (d) horizontal cross section of
the MBL simulation.
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The transport of the laser-accelerated protons through the MBL is studied using the
Monte Carlo GEANT4 toolkit [37] (see Methods for details). An analytical function for the
magnetic field of the quadrupoles is used in the GEANT4 simulations. Such a function is
obtained by fitting the magnetic field numerically, reconstructed from actual measurements,
of which an example is reported in Figure 1b (see Materials and Methods for details). In
Figure 1b, the truncated ideal quadrupole magnetic field is also reported as a reference for
comparison. The aim of the simulation is to find a configuration of the MBL that efficiently
transfers the few MeV divergent proton beam from the TNSA source to a collimated beam
in air. The proton beam exits the vacuum chamber through a Kapton window of a 10-mm
diameter and 13-μm thickness, which sustains a vacuum to the 10−4 mbar level. The
compact MBL set-up comprises six quadrupole magnets placed with alternating field
orientation and gaps of 5 mm, 15 mm, 5 mm, 45 mm, and 35 mm between each other
starting from the TNSA source side. The total length of the MBL is 255 mm. The first
quadrupole is placed at 12.5 mm from the TNSA source and the overall distance between
the Kapton window and the TNSA source is measured to be 290(5) mm. In Figure 1c,d the
schematics of the two orthogonal transverse cross sections of the MBL are shown along
with the simulated proton beam trajectories (see Materials and Methods).

The characteristics of the proton beam transported in air is evaluated in details by
performing simulations at an initial proton energy in narrow ranges. In Figure 2a, the
particle distribution and the final energy obtained in air at 1 cm after the Kapton window
are reported for initial energy in the ranges 2.4 to 2.6 MeV, 2.9 to 3.1 MeV, and 3.4 to 3.6 MeV.
To compare with the experimental measurements, the time-of-flight (ToF) of the protons as
a function of the initial energy is also evaluated. The graph reported in Figure 2b shows
the ToF as well as the final energy considering the transport through the MBL, the Kapton
window, and 1 cm of air at ambient conditions.

Figure 2. Proton beam characteristics at 1 cm after Kapton windows. (a) Proton particles distribution and final energy at
various initial energy ranges calculated over an area of 40 mm × 40 mm centred on the MBL axis at position (20 mm, 20 mm);
the highlighted numbers represents the values on the MBL axis; (b) graph of the ToF as function of the initial proton energy,
with final energy also indicated.

76



Appl. Sci. 2021, 11, 6358

The properties of the proton beam when propagating in air are analyzed using the
software SRIM [38]. Figure 3a reports the proton trajectory for an initial point-like beam
with a flat energy spectrum, from 4.0 to 1.7 MeV, impinging normally to the 13-μ Kapton
window and propagating through 4 cm of air. The resulting final spread of the beam in the
transverse direction is in the order of a few mm. The graph in Figure 3b shows the final
energy distribution after propagation through the Kapton window and the 4 cm path in air,
with a sloping down trailing energy tail to zero energy, due to convolution with energy
straggling effects and partial stopping of the lower energy protons (the range of 1.7 MeV
protons in air, after losing energy in passing through the Kapton window, is 3.9 cm).

Figure 3. SRIM calculations of the few MeV proton beam propagation through the Kapton window and the 4-cm path
in air: (a) Ensemble of the protons trajectories; (b) final proton energy distribution assuming an initial flat distribution of
1000 protons per unit energy.

In order to evaluate the effect of the MBL on the fast electrons produced during the
TNSA process, a GEANT4 simulation assuming a flat energy distribution between 0.1 and
1 MeV is performed. The result of such a simulation experiment is reported in Figure 4 and
clearly shows that the fast electrons are very efficiently filtered out by the MBL.

Figure 4. The effect of the magnetic Beamline on the TNSA fast electrons.

2.2. Experiments

A schematic representation of the compact laser-based accelerator realized and tested
is reported in Figure 5. The laser system used is the TW laser beamline at the Intense
Laser Irradiation Laboratory of the CNR-INO in Pisa [39] . The laser beam is guided by
multiple steering mirrors to an off-axis parabolic (AOP) mirror. The intensity in the focus
is estimated to be several times 1019 W/cm2 (see Materials and Methods). The TNSA
laser target used is a 5-micrometer thick titanium foil, whose position is controlled by a
three-axis motorized stage with micrometer resolution. An optical camera is used to image
the laser target in order to control the position of the laser focus on the titanium foil.

In Figure 6, the picture of the actual compact laser accelerator is reported, showing
the laser beam transport line, the OAP mirror, the TNSA laser target, the MBL, and the
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Kapton window. The MBL is supported by a motorized linear stage that can be remotely
controlled to insert and remove the MBL from the proton beam path.

Figure 5. Schematic of the experimental setup, showing the laser-plasma target, the compact mag-
netic beamline, and the proton beam diagnostics after the Kapton window, alternatively the EBT3
radiochromic film or the Si PIN diode for Time of Flight measurements.

Figure 6. Picture of the actual compact accelerator, highlighting the TNSA laser target, the compact
magnetic beamline, and the Kapton window to let the proton beam exit in air. In the picture, the
MBL has been removed from the proton beam propagation direction using the dedicated motorized
stage for better visualization.
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The energy of the laser-generated proton beam is characterized with ToF measure-
ments with the particle detector placed in air at 1 cm after the Kapton window. In Figure 7,
the typical ToF traces measured with and without the MBL are shown. These data represent
the maximum cut-off energy which is achieved when optimizing the TNSA process. When
the TNSA target is moved out from the optimal position, proton beams with lower cut-off
energy are obtained.

The actual cut-off energy value is inferred from the ToF data by the onset of the
steep rising edge of the proton signal relative to the reference time corresponding to the
laser-plasma interaction on the titanium foil target (t = 0). Such a reference time is set at
1.0 ns before the onset of the first ToF peak which is due mainly to the fast electrons with a
contribution from X-rays from the laser-plasma (see Material and Methods Experiments
section for details). The maximum cut-off proton energy achieved is ≈3 MeV in agreement
with reported scaling law for the TNSA process [34,40]. The uncertainty on the cut-off
proton energy determined by ToF measurements is estimated to be 0.2 MeV (see the
Material and Methods Experiments section for details). Importantly, the first peak in the
ToF traces is suppressed when using the MBL, confirming that fast electrons are removed
from the proton beam path.

Figure 7. Time-of-flight measurements with and without the MBL: The first peak is due to fast
electrons and X-rays, and the second peak is due to protons (cut-off energy highlighted).

Radiochromic EBT3 films [41] are used to characterize the spatial distribution of
the proton beam in air and to perform dosimetry. The results from EBT3 film irradiation
experiments are reported in Figure 8. For direct and easier comparison between simulations
and experiments, Figure 8a shows the particle distribution from GEANT4 simulation at
1 cm after the Kapton window considering a beam with a flat initial energy distribution
from 1.7 MeV to 3.5 MeV. In Figure 8b, the image of the EBT3 film at 1 cm after the Kapton
window irradiated by 8 shots is reported. In Figure 8c, the image of the EBT3 film at 4 cm
after the Kapton window irradiated by 15 shots is reported showing slight ellipticity of the
proton beam due to the MBL. The experimental measurements show a good agreement
with the simulated beam reported in Figure 8a. The proton beam after 4-cm propagation in
air shows a smoother profile with a few mm gradient region at the edge of the beam in
agreement with the SRIM calculations. These results confirm that the MBL is producing a
well-collimated proton beam for several centimeters in the air.

The delivered dose is evaluated from the optical density of the scanned EBT3 ra-
diochromic film and the calibrations reported for mono-energetic protons [42,43]. Thus the
calculated average dose is 1 Gy/shot and 0.4 Gy/shot after propagating in air for 1 cm and
4 cm respectively with an uncertainty estimated to be in the order of 20% (see the Material
and Methods Experiments section). The reduced dose measured further away from the
Kapton window reflects the loss of lower energy protons in air, as from the calculations
reported in Figure 3b. The proton particle fluence per shot after propagating 4 cm in the air
is estimated to be 3 × 107 cm−2.
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Figure 8. Measurements with EBT3 radiochromic films and comparison with simulation: (a) Proton
beam cross section calculated with a GEANT4 toolkit: (b) EBT3 measurement at 1 cm from Kapton
window (8 shots); (c) EBT3 measurement at 4 cm after the Kapton window (15 shots). The lower scale
bar applies to both EBT3 film images. In (b), the shadow from a metal wire is present. The contrast in
(c) has been altered for better visualization of the image.

3. Conclusions

A laser-accelerated proton beamline delivering 3-MeV particle energy has been con-
ceived, designed, realized, and tested, aimed at practical applications, like PIXE measure-
ments. The proton source used is based on the TNSA process and implemented using a
14 TW laser system. Quadrupole permanent magnets are used to transport the protons
from the TNSA source to the sample site in air through a thin Kapton window. The mag-
netic beamline design is compact and cost-effective and has been defined using Monte
Carlo simulations in order to achieve a collimated proton beam over several cm in length,
as well as to remove unwanted fast electrons from the beam path.

From dosimetry measurements, the number of few MeV protons after propagating
4 cm in air is estimated to be 2 × 109 in 100 shots, which is on the same order as the
number of protons impinging on the PIXE sample used in the simulation experiments
reported in [18,19]. This finding indicates that PIXE measurements are feasible with the
presented laser-plasma accelerated proton beamline within tens of seconds assuming a
10-Hz repetition rate operation. Finally, it is noted that the energy spectrum of the laser-
accelerated proton beam can be easily tuned (by moving the TNSA target with respect to
the laser focus) in order to have different cut-off energies, therefore allowing to implement
differential PIXE measurements of in-homogeneous samples in depth [18].

4. Materials and Methods

4.1. Quadrupole Magnets

Each magnetic quadrupole comprises 4 permanent neodymium-based magnets of a
25× 12× 4 mm3 dimension with a nominal surface field of 1.2 T. The magnets are arranged
with the field alternatively oriented in a soft iron frame of a 40 × 40 × 25 mm3 dimension
to gives a quadrupole field at the first order. This represents the simplest quadrupole
design allowing, at the same time, for the largest effective free aperture. However, in the
case of a square aperture bounded of permanent magnets, the quadrupole field cannot be
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approximated as an ideal field as the equipotential surfaces are not hyperbolic. For this
reason, the actual field has been carefully measured and then simulated to obtain a proper
approximation of the relative multipole field expansion.

The orthogonal component of the magnetic field has been measured using a Hall
probe along parallel paths taken at different distances from the entrance. Using these
results as matching points, the complete 3D field has been simulated using Radia [44,45], a
software package build in C++ and interfaced with Mathematica (Wolfram Research). The
focusing/defocusing properties of each device has been preliminary calculated using [46]:

fc = 1/k sin(kL) � 8.4 cm, fd = −1/k sinh(kL) � −7.4 cm (1)

for focusing and defocusing length respectively, where k = (q∂xBx/p)1/2 was calculated
for 3-MeV protons with q and p the proton charge and momentum, respectively. The
considered transverse gradient was ∂xBx = 110 T/m while L = 25 mm is the longitudinal
quadrupole length. In terms of these parameters, the whole design of the magnetic line,
which is made of six elements, has been roughly defined according to the classical thick lens
equation. The preliminary design takes into account that it is possible (in ideal conditions)
to focalize a monoenergetic bunch in the same point in both orthogonal planes using a
combination of identical devices. This properties follows from (kL)2 � 0.35 �	 1, which
implies remarkably different focal lengths fc �� − fd (see Equation (1)). Clearly, the whole
guiding system remains intrinsically astigmatic as the case of the thin lens approximation.
Finally, the fine optimization has been obtained through several tests performed with
GEANT4, in which an analytical model for the 3D magnetic field has been implemented to
take into account the fringe field. An analytical approximation has been chosen instead
of the complete Radia fields in order to drastically speed up the simulation process. No
relevant differences has been observed in the final results considering a realistic protons
bunch. In more detail, the transverse component of the field was used B⊥ = A(Bx, 0, Bz),
where A is a supergaussian amplitude, while the Bx,z components are given by:

Bx =
(

K0 − K1
2 z4

)
x +

(
K1z2 − K1

10 x2
)

x3,

Bz = −
(

K0 − K1
2 x4

)
z −

(
K1x2 − K1

10 z2
)

z3,
(2)

where k0 and k1 are free fit parameters. Expressions (2) can be directly obtained trough a
Taylor’s expansions considering a square symmetry and the divergenceless and irrotational
conditions on the fields.

4.2. Monte Carlo Simulations of the Quadrupole Beamline

The entire quadrupole beamline was designed and simulated using a code devel-
oped on purpose using the GEANT4 library toolkit [47,48]. In particular, all the vol-
umes/materials making up the quadrupole structure were taken into account (as it can
be realized looking at Figures 1 and 4), as well as the detailed vacuum flange and Kapton
window structures. The expressions given in Equation (2) were used for the magnetic
fields. The G4EmPenelopePhysics physics list was used. For each run, a total number
of 2.5× 107 primary protons (or electrons, in the case shown in Figure 4) was used. The
angle ϑ between the original direction of each primary particle and the symmetry axis of
the system is distributed according to a gaussian function, i.e., P(ϑ) ∝ exp(−ϑ2/σ2

ϑ), with
σϑ � 13◦. According to the existing literature, this is a typical value for few MeV TNSA
protons [31–34]. For each run, the total number, mean energy, r.m.s. energy, and average
arrival times of the particles of interest (protons or electrons) were sampled on one (or
more) virtual plane (“detectors”) perpendicular to the main symmetry axis; this plane was
sampled using “virtual pixels” with a typical size of 0.5–1 mm.
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4.3. Experiments

For the experiment reported here, the 800-nm Ti:Sapphire “TW” laser beamline at
the Intense Laser Irradiation Laboratory of the CNR-INO in Pisa was employed. This
laser beamline provides a 30 fs duration, 450 mJ energy pulses, with an M2 factor close
to 1.5. The laser beam was focused on the TNSA target foil with a 15◦ angle of incidence
using an f / ≈ 1.5 Off-Axis Parabola (Thorlabs Model MPD229-M03: Gold coating—focal
length 50.8 mm—90◦ off-axis angle, reflected wavefront error <λ/2 at 633 nm). The final
intensity on the target is estimated to be about 7–8 ×1019 based on the optical quality of
the low-cost OAP.

The ToF measurements were performed in air using a Si PIN diode biased with a
voltage of about 80 Volt as the particle detector. An oscilloscope (Lecroy-Waverunner
64Xi, 600-MHz bandwidth, and 5-GS/s sampling rate) is used to acquire the ToF detector
signal. The time “zero” on the ToF traces is set relative to the X-ray/fast electrons peak
that is 1.00(2) ns (given a target to Si PIN detector distance of 300(5) mm) after the proton
starting time which coincides on a picosecond time-scale with the laser pulse arrival time.
The uncertainty on the time difference between the X-ray/fast electrons and the cut-off
proton arrival time on the particle detector is limited basically by the sampling rate. As a
conservative time accuracy estimate, we can assume two times the sampling rate which
results in 0.2 MeV uncertainty in the 2 to 3 MeV cut-off energy range.

For radiochromic measurements in air, the first polyester supporting layer have been
removed from the EBT3 films prior to irradiation in order for the few MeV laser-accelerated
protons to reach the active layer of the film. Dosimetry evaluations are performed from
the net optical density of the scanned films based on the calibration reported for EBT3 film
using mono-energetic 4 and 5 MeV protons [42,43]. By performing SRIM calculations for
different discrete input energy with and without the first supporting layer the uncertainty
on our estimates is about 20%.
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Abstract: A series of experiments is described which were conducted to measure the absolute spectral
irradiances of laser plasmas created from metal targets over the wavelength region of 123–164 nm by
two separate 1.0 μm lasers, i.e., using 100 Hz, 10 ns, 2–20 kHz, 60–100 ns full-width-at-half-maximum
pulses. A maximum radiation conversion efficiency of ≈3%/2πsr is measured over a wavelength
region from ≈125 to 160 nm. A developed collisional-radiative solver and radiation-hydrodynamics
simulations in comparison to the spectra detected by the Seya–Namioka-type monochromator reveal
the strong broadband experimental radiations which mainly originate from bound–bound transitions
of low-ionized charges superimposed on a strong continuum from a dense plasma with an electron
temperature of less than 10 eV.

Keywords: laser-produced plasma; plasma light source; far-ultraviolet spectroscopy; Seya–Namioka
monochromator; radiation-hydrodynamics; collisional-radiative model

1. Introduction

The vacuum-ultraviolet (VUV, with the wavelength λ ≈ 10–200 nm) [1], the extreme-
ultraviolet (EUV, λ ≈ 10–121 nm) and X-ray (XR, λ ≈ 0.01–10 nm) spectral bands of
the electromagnetic radiation have the potential for important applications, especially in
the semiconductor industry for high volume manufacturing lithography (HVML) [2–5],
metrology tools [6–11], and material sciences [12–14]. Usually, for laboratory applications, a
part of the VUV radiation, the so-called far-ultraviolet (FUV), in the energy range from ≈6 to
10 eV (the corresponding wavelength region of λ ≈ 122–200 nm) is obtained from discharge
lamps or excimer lasers. The former has drawbacks regarding achievable irradiances,
whereas the latter are restricted to a few specific wavelengths. Nowadays, the pulsed-
power generator-based Z-pinch type plasmas and the laser-produced plasmas (LPPs) are
practical high-power radiation sources in the EUV to XR spectrum regions. LPPs have been
increasingly considered as bright, broadband light sources, due to their intense radiative
emission and their small plasma sizes. Particularly, LPPs generate spectral emission that
includes both various line radiations due to bound–bound transitions of ion charge states
and continuum components, extending from the visible to the XR regions and can be
selected by the choice of the target material and laser irradiation conditions. To date,
the most industrial development of LPPs sources has concentrated on microlithography
applications in the EUV and XR regions.

In this study, we present calibrated spectral irradiances and the measured radia-
tion conversion efficiencies (CEs) over the wavelength region from ≈123 to 164 nm
created by a LPP source with a few solid planar targets. Additionally, a relativistic
configuration-interaction flexible atomic code (FAC) [15], a developed non-local thermody-
namic equilibrium (non-LTE) population kinetics code, the so-called collisional-radiative
(CR) model [16–18], and two-dimensional radiation-hydrodynamics FLASH code [19]
were used to investigate the silicon (Si) plasma dynamics created by a 1.064 μm, 10 ns
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full-width-at-half-maximum (FWHM) laser pulse with planar solid target. This study
enabled investigating the plasma spectral features of low-ionized charge states of various
elements and the CEs, especially in a high-repetition rate low-laser irradiance LPP source,
as well as to benchmark the computational model.

2. Experimental Setup

We described the experimental setup employed in this study, as done in previous
publications, which can be seen for example in Refs. [4,6,17,20,21]. Briefly, in the present
study, two 1.0 μm lasers were used separately, a Q-switched Nd:YAG solid-state laser
producing 10 ns FWHM pulses at 100 Hz repetition rate and a fiber laser operating with
adjustable pulse width and repetition rate, e.g., 60–100 ns FWHM and 2–20 kHz, respec-
tively. The output of these laser pulses was focused in vacuum by a 25.4 mm diameter,
60 mm focal length lens onto fast moving planar solid targets to create plasmas. The
laser spot size diameters on the target for the 10 ns and 60–100 ns FWHM pulses were
measured to be ≈120 μm (1/e2 width ≈200 μm for an ideal Gaussian pulse) and 80 μm
(1/e2 width ≈135 μm), respectively. The focused beam of these two lasers generated
plasmas in a pressure of ≈1.3 × 10−4 Pa vacuum chamber from a rotating target having
a rotational speed of ≈5 RPM. The surface of each target was aligned to the focal plane
of the laser with a combination of translation and rotation stages. Linear and rotational
motion was in the plane of the target surface to provide a new target surface for each laser
shot. However, the target rotational speed was not fast enough to provide a fresh sample
in each laser shot for the 60–100 ns beam having a 2–20 kHz repetition rate. The plasma
spectral features recorded at an angle ≤ 15◦ from the target’s normal were characterized
using an aberration corrected 234/302 McPherson Seya–Namioka style spectrometer, with
a 1200 groove/mm grating, 200 mm focal length, 0.1 nm achievable spectral resolution
(tested at the wavelength of ≈185 nm with the 10 μm wide slit), and 4 nm/mm dispersion.
The spectrometer was customized with a fiber optic face plate, coupled micro-channel
plate (MCP), with a cesium iodide (CsI) photocathode at the output image plane. This
photocathode limits the spectral response of the spectrometer to the wavelengths shorter
than ≈164 nm. A chilled charged-couple-device (CCD) array (169 μm2 1024-pixel detector)
with a fiber optic face plate was coupled to the MCP’s fiber optic face plate.

The spectrometer and its optical system were calibrated with a standard Deuterium
(D2) lamp (X2D2, L9841 Hamamatsu) over an equivalent distance between the source and
the slit. The lamp provides the absolute calibrated irradiance data 100 cm from the lamp
over the wavelength region from ≈115 to 300 nm. Furthermore, the wavelength of the
spectrometer is calibrated using the spectral features of the standard D2 lamp. The spectral
irradiance of the standard lamp is shown in Figure 1 (right ordinate in units of μW cm−2

nm−1) over the wavelength region of 120–170 nm. Using the lamp data, the instrument
response correction, the so-called, “absolute radiometric response correction curve” is
tabulated. An absolutely calibrated Si plasma radiation created by the 10 ns FWHM,
100 Hz laser pulse at the irradiance (I) of ≈2.5×1011 W cm−2 is also shown in Figure 1 (left
ordinate in units of μW cm−2 nm−1). The Si spectra were obtained by accumulating 12,000
laser shots, each on a fresh target, i.e., the acquisition time was 120 s. In all calibration
processes and laser plasma experiments, the background noise signal is subtracted from
the real data. It should be emphasized that the background noise signal was recorded
for each experiment over the same acquisition time. This means that the noise signal is
recorded over the same acquisition time in the absence of plasma. The spectral features
of the calibrated Si spectrum may be identified (Figure 1 and Table 1) using the atomic
database on the National Institute of Standards and Technology (NIST) website [22]. It
has to be noted that the resolution of the spectrometer was not enough to resolve all weak
spectral features as listed in the NIST database. The main spectral features of Si plasma
emission mainly originated from doubly and triply ionized charge states (Si III–Si IV).
Particularly, two strong spectral peaks about the wavelength of 140 nm are produced by
two resonance transitions between the ground and singly excited states of 2p6 3s (J = 1/2)
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− 2p6 3p (J = 3/2) (the wavelength of λ ≈ 140 nm) and 2p6 3s (J = 1/2) − 2p6 3p (J = 1/2)
(≈140.5 nm) in Si IV. Here, the J is the total angular momentum.

Figure 1. Comparison of the spectral irradiance of the standard Deuterium (D2) lamp (gray shaded
area, right-hand scale) with a typical recorded calibrated spectral irradiance of a Si plasma at a
distance of 100 cm from the target over the ≈123–164 nm wavelength region generated by 1.064 μm
laser, 10 ns FWHM pulses at 100 Hz repetition rates (black line, left-hand scale). The laser irradiance
was ≈2.5 × 1011 W cm−2 (the laser energy ≈230 mJ). The strong Si spectral lines are identified using
the NIST atomic database [22] as listed in Table 1.

Table 1. The observed Si spectral lines (Figure 1) according to the NIST database [22].

States Transitions (Lower–Upper Levels) Observed Wavelengths (nm) Transition Probabilities (1/s)

Si II 3s23p + 3s3p2 − 3p3 + 3s23d 125.1–126.5 (0.47–3)× 109

3s23p − 3s24s 152.6–153.3 (0.4–0.8) × 109

Si III 3p2 − 3s6p 123.5 2.77 × 109

3s3p − 3p2 128–130.3 (0.5–2.1) × 109

3s3d − 3p3d 134–134.3 (0.7–0.9) × 109

3s4s + 3s3d − 3p4s + 3p3d 136.1–136.7 (0.8–1) × 109

3s3p − 3p2 141.7 2.2 × 109

3s4p + 3s3d + 3s4s −
3p4p + 3p3d + 3p4s 143.3–143.6 (0.4–0.9)× 109

3s3d − 3s4f 150–150.2 (1.7–2.1) × 109

Si IV 2p6 3s − 2p6 3p 139.4 0.88× 109

2p6 3s − 2p6 3p 140.3 0.86 × 109
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3. Computational Model

To theoretically investigate the spectral characteristics of plasma radiation, we con-
structed a CR balance-rate equation, including excited states in a detail-level accounting
approach [6,16,18,21]. The CR model includes all of the important atomic processes in
a typical LPP light source, such as the auto-ionization from the doubly excited states
and dielectronic recombination, electron impact ionization and three-body recombination,
electron impact excitation and deexcitation, photo-ionization and radiative recombination,
photo-excitation and photo-deexcitation. The effect of photo-absorption on a level pop-
ulation is calculated by reducing the radiative decay rate by a factor equal to the escape
probability factor. A frequency-averaged escape probability formalism is employed for
the Voigt spectral line radiation. Due to the lack of public and validated atomic physics
data necessary for solving the CR model, see for example, the NIST database [22], the
calculations of the atomic cross-sections and rates for any chosen element were performed
using the FAC code [15]. The FAC solves the relativistic Dirac equation, using a single
central parametric potential to compute the orbitals. Radiative decay, collisional excitation,
and ionization, auto-ionization and photo-ionization cross sections, and rates are com-
puted within the distorted wave approximation. To study the plasma dynamics in LPPs, a
radiation-hydrodynamics code FLASH, is used [19]. The FLASH is a three-temperature
(electron, ion, and radiation) state-of-the-art radiation-hydrodynamics solver, including
the thermal conduction, multi-group radiation diffusion, tabulated equations-of-states
(EOS), and laser ray-tracing model. For a given target material, the constructed CR is
used to calculate a necessary non-LTE EOS database, including the spectral emissivity and
spectral absorption coefficients on a density–temperature grid. In the present study, the
calculations were carried only out for an Si plasma. To identify the Si ion charge states
responsible for the experimental Si spectral emission in Figure 1 and also to verify the
calculated spectral line positions by the FAC code, calculations were done using the CR
solver for a homogeneous plasma. In this work, the CR model for Si includes a total of
1050 levels of the neutral to fully ionized Si charge states as listed in Table 2. For simplicity,
the CR solver includes main spectral transitions among responsible low-ionized charge
states for plasma FUV emission.

Table 2. The CR model for Si plasma includes all of the ground states from the neutral (Si I) through
fully ionized charge states, and particularly, the important transitions from Si I through Si IX. Here, n
and l are, respectively, the principal and orbital quantum numbers. The total levels in the CR is 1050.

States Configurations

Si I 1s22s22p63s23p2, 1s22s22p63s13p3, 1s22s22p63s23p1

nl (n = 4, 5) (l < n), 1s22s22p63s23p1nl (n = 6, 7) (l < 3), 1s22s22p63p4

Si II 1s22s22p63s23p1, 1s22s22p63s13p2, 1s22s22p63s2nl (n = 4) (l < n),
1s22s22p63s2nl (n = 5, 6, 7) (l < 3), 1s22s22p63p3

Si III 1s22s22p63s2, 1s22s22p63s13p1, 1s22s22p63s1nl (n = 4) (l < n),
1s22s22p63s1nl (n = 5, 6, 7), (l < 3), 1s22s22p63p2

Si IV 1s22s22p63s1, 1s22s22p63p1, 1s22s22p6nl (n = 4) (l < n),
1s22s22p6nl (n = 5, 6, 7) (l < 3)

Si V 1s22s22p6, 1s22s22p5nl (n = 3) (l < n), 1s22s22p5nl (n = 4, 5, 6, 7) (l < 3)

Si VI 1s22s22p5, 1s22s22p4nl (n = 3) (l < n), 1s22s22p4nl (n = 4, 5, 6, 7) (l < 3)

Si VII 1s22s22p4, 1s22s22p3nl (n = 3) (l < n), 1s22s22p3nl (n = 4, 5) (l < 3)

Si VIII 1s22s22p3, 1s22s22p2nl (n = 3) (l < n), 1s22s22p2nl (n = 4, 5) (l < 3)

Si IX 1s22s22p2, 1s22s22p1nl (n = 3) (l < n), 1s22s22p1nl(n = 4, 5) (l < 3)
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Figure 2a presents a typical non-LTE spectral emissivity (in units of W cm−3 nm−1 sr−1)
and the opacity coefficients (=κ/ρ, where κ is the spectral absorption coefficient in units of
cm−1 and ρ is the density in units of g cm−3) in the tabulated EOS Si database over the wave-
length region of 120–170 nm for an artificial homogeneous plasma at ρ ≈ 10−4 g cm−3

and a temperature of kT ≈ 5 eV. The CR model depends on three different tempera-
tures for the electron (Te), ion (Ti), and the radiation field (Tr). Here, it is assumed that
Te = Ti = kT ≈ 5 eV and Tr = 0.2×Te. It is found that the effect of Tr on the spectral emissiv-
ity and opacity coefficient (Figure 2a) is negligible at this condition. Throughout this study,
the spectral emissivity and opacity coefficients include the bound–bound, bound–free and
free–free processes. Figure 2b presents the spectral radiance (in units of W cm−2 nm−1 sr−1)
of an artificial homogeneous Si plasma at ρ ≈ 10−4 and ≈ 4×10−4 g cm−3, kT ≈ 5 eV,
and the photon path length (e.g., the plasma radius) of d ≈ 350 μm. An inspection
of Figures 1 and 2b reveal the calibrated Si spectra is more and less in agreement with the
calculated spectral radiance, especially at ρ ≈ 10−4 g cm−3. Note that in the FAC code, the
accuracy of the wavelengths and transition rates for VUV and visible lines that usually
result from the transitions within the same configurations from near-neutral ions can be
limited, especially for transition metals with incomplete d-shell. Although it is possible to
adjust the energy levels, however, the detailed investigation on the spectral line positions
was beyond the scope of the present study. The calculations in Figure 2b demonstrate
the spectral radiations from two Si III and Si IV charge states are main contributors for
measured calibrated FUV emission in Figure 1. Note that the time-space integrated spectral
irradiance (Figure 1) can be estimated using the CR solver coupled to hydrodynamics
code. However, a very crude approximation may be made as follows. The spectral irra-
diance (Mλ, in units of W cm−2 nm−1) is linked to the spectral radiance (Lλ, in units of
W cm−2 nm−1 sr−1) by the Lambert’s cosine law [23], i.e., Mλ = π Lλ. This irradiance is
inversely proportional to the square of the distance from the plasma, that is, the inverse
square law. Suppose a spherical plasma with a radius d ≈ 350 μm (somewhat larger than
the laser spot size), a plasma emission duration Δτ ≈ 20 ns (i.e., 2 × FWHM laser pulse),
and the laser repetition-rates υ = 100 Hz. With these assumptions, Figure 2b gives approxi-
mately the measured irradiance in Figure 1. For example, for strong spectral lines about the
wavelength 140 nm (with the radiance of ≈4 × 104 W cm−2 nm−1 in Figure 2b), the irradi-
ance at 100 cm from the target is ≈(4 × 104 × 106) π As Δτ υ/1002 ≈ 0.4 μW cm−2 nm−1.
Here, the As is the plasma area. Indeed, in transient, non-LTE plasmas with strong temper-
ature and density gradients generated in LPP sources, the plasma parameters such as the
temperature and density, plasma size, and the integrated spectral emission are space- and
time-dependent and cannot be simulated under the assumption of the perfect homogeneity
of the plasma (e.g., Figure 2b). Consequently, there are a few discrepancies between the
calculated spectral radiance (Figure 2b) and measured spectral irradiance (Figure 1). For
example, the calculation cannot reproduce the measured intensity ratio of two strong Si
IV lines around 140 nm. In addition, a comparison among the corresponding spectral
emissivities and opacities of these lines (Figure 2a), the spectral radiance (Figure 2b) and
the measured spectral irradiance reveals that the ratio approaches the black-body limit due
to the opacity effect. Thus, the calculation may reproduce the measured Si IV line intensity
ratio at different plasma conditions, e.g., from an optically thinner plasma.
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Figure 2. (a): Calculated spectral emissivity and opacity coefficients versus the wavelength at ρ ≈ 10−4 g cm−3 and
kT ≈ 5 eV; (b): the calculated spectral radiance for an artificial homogeneous Si plasma at ρ ≈ 10−4 (blue shaded area)
and ≈ 4×10−4 g cm−3 (dark solid line), kT ≈ 5 eV, and d ≈ 350 μm. The black-body emission curve versus the wavelength
at the same temperature is also shown. The spectral contributions of the main individual Si ions (i.e., Si III and Si IV) are
also presented. Note that the ordinates of (a,b) are not in the same scale.

4. Results and Discussion

Under the LTE hypothesis, the radiation of thermal light sources is governed by the
fundamental laws of thermodynamics. Their intensity and spectral distribution, which
depend on temperature, can be determined with the Kirchhoff’s law of absorption–emission
and Planck’s equation, respectively, [23]. For a truly black-body over the wavelength range
from zero to infinity, the radiation power emitted by the surface is given by the Stefan–
Boltzmann’s law. When the temperature of a black-body radiator increases, the overall
radiated energy increases and the peak of the radiation curve moves to shorter wavelengths
according to the Wien’s displacement law. In this framework, the peak of the radiation
curve (i.e., λW [nm] Tbb[eV] ≈ 250, where λW and Tbb are the peak of black-body radiation
curve and its temperature, respectively) varies in the wavelength range of ≈170–120 nm
for a black-body temperature (i.e., the radiation temperature) of ≈1.5–2 eV, respectively.
Typical radiation-hydrodynamic calculations for the laser irradiance relevant to the LPP
EUV/XR source experiments (not shown here) show that a maximum of the local radiation
temperature in the plasma core is much less than local electron temperature. Thus, to
produce an efficient pulsed plasma FUV light source, it is expected that the electron
temperature should be higher than Tbb. On the other hand, the measured plasma threshold
fluences (Fth) for the various metal targets in the air at atmospheric pressure are reported
to be in the region of 0.9 ≤ Fth ≤ 8.5 J cm−2 for a Q-switched 1.0 μm, ns Nd:YAG solid-
state laser [24]. For example, the measured Fth is ≈0.9, 3, and 8.5 J cm−2 for the zinc
(Zn), molybdenum (Mo) and tungsten (W) metal targets, respectively. Therefore, the
necessary plasma threshold laser irradiances for 10 ns, 60 ns, and 100 ns FWHM pulses are
approximately in the range of ≈(0.9–9) × 108, (0.2–2) × 108, and (0.1–0.9) × 108 W cm−2 for
Zn, Mo and W metal targets, respectively. Note that the plasma threshold fluence is defined
using the emission of a given spectral resonance lines of neutral element, e.g., the strong
radiation originated from transitions among 3d104s4p-3d104s4d of Zn I in the wavelength
region of 320–340 nm [22]. Our calculations show, using the FAC code, low-ionized charge
states, e.g., Zn III–Zn IV radiate strongly over the wavelength region of 120–170 nm. Thus,
a somewhat higher laser fluence (or irradiance) than Fth is needed to produce an efficient
FUV plasma light source.
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The spectral features of various gases, liquid metal droplets [20] (not shown here),
and metal targets were generated by a 1.0 μm fiber laser with 60–100 ns FWHM and
2–20 kHz repetition rates at a low laser irradiance region of ≈106 to 5 × 109 W cm−2.
Typical calibrated FUV spectral irradiances (in units of μW cm−2 nm−1) of the Si (Z = 14),
Zn (Z = 30), and tin (Sn, Z = 50) plasmas at a distance of 100 cm from the target over
a wavelength region of ≈123 to 164 nm are shown in Figure 3. The laser irradiance is
estimated using the measurement of the average laser power for each experiment by an
OPHIR laser power meter (serial number 517845). We recorded the plasma FUV emission
(e.g., using the Zn solid target) for the laser irradiance as low as ≈5 × 106 W cm−2 using
100 ns FWHM and 20 kHz pulses. A high repetition rate of 20 kHz enables improving the
signal-to-noise ratio at this low laser irradiance, i.e., to detect a clear FUV spectral emission
over the wavelength region of ≈123–165 nm. This laser irradiance gives a Fth ≈ 0.5 J cm−2.
This value is equal to the calculated theoretical plasma threshold fluence for the Zn metal
target, as can be seen in Ref. [24]. It is worth mentioning that the previous report [24] shows
that there is approximately no significant difference in Fth using single-shot irradiation
with each pulse hitting a fresh sample spot or accumulating ten pulse shots on the same
target surface. Our experimental and atomic physics calculations [6,17,21] show that the
Zn plasma radiates strong FUV spectral band with a CE as high as ≈3%/2πsr at a laser
irradiance of ≈5 × 109 W cm−2 for 2 kHz, 60 ns pulse. The corresponding Zn spectrum
is shown in Figure 3 (right ordinate: the spectrum is marked with a rectangle). The
unresolved transitions arrays from 3d9 4l-3d9 4l’ and 3d8 4l-3d8 4l’ orbitals in Zn III and
Zn IV ions produce an efficient Zn plasma FUV light source. Here, l and l’ are the orbital
quantum numbers (i.e., s, p, d, f, ...). An inspection of Figures 1, 2b and 3 reveals the
main charge states responsible for the Si and Zn plasma FUV radiations are the Si III,
Si IV and Zn III, Zn IV ions, respectively. Furthermore, our study shows that the Sn III,
Sn IV, and Sn V ions are major contributors to the FUV emission in Sn plasma. Figure 3
shows the Si spectra is somewhat more powerful (with a CE ≈ 1%/2πsr) than the emission
from Zn and Sn plasmas at the laser irradiance of ≈ 109 W cm−2 for 60 ns pulse at 2 kHz
operation. A reason may come from the fact that the spectral lines of Si plasma are strong
resonance lines in Si III and Si IV ions that are radiatively coupled to the ground states,
whereas for Zn III and Zn IV ions, the transitions are generated among the singly excited
states. Additionally, the low-ionized Si III–Si IV charge states remain stable over a wider
electron temperature region than Zn III–Zn IV and Sn III–Sn V ions. For example, the
average ionic charge states of Si and Sn are ≈3.9 and ≈6.2 at the electron temperature
of ≈10 eV, respectively. Thus, a plasma over-ionization effect is less severe for the Si than
Zn and/or Sn plasmas. Comparison of the Si spectra in Figures 1 and 3 show the two
strong spectral lines around 140 nm (i.e., transitions of 2p6 3s-2p6 3p in Si IV) are broadened
and merged in the plasma created by the longer pulse of 60 ns width at a lower laser
irradiance of ≈109 W cm−2. The reason may be understood based on the calculation using
the CR solver for an artificial homogeneous plasma. Figure 2b shows the spectral lines
of Si IV around 140 nm can become optically thick (i.e., no object at a given temperature
can emit more than black-body emission limit) at a high density region or a long photon
path length owing to a larger plasma size for the 60 ns than 10 ns pulse. Thus, in the
case of a collision-dominated plasma or an optically thick medium [25], it is expected
that these two resonance spectral lines broadened and merged together at a typical areal
density of Si plasma ≈ρ × d ≥ 10−5 g cm−2 and a temperature of 5 eV. Note that, in the
CR calculation, we used the Voigt spectral line shape that includes the collisional (i.e.,
the impact pressure) and Doppler broadening mechanisms (Figure 2b) [23]. It is worth
noting that the instrumental broadening is not taken into account in the calculation. There
are a few discrepancies between the calculated and the measured Si spectral emission.
Particularly, the calculated continuum emission is much less than the measured spectra.
Figure 3 shows the Si spectral lines around 130 nm and at shorter wavelengths are stronger
than the corresponding lines in Figure 1. The reason is due to the lower temperature of Si
plasma in conditions relevant to Figure 3 compared to Figure 1 owing to the lower laser
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irradiance. Thus, the spectral radiations originated from the lower charge state of Si III are
stronger than Si IV. Moreover, the calculations using the CR solver show (Figure 2b) the
ratio of spectral lines around 130–140 nm increases by raising the plasma opacity, i.e., by
increasing the plasma density or the photon path length.

Figure 3. Measured FUV spectral irradiances of the Si, Zn and Sn plasmas at a distance of 100 cm
from the target over the ≈123–164 nm wavelength region. Plasmas were generated by a 1.0 μm laser
at two operation regimes: with pulse widths of 60 and 100 ns FWHM and the repetition rates of
2 and 20 kHz. Note that the right ordinate is used for one of the Zn spectra (marked with a filled
rectangle) for better view. Here, the laser irradiances (pulse energies) for 2 and 20 kHz rep-rates
are ≈109 W cm−2 (≈3 mJ), ≈5 × 109 W cm−2 (≈15 mJ), and ≈108 W cm−2 (20 kHz, 100 ns FWHM
laser pulse energy ≈0.6 mJ), respectively. Positions of Si spectral lines are shown (on top) using the
NIST atomic database [22].

The spectral features of several targets were also generated with 10 ns FWHM, 100 Hz
laser at different laser irradiances in the range of I ≈ 1010 to 2.5 × 1011 Wcm−2. Note
that at this laser condition, the target rotated fast enough to provide a fresh sample in
each laser shot. Figure 4a presents the calibrated spectral plasma irradiances (in units of
μW cm−2 nm−1) of the Si, Zn, Mo, Sn and tantalum (Ta, Z = 73) planar targets at a distance
of 100 cm from the target over the wavelength region of ≈123–164 nm. Here, the laser
irradiance was ≈2.5 × 1011 Wcm−2. This irradiance is well beyond the plasma threshold
fluence of all refractory metals. At this laser irradiance, all spectra were calculated after
averaging ≈3000 pulses. As previously discussed, the main spectral features of the Si and
Zn plasmas were mainly created from the low-ionized charge states of Si III–Si IV and Zn
III–Zn IV ions, respectively. Inspection of Figures 3 and 4a reveals the main spectral lines
of Si IV (around ≈140 nm) and Zn IV (≤140 nm) are brighter than Si III (around ≈130 nm)
and Zn III (≥140 nm) in plasma generated by a 10 ns pulse than 60 ns due to the higher
laser irradiance, consequently, a higher temperature. Additionally, as stated before, the
low-ionized Sn III, Sn IV, and Sn V ions are main contributors in the measured Sn spectra
(Figure 4a). Figure 4a shows that the Mo and Ta plasmas generate a weaker spectral FUV
emission compared to the Zn and Sn ions. The reason may be due to plasma over-ionization,
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i.e., the Mo and Ta plasma radiations may be increased at the lower laser irradiance region.
Figure 4a shows that all of the measured plasma spectral radiations have a continuum on
which the emission lines are superimposed.

Figure 4. (a) Measured spectral irradiances of the Si, Zn, Mo, Sn and Ta plasmas at a distance of 100 cm from the target
over the wavelength region of ≈123–164 nm. Here, a plasma generated by a 1.0 μm, 100 Hz, 10 ns pulse at the laser
irradiance of ≈2.5 × 1011 W cm−2 (pulse energy ≈ 230 mJ). The observed Si spectral lines are shown (on top) using the
NIST database [22]; (b) measured radiation conversion efficiency (in units of % into 2πsr) over the wavelength spectral
band of 125–160 nm for various laser irradiances (pulse energies) of ≈1010 (≈10 mJ), 5 × 1010 (≈44 mJ), 1.0 × 1011 (≈90 mJ),
1.5 × 1011 (≈140 mJ), 2 × 1011 (≈190 mJ) and 2.5 × 1011 Wcm−2 (≈230 mJ).

Figure 4b presents the measured radiation conversion efficiencies (in units of % into
2πsr) over the wavelength region of 125–160 nm versus the peak laser irradiances in the
range of ≈1010 to 2.5 × 1011 W cm−2. For these experimental conditions, maximum radi-
ation conversion efficiencies in the range of 1–3%/2πsr were measured. All conditions
that are known were kept constant during the experiments. However, note that at the low
laser irradiance in contrast to the high region, around 60,000 pulses were accumulated
to obtain each spectrum. All of the emission signals were corrected by the subtraction
of the noise (dark) signal of the detector, which were separately measured for the same
corresponding exposure time. Figure 4b shows the Si, Mo and Ta plasmas generate higher
conversion efficiencies at the lowest laser irradiance of ≈1010 Wcm−2. We expect that
low-ionized charge states of the heavy elements with the open d-sub-shell, for example, Mo
(with the neutral ground configuration 4d55s), Ta (with the neutral ground configuration
5d36s2) and tungsten (with the neutral ground configuration 5d46s2 [26]) generate a strong
continuum-like FUV spectra at the lower laser irradiance than ≈1010 Wcm−2. In particular,
it is predicted through preliminary calculations that an optically thick Ta (or the tungsten)
plasma radiates a strong broad quasi-flat FUV emission at a temperature region less than 5
eV. Indeed, more experiments needed to investigate the best target condition by consider-
ing the debris issue. Previous experiments demonstrated that a low-debris LPP plasma
source is possible by using, e.g., gas [8] or droplet targets. For example, George et al. [4]
demonstrated that the realization of a high CE low-debris LPP Sn EUV source is possible
by reducing the mass of tin target, which is accomplished by using tin-doped droplet
targets. These features are now under investigation, especially the debris issue in high
repetition-rates experiments at a low laser fluence region.
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Due to the lack of experimental information on the evolution of plasma parameters,
a picture of the plasma dynamics may be obtained using the radiation-hydrodynamics
model. Here, a radiation-hydrodynamics code, FLASH is used to investigate the plasma
temperature and density at a given peak laser irradiance of ≈1010 Wcm−2. Figure 5a–c
present typical 2D spatial distributions of the electron temperature, the plasma density, and
electron density near the peak laser irradiance, respectively. Here, this code is employed to
study the plasma dynamics for the case of a planar solid Si target (with the initial density
of ≈2.33 g cm−3) irradiated by a 1.06 μm, 10 ns FWHM Gaussian-temporal-spatial-shaped
laser pulse with a peak irradiance of ≈1010 Wcm−2. In the simulation model, a single laser
beam illuminates a planar target in the radius-Z (R-Z) cylindrical geometry. The laser is
focused on the Z axis and enters the domain at a 90-degree angle, i.e., laser beam is normal
to the target. It is assumed that the Si target is in a low-density air environment related
to the pressure of 1.3 × 10−4 Pa at the vacuum chamber. The laser spot size diameter is
assumed to be ≈120 μm (1/e2 width ≈200 μm). The FLASH code predicts a maximum of
electron temperature ≈20 eV for the plasma core at the peak laser irradiance. This plasma
temperature is high enough to produce an average ionic charge state higher than ≈4,
especially for elements with a high atomic number such as Mo or Ta. Our calculations
(not shown here) predict that at such a high temperature, the plasma should also strongly
emit at the wavelengths shorter than 120 nm. The calculation also shows at the maximum
laser irradiance, this dense high-temperature plasma close to the target radiates intense
continuum emission. Figure 5a also presents a dashed-lines contour to emphasize plasma
regions with the electron temperatures in the range of 0.5–8 eV. Our study reveals that the
dense low-temperature plasma, especially close to the target (as can be seen in Figure 5b
for the region of ρ ≥ 10−4 g cm−3), strongly radiates in the FUV region. The reason
may be understood based on a comparison between the calculated Si spectral radiance
(Figure 2b) and measured signal (Figure 4a). Due to the lack of experimental information,
an effective plasma size may be estimated by the simulation as ≈300 μm. Indeed, more
experiments and the radiation-hydrodynamic calculations coupled to the CR solver are
required to investigate the conversion efficiency versus the laser spot diameter, pulse width
and emission angle (angle-resolved spectra) in the laser plasma FUV light source. These
features are now under investigation.

Figure 5. (a) The spatial distributions of the plasma electron temperature (in units of eV); (b) the plasma density (in units of
g cm−3); and (c) the plasma electron density (in units of cm−3) for a 10 ns LPP near the peak irradiance of ≈1010 Wcm−2

over the Radius-Z space calculated using a 2D Eulerian FLASH code. The laser beam propagates along the Z direction as
shown in (c). Here, a dashed-lines contour in Figure 5a shows the locations with the electron temperatures in the range
of ≈0.5–8 eV.
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5. Conclusions

We discussed in detail the analysis of short-wavelength data obtained from a laser
plasma light source, characterized with an aberration-corrected McPherson Seya–Namioka
type monochromator sensitive to the vacuum-ultraviolet spectral range. Absolute spectral
irradiance calibration of laser plasmas for a wavelength FUV band from ≈123 to 164 nm
was performed using a standard Deuterium lamp. Plasmas were created from fast rotating
solid targets (Si, Zn, Mo, Sn and Ta) by two 1.0 μm lasers, separately; a Q-switched Nd:YAG
solid-state laser producing 10 ns FWHM pulses at 100 Hz repetition rates and a fiber laser
operating with pulse widths (60–100 ns FWHM) and repetition rates (2–20 kHz). Plasma
FUV emission is detected for the laser irradiance as low as ≈5 × 106 W cm−2 using 100 ns
FWHM and 20 kHz pulses. It was demonstrated that high-density laser plasmas created
by nanosecond laser pulses radiate strongly over the FUV wavelength region. Calculations
using a developed collisional-radiative solver and radiation-hydrodynamic code reveal that
the FUV spectral radiation mainly consists of a strong continuum emission due to a dense
plasma core close to the target, which was superimposed by a vast spectral lines of low-
ionized charge states. We measured a maximum conversion efficiency of ≈(1–3)%/2πsr
of the laser light to the FUV spectral band from a few selected targets by both lasers, i.e.,
10 and 60 ns FWHM pulses. Particularly, the calculation and experimental results show
emission from specific wavelength regions can be enhanced by proper optimization of
target and laser parameters. These results are valuable for the lithography and metrology
tools in the semiconductor industry as well as to design a high-power incoherent point-like
FUV light sources driven by Q-switched mJ infrared laser pulses.
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Abstract: ELIMED has been developed and installed at ELI beamlines as a part of the ELIMAIA
beamline to transport, monitor, and use laser-driven ion beams suitable for multidisciplinary ap-
plications, including biomedical ones. This paper aims to investigate the feasibility to perform
radiobiological experiments using laser-accelerated proton beams with intermediate energies (up
to 30 MeV). To reach this goal, we simulate a proton source based on experimental data like the
ones expected to be available in the first phase of ELIMED commissioning by using the G4-ELIMED
application (an application based on the Geant4 toolkit that simulates the full ELIMED beamline).
This allows the study of transmission efficiency and the final characteristics of the proton beam at
the sample irradiation point. The Energy Selector System is used as an active energy modulator
to obtain the desired beam features in a relatively short irradiation time (around 6 min). Further-
more, we demonstrate the capability of the beamline to filter out other ion contaminants, typically
co-accelerated in a laser-plasma environment. These results can be considered as a detailed feasibility
study for the use of ELIMED for various user applications such as radiobiological experiments with
ultrahigh dose rate proton beams.

Keywords: Monte Carlo simulations; Geant4; laser-accelerated ion beams

1. Introduction

High power laser-plasma interaction is a new and innovative approach to produce and
accelerate particle beams [1]. The interaction of ultrahigh laser intensities (>1019 W/cm2)
with a thin (~μm) solid target results in the generation of extremely high magnetic and
electric fields that produce a plasma and relativistic electrons (known as “hot electrons”)
propagating into the vacuum and creating a quasi-static sheath electric field at the target-
vacuum interface. Such a field ionizes the target rear side and accelerates the ions outwards.
The characteristics of the laser-accelerated ion beam will depend on the used laser and
target parameters.

A laser-plasma ion accelerator can be considered as a “multi-color” source where dif-
ferent kinds of ionizing radiations (protons/ions, gamma/X-rays, electrons, and neutrons)
can be produced simultaneously. Additionally, such accelerators are expected to generate
ultra-high dose rate beams, which are orders of magnitude higher than those currently
being proposed for the “FLASH” radiotherapy approach [2,3]. Moreover, a laser-based
approach could potentially reduce the overall size and cost of an accelerator installation.
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In this framework, the ELIMAIA (ELI Multidisciplinary Applications of laser-Ion
Acceleration) beamline [4] at the ELI Beamlines (Extreme Light Infrastructure) Centre aims
to provide ion beams accelerated by high repetition-rate petawatt-class lasers suitable
for multidisciplinary user applications. The two major subsystems of ELIMAIA are the
Ion Accelerator and ELIMED (ELI Beamlines MEDical and multidisciplinary applications)
sections [5,6]. ELIMED, in turn, consists of three main sub-sections: (i) the ion collection
and focusing part, (ii) the ion energy selection, and (iii) the in-air transport section. The
collection and focusing section aims to collimate the laser-accelerated ion beam and re-
duce its peculiar large divergence. This part is made of a set of five Permanent-Magnet
Quadrupoles (PMQs). As described in [7], the PMQs have different lengths (one is 160 mm
long, two are 120 mm, and the other two 80 mm) and a field gradient of around 100 T/m
over a 36 mm magnetic bore. The PMQs are used to properly inject the accelerated particles
downstream into the Energy Selection System (ESS). Hence, the full section from the target
to the first collimator of the chicane is arranged in a way that the matching condition
between collection and selection sections are respected. This means that the drift between
quadrupoles is chosen to keep the emittance and Twiss Parameters within the required
values of the chicane (Table 1). Also, the transport matrix conditions to have a waist on the
horizontal axis and a parallel beam on the vertical axis are respected (it means M12 = 0 and
M44 = 0). The ESS is a chicane made of four laminated resistive dipoles [8]. The technology
used for the laminated yokes of the magnets (98% of packing factor) allows fast changes
(1 Hz) in the magnetic field intensity based on the required ion species, ion energy, and en-
ergy bandwidth. This allows to change the selected ion energy between different shots, i.e.,
the ESS can be used as an active energy modulator. This is a unique feature of the ELIMED
beamline not available at other laser-based accelerator facilities. Downstream of the ESS, a
set of electromagnets (two electromagnetic quadrupoles and two steerers) are available
to allow a final shaping of the particle beam and to correct for systematic misalignments
prior to its final delivery onto the user sample in the in-air dosimetry end-station, which is
separated from the in-vacuum section by a thin kapton window. A detailed description of
the ELIMAIA beamline, along with the ELIMED transport magnetic elements can be found
here [4,6,9].

Table 1. ESS acceptance parameters. The parameters are defined in [8] and summarized here.

Xθx Yθy XY

α 0.8401 0.3556 0.0002
β (mm/π·mrad) 2.7094 2.4484 0.9112

Emit. Norm (rms) π mm·mrad 2.9506 3.9324 24.15 mm2

Xmax Ymax θx, max θy, max

14.97 mm 14.99 mm 8.632 mrad 7.162 mrad

The ion and proton beams transported along ELIMED are characterized and monitored
online in terms of energy, fluence, and spatial profile through a set of in-line detectors [10].
Diamond and silicon carbide detectors are extensively used in a Time-Of-Flight (TOF)
configuration [11,12] to rapidly retrieve the beam energy spectra at different positions
along the beamline. Furthermore, accurate shot-to-shot measurements of the dose released
at the end of the beamline (where the user samples are placed) can be performed. ELIMED’s
absolute dosimetry systems are independent of the ultra-high dose rate (up to 109 Gy/s)
and allow to perform online absolute dose determination with an accuracy better than 5%,
thus satisfying the internationally established clinical requirements [13–15]. The ELIMED
dosimetry system is based on three main devices: (i) a Secondary Electron Monitoring
(SEM), (ii) a Multi-Gap Ionization Chamber (MGIC), and (iii) a Faraday Cup (FC) for
absolute dosimetry. Passive detectors, such as CR39 and radiochromic films (RCF), are
also used to benchmark active ion diagnostic and dosimetry devices. The entire ELIMED
beamline (considering the initial ion source as an input) can be fully simulated using the
developed ELIMED application of the Geant4 Monte Carlo toolkit [16–18].
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In this study, the capability of the G4-ELIMED application was exploited to optimize
the transmission efficiency along the beamline and the dosimetric characteristics of the
final beam. The beamline configuration was optimized to obtain a final beam suitable for
pilot radiobiology experiments by using laser-generated proton beams centered around
20 MeV. A Spread-Out Bragg Peak (SOBP) was generated using the ESS as an active
energy modulator, which was the main aim of this study and at the same time producing a
depth-dose profile similar to the ones required to carry out radiobiological experiments.
Additionally, the removal of unwanted ion species accelerated in the laser-generated
plasma, such as carbon ions, was studied to assure the capability of the beamline to filter
out ion beam contaminants that can be detrimental for accurate dosimetric studies.

2. Materials and Methods

2.1. The G4-ELIMED Application

A dedicated Monte Carlo application has been developed to simulate the full ELIMED
beamline and, in particular, to assess the dosimetric features of the ion beam on the user
sample [16]. The Geant4 (GEometry ANd Tracking) toolkit [19–21], version 10.03, was se-
lected as the most appropriate code for the ELIMED transport and dosimetry beamline sim-
ulation for its robustness, versatility, and reliability of the implemented physical processes.

The G4-ELIMED application realistically reproduces each element of the beamline,
both in terms of geometry and magnetic features; it includes the detectors for the beam
diagnostics and dosimetry (e.g., the SEM detector and the Faraday cup) and allows to
retrieve complementary key information, such as secondary radiation emission along the
beam transport section, ion dose distributions at the irradiated sample, and many others.

Since the ELIMED beamline was designed and realized to work in a wide range
of applications (e.g., radiation chemistry like pulsed radiolysis of water [22,23], nuclear
physics for generation of isotopes for Positron Emission Tomography (PET) [24,25], cultural
heritage using proton activation analysis (PAA) techniques [26], and material science
through radiation stress-tests, including electronics for space application [27,28]), the
beamline setup can be easily modified, thus the simulation tools should support the
exploitation of such beamline modularity. The user-friendly interface of the code allows its
simple use also by non-expert users.

In this work, all the simulations were carried out with 105 initial particles and a
maximum simulation step of 50 μm. These values were chosen to obtain high-quality
results while maintaining a reasonable computational time.

2.2. Source Implementation

Since experimental data from the ELIMAIA-ELIMED source are not available yet,
a realistic experimental source term (based on data from the J-KAREN-P PW-class laser
facility in Japan [29]) was implemented in the simulation. The energy and angular distribu-
tions were based on the data from Dover et al. [30], where they used a laser beam with an
irradiance of 5 ×1021 W·cm−2 and a stainless steel target with a thickness of 5 μm placed
at 450 with respect to the laser direction. On the other hand, the spatial distribution was
assumed to be Gaussian with a standard deviation equal to 10 μm. All the distributions are
presented in Figure 1.

99



Appl. Sci. 2021, 11, 9823

(a) (b) (c) 

Figure 1. Distributions of the implemented source: (a) Initial kinetic energy distribution following
the data presented in Dover et al. [30]; (b) Initial angular distribution. Protons at different energies
have a maximum half-angle between 2.4 (highest energy) and 21 (lowest energy) degrees according
to the data presented in Dover et al. [30]; (c) Initial position of the protons in the XY plane.

2.3. Depth-Dose Profile Generation

Clinical irradiations with ion beams are usually carried out using a Spread-Out Bragg
Peak (or SOBP), i.e., a flat depth dose distribution is needed to uniformly irradiate a
solid tumor.

The SOBP is the result of many beams of different energies and intensities added
up with an appropriate weighting function. Usually, the energy change is done by some
passive energy modulation system (e.g., a wheel modulator [31] or a ridge filter [32]) cou-
pled with additional range shifters. These components are not required along the ELIMED
beamline because the initial energy spectrum of laser-accelerated beams is intrinsically
poly-energetic and the ESS can be used as an active energy modulator.

The only problem with such an approach is that the configuration of the focusing
system needs to be changed to properly inject protons at different kinetic energies into the
ESS. This will increase the time required to perform a certain experiment. For this reason,
only the configurations to focus four different energies (18, 20, 22, and 25 MeV) were
considered in this work. These changes have been calculated keeping the same sequence
of magnets and limiting the displacement as much as possible in order to reduce the time
necessary for repositioning the magnets. In such a way the transmission efficiency is not
optimal, but the full irradiation time is limited to about 6 min. On the other hand, four
setups calculated to maximize the transmission efficiency would require changing the
sequence of the magnets, which means several hours because this operation cannot be
performed under vacuum and involves the manipulation of heavy objects (the weight of
the smaller quadrupole is about 70 kg).

In the simulated configurations, the first and the fourth PMQs have a length equal
to 120 mm and positive polarity, while the second and the third PMQs have a length of
80 mm and negative polarity. The initial positions of the PMQs to transport the different
energies are summarized in Table 2 and the relative distances between elements (D1, D2,
D3, and D4) are clarified in Figure 2 where the generic scheme of the setup is presented.
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Table 2. Initial positions of the four PMQs for the configurations used to focus different energy
beams. The distances are calculated with respect to the position of the source.

Energy (MeV) D1 (mm) D2 (mm) D3 (mm) D4 (mm)

18 56.8 218.4 772.0 901.1
20 60.2 228.3 798.2 924.0
22 59.4 253.1 836.2 956.2
25 61.5 281.7 885.5 1005.5

Figure 2. Layout of the collection and focusing section configuration. Values of the initial relative
positions of the quadrupoles (D1, D2, D3, and D4) per each energy configuration are given in Table 2.

As mentioned above, the ESS can be used as an active energy modulator. This is
realized by changing the magnetic field, i.e., the current intensity, of the dipoles to select
different energies at different shots. Herein, the magnetic field values used in the energy
selector are 0.243 T, 0.257 T, 0.269 T, and 0.287 T which are the necessary parameters
to obtain protons with energies of 18 MeV, 20 MeV, 22 MeV, and 25 MeV, respectively,
streaming on the reference trajectory. On the other hand, both the energy spread and the
transmission efficiency depend on the aperture of the slit placed in the center of the ESS to
select ions at different kinetic energies. Thus, a slit aperture equal to 30 mm was used to
increase the transmission of protons, except in the 25 MeV case where a 20 mm slit aperture
was used to reduce the energy spread and, hence, the distal fall-off of the SOBP.

2.4. In-Air Configuration of the Beamline

The detectors used for the online beam diagnostic and dosimetry were included in the
simulations to consider the effect that they may introduce into the beam transport section.
A brass scattering foil with a radius of 3 cm and a tantalum in-air collimator with 1.75 and
25 cm of inner and outer radius respectively were added to improve the characteristics
of the final proton beam. To produce a proper SOBP, the thickness of the scattering foil
(used to improve the lateral profiles) was varied between 200 and 320 μm. Furthermore,
the in-air section length was decreased from 200 to 33 cm to reduce the scattering with
the air and the loss of protons, which were important because of the low proton kinetic
energies. A schematic layout of the in-air part configuration is presented in Figure 3.
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Figure 3. Layout of the in-air part of the beamline. The relative distances of the Secondary Electron
Monitor (SEM), the Scattering Foil (SF), the Monitor Chamber (MC), the In-air Collimator, and the
Irradiation Point (IP) are referred with respect to the Kapton Window (KW).

3. Results

Medical applications demand a high control of the beam characteristics. In this
section, several clinically accepted parameters connected to the beam quality [33] were
studied at the irradiation point to verify the capability of using the beamline to perform
radiobiological experiments. The capability of the beamline to filter out unwanted carbon
ions was additionally studied and discussed.

3.1. Lateral Profiles

The lateral profiles represent the relative dose distributions measured along the
transversal axes with respect to the proton beam direction (in our case, the X and Y
axes). To irradiate cells, flat distributions with very sharp lateral penumbras are desirable
to ensure a homogeneous irradiation over all the cells. In this study, to reduce the impact
of the noise produced by a lack of statistics in the quality parameters, the lateral profiles
were normalized to the average value of the signal. The obtained lateral profiles are shown
in Figure 4 and the corresponding beam quality parameters are summarized in Table 3.

(a) (b) (c) 

Figure 4. Distributions related with the lateral profiles at the irradiation point: (a) Density of protons
in the XY plane produced by the combination of different energy beams; (b) Normalized lateral dose
profiles on the X-axis obtained by the combination of different energy beams at the irradiation point;
(c) Normalized lateral dose profiles on the Y-axis obtained by the combination of different energy
beams at the irradiation point.
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Table 3. Beam quality parameter tolerances and obtained results of the final lateral dose profiles. The
calculation of quality parameters is defined in detail in [34,35].

Parameter Tolerance X Profile Y Profile

FWHM As close as possible to the
beam diameter 3.57 cm 3.56 cm

Left penumbra ≤1.5 mm 0.85 mm 0.91 mm
Right penumbra ≤1.5 mm 0.82 mm 0.96 mm
Ratio 90%/50% >0.9 0.96 0.95

Flatness ≤3% 4.1% 4.7%
Symmetry 97–103% 101.2% 100.1%

As observed in Table 3, the only parameter which was not falling within the required
tolerances was the flatness. But, as it is observed in Figure 4, the profiles had a certain noise
which was probably generated by a lack of statistics in the simulated proton histories.

3.2. Depth-Dose Profile

The depth-dose profile represents the dose deposited along the beam direction (in our
case, the Z-axis). Herein, as previously mentioned, we tried to reproduce a SOBP with the
combination of four different beam energies. The values of the depth-dose profile quality
parameters are presented in Table 4 and the contribution of each energy together with their
final combination are shown in Figure 5.

Table 4. Beam quality parameter tolerances and obtained results of the final depth-dose profile. The
calculation of quality parameters is defined in detail in [31]. Here, the distal fall-off was defined as
the 80–20% Penumbra.

Parameter Tolerance Result

M95 ≥1 mm 1.96 mm
Distal fall-off <1.5 mm 0.94 mm

Flatness <5% 3.6%

Figure 5. Depth-dose profile obtained at the irradiation point with the contribution of the four
selected energies: 18 (yellow line), 20 (magenta line), 22 (black line), and 25 (blue line) MeV; while
the red line corresponds to the combination of all them.

In this case, all the beam quality parameters were within the tolerances recommended
of the international dosimetry code of practice [33], therefore this depth-dose distribution
would be acceptable for clinically relevant radiobiology irradiation.
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3.3. Transmission Efficiency

Another important aspect to be discussed is the capability of the beamline to efficiently
transport protons around a given energy. The transmission efficiency was defined as the
percentage of transmitted protons within ±10% of the selected kinetic energy (e.g, in the
20 MeV case, we would consider protons with kinetic energy between 18 and 22 MeV). The
transmission efficiencies at diverse positions along the beamline are compiled in Table 5.

Table 5. Transmission efficiency values for different energy configurations and at different points
along the ELIMED beamline.

Energy (MeV) After PMQs (%) After ESS (%)
After Kapton
Window (%)

Final (%)

18 39 2.93 2.67 0.37
20 42.7 6.38 5.77 0.91
22 37.1 6.56 6.2 0.81
25 34.4 6.31 5.98 0.75

Despite the relatively low transmission efficiency for the given source term [30], it is
important to stress that the low transmission values reported in Table 5 are still acceptable
thanks to the relatively large proton number at the source. Ultimately, considering the
available laser repetition rate, we focus our study on the time required to perform a
sample irradiation experiment, i.e., the time needed to deliver the required dose at the
irradiation point.

In radiobiology experiments, doses of the order of 1–2 Gy are typically required.
Hence, the number of shots necessary to reach a 2 Gy dose level was calculated considering
1010 initial protons in the full energy spectrum (i.e., between 0 and 33 MeV) and the
transmission efficiency of every single energy. A total number of 2812 shots were obtained.
Considering that the L3 HAPLS laser system at ELI Beamlines [36] can deliver PW-class
laser pulses at 10 Hz, approximately 280 s will be needed to reach the required dose on
the user sample. However, this does not consider the time required to change the position
of the PMQs, which was calculated considering a speed of 1 mm/s, thus returning about
110 s. Ultimately, the whole irradiation time is estimated to be approximately 6 min for the
given source term.

3.4. Transmission of Unwanted Ion Species

In all the simulations presented above, only protons were considered. However,
depending on the specific target used to produce the proton beam, some heavier, high-
energy ions may be generated. The presence of such unwanted ion species could be
detrimental for the sample irradiation if they are not properly filtered out by means of the
beamline elements, thus affecting the results of the experiment. Therefore, the heavy-ion
transmission effects must be studied prior to the proton beam irradiation. The transmissions
of carbon ions with different charge states (from C1+ to C6+) were considered at this stage.
Such simulations were performed using a Carbon ion source similar to the proton one, but
with a maximum cut-off energy calculated using the following empirical formula:

En+
cut−o f f = Ep

cut−o f f ·n/2, (1)

where En+
cut−o f f and Ep

cut−o f f = 33 MeV are the maximum cut-off energies for carbon ions
with a charge state equal to n and for protons, respectively.

The simulations were carried out only up to the exit of the ESS where the C1+, C2+, and
C3+ beams were filtered out, while the C4+, C5+, and C6+ beams presented a transmission
over the total initial number of carbon ions of 10−2%, 3 ×10−2% and 5 ×10−2%, respectively.
The simulations could be extended to the whole beamline but, as it is shown in Figure 6, the
maximum kinetic energy after the ESS was around 70 MeV for C5+ ions, and the maximum
range in the air for these ions is around 21 cm (according to ICRU range tables [37]). So,
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these ions would never be able to reach the irradiation point. Therefore, we can conclude
that carbon ions in the given energy range are filtered out in the ELIMED beamline.

(a) (b) 

Figure 6. Energy spectra of carbon ions along ELIMED beamline: (a) Absolute energy spectra of C6+

ions at different points along the ELIMED beamline; (b) Absolute energy spectra of protons (magenta
line), C4+ (black line), C5+ (blue line) and C6+ (red line) ions after the ESS. The spectra of C1+, C2+,

and C3+ beams are not included because they are fully filtered before the end of the ESS.

4. Discussion

The presented simulations used a realistic (experimental) high-power laser-accelerated
proton source term as input for modeling its selection and transport. A relatively low
kinetic energy window (centered at 20 MeV) was considered of interest for the pilot, in-
vitro radiobiology experiments at the ELIMAIA-ELIMED beamline. The use of the Energy
Selection System (ESS) as an active energy modulator was proven to be feasible, but it
showed the drawback related to the need to re-positioning the four PMQs to transport
protons with different kinetic energies. However, these changes in the configuration of the
collecting system (PMQs) are not expected to drastically increase the overall irradiation time
(approximately 2 additional minutes), thus it would enable radiobiological irradiations in a
reasonable amount of time (around 6 min). Moreover, it is expected that at higher energies
(around 60 MeV, i.e., already laying in the clinical window) a single configuration of the
beam focusing system would allow a more efficient transport and injection into the ESS,
both for low and high proton energies based on the presence of given resonances [38], thus
potentially shortening the overall sample irradiation time required to create a clinical SOBP.
Finally, it is noteworthy that the experimental source term (laser-driven proton source) can
be improved in terms of total proton flux, thus enhancing the final dose delivered onto the
user sample.

The numerical results presented are promising in terms of final particle beam proper-
ties and demonstrate to fulfill the quality requirements for clinical applications. Further-
more, it was shown that unwanted plasma ion species, such as carbon ions, are properly
filtered out in the ELIMED beamline. Thus, once the experimental characterization of the
proton source at ELIMAIA will be carried out, the ELIMED beamline can be fine-tuned
based on the actual initial proton beam spectral and spatial features at the source, and
ultimately be optimized for pilot radiobiological tests with ultrahigh dose-rate, ultrashort
laser-accelerated beams.
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Abstract: Nuclear reactions between protons and boron-11 nuclei (p–B fusion) that were used to
yield energetic α-particles were initiated in a plasma that was generated by the interaction between
a PW-class laser operating at relativistic intensities (~3 × 1019 W/cm2) and a 0.2-mm thick boron
nitride (BN) target. A high p–B fusion reaction rate and hence, a large α-particle flux was generated
and measured, thanks to a proton stream accelerated at the target’s front surface. This was the first
proof of principle experiment to demonstrate the efficient generation of α-particles (~1010/sr) through
p–B fusion reactions using a PW-class laser in the “in-target” geometry.

Keywords: proton–boron fusion; laser–plasma acceleration; α-particle beam

1. Introduction

The conventional route of nuclear fusion for power generation is based on the reaction
between deuterium and tritium nuclei, which yields one α-particle and one neutron.
Formidable technological challenges, however, stem from the production and handling
of tritium, as well as from the radiation damage and radioactivity induced by the high-
energy neutrons in the reactor materials. In this respect, the nuclear reaction between
a proton and a boron-11 nucleus (p–B fusion) to yield three energetic α-particles is very
attractive, as it only involves abundant and stable isotopes in the reactants and there is
no neutron in the reaction products. Previous studies have reported a main resonance
of such nuclear reactions occurring for incoming proton beam energies at 675 keV [1],
which shows a corresponding cross-section of about 1.2 barn. The α-particles generated
from p–B fusion present a broad energy spectrum that peaks around 4 MeV [1]; however,
cutoff energies up to 10 MeV have been demonstrated experimentally [2–6]. In the last
15 years, p–B fusion has been effectively induced by means of high-power lasers, which has
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reported an impressive progression in the reaction yield [2,4,7,8], thus has become a point
of interest for the energy sector where it is being considered as an alternative approach to
conventional inertial confinement fusion schemes [9–11] and also potentially for medicine
where intense α-particle beams can be used for radioisotope production [12]. However, an
extensive systematic investigation of laser-based p–B fusion of the deep understanding
of the underpinning physics is still missing [13]. An overview of the recent experimental
progression in p–B fusion in terms of α-particle flux (or flux per input laser energy) is shown
in Figure 1, both for the “in-target” [2–4,7,14] and “pitcher–catcher” geometries [5,6,8,15].
In this work, we show the first experimental results of efficient α-particle production from
p–B fusion using a PW-class laser in the “in-target” (i.e., direct irradiation) configuration.
The results that were achieved during the same campaign in the “pitcher–catcher” geometry
have been published elsewhere [5,6].

Figure 1. The experimental progress in p–B fusion, measured in terms of α-particle production in the
“in-target” [2–4,7,14] and “pitcher–catcher” [5,6,8,15] geometries. The left-hand scale indicates the
absolute α-particle flux (particles/sr), while the right-hand scale is normalized to the laser energy
delivered on target (particles/sr/J).

2. Materials and Methods

The relatively short-pulse (2.2 ps) and high-energy (~1.4 kJ) PW-class laser system
LFEX [16], which was operated at relativistic intensities (~3 × 1019 W/cm2) at the Institute
of Laser Engineering of the Osaka University (Japan), was focused onto the front surface
(normal incidence) of a boron nitride (BN) target with a thickness of 0.2 mm. The concen-
tration of hydrogen in the sample was a few %, which came from the chemical synthesis of
the material during the manufacturing process.

As schematically shown in Figure 2, a Thomson parabola (TP) spectrometer was placed
in the forward direction along the target normal to monitor the proton/ion plasma emission
from the target’s rear surface, which was based on an acceleration mechanism commonly
known as “target normal sheath acceleration” (TNSA) [17]. Protons that were accelerated
via TNSA at the target’s rear side did not contribute to the generation of α-particles from
p–B fusion; however, the determination of their cutoff energy was important to confirm
that that particular laser shot was representative of an optimal laser–plasma coupling (a
high laser intensity on the target’s front surface allows the generation of electrons with
high temperature, also known as “hot electrons”, hence efficient TNSA at the target’s rear
side and protons with high cutoff energies). Plasma ions were deflected by parallel electric
and magnetic fields based on their charge-to-mass ratio and were ultimately recorded on
an imaging plate [18]. The presence of protons with cutoff energies of ~25 MeV confirmed
that relativistic electrons were efficiently produced at the target’s front side, thanks to
the relatively high intensity and long pulse width of the incoming laser beam. The main
α-particle diagnostic was a CR39 nuclear track detector that was shielded with Al filters of
different thicknesses (10 μm and 30 μm), which was aimed at the target’s front side and
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placed at a distance of 144 cm from the target and at an angle of ~80◦ from the target normal.
Such a large detection angle was deliberately chosen so that the CR39 sample would be
out of the main blow-off plasma emission cone, thus excluding the presence of energetic
heavy ions (B and N) emitted backwards and impinging on the detector. The calibration
of the CR39 detectors with various Al filters is reported elsewhere, along with the etching
procedure that was used in this work [6]. We note that tracks that were ascribable to the low-
energy blow-off plasma protons (very small pits in the CR39 sample) were unambiguously
distinguishable from those ascribable to α-particles from p–B fusion events (larger pits)
when the etching time was kept short enough (≤1 h), and that high-energy protons were
not visible on the CR39 since they would have generated tracks with diameters below
the resolution of the optical microscope that was used to map the sample after particle
irradiation (<1 μm).

Figure 2. (a) The experimental setup; (b) the Thomson parabola (TP) snapshot showing the presence of
protons and heavier ions being accelerated forwards from the target’s rear surface (TNSA acceleration
mechanism), i.e., not contributing to the generation of α-particles via p–B fusion.

A set of start-to-end numerical simulations was carried out with the aim of providing
a qualitative interpretation of the experimental results. Additionally, 2D hydrodynamic
simulations were performed using the CHIC code [19] with the aim of modeling the
interaction of the relatively long (~2 ns) laser pedestal with the solid target. Then, 2D
particle-in-cell (PIC) simulations were run using the SMILEI code [20] with the goal of
modeling the acceleration of the protons at the target’s front surface toward the target bulk
(i.e., the protons moving forwards), thus highlighting the ongoing mechanism known as
hole-boring radiation pressure acceleration (HB-RPA) [21,22]. The collision between the
forward accelerated protons and the BN target bulk (assumed to be “cold” for simplicity)
was modeled in 3D using the Monte Carlo FLUKA code [23,24] with the aim of estimating
the relative flux and energy distribution of the α-particles that were generated by p–B
fusion events and propagated backward. Although the PIC simulation was performed
in 2D due to computational constraints, this was a reasonable approximation since the
HB-RPA that occurred at the target’s front surface was weakly affected by the number of
dimensions in the numerical simulation in terms of proton energies. In fact, the maximum
proton energy was directly linked to the radiation pressure of the laser pulse at the center
of the focal spot where the intensity was maximized (e.g., the proton energy calculated by
3D PIC simulations can be even larger than that in 2D PIC simulations) [25].

3. Results

The energy spectrum of the α-particles that were emitted backward from the tar-
get’s front surface is shown in Figure 3a. This energy distribution was recalculated
from the signal recorded by the CR39 detectors that were covered by 10-μm and 30-μm
Al filters (Figure 3b,c, respectively). The measured α-particle flux in the energy range
of 5-10 MeV and at the detection angle of 80◦ (with respect to the target normal) was
1.2 × 1010/sr ± 17%. This estimation was carried out by integrating the curve shown in
Figure 3a and using a reasonable extrapolation (the red dashed line in Figure 3a) of the
spectrum between 7 and 8 MeV (this was not measured due to the limitations of our cali-
bration [6]). Particles with energy <5 MeV could not be detected since they were stopped in
the 10-μm Al filter, and particles with energy potentially >10 MeV (diameter < 4 μm) were
not counted since they were outside the CR39 calibration.
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Figure 3. (a) The experimental spectrum of the α-particles that were emitted in the backward direction
from the target’s front surface; (b) the corresponding CR39 raw image in the case of the 30-μm Al
filter and (c) the 10-μm Al filter.

The presence of a relatively large pre-plasma region that longitudinally extended
for a length of ~100 μm in front of the target was estimated by the 2D hydrodynamic
simulations. This information was implemented in the geometry that was used for the
2D PIC run, as shown in the proton density map of Figure 4a (the red dashed rectangle).
The interface between the pre-plasma and the solid density region (around 175 μm in
Figure 4a) along with the relatively long laser pulse feature (~2 ps) allowed the onset of
an effective HB-RPA process at the target’s front surface [21,22], which ultimately led to
the efficient acceleration of the protons that were propagating forward into the target bulk.
This can be clearly seen in Figure 4b, which reports the proton phase space plot (px > 0).
The energy distribution of the protons that were propagating forward, which was obtained
from the 2D PIC simulation, is shown in Figure 4c (the black line). Protons with an energy
of 0.5–19 MeV were accelerated toward the BN target interior, thus generating p–B fusion
events inside the target. We noted that, according to the simulation outputs, the highest
proton flux lay in the range of 0.5–1 MeV, which was an optimal condition for an efficient
p–B fusion process (the high cross-section of the nuclear reaction). Furthermore, the flux
of protons with energies > 8 MeV was relatively low, hence their contribution in terms of
p–B fusion yield was negligible (also due to the low cross-section of the nuclear reaction at
such energies). Therefore, the low-energy part of the proton spectrum was responsible for
the high-flux α-particle streams that were propagating backward, as predicted by the 3D
Monte Carlo simulation output shown in Figure 4d. The corresponding α-particle energy
distribution that was calculated by the Monte Carlo simulation for an angle corresponding
to the position of the CR39 detector (80◦) is reported in Figure 4c (the red line). The energy
cutoff of the α-particle stream that was calculated numerically was ~14 MeV, but this could
not be verified experimentally due to the limitations in the available α-particle calibration.

Figure 4. Cont.
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Figure 4. (a) The proton density map that was calculated by 2D PIC simulations at t = 2.8 ps (i.e.,
1.2 ps after the highest intensity peak entered the highest density part of the target); (b) the proton
phase space plot at t = 2.1 ps (the proton density is shown in units of plasma critical density); (c) the
proton energy distribution (px > 0) and α-particle energy distribution at the target’s front side from
PIC and Monte Carlo simulations, respectively; and (d) the α-particle angular distribution from the
same simulation run.

4. Discussion and Conclusions

The results presented in this work provide the first proof of principle experimental
demonstration of efficient α-particle generation from p–B fusion using a PW-class laser and
the “in-target” geometry. The measured α-particle flux was ~1010/sr, thus one order of
magnitude higher than previous results that were obtained with the same laser parameters
but in the “pitcher–catcher” geometry [5,6]. This achievement is in line with the exper-
imental progress in p–B fusion that has been reported in the last 15 years (see Figure 1)
and confirms the advantage of triggering p–B fusion reactions using a direct irradiation
scheme, at least in terms of α-particle flux [2–4]. A crude estimate of the total α-particle
generation could be provided under the assumption of quasi-isotropic emission, which
was based on the fact that the kinetic energy of the accelerated protons was relatively
low (unlike the pitcher–catcher geometry that was reported in our previous p–B fusion
experiment at LFEX [6]), hence there was no substantial momentum transfer from the
protons to the α-particles. Therefore, under such a rough assumption, the total number of
α-particles (including those particles absorbed inside the thick BN target) was ~1.4 × 1011.
However, despite the high α-particle flux that was experimentally measured, we noted
that the overall conversion efficiency of the process (laser to α-particle energy) was still low
(~0.005%). It is worth noting that the α-particle flux that was measured experimentally was
a clear underestimation of the number of α-particles that were emitted backward due to
the limited energy range (5–10 MeV) that was detectable by the diagnostics that were used.
In fact, the numerically predicted α-particle energy range was much broader (1–14 MeV).
Thus, considering the diagnostic limitations, we could expect a produced α-particle flux
and conversion efficiency in line with the previous results that were reported in [4] with
a kJ (TW-class) laser and in-target geometry (see Figure 1). Nevertheless, the start-to-end
numerical simulation study that was performed (hydrodynamic, PIC, and Monte Carlo)
allowed the qualitative support of the basic mechanism of multi-MeV proton acceleration
at the target’s front side and the subsequent generation of α-particles via p–B fusion that
occurred inside the BN target.

These results are propaedeutic for the preparation of future experiments with PW-
class lasers with the aim of generating high-flux α-particle streams in the laser–plasma
environment that are tunable in energy, which is of potential interest for the study of ion
stopping power in plasma, including the related implications in inertial confinement fusion
schemes [26–29]. In fact, in contrast with TW-class kJ-laser pulses, the use of PW-class
kJ-laser beams allows us to achieve high laser intensities on target (1019–1020 W/cm2) and
thus, to explore acceleration regimes occurring at the target’s front surface (e.g., HB-RPA)
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that could potentially be used to tune the energy of the protons that are responsible for p–B
fusion reactions in the target bulk and, ultimately, to tune the average kinetic energy of the
α-particles.

Author Contributions: The paper’s initial idea was proposed by D.M., L.G. and D.B.; the conceptual-
ization was realized by D.M., L.G., D.B., A.M. and P.N.; the experiment was carried out by A.M., Y.A.
(Yuki Abe), D.M., L.G., V.K., D.R., J.B., P.N., Y.F., Y.K. and H.H.; the data analysis was performed by
V.K., M.T. and D.R.; the numerical simulations were carried out by J.B. and P.N.; the original draft
preparation was prepared by D.M. and the review and editing was performed by D.M., D.B., J.B.,
L.G., A.M., V.K., M.T., D.R., P.N., A.P., Y.A. (Yuki Abe), Y.A. (Yasunobu Arikawa), S.F., Y.F., Y.K. and
H.H. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Ministry of Education, Youth, and Sports of the Czech
Republic through the project “Advanced Research Using High-Intensity Laser-Produced Photons
and Particles” (CZ.02.1.010.00.016_0190000789), JSPS KAKENHI No. 19H00668, and the EUROfusion
Consortium, which was funded by the European Union via the Euratom Research and Training
Programme (Grant Agreement No 101052200—EUROfusion). However, the views and opinions
expressed are those of the authors only and do not necessarily reflect those of the European Union
or the European Commission. Neither the European Union nor the European Commission can
be held responsible for them. The teams involved have operated within the framework of the
Enabling Research Project: ENR-IFE.01.CEA “Advancing shock ignition for direct-drive inertial
fusion”. The authors warmly acknowledge the technical support of the laser team at the Institute
of Laser Engineering of Osaka University. The inspiring and fascinating scientific discussions on
proton–boron fusion and related applications that were undertaken within the international network
organized by HB11 Energy Holdings Pty Ltd. are also acknowledged.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data are available from the corresponding authors upon reasonable request.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Stave, S.; Ahmed, M.W.; France, R.H.; Henshaw, S.S.; Müller, B.; Perdue, B.A.; Prior, R.M.; Spraker, M.C.; Weller, H.R. Understand-
ing the B11(p,α)αα reaction at the 0.675 MeV resonance. Phys. Lett. B 2011, 696, 26. [CrossRef]

2. Picciotto, A.; Margarone, D.; Velyhan, A.; Bellutti, P.; Krasa, J.; Szydlowsky, A.; Bertuccio, G.; Shi, Y.; Mangione, A.;
Prokupek, J.; et al. Boron-Proton Nuclear-Fusion Enhancement Induced in Boron-Doped Silicon Targets by Low-Contrast Pulsed
Laser. Phys. Rev. X 2014, 4, 031030. [CrossRef]

3. Margarone, D.; Picciotto, A.; Velyhan, A.; Krasa, J.; Kucharik, M.; Mangione, A.; Szydlowsky, A.; Malinowska, A.;
Bertuccio, G.; Shi, Y.; et al. Advanced scheme for high-yield laser driven nuclear reactions. Plasma Phys. Contr. Fusion
2015, 57, 014030. [CrossRef]

4. Giuffrida, L.; Belloni, F.; Margarone, D.; Petringa, G.; Milluzzo, G.; Scuderi, V.; Velyhan, A.; Rosinski, M.; Picciotto, A.;
Kucharik, M.; et al. High-current stream of energetic α particles from laser-driven proton-boron fusion. Phys. Rev. E 2020, 101,
013204. [CrossRef] [PubMed]

5. Margarone, D.; Morace, A.; Bonvalet, J.; Abe, Y.; Kantarelou, V.; Raffestin, D.; Giuffrida, L.; Nicolai, P.; Tosca, M.; Picciotto, A.; et al.
Generation of α-Particle Beams with a Multi-kJ, Peta-Watt Class Laser System. Front. Phys. 2020, 8, 343. [CrossRef]

6. Bonvalet, J.; Nicolai, P.; Raffestin, D.; D’humieres, E.; Batani, D.; Tikhonchuk, V.; Kantarelou, V.; Giuffrida, L.; Tosca, M.;
Korn, G.; et al. Energetic α-particle sources produced through proton-boron reactions by high-energy high-intensity laser beams.
Phys. Rev. E 2021, 103, 053202. [CrossRef] [PubMed]

7. Belyaev, V.S.; Matafonov, A.P.; Vinogradov, V.I.; Krainov, V.P.; Lisitsa, V.S.; Roussetski, A.S.; Ignatyev, G.N.; Andrianov, V.P.
Observation of neutronless fusion reactions in picosecond laser plasmas. Phys. Rev. E 2015, 72, 026406. [CrossRef]

8. Labaune, C.; Baccou, C.; Depierreux, S.; Goyon, C.; Loisel, G.; Yahia, V.; Rafelski, J. Fusion reactions initiated by laser-accelerated
particle beams in a laser-produced plasma. Nat. Commun. 2013, 4, 2506. [CrossRef]

9. Hora, H.; Korn, G.; Giuffrida, L.; Margarone, D.; Picciotto, A.; Krasa, J.; Jungwirth, K.; Ullschmied, J.; Lalousis, P.; Eliezer, S.; et al.
Fusion energy using avalanche increased boron reactions for block-ignition by ultrahigh power picosecond laser pulses. Laser
Part. Beams 2015, 33, 607–619. [CrossRef]

10. ENERGY TOKEN. Available online: https://hb11.energy.com (accessed on 21 December 2021).
11. MarvelFusion. Available online: https://marvelfusion.com (accessed on 21 December 2021).

114



Appl. Sci. 2022, 12, 1444

12. Qaim, S.M.; Spahn, I.; Scholten, B.; Neumaier, B. Uses of alpha particles, especially in nuclear reaction studies and medical
radionuclide production. Radiochim. Acta 2016, 104, 601. [CrossRef]

13. Belloni, F. On a fusion chain reaction via suprathermal ions in high-density H–11B plasma. Plasma Phys. Contr. Fusion 2021,
63, 055020. [CrossRef]

14. Bonasera, A.; Caruso, A.; Strangio, C.; Aglione, M.; Anzalone, A.; Kimura, S.; Leanza, D.; Spitaleri, A.; Immè, S.; Morelli, D.; et al.
Measuring the astrophysical S-factor in plasmas. In Proceedings of the 4th International Conference on Fission and Properties of
Neutron Rich Nuclei, Sanibel Island, FL, USA, 11–17 November 2007; Hamilton, J.H., Ed.; World Scientific: Fort Lauderdale, FL,
USA, 2013; pp. 503–507.

15. Baccou, C.; Depierreux, S.; Yahia, V.; Neuville, C.; Goyon, C.; de Angelis, R.; Consoli, F.; Ducret, J.E.; Boutoux, G.; Rafelski, J.; et al.
New scheme to produce aneutronic fusion reactions by laser-accelerated ions. Laser Part. Beams 2015, 33, 117. [CrossRef]

16. Morace, A.; Iwata, N.; Sentoku, Y.; Mima, K.; Arikawa, Y.; Yogo, A.; Tosaki, S.; Vaisseau, X.; Abe, Y.; Kojima, S.; et al. Enhancing
laser beam performance by interfering intense laser beamlets. Nat. Commun. 2019, 10, 2995. [CrossRef] [PubMed]

17. Macchi, A.; Borghesi, M.; Passoni, M. Ion acceleration by superintense laser-plasma interaction. Rev. Mod. Phys. 2013, 85, 751.
[CrossRef]

18. Rabhi, N.; Batani, D.; Boutoux, G.; Ducret, J.-E.; Jakubowska, K.; Lantuejoul-Thfoin, I.; Nauraye, C.; Patriarca, A.; Sa’d, A.;
Semsoum, A.; et al. Calibration of imaging plate detectors to mono-energetic protons in the range 1–200 MeV. Rev. Sci. Instrum.
2017, 88, 113301. [CrossRef] [PubMed]

19. Breil, J.; Galera, S.; Maire, P.H. Multi-material ALE computation in inertial confinement fusion code CHIC. Comput. Fluids 2011,
46, 161. [CrossRef]

20. Derouillat, J.; Beck, A.; Pérez, F.; Vinci, T.; Chiaramello, M.; Grassi, A.; Fle, M.; Bouchard, G.; Plotnikov, I.; Aunai, N.; et al. SMILEI:
A collaborative, open-source, multi-purpose particle-in-cell code for plasma simulation. Comput. Phys. Commun. 2018, 222, 351.
[CrossRef]

21. Robinson, A.P.L.; Gibbon, P.; Zepf, M.; Kar3, S.; Evans, R.G.; Bellei, C. Relativistically correct hole-boring and ion acceleration by
circularly polarized laser pulses. Plasma Phys. Contr. Fusion 2009, 51, 024004. [CrossRef]

22. Wilks, S.C.; Kruer, W.L.; Tabak, M.; Langdon, A.B. Absorption of ultra-intense laser pulses. PRL 1992, 69, 1383. [CrossRef]
23. Bohlen, T.T.; Cerutti, F.; Chin, M.P.W.; Fasso, A.; Ferrari, A.; Ortega, P.G.; Mairani, A.; Sala, P.R.; Smirnov, G.; Vlachoudis, V. The

FLUKA Code: Developments and Challenges for High Energy and Medical Applications. Nucl. Data Sheets 2014, 120, 211–214.
[CrossRef]

24. Ferrari, A.; Sala, P.R.; Fasso, A.; Ranft, J. FLUKA: A Multi-Particle Transport Code; CERN-2005-10 (2005), INFN/TC_05/11,
SLAC-R-773; CERN: Geneva, Switzerland, 2005.

25. Tamburini, M.; Liseykina, T.V.; Pegoraro, F.; Macchi, A. Radiation-pressure-dominant acceleration: Polarization and radiation
reaction effects and energy increase in three-dimensional simulations. Phys. Rev. E 2012, 85, 016407. [CrossRef] [PubMed]

26. Chen, S.N.; Atzeni, S.; Gangolf, T.; Gauthier, M.; Higginson, D.P.; Hua, R.; Kim, J.; Mangia, F.; McGuffey, C.; Marquès, J.-R.; et al.
Experimental evidence for the enhanced and reduced stopping regimes for protons propagating through hot plasmas. Sci. Rep.
2018, 8, 14586. [CrossRef] [PubMed]

27. Zylstra, A.B.; Frenje, J.A.; Grabowski, P.E.; Li, C.K.; Collins, G.W.; Fitzsimmons, P.; Glenzer, S.; Graziani, F.; Hansen, S.B.;
Hu, S.X.; et al. Measurement of Charged-Particle Stopping in Warm Dense Plasma. Phys. Rev. Lett. 2015, 114, 215002. [CrossRef]
[PubMed]

28. Cayzac, W.; Frank, A.; Ortner, A.; Bagnoud, V.; Basko, M.M.; Bedacht, S.; Bläser, C.; Blaževic, A.; Busold, S.; Deppert, O.; et al.
Experimental discrimination of ion stopping models near the Bragg peak in highly ionized matter. Nat. Comm. 2017, 8, 15693.
[CrossRef]

29. Temporal, M.; Canaud, B.; Cayzac, W.; Ramis, R.; Singleton, R.L. Effects of alpha stopping power modelling on the ignition
threshold in a directly-driven inertial confinement fusion capsule. Eur. Phys. J. D 2017, 71, 132. [CrossRef]

115





MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Applied Sciences Editorial Office
E-mail: applsci@mdpi.com

www.mdpi.com/journal/applsci





MDPI  

St. Alban-Anlage 66 

4052 Basel 

Switzerland

Tel: +41 61 683 77 34 

Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-0365-4234-8 


	Laser-cover.pdf
	[Applied Sciences] Laser-Driven Accelerators, Radiations, and Their Applications.pdf
	Laser-cover

