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The determination of this Special Issue topic in the field of automation and robotics was well received by the community of scientists and researchers. Their successful response arose from the universality of the challenges and prospects in the field of robotics that are solved on the basis of well-known concepts at various research workplaces. The positive response to accept the challenge to compare and disseminate the latest developments within the area resonated and has been confirmed, to some extent surprisingly, in a broad range of research areas. On the other side, the aims of all papers are closely related, mainly in terms of reducing the production preparation time, and accurate identification in space, especially relating to machine vision and imaging.

The most numerous group of published articles is related to the field of camera systems, image recognition, 3D virtual models and robot trajectory planning [1-4]. Their contributions are interconnected within the field of the latest machine vision prospects.

The second strongest group of published papers enhances the field of mechanization, automation and robotics focused on production technologies and mechanical engineering. The authors of this group of papers [5-9] combine results oriented to the design of the mechanical parts with the support of 3D adjustable simulations and other objects designed for kinematic data adaptation and positioning of industrial robots. The authors of these papers deal with advanced theoretical topics related to the statics and dynamics of action elements of robotic systems [10-13].

The thematic range of this Special Issue also includes works focused on the field of robotics and automation methods and applications in a non-engineering environment. The studies focus on automating unusual environments, such as underground mining, machining technologies in engineering or inverse data kinematics on non-standard modular robotic arms. These three specific groups of contributions are particularly enriching due to their originality [7,14-16]. This is demonstrated, e.g., in [7] which also mentions a patent application related to the research activity described in the contribution.

To conclude, the call for researchers and scientists working on the selected topic has been positively accepted. Various research teams contributed and presented their research facilities at a high professional level, offering their results. They presented original results related to the latest production methods and the implementation of the new generation tools. All authors worked with the newest approaches and methods in designing these automated components. Components implemented at automated and robotic workplaces are designed for new applications and future technologies and related generations.

Thus, the main goal of this Special Issue on automation and robotics has been fulfilled. The presented contributions have the potential to contribute to reducing the costs of production processes, and to support tools for the simulation and design of key elements and components to achieve exceptional quality and reliability in the production sphere.

The team of editors thanks all the authors whose contributions were accepted, but also those whose contributions were not included in this SI, which were not accepted based on a lack of scientific rigor, but mainly due to a weaker coupling to the SI focus.

At the end of this Editorial, we would like to thank all the authors who explained and implemented the comments and suggestions of the reviewers and editors with patience and thus contributed to raising the level in their field. We would also like to thank all the reviewers who have taken on this highly responsible role and deserve a place of honor in this Special Issue. Last but not least, our special thanks also go to every member of the MDPI Applied Sciences Editorial Team, who were our right hands and with whom this SI was created extremely smoothly, especially the very helpful, patient, communicative and flexible Ms. Maura Pei. Thank you so much for your cooperation.
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Featured Application: A fast and low-cost process for automated identification of positions of workcell components, including robots. Suitable for rapid deployment of robotic applications without a need of previous simulations or CAD modeling.


#### Abstract

In this paper, a new method for the calibration of robotic cell components is presented and demonstrated by identification of an industrial robotic manipulator's base and end-effector frames in a workplace. It is based on a mathematical approach using a Jacobian matrix. In addition, using the presented method, identification of other kinematic parameters of a robot is possible. The Universal Robot UR3 was later chosen to prove the working principle in both simulations and experiment, with a simple repeatable low-cost solution for such a task—image analysis to detect tag markers. The results showing the accuracy of the system are included and discussed.


Keywords: robotic manipulator; identification; calibration; Jacobian; workcell layout detection

## 1. Introduction

For robotic arms there has always been a trade off between the repeatability and absolute accuracy of the measurement of a robot's positioning in 3D space, as examined by Abderrahim [1] or by Young [2]. Many manufacturers of the industrial robot present only the repeatability parameter in their datasheets, when it is way more precise than the absolute positioning. The general problem of robot accuracy is described with experiments by Salmani [3].

The absolute positioning of a robot examines how accurately the robot can move to a position with respect to a frame. To achieve better results, parameter identification and robot calibration are performed. Identification is the process in which a real robot's kinematic (and possibly dynamic) characteristics are compared with its mathematical model. It includes determination of the error values that are afterwards applied into the control system, which improves the robot's total pose accuracy using a software solution without the need for adjusting the hardware of the robot. A generally suggested method for robot calibration is the use of a laser tracker. The methodology identifies the error parameters of a robot's kinematic structure, as is described by Nubiola [4]. The precision may be even increased, as Wu showed in [5] when trying to filter errors in measurements and finding optimal measurement configurations. In [6] Nguyen added neural network to compensate for non-geometric errors after the parameter identification was performed.

Unfortunately, these solutions are very expensive because of the price of a laser tracker. One may rent a laser tracker if needed, but this is also a time consuming process due to the need to perform precise experiments, measurements and evaluations after every error made during the process that
may lead to incorrect final results. Therefore, the wide deployment of laser trackers is ineffective for many manufacturers.

There are other methods of robot calibration that tend to avoid the use of laser tracker. In [7], Joubair proposed a method using planes of a very preciously made granite cube, but acquisition of such a cube is not easy in general. Filion [8] or Moller [9] used additional equipment; in their case it is portable photogrammetry system. In [10] a new methodology is introduced by Lembono, who suggested to use three flat planes in a robot's workplace with a 2D laser range finder that intersects the planes, but the simulation was not verified by an experiment. A very different approach was taken by Marie [11] where the elasto-geometrical calibration method based on finite element theory and fuzzy logic modeling was presented.

On the other hand, the very precise results that the methodologies above wanted to achieve are not always necessary, and some nuances in a robot's kinematic structure that appear during its manufacturing process are acceptable for the users of the robot. The problem they may face is determination of the workplace coordinate system (base frame) in which the robot is deployed and eventually the offset of the tool's center point when a tool is attached to the robot's mounting flange, when they need to position it absolutely in a world frame.

For such applications the typical way to calibrate more robots is to use point markers attached to every robot, as described by Gan [12]. However, one important condition is that the robots need to be close together so they can approach each other with the point markers and perform the calibration. Additionally, there are a few optical methods using a camera to improve a robot's accuracy. Arai [13] used two cameras placed in specific positions to track an LED tag that was mounted on a robot; the method we propose allows us to put the camera in any place, in any orientation that will provide good visibility. In [14] Motta or Watanabe in [15] attached a camera to a robot and performed the identification process, but this cannot be used for other robots or to track positions of other components at the workplace at the same time. Van Albada describes in [16] the process of identification for a single robot. Santolaria presented in [17] the use of on-board measurement sensors mounted on a robot.

To avoid these restrictions, we propose a solution based on the OpenCV libraries [18] for Aruco tag detection by a camera, which adds to the calibration process benefits of simplicity, repeatability and low price. The outcomes may be used in offline robot programming, in reconfigurable robotic workplaces and for tracking of components, with as many tag markers and robots as needed, if the visibility for a camera or multiple cameras is provided.

There are methods for 2D camera calibration already presented, and they can be divided into two main approaches. The eye-on-hand calibration, wherein the camera is mounted on the robot and a calibration plate is static, and the eye-on-base method with the calibration marker mounted on the robot with static cameras around [19]. There are also Robot Operating System (ROS) packages [20,21] providing tools for 2D or 3D camera calibration using these two methods. The ROS is an advanced universal platform that may be difficult for some researchers to be able to utilize. Our approach combines both eye-on-hand and eye-on-base calibration processes, avoids using ROS and can be applied not only to localize the base of a robot, but to also localize other devices or objects in the workplace that are either static or of known kinematic structure (multiple robots) in relation to chosen world frame.

## 2. Materials and Methods

When an image with a tag is obtained, the OpenCV library's algorithm inserts a coordinate system frame in the tag and can calculate transformation from the camera to the tag. If there are tags placed on all important components of a cell, such as manipulated objects or pallets, the transformation between them may be calculated as well. If there is an industrial robot deployed in a workplace, we can attach an end-effector with Aruco tags to it, perform a trajectory with transformation measurements and using mathematical identification methods calculate the precise position of its base, no matter where it is.

### 2.1. Geometric Model of a Robot

For such an identification, a geometric model that is as precise as possible of a robot needs to be determined. The Universal Robot UR3 was chosen for demonstrating the function of the proposed solution. Its geometric model used for all calculations is based on modified Denavit-Hartenberg notation (MDH), described in [22] by Craig. Our geometric model consists of 9 coordinate systems. The " b " frame is the reference coordinate system (world frame); later in our measurements it is represented by a tag marker placed on a rod. The " 0 " frame represents base frame of the robot. The frames from " 1 " to " 6 " represent the joints; the 6th frame position corresponds to the mounting flange. The " e " frame stands for the tool offset, in this case a measuring point that was focused by the sensor. The scheme of the model is illustrated in Figure 1. The MDH parameters are noted in Table 1; the $o_{i}$ stands for offset of the $i$ th joints in this position.

Table 1. MDH parameters of the UR3 robot.

| $\boldsymbol{i}$ | $\boldsymbol{\alpha}_{\boldsymbol{i}-\boldsymbol{1}}[\mathrm{rad}]$ | $x_{i-1}[\mathrm{~mm}]$ | $z_{i}[\mathrm{~mm}]$ | $\theta_{i}[\mathrm{rad}]$ | $\boldsymbol{o}_{\boldsymbol{i}}[\mathrm{rad}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 151.90 | $q_{1}$ | 0 |
| 2 | $\pi / 2$ | 0 | 119.85 | $q_{2}$ | $\pi$ |
| 3 | 0 | 243.65 | 0 | $q_{3}$ | 0 |
| 4 | 0 | 213.25 | -9.45 | $q_{4}$ | 0 |
| 5 | $-\pi / 2$ | 0 | 83.35 | $q_{5}$ | 0 |
| 6 | $\pi / 2$ | 0 | 81.90 | $q_{6}$ | $\pi$ |



Figure 1. UR3 with coordinate frames according to MDH.

For a vector $q=\left[q_{1}, q_{2}, q_{3}, q_{4}, q_{5}, q_{6}\right]^{T}$ representing the joint variables, a homogeneous transformation matrix $T_{b e}(q)$ gives the position and orientation $P$ of the UR3's end-effector tool frame " e " with respect to the base frame " $b$ " of the workplace.

$$
\begin{gather*}
P=T_{b e}(q)  \tag{1}\\
T_{b e}(q)=A_{b 0} A_{01}\left(q_{1}\right) A_{12}\left(q_{2}\right) A_{23}\left(q_{3}\right) A_{34}\left(q_{4}\right) A_{45}\left(q_{5}\right) A_{56}\left(q_{6}\right) A_{6 e} \tag{2}
\end{gather*}
$$

According to [22], matrix $A_{i-1, i}$ in MDH notation is obtained by multiplying rotation matrix $R_{x}$ along $x$ axis, translation matrix $T_{x}$ along $x$ axis, rotation matrix $R_{z}$ along $z$ axis and translation matrix $T_{z}$ along $z$ axis.

$$
\begin{equation*}
A_{i-1, i}=R_{x}\left(\alpha_{i-1}\right) T_{x}\left(x_{i-1}\right) R_{z}\left(\theta_{i}\right) T_{z}\left(d_{i}\right) \tag{3}
\end{equation*}
$$

$\mathrm{G}=$ The geometric model of the UR3 is mathematically expressed by the transformation matrix $T_{b e}(q)$ noted in Equation (2). Matrix $A_{b 0}$ is displacement between the reference " b " frame and " 0 " frame; orientation difference is represented by $R_{0}$ rotational matrix. Matrix $A_{6 e}$ is displacement between the mounting flange and " e " frame of the end-effector. The objective of this study is to determine the 12 parameters of $A_{b 0}$ matrix, so to find the base frame " 0 " of a robot in a workplace. To be able to achieve this, it is necessary to identify during the calculations also the displacement of the end-effector $\left(x_{e}, y_{e}\right.$, and $\left.z_{e}\right)$; however, the rotational part of the $A_{6 e}$ can be freely chosen. The reason is that the transform is static (there is no variable between 6th frame of the robot and end-effector " e " frame). For simplicity, we choose $R_{e}$ as identity matrix.

$$
\begin{gather*}
A_{b 0}=\left[\begin{array}{cccc} 
& & & x_{0} \\
& R_{0} & & y_{0} \\
z_{0} \\
0 & 0 & 0 & 1
\end{array}\right] ; A_{6 e}=\left[\begin{array}{cccc}
1 & 0 & 0 & x_{e} \\
0 & 1 & 0 & y_{e} \\
0 & 0 & 1 & z_{e} \\
0 & 0 & 0 & 1
\end{array}\right]  \tag{4}\\
R_{0}=\left[\begin{array}{lll}
r_{11} & r_{12} & r_{13} \\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33}
\end{array}\right] \tag{5}
\end{gather*}
$$

In general, geometric models are idealized and very difficult to make comply with real conditions due to manufacturing inaccuracy and environmental conditions. Error values can be estimated and included into the mathematical models though. Finding the relations between theoretical and real models is the crucial task of robot calibration. To find such a relation, geometric parameters of a device have to be identified. Robot identification is a process wherein error parameter values are determined using results of a test measurement. In the following simulation the UR3 robot performed a trajectory as described in Section 3. Obtained data of the end-effector position $P_{c}$ were compared with the robot's position $P(q)$ based on $q_{i}$ for each joint.

The parameters $x_{0}, y_{0}, z_{0}, r_{11}, r_{12}, r_{13}, r_{21}, r_{22}, r_{23}, r_{31}, r_{32}, r_{33}, x_{e}, y_{e}$ and $z_{e}$ were chosen to be identified. The reason for identification of the end-effector frame is because the Aruco tags may be placed on a low-cost end-effector by 3D printing and the designed CAD model transformation might be different than the real solution. On the other hand, we wanted to make the model as simple as possible, so we avoided MDH parameter identification between particular joints and links of the robot, which would lead to the robot's calibration process. We assume that this simple identification process may compensate for the small errors between the links.

When the transformation matrix $T_{b e}(q)$ was defined earlier, the position vector of the end-effector $P$ was represented by 4 th column of $T_{b e}$ with respect to the reference frame. If everything is ideal, we can consider this coordinate's equal to the coordinate's values calculated using the position sensor, as Equation (6) shows, for a specific $q$, where $T_{b e}^{\prime}$ means 1st to 3rd elements of the 4th column of the transformation matrix.

$$
\begin{equation*}
P_{c}=T_{b e}^{\prime}(q)=P(q) \tag{6}
\end{equation*}
$$

### 2.2. Identification with the Jacobian Method

The most common method for parameter identification is the application of a Jacobian, which is also described, for example, in [6,16]. This iterative method utilizes benefits of the Jacobian matrix that is obtained by partial derivative of the position vector (1st to 3rd elements of 4th column) of $T_{b e}$ with respect to the parameters in $X$, the parameters that are going to be identified. Symbolically, the Jacobian is expressed as $3 \times 15 J_{i}$ matrix in Equation (7), where $p_{i}$ stands for a parameter of $X$.

$$
J_{i}=\left[\begin{array}{lll}
\frac{\partial T_{b e_{x}}(q, X)}{\partial p_{1}} & \ldots & \frac{\partial T_{b e_{x}}(q, X)}{\partial p_{n}}  \tag{7}\\
\frac{\partial T_{b e_{y}}(q, X)}{\partial p_{1}} & \ldots & \frac{\partial T_{b e_{y}}(q, X)}{\partial p_{n}} \\
\frac{\partial T_{b e_{z}}(q, X)}{\partial p_{1}} & \ldots & \frac{\partial T_{b e_{z}}(q, X)}{\partial p_{n}}
\end{array}\right]
$$

For every measured point $i$ the $J_{i}$ is determined. By applying all measured points a $3 n \times 15 \mathrm{~J}$ matrix is obtained, where $n$ is a number of measured points.

$$
J=\left[\begin{array}{l}
J_{1}  \tag{8}\\
J_{2} \\
\ldots \\
J_{n}
\end{array}\right]
$$

As a first step of every iteration a position vector $Y_{m}$ is calculated using values $X_{j}$, where $j$ represents the iteration step. For the first iteration, guessed values $X_{0}$ are used. The $q$ is the vector of joint variables measured by robot's joint position sensors.

$$
\begin{equation*}
Y_{m}=T_{b e}\left(q, X_{i}\right) \tag{9}
\end{equation*}
$$

The next step is to compare and calculate the difference between the position measured by camera $Y_{c}$ and the previously calculated position $Y_{m}$, so $\Delta Y$ is determined. $Y_{c}$ is $n \times 3$ matrix, where $n$ stands for number of measured points, and there are three measured coordinates $x, y, z$.

$$
\begin{equation*}
\Delta Y=Y_{c}-Y_{m} \tag{10}
\end{equation*}
$$

The key equation of this method is Equation (11). When a position changes, the Jacobian matrix changes too; therefore, $\Delta x$ can be observed as the change of the parameters in $X$.

$$
\begin{equation*}
\Delta Y=J \Delta x \tag{11}
\end{equation*}
$$

By using matrix operations in Equations (12) and (13), the values of $\Delta x$ are determined.

$$
\begin{gather*}
\left(J^{T} J\right)^{-1} J^{T} \Delta Y=\left(J^{T} J\right)^{-1} J^{T} J \Delta x  \tag{12}\\
\Delta x=\left(J^{T} J\right)^{-1} J^{T} \Delta Y \tag{13}
\end{gather*}
$$

At the ends of iterations we added the computed values to the $X_{j+1}$. A convergent check follows to decide whether another iteration step is needed.

$$
\begin{equation*}
X_{j+1}=X_{j}+\Delta x \tag{14}
\end{equation*}
$$

## 3. Simulations and Experiment

Two types of simulations and one experiment were performed to verify the proposed method of parameter identification. Simulation A was calculated only with absolute positions of the end-effector coordinates determined by CoppeliaSim software with the built-in UR3 model, as shown in Figure 2.

The robot moved along the same path in both simulations and the experiment, consisting of 250 points. The robot stopped at each pose and the measurements were taken. The reason for choosing such a path was to obtain coordinates of the joints that were as different as possible; on the other hand, due to the experiment that was performed with cameras we needed to guarantee the visibility of the Aruco tags, which were used for the simulation B and the experiment.


Figure 2. Simulated path of the UR3 in CoppeliaSim, simulation A.

### 3.1. Simulation $A$

The robot was moved along a defined path with fixed points to stop at. Once it stopped, the joint coordinates and the position vector of the end-effector related to the world base frame were acquired. With these two sets of input values, the identification was made using the methods described in the previous chapter. Results may be seen in Section 3.5.

### 3.2. Simulation B

For simulation B and the experiment, there were cameras and OpenCV libraries [18] applied for image processing to detect the Aruco tags. Based on the previous research by Oscadal [23], we used a 3D gridboard with tags, which improves the reliability and accuracy of detection in comparison with basic 2D tags. The gridboard represents a coordinate frame; in our case it was the base frame " b " and the end-effector frame " e " as shown in Figures 3 and 4. The OpenCV library algorithm can calculate transformation from a camera to a tag. In real-time measurements, we used Equation (15) thanks to which the position of any camera was not important. Matrix $T_{c b}$ is the transformation from the camera to the base; matrix $T_{c e}$ is the transformation from the camera to the end-effector. The " $c$ " frame is the camera frame. On the other hand, the position of a camera may be saved for later operations.

$$
\begin{equation*}
T_{b e}=T_{c b}^{-1} T_{c e} \tag{15}
\end{equation*}
$$

In the simulation B (Figure 3) we deployed the image analysis in CoppeliaSim, with a single camera of resolution $1280 \times 720 \mathrm{px}$. The virtual camera was self-calibrated and the detection parameters of the OpenCV library for finding the Aruco tags were set similarly as in [23]. The dimensions of the tags were $70 \times 70 \mathrm{~mm}$ with a $6 \times 6$ bit matrix.


Figure 3. Simulation B with tags and a camera.


Figure 4. Experiment A setup; point of view of camera 2.

### 3.3. Experiment A

Three independent cameras were placed around the UR3 robot to observe its trajectory and to calculate transformations in a laboratory during a real experiment. Intel RealSense D435i cameras with $1280 \times 720$ px resolution were used, and even though they are depth cameras, only the simple 2D RGB pictures were analyzed. The specifications of the cameras are shown in Table 2. The cameras were self-calibrated following the methodology used in [23].

As already said before, the robot went through 250 positions on the path. To reduce the inaccuracy of the detection in reality, 10 camera frames were taken for every position, which gave us 2500 measured points. In total for the three cameras, 7500 pictures were analyzed during the calibration process.

Table 2. Specifications of Intel RealSense D435i camera [24].

| Parameter | Value |
| :--- | ---: |
| Resolution | $1920 \times 1080 \mathrm{px}$ |
| Frame Rate | 30 fps |
| Sensor FOV $(\mathrm{H} \times \mathrm{V} \times \mathrm{D})$ | $69.4^{\circ} \times 42.5^{\circ} \times 77^{\circ}\left( \pm 3^{\circ}\right)$ |
| Dimensions | $90 \times 25 \times 25 \mathrm{~mm}$ |
| Connection | USB-C 3.1 Gen 1 |

### 3.4. Experiment $B$

To observe the impact of placement of the world base frame " $b$," another experiment was performed as shown in Figure 5. Please, notice the difference in position and rotation of the base frame.

Only one camera (the same type, resolution and calibration) was used in this case with robot following a similar trajectory as in the previous experiment A. The robot went through 200 poses; at each pose, five images were taken and analyzed, so 1000 measurements in total were made.


Figure 5. Experiment B setup.

### 3.5. Results

The calibration results of simulations are presented in Table 3. The data calculated based on simulation A (without tag detection, only end-effector position tracking) show high-precision identification with a very small difference in comparison to the expected results (difference $\Delta$ is shown in the brackets). Such an accuracy could be achieved using, for example, a laser tracker in reality. For simulation B, when the tags were detected using simulated camera, the error was higher (maximum 2.59 mm for $x_{0}$ ), which gave us an idea about how accurate the system might be, so the noise from the environment was lowered, but the camera parameters were kept.

In Table 4 are the results of the experiment A. The best values were obtained when all the results of the three cameras were combined and analyzed together. The error for the base frame ( $x_{0}, y_{0}$, and $z_{0}$ ) was maximally 7.61 mm in the $z_{0}$ direction. We performed other measurements following the same strategy; they all provided similar results, which made it made clear that the position of a camera has an influence on the detection accuracy, which is supported by results of Krajnik's research [25].

In Table 5 are the results of the experiment B. It proves the possibility of placing the base frame freely with respect to the robot.

The trajectories are compared in Figures 6-10. Measured cameras/measured path are plotted points that were obtained by camera/end-effector position sensor; robot path is a self-check plot of the end-effector path after the identified parameters of $X$ were applied in the transformation matrix. Points of origin are points where the world base frame was determined for every point on the path. In Figures 11 and 12 we can observe the error values in box plots.

Table 3. Results of simulations for the $X$ vector after identification.

| Parameter | Expected | Simulation A | Simulation B |
| :---: | ---: | ---: | ---: |
| $x_{0}[\mathrm{~mm}]$ | 431.00 | $430.98(\Delta 0.02)$ | $433.59(\Delta 2.59)$ |
| $y_{0}[\mathrm{~mm}]$ | 555.00 | $555.02(\Delta 0.02)$ | $556.01(\Delta 1.01)$ |
| $z_{0}[\mathrm{~mm}]$ | -460.00 | $-460.07(\Delta 0.07)$ | $-458.41(\Delta 1.59)$ |
| $r_{11}[-]$ | 1.00 | $1.00(\Delta 0.00)$ | $1.006(\Delta 0.006)$ |
| $r_{21}[-]$ | 0.00 | $0.00(\Delta 0.00)$ | $-0.006(\Delta 0.006)$ |
| $r_{31}[-]$ | 0.00 | $0.00(\Delta 0.00)$ | $0.001(\Delta 0.001)$ |
| $r_{12}[-]$ | 0.00 | $0.00(\Delta 0.00)$ | $0.003(\Delta 0.003)$ |
| $r_{22}[-]$ | 1.00 | $1.00(\Delta 0.00)$ | $1.004(\Delta 0.004)$ |
| $r_{32}[-]$ | 0.00 | $0.00(\Delta 0.00)$ | $-0.000(\Delta 0.000)$ |
| $r_{13}[-]$ | 0.00 | $0.00(\Delta 0.00)$ | $-0.006(\Delta 0.006)$ |
| $r_{23}[-]$ | 0.00 | $0.00(\Delta 0.00)$ | $-0.001(\Delta 0.001)$ |
| $r_{33}[-]$ | 1.00 | $1.00(\Delta 0.00)$ | $1.000(\Delta 0.000)$ |
| $x_{e}[\mathrm{~mm}]$ | 0.00 | $-0.05(\Delta 0.05)$ | $0.14(\Delta 0.14)$ |
| $y_{e}[\mathrm{~mm}]$ | 0.00 | $-0.02(\Delta 0.02)$ | $0.23(\Delta 0.23)$ |
| $z_{e}[\mathrm{~mm}]$ | 66.00 | $65.98(\Delta 0.02)$ | $64.78(\Delta 1.22)$ |

Table 4. Results of experiment $A$ for the $X$ vector after identification.

| Parameter | Expected | Cam 1 | Cam 2 | Cam 3 | Cameras Combined |
| :---: | ---: | ---: | ---: | ---: | ---: |
| $x_{0}[\mathrm{~mm}]$ | 431.00 | 432.53 | 430.81 | 426.91 | $430.05(\Delta 0.95)$ |
| $y_{0}[\mathrm{~mm}]$ | 555.00 | 551.15 | 561.06 | 555.45 | $555.96(\Delta 0.96)$ |
| $z_{0}[\mathrm{~mm}]$ | -460.00 | -451.33 | -449.27 | -456.496 | $-452.39(\Delta 7.61)$ |
| $r_{11}[-]$ | 1.00 | 1.006 | 1.024 | 1.013 | $1.014(\Delta 0.014)$ |
| $r_{21}[-]$ | 0.00 | -0.018 | -0.039 | -0.015 | $-0.024(\Delta 0.024)$ |
| $r_{31}[-]$ | 0.00 | -0.004 | -0.013 | 0.008 | $-0.003(\Delta 0.003)$ |
| $r_{12}[-]$ | 0.00 | 0.020 | 0.014 | 0.007 | $0.013(\Delta 0.013)$ |
| $r_{22}[-]$ | 1.00 | 1.008 | 1.019 | 1.004 | $1.011(\Delta 0.011)$ |
| $r_{32}[-]$ | 0.00 | 0.000 | -0.009 | 0.010 | $0.000(\Delta 0.000)$ |
| $r_{13}[-]$ | 0.00 | 0.010 | 0.010 | 0.001 | $0.007(\Delta 0.007)$ |
| $r_{23}[-]$ | 0.00 | 0.012 | -0.009 | -0.006 | $-0.001(\Delta 0.001)$ |
| $r_{33}[-]$ | 1.00 | 0.990 | 0.969 | 1.011 | $0.991(\Delta 0.009)$ |
| $x_{e}[\mathrm{~mm}]$ | 0.00 | 0.18 | 0.49 | 0.05 | $0.24(\Delta 0.24)$ |
| $y_{e}[\mathrm{~mm}]$ | 0.00 | 0.52 | 0.73 | 0.68 | $0.65(\Delta 0.65)$ |
| $z_{e}[\mathrm{~mm}]$ | 66.00 | 64.09 | 61.00 | 66.03 | $63.73(\Delta 2.27)$ |

Table 5. Results of experiment $B$ for the $X$ vector after identification.

| Parameter | Expected [mm] | Experiment B [mm] |
| :---: | ---: | ---: |
| $x_{0}[\mathrm{~mm}]$ | 611.00 | $613.88(\Delta 2.88)$ |
| $y_{0}[\mathrm{~mm}]$ | 29.00 | $30.94(\Delta 1.94)$ |
| $z_{0}[\mathrm{~mm}]$ | -27.00 | $-25.12(\Delta 1.88)$ |
| $r_{11}[-]$ | - | 0.506 |
| $r_{21}[-]$ | - | -0.873 |
| $r_{31}[-]$ | - | 0.012 |
| $r_{12}[-]$ | - | 0.872 |
| $r_{22}[-]$ | - | 0.515 |
| $r_{32}[-]$ | - | 0.020 |
| $r_{13}[-]$ | - | -0.016 |
| $r_{23}[-]$ | - | -0.013 |
| $r_{33}[-]$ | - | 1.043 |
| $x_{e}[\mathrm{~mm}]$ | 0.00 | $-0.05(\Delta 0.05)$ |
| $y_{e}[\mathrm{~mm}]$ | 0.00 | $0.69(\Delta 0.69)$ |
| $z_{e}[\mathrm{~mm}]$ | 66.00 | $67.59(\Delta 1.59)$ |



Figure 6. Measured path in comparison with the real robot path of simulation A.


Figure 7. Measured path in comparison with the real robot path of simulation B.


Figure 8. Paths measured by cameras in comparison with the real robot path of experiment A.


Figure 9. Paths measured by cameras in comparison with the real robot path of experiment A, xy plane.



Figure 10. Path measured by a camera in comparison with the real robot path of experiment B.


Figure 11. Errors for the identified values based on simulation B.


Figure 12. Errors for the identified values based on experiment A.

## 4. Conclusions

The process of identification of the robot's base frame in a workplace using Aruco markers and OpenCV was presented and verified in this study. This approach may be used for more robots and other components of the workplace at the same time, which brings the main advantage of fast evaluation and later recalibration. The typical scenario is placing all components in their positions, placing markers on them and other points of interest, running a robot's path while measuring end-effector position by a camera and evaluating the results-obtaining the coordinates of robot's base and coordinates of points of interest (manipulated object, pallet, etc.). As the end-effector we used an 3D printed gridboard that might be replaced by a cubic with tags carried by a gripper.

When observing the results provided in the Section 3.5, one can see there is a gap between the accuracy of the simulated workplace and the experiments. As already mentioned above, simulation A demonstrates the possible accuracy of this method when all conditions are close to ideal. Therefore, there are some methods and topics for another study that would help to minimize the errors. The DH parameters of the UR3 were based on its datasheet, but when the robot is manufactured it is calibrated and modified DH parameters are saved in the control unit. This parameters may be retrieved and applied in the identification calculations. In general, UR3 is not as precise as other industrial robots; depending on demands, a different manipulator should provide more accurate results.

Nevertheless, the end-effector was 3D printed and assembled from three parts; more accuracy may be achieved using better manufacturing methods. In some cases, if the end-effector was manufactured precisely beforehand, only the identification of a base frame might be enough (instead of identification of the base frame and end-effector offset, as was presented).

However, the biggest issue seems to be the detection of the tags, as results differed for every camera in the experiment, as shown in Table 4. Positioning of a camera (distance from a tag) seems to have a big influence on the outcome. This topic was researched in the Krajnik's work [25]. Additionally, alternating the OpenCV's software algorithms and filtering leads to better detection; more on this topic is discussed in [23]. A user may seriously consider the use of a self-calibrated camera with higher resolution than $1280 \times 720 \mathrm{px}$, as we used. It is important to note that the presented accuracy in simulation B and real experiment were achieved by cameras that we calibrated. There is no doubt that one with better calibrated hardware may achieve more accurate results.

Another question to focus on is which trajectory and how many measured points are necessary to provide satisfying results; we tested the system with only one path of 250 points.

Once this camera-based method is well optimized for a task depending on certain available equipment, and the accuracy is acceptable, it will stand as sufficient easy-to-deploy and low-cost solution for integrators and researchers. They will be able to quickly place components and robots, tag them and obtain their position coordinates based on prepared universal measurement. In addition, even the current system may serve in the manufacturing process as a continuous safety-check that all
required components, including robots, are in the place where they should be, if the detection accuracy is acceptable.

In addition, this method will be used for identification of reference coordinate systems and kinematic parameters of experimental custom manipulators, the design which is a point of interest for Research Centre of Advanced Mechatronic Systems project.

To make this calibration method easier to follow, the Matlab's scripts with the calculations and raw input data obtained by simulation and experiments may be found on the Github page of the Department of Robotics, VSB-Technical University of Ostrava [26]. The calibration methodology and Supplementary Materials provided may serve engineers who have no previous experience with the process; they can use cameras or eventually other sensors, such as laser trackers.

Supplementary Materials: The following are available online at http:/ /www.mdpi.com/2076-3417/10/21/7679/ s1.

Author Contributions: Conceptualization, D.H. and Z.B.; methodology, D.H. and A.V.; software, P.O.; validation, D.H., P.O. and T.S.; formal analysis, T.S.; investigation, D.H.; resources, M.V.; data curation, T.S.; writing-original draft preparation, D.H.; writing - review and editing D.H and T.S.; visualization, M.V.; supervision, A.V.; project administration, Z.B.; funding acquisition, Z.B. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the European Regional Development Fund in the Research Centre of Advanced Mechatronic Systems project, project number CZ.02.1.01/0.0/0.0/16_019/0000867 within the Operational Programme Research, Development and Education. This article has been also supported by specific research project SP2020/141 and financed by the state budget of the Czech Republic.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses or interpretation of data; in the writing of the manuscript, or in the decision to publish the results.

## Abbreviations

The following abbreviations are used in this manuscript:
OpenCV Open Source Computer Vision Library
DH Denavit-Hartenberg
FOV Field of View
FPS Frames per Second
MDH Modified Denavit-Hartenberg
RGB Red Green Blue
ROS Robot Operating System
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#### Abstract

QR (Quick Response) codes are one of the most famous types of two-dimensional (2D) matrix barcodes, which are the descendants of well-known 1D barcodes. The mobile robots which move in certain operational space can use information and landmarks from environment for navigation and such information may be provided by QR Codes. We have proposed algorithm, which localizes a QR Code in an image in a few sequential steps. We start with image binarization, then we continue with QR Code localization, where we utilize characteristic Finder Patterns, which are located in three corners of a QR Code, and finally we identify perspective distortion. The presented algorithm is able to deal with a damaged Finder Pattern, works well for low-resolution images and is computationally efficient.


Keywords: QR code detection; adaptive thresholding; finder pattern; perspective transformation

## 1. Introduction

Some of the requirements that are placed on autonomous mobile robotic systems include real-world environments navigation and recognition and identification of objects of interest with which the robotic system have to interact. Computer vision allows machines to obtain a large amount of information from the environment that has a major impact on their behavior. In the surrounding environment there are often numerous different static objects (walls, columns, doors, and production machines) but also moving objects (people, cars, and handling trucks).

Objects that are used to refine navigation, landmarks, can be artificial (usually added by a human) and natural (which naturally occur in the environment) [1,2].

Robotic systems have to work in a real environment and must be able to recognize, for example, people [3], cars [4], product parameters for the purpose of quality control, or objects which are to be handled.

The use of QR (Quick Response) codes (two-dimensional matrix codes) in interaction with robots can be seen in the following areas:

- in the field of navigation as artificial landmarks-analogies of traffic signs that control the movement of the robot in a given area (no entry, driving direction, alternate route, and permitted hours of operation) or as an information board providing context specific information or instructions (such as identification of floor, room, pallets, and working place)
- in the area of object identification, 2D codes are often used to mark products and goods and thus their recognition will provide information about the type of goods (warehouses), the destination of the shipment (sorting lines) or control and tracking during track-and-trace.


## QR Codes

QR Codes are classified among 2D matrix codes (similar to Data Matrix codes). QR Codes (Model 1 and Model 2) are squared-shaped 2D matrices of dark and light squares-so called modules. Each module represents the binary 1 or 0. Each QR Code has fixed parts (such as Finder Patterns and Timing Patterns) that are common to each QR Code and variable parts that differ according to the data that is encoded by a QR Code. Finder Patterns, which are located in the three corners of a QR Code, are important for determining the position and rotation of the QR Code. The size of the QR code is determined by the number of modules and can vary from $21 \times 21$ modules (Version 1) to $177 \times 177$ (Version 40). Each higher version number comprises four additional modules per side. In the Figure 1 we can see a sample of version 1 QR Code.


Figure 1. Version 1: $21 \times 21$ QR Code
QR Code has error correction capability to restore data if the code is partially damaged. Four error correction levels are available (L-Low, M-Medium, Q-Quartile, and H-High). The error correction level determines how much of the QR Code can be corrupted to keep the data still recoverable ( $\mathrm{L}-7 \%$, $\mathrm{M}-15 \%$, $\mathrm{Q}-25 \%$, and $\mathrm{H}-30 \%$ ) [5]. The QR Code error correction feature is implemented by adding a Reed-Solomon Code to the original data. The higher the error correction level is the less storage capacity is available for data.

Each QR Code symbol version has the maximum data capacity according to the amount of data, character type and the error correction level. The data capacity ranges from 10 alphanumeric (or 17 numeric) characters for the smallest QR Code up to 1852 alphanumeric (or 3057 numeric) characters for the largest QR Code at highest error correction level [5]. QR Codes support four encoding modes-numeric, alphanumeric, Kanji and binary-to store data efficiently.

QR Code was designed in 1994, in Japan for automotive industry, but currently has a much wider use. QR codes are used to mark a variety of objects (goods, posters, monuments, locations, and business cards) and allow to attach additional information to them, often in the form of a URL to a web page. QR Code is an ISO standard (ISO/IEC 18004:2015) and is freely available without license fees.

In addition to a traditional QR Code Model 1 and 2, there are also variants such as a Micro QR Code (a smaller version of the QR Code standard for applications where a symbol size is limited) or an iQR Code (which can hold a greater amount of information than a traditional QR Code and it supports also rectangular shapes) (Figure 2).


Figure 2. Other types of a QR Code: (a) Micro QR code, (b) iQR code.

## 2. Related Work

Prior published approaches for recognizing QR Codes in images can be divided into Finder Pattern based location methods [6-12] and QR Code region based location methods [13-18]. The first group locates a QR Code based on the location of its typical Finder Patterns that are present in its three corners. The second group locates the area of a QR code in the image based on its irregular checkerboard-like structure (a QR Code consists of many small light and dark squares which alternate irregularly and are relatively close to each other).

A shape of the Finder Pattern (Figure 3) was deliberately chosen by the authors of the QR Code, because "it was the pattern least likely to appear on various business forms and the like" [6]. They found out that black and white areas that alternate in a 1:1:3:1:1 ratio are the least common on printed materials.


Figure 3. Finder Pattern.
In [7] (Lin and Fuh) all points matching the 1:1:3:1:1 ratio, horizontally and vertically, are collected. Collected points belonging to one Finder Pattern are merged. Inappropriate points are filtered out according to the angle between three of them.

In [8] (Li et al.) minimal containing region is established analyzing five runs in labeled connected components, which are compacted using run-length coding. Second, coordinates of central Finder Pattern in a QR Code are calculated by using run-length coding utilizing modified Knuth-Morris-Pratt algorithm.

In [9] (Belussi and Hirata) two-stage detection approach is proposed. In the first stage Finder Pattern (located at three corners of a QR Code) is detected using a cascaded classifier trained according to the rapid object detection method (Viola-Jones framework). In the second stage geometrical restrictions among detected components are verified to decide whether subsets of three of them correspond to a QR Code or not.

In [10] (Bodnár and Nyúl) Finder Pattern candidate localization is based on the cascade of boosted weak classifiers using Haar-like features, while the decision on a Finder Pattern candidate to be kept or dropped is decided by a geometrical constraint on distances and angles with respect to other probable Finder Patterns. In addition to Haar-like features, local binary patterns (LBP), and histogram of oriented gradients (HOG) based classifiers are used and trained to Finder Patterns and whole code areas as well.

In [11] (Tribak and Zaz) successive horizontal and vertical scans are launched to obtain segments whose structure complies with the ratio 1:1:3:1:1. The intersection between horizontal and vertical
segments presents the central pixel of the extracted pattern. All the extracted patterns are transmitted to a filtering process based on principal components analysis, which is used as a pattern feature.

In [12] (Tribak and Zaz ) seven Hu invariant moments are applied to the Finder Pattern candidates obtained by initial scanning of an image and using Euclidean metrics they are compared with Hu moments of the samples. If the similarity is less than experimentally determined threshold, then the candidate is accepted.

In [13] (Sun et al.) authors introduce algorithm, which aims to locate a QR Code area by four corners detection of 2D barcode. They combine the Canny edge detector with external contours finding algorithm.

In [14] (Ciążyński and Fabijańska) they use histogram correlation between a reference image of a QR code and an input image divided into a block of size $30 \times 30$. Then candidate blocks are joined into regions and morphological erosion and dilation is applied to remove small regions.

In [15] (Gaur and Tiwari) they propose approach which uses Canny edge detection followed by morphological dilation and erosion to connect broken edges in a QR Code into a bigger connected component. They expect that the QR Code is the biggest connected component in the image.

In $[16,17]$ (Szentandrási et al.) they exploit the property of 2D barcodes of having regular distribution of edge gradients. They split a high-resolution image into tiles and for each tile they construct HOG (histogram of oriented gradients) from the orientations of edge points. Then they select two dominant peeks in the histogram, which are apart roughly $90^{\circ}$. For each tile, a feature vector is computed, which contains a normalized histogram, angles of two main gradient directions, a number of edge pixels and an estimation of probability score of a chessboard-like structure.

In [18] (Sörös and Flörkemeier) areas with high concentration of edge structures as well as areas with high concentration of corner structures are combined to get QR Code regions.

## 3. The Proposed Method

Our method is primarily based on searching for Finder Patterns and utilizes their characteristic feature-1:1:3:1:1 black and white point ratio in any scanning direction. The basic steps are indicated in the flowchart in Figure 4.


Figure 4. The flow chart of proposed algorithm.

Before searching for a QR Code, the original image (maybe colored) is converted to a gray scale image using Equation (1), because the color information does not bear any significant additional information that might help in QR Code recognition.

$$
\begin{equation*}
I=\frac{77 R+151 G+28 B}{256} \tag{1}
\end{equation*}
$$

where $I$ stands for gray level and $R, G, B$ for red, green, and blue color intensities of individual pixels in the RGB model, respetively. This RGB to gray scale conversion is integer approximation of widely used luminance calculation as defined in recommendation ITU-R BT.601-7:

$$
\begin{equation*}
I=0.299 R+0.587 G+0.114 B \tag{2}
\end{equation*}
$$

Next, the gray scaled image is converted to a binary image using modified adaptive thresholding (with the size of window 35-the window size we choose to be at least five times the size of expected size of QRC module) [19]. We expect that black points, which belong to QRC, will become foreground points.

We use the modification of the well-known adaptive thresholding technique (Equation (3)), which calculates individual threshold for every point in the image. This threshold is calculated using average intensity of points under a sliding window. To speed up the thresholding we pre-calculate the integral sum image and we also use the global threshold value (points with intensity above 180 we always consider as background points). Adaptive thresholding can successfully threshold also uneven illuminated images.

$$
\begin{gather*}
B(x, y)=\left\{\begin{array}{ccc}
0 & \leftarrow & I(x, y)>180 \\
0 & \leftarrow & I(x, y)>=T(x, y) \\
1 & \leftarrow & I(x, y)<T(x, y)
\end{array}\right.  \tag{3}\\
T(x, y)=m(x, y)-\frac{I(x, y)}{10}-10 \\
m(x, y)=\frac{1}{35 \times 35} \sum_{i=-17}^{17} \sum_{j=-17}^{17} I(x+i, y+j)
\end{gather*}
$$

where $I$ is gray scale (input) image, $B$ is binary (output) image, $T$ is threshold value (individual for each pixel at coordinates $x, y$ ), and $m$ is average of pixel intensities under sliding window of the size $35 \times 35$ pixels.

In order to improve adaptive thresholding results, some of the image pre-processing techniques, such as histogram equalization, contrast stretching or deblurring, are worth to consider.

### 3.1. Searching for Finder Patterns

First, the binary image is scanned from top to bottom and from left to right, and we look for successive sequences of black and white points in a row matching the ratios 1:1:3:1:1 $\left(W_{1}: W_{2}: W_{3}: W_{4}: W_{5}\right.$ where $W_{1}, W_{3}, W_{5}$ indicates the number of consecutive black points which are alternated by $W_{2}$, $W_{4}$ white points) with small tolerance (tolerance is necessary due to imperfect thresholding and noise in the Finder Pattern area, black and white points in a line do not alternate in ideal ratios 1:1:3:1:1):

$$
\begin{align*}
& W_{1}, W_{2}, W_{4}, W_{5} \in\langle w-1.5, w+2.0\rangle \\
& W_{3} \in\langle 3 w-2,3 w+2\rangle, \text { where } \\
& W_{3} \geq \max \left(W_{1}+W_{2}, W_{4}+W_{5}\right)  \tag{4}\\
& \quad w=\frac{W_{1}+W_{2}+W_{3}+W_{4}+W_{5}}{7}=\frac{W}{7}
\end{align*}
$$

For each match in a row coordinates of Centroid (C) and Width $\left(W=W_{1}+W_{2}+W_{3}+W_{4}+W_{5}\right)$ of the sequence (of black and white points) are stored in a list of Finder Pattern candidates (Figure 5).


Figure 5. A Finder Pattern candidate matching 1:1:3:1:1 horizontally.
Then, Finder Pattern candidates (from the list of candidates) that satisfy the following criteria are grouped:

- their centroids $C$ are at most $3 / 7 \mathrm{~W}$ points vertically and at most 3 points horizontally away from each other,
- their widths $W$ does not differ by more than 2 points.

We expect, that the Finder Pattern candidates in one group belong to the same Finder Pattern and therefore we set the new centroid $C$ and width $W$ of the group as average of $x, y$ coordinates and widths of the nearby Finder Pattern candidates (Figure 6a).


Figure 6. (a) Group of 8 Finder Pattern candidates matching 1:1:3:1:1 in rows, (b) Finder Pattern candidate matching 1:1:3:1:1 vertically.

After grouping the Finder Patterns, it must be verified whether there are sequences of black and white points also in the vertical direction, which alternate in the ratio 1:1:3:1:1 (Figure 6b). A bounding box around the Finder Pattern candidate, in which vertical sequences are looked for, is defined as

$$
\begin{equation*}
x \in\left\langle C_{x} \pm 1.3 / 7 W\right\rangle, y \in\left\langle C_{y} \pm 5.5 / 7 W\right\rangle \tag{5}
\end{equation*}
$$

where $C\left(C_{x}, C_{y}\right)$ is a centroid and $W$ is width of the Finder Pattern candidate. We work with a slightly larger bounding box in case the Finder Pattern is stretched vertically. Candidates, where no vertical match is found or where the ratio $H / W<0.7$, are rejected. For candidates, where a vertical match
is found, the $y$ coordinate of centroid $C\left(C_{y}\right)$ is updated as an average of $y$ coordinates of centers of the vertical sequences.

### 3.2. Verification of Finder Patterns

Each Finder Pattern consists of a central black square with the side of 3 units $\left(R_{1}\right)$, surrounded by a white frame with the width of 1 unit $\left(R_{2}\right)$, surrounded by a black frame with the width of 1 unit $\left(R_{3}\right)$. In Figure 7 there are colored regions $R_{1}, R_{2}$ and $R_{3}$ in red, blue, and green, respectively. For each Finder Pattern candidate Flood Fill algorithm is applied, starting from the centroid $C$ (which lies in the region $R_{1}$ ) and continuing through white frame (region $R_{2}$ ) to black frame (region $R_{3}$ ). As continuous black and white regions are filled, following region descriptors are incrementally computed:

- $\quad$ area $\left(A=M_{00}\right)$
- centroid $\left(C_{x}=M_{10} / M_{00}, C_{y}=M_{01} / M_{00}\right)$, where $M_{00}, M_{10}, M_{00}$ are raw image moments
- bounding box (Top, Left, Right, Bottom)


Figure 7. Regions of the Finder Pattern candidate.
The Finder Pattern candidate, which does not meet all of the following conditions, is rejected.

- $\quad \operatorname{Area}\left(R_{1}\right)<\operatorname{Area}\left(R_{2}\right)<\operatorname{Area}\left(R_{3}\right)$ and
$1.1<\operatorname{Area}\left(R_{2}\right) / \operatorname{Area}\left(\mathrm{R}_{1}\right)<3.4$ and
$1.8<\operatorname{Area}\left(R_{3}\right) / \operatorname{Area}\left(R_{1}\right)<3.9$
- $0.7<\operatorname{AspectRatio}\left(R_{2}\right)<1.5$ and
$0.7<\operatorname{AspectRatio}\left(R_{3}\right)<1.5$
- $\quad \mid C e n t r o i d ~\left(~\left(R_{1}\right), \operatorname{Centroid}\left(R_{2}\right) \mid<3.7\right.$ and
$\mid$ Centroid $\left(R_{1}\right)$, Centroid $\left(R_{3}\right) \mid<4.2$
Note: the criteria were set to be invariant to the rotation of the Finder Pattern, and the acceptance ranges were determined experimentally. In an ideal undistorted Finder Pattern, the criteria are met as follows:
- $\operatorname{Area}\left(R_{2}\right) / \operatorname{Area}\left(R_{1}\right)=16 / 9=1.8$ and $\operatorname{Area}\left(R_{3}\right) / \operatorname{Area}\left(R_{1}\right)=24 / 9=2.7$
- $\operatorname{AspectRatio}\left(R_{1}\right)=1$ and $\operatorname{AspectRatio}\left(R_{2}\right)=1$ and $\operatorname{AspectRatio}\left(R_{3}\right)=1$
- $\quad \operatorname{Centroid}\left(R_{1}\right)=\operatorname{Centroid}\left(R_{2}\right)=\operatorname{Centroid}\left(R_{3}\right)$

In real environments there can be damaged Finder Patterns. The inner black region $R_{1}$ can be joined with the outer black region $R_{3}$ (Figure 8a) or the outer black region can be interrupted or incomplete (Figure 8 b ). In the first case the bounding box of the region $R_{2}$ is completely contained by bounding box of the region $R_{1}$ and in the second case is bounding box of the region $R_{3}$ contained
in bounding box of the region $R_{2}$. These cases are handled individually. If the first case is detected, then the region $R_{1}$ is proportionally divided into $R_{1}$ and $R_{3}$ and if the second case is detected then the region $R_{2}$ is instantiated using the region $R_{1}$ and $R_{3}$.


Figure 8. Various damages of Finder Patterns: (a) merged inner and outer black regions; (b) interrupted outer black region.

The Centroid (C) and Module Width (MW) of the Finder Pattern candidate are updated using the region descriptors as follows:

$$
\begin{gather*}
C=\left(\frac{M_{10}\left(R_{1}\right)+M_{10}\left(R_{2}\right)+M_{10}\left(R_{3}\right)}{M_{00}\left(R_{1}\right)+M_{00}\left(R_{2}\right)+M_{00}\left(R_{3}\right)}, \frac{M_{01}\left(R_{1}\right)+M_{01}\left(R_{2}\right)+M_{01}\left(R_{3}\right)}{M_{00}\left(R_{1}\right)+M_{00}\left(R_{2}\right)+M_{00}\left(R_{3}\right)}\right)  \tag{6}\\
M W=\sqrt{M_{00}\left(R_{1}\right)+M_{00}\left(R_{2}\right)+M_{00}\left(R_{3}\right)} / 7
\end{gather*}
$$

### 3.3. Grouping of Finder Patterns

### 3.3.1. Grouping Triplets of Finder Patterns

In the previous steps, Finder Patterns in the image were identified and now such triplets (from the list of all Finder Patterns) must be selected, which can represent 3 corners of a QR Code. Matrix of the distances between the centroid of all Finder Patterns is build and all 3-element combinations of all Finder Patterns are examined. For each triplet it is checked whether it is possible to construct a right-angled triangle from it so that the following conditions are met:

- the size of each triangle side must be in predefined range
- the difference in sizes of two legs must be less than 21
- the difference in size of the real and theoretical hypotenuse must be less than 12

In this way, a list of QR Code candidates (defined by a triplet $\mathrm{FP}_{1}, \mathrm{FP}_{2}, \mathrm{FP}_{3}$ ) is built. However, such a candidate for a QR Code is selected only on the basis of the mutual position of the 3 FP candidates. As is shown in Figure 9 not all QR Code candidates are valid (dotted red $\mathrm{FP}_{3^{\prime}}-\mathrm{FP}_{3^{\prime \prime}}-\mathrm{FP}_{2^{\prime \prime}}$ is false positive). These false positive QR Code candidates will be eliminated in the next steps.


Figure 9. QR Code candidates.

Finally, Bottom-Left and Top-Right Finder Pattern from the triplet $\left(\mathrm{FP}_{1}, \mathrm{FP}_{2}, \mathrm{FP}_{3}\right)$ is determined by using formula:

If $\left(\mathrm{FP}_{3} \cdot \mathrm{x}-\mathrm{FP}_{2} \cdot \mathrm{x}\right)\left(\mathrm{FP}_{1} \cdot \mathrm{y}-\mathrm{FP}_{2} \cdot \mathrm{y}\right)-\left(\mathrm{FP}_{3} \cdot \mathrm{y}-\mathrm{FP}_{2} \cdot \mathrm{y}\right)\left(\mathrm{FP}_{1} \cdot \mathrm{x}-\mathrm{FP}_{2} \cdot \mathrm{x}\right)<0$ then Bottom-Left is $\mathrm{FP}_{3}$ and Top-Right is $\mathrm{FP}_{1}$ else vice versa.

### 3.3.2. Grouping Pairs of Finder Patterns

If any QR Code has one of the 3 Finder Patterns significantly damaged, then this Finder Pattern might not be identified and there remains two Finder Patterns in the Finder Patterns list, that were not selected (as the vertices of a right-angled triangle) in the previous step (Figure 10a). The goal of this step is to identify these pairs and determine the position of the third missing Finder Pattern. A square shape of the QR Code is assumed.


Figure 10. QR Code with one damaged Finder Pattern: (a) two known Finder Patterns; (b) two possible regions of QR Code; (c) two possible positions of 3rd Finder Pattern.

All two element combinations of remaining Finder Patterns, whose distance is in a predefined interval, are evaluated. A pair of Finder Patterns can represent Finder Patterns that are adjacent corners of a QR Code square (Figure 10a) or are in the opposite corners. If they are adjacent corners, then there are two possible positions of the QR Code (in Figure 10b depicted as a red square and green square). If they are opposite corners, then there are other two possible positions of the QR Code.

All four possible positions of the potential QR Code are evaluated against the following criteria:

- Is there a Quiet Zone around the bounding square at least 1 MW wide?
- Is there a density of white points inside bounding square in interval $(0.4 ; 0.65)$ ?
- Is there a density of edge points inside bounding square in interval $(0.4 ; 0.6)$ ?

Density of edge points is computed as the ratio of the number of edge points to area*2/MW.
Region of a QR Code is expected to have relative balanced density of white and black points and relative balanced ratio of edges to area.

A square region that meets all the above conditions is considered a candidate for a QR Code. There are two possible corners in the QR Code bounding square where 3rd Finder Pattern can be located (Figure 10c). For both possible corners Finder Pattern match score is computed and one with better score is selected (in other words question, "In which corner is the structure that more closely resembles the ideal Finder Pattern?" must be answered). Match score is computed as

$$
\begin{equation*}
M S=\operatorname{argmin}(O S+\min (B S, W S)) \tag{7}
\end{equation*}
$$

where $M S$ is match score (lower is better), $O S$ is overall pattern match score, $B S$ is black module match score and WS is white module match score. BS stores matches only for expected black points and WS stores matches only for expected white points between the mask and the image. BS and WS was introduced to handle situations when over the area of Finder Pattern is placed black or white spot, which would cause a low match score if only a simple pattern matching technique were used.

The match score is computed for several Finder Pattern mask positions by moving the mask in a spiral from its initial position up to a radius of $M W$ with a step of $M W / 2$ (for the case of small geometric deformations of the QR Code).

### 3.4. Verification of Quiet Zone

According to ISO standard a Quiet Zone is defined as "a region 4 X wide which shall be free of all other markings, surrounding the symbol on all four sides". So, it must be checked if there are only white points in the image in the rectangular areas wide $1 M W$ which is parallel to line segments defined by $\mathrm{FP}_{1}-\mathrm{FP}_{2}$ and $\mathrm{FP}_{2}-\mathrm{FP}_{3}$ (Figure 11). For fast scanning of the rectangle points Bresenham's line algorithm is utilized [20].


Figure 11. Quiet Zones.
QR Code candidates which do not have quiet zones around are rejected. Rejected are also QR Code candidates whose outer bounding box (larger) contains outer bounding box (smaller) of another QR Code candidate.

### 3.5. QR Code Bounding Box

Centroids of the 3 Finder Patterns (which represent the QR Code candidate) are the vertices of the triangle $\mathrm{FP}_{1}-\mathrm{FP}_{2}-\mathrm{FP}_{3}$. This inner triangle must be expanded to outer triangle $\mathrm{P}_{1}-\mathrm{P}_{2}-\mathrm{P}_{3}$, where the arms of the triangle pass through boundary modules of the QR Code (Figure 12). For instance, the shift of $\mathrm{FP}_{3}$ to $\mathrm{P}_{3}$ may be expressed as

$$
\begin{equation*}
\mathrm{P}_{3}=\mathrm{FP}_{3}+\frac{\mathrm{FP}_{3}-\mathrm{FP}_{1}}{\left|\mathrm{FP}_{3}, \mathrm{FP}_{1}\right|} M W \sqrt{18} \tag{8}
\end{equation*}
$$

where MW is module width (Equation (6))


Figure 12. Bounding Box.

### 3.6. Perspective Distortion

For perspective undistorted QR Codes (only shifted, scaled, rotated, or sheared) it is sufficient to have only 3 points to set-up the affine transformation from a square to destination parallelogram. However, for perspective (projective) distorted QR Codes 4 points are required to set-up perspective transformation from a square to destination quadrilateral [21].

Some authors (for example [7,22]) search for Alignment Pattern to obtain 4th point. However, version 1 QR Codes does not have Alignment Pattern, so we have decided not to rely on Alignment Patterns.

Instead of that we use an iterative approach to find the opposite sides to $P_{2}-P_{1}$ and $P_{2}-P_{3}$, which aligns to QR Code borders.

1. We start from initial estimate of $P_{4}$ as an intersection of the line $L_{1}$ and $L_{3}$, where $L_{1}$ is parallel to $P_{2}-P_{3}$ and $L_{3}$ is parallel to $P_{2}-P_{1}$ (Figure 13a).
2. We count the number of pixels which are common to the line $L_{3}$ and the $Q R$ Code for each third of the line $\mathrm{L}_{3}$ (Figure 13a).
3. We shift the line $L_{3}$ by width of one module away from the QR Code and again we count the number of pixels which are common to the shifted line $L_{3^{\prime}}$ and the QR Code. The module width is estimated as $M W$ (from Equation (6)) (Figure 13b).
4. We compare overlaps of the line $L_{3}$ from the step 2 and 3 , and
a. If $L_{3}$ was whole in the QR Code and the shifted $\mathrm{L}_{3^{\prime}}$ is out of the QR Code, then initial estimation of $\mathrm{P}_{4}$ is good and we end.
b. If L3 was whole in the QR Code and 3rd third of the shifted $L_{3^{\prime}}$ is again in the QR Code, then we continue by step 5 .
c. If 3rd third of $L_{3}$ was in quiet zone and 2nd and 3rd third of the shifted $L_{3^{\prime}}$ is in the quiet zone or if 2nd third of $L_{3}$ was in the quiet zone and 1st and 2nd third of the shifted $L_{3^{\prime}}$ is in the quiet zone then we continue by step 6 .
5. We start to move $P_{4}$ end of line segment $P_{3}-P_{4}$ away from the $Q R$ Code until 3rd third of $L_{3}$ touches the quiet zone (Figure 13c).
6. We start to move $P_{4}$ end of line segment $P_{3}-P_{4}$ towards the $Q R$ Code until 3rd third of $L_{3}$ touches the QR Code.
7. We apply the same procedure also to the line $L_{1}$ like for the line $L_{3}$.
8. The intersection of the shifted lines $L_{1}$ and $L_{3}$ is a new $P_{4}$ position.


Figure 13. Perspective distortion: (a) initial estimate of the point $P_{4}$ and lines $L_{1}, L_{3} ;(b)$ first shift of the line $L_{3}$; (c) second shift of the line $L_{3}$.

Once the position of 4 th point, $\mathrm{P}_{4}$, is obtained, perspective transformation from the source square representing the ideal QR Code to destination quadrilateral representing the real QR Code in the image can be set-up (Figure 14).


Figure 14. Perspective transformation.
Using equations [21]:
$u=\frac{a x+b y+c}{g x+h y+1}, v=\frac{d x+e y+f}{g x+h y+1}$, where the transformation coefficients can be calculated from the coordinates of the points $\mathrm{P}_{1}\left(u_{1}, v_{1}\right), \mathrm{P}_{2}\left(u_{2}, v_{2}\right), \mathrm{P}_{3}\left(u_{3}, v_{3}\right), \mathrm{P}_{4}\left(u_{4}, v_{4}\right)$ as

$$
\begin{aligned}
& a=\left(u_{3}-u_{2}\right) / A+g u_{3}, b=\left(u_{1}-u_{2}\right) / A+h u_{1}, c=u_{2} \\
& d=\left(v_{3}-v_{2}\right) / A+g v_{3}, e=\left(v_{1}-v_{2}\right) / A+h v_{1}, f=v_{2} \\
& g=\frac{\left|\begin{array}{ll}
d u_{3} & d u_{2} \\
d v_{3} & d v_{2}
\end{array}\right|, h=\frac{\left|\begin{array}{ll}
d u_{1} & d u_{3} \\
d v_{1} & d v_{3}
\end{array}\right|}{\left|\begin{array}{ll}
d u_{1} & d u_{2} \\
d v_{1} & d v_{2}
\end{array}\right|}, \left.h \begin{array}{ll}
d u_{1} & d u_{2} \\
d v_{1} & d v_{2}
\end{array} \right\rvert\,}{d u_{1}=\left(u_{3}-u_{2}\right) A, d u_{2}=\left(u_{1}-u_{4}\right) A, d u_{3}=u_{2}-u_{3}+u_{4}-u_{1}} \\
& d v_{1}=\left(v_{3}-v_{2}\right) A, d v_{2}=\left(v_{1}-v_{4}\right) A, d v_{3}=v_{2}-v_{3}+v_{4}-v_{1}
\end{aligned}
$$

It sometimes happens, that the estimate of $\mathrm{P}_{4}$ position is not quite accurate so we move $\mathrm{P}_{4}$ in spiral from its initial position (obtained in previous step) and we calculate match score of bottom-right Alignment Pattern (Alignment Pattern exists only in QR codes version 2 and above). For each shift we recalculate coefficients for the perspective transformation, and we recalculate also match score. For the given version of the QR Code we know the expected position and size of bottom-right Alignment Pattern so we can calculate match between expected and real state. The final position $\mathrm{P}_{4}$ is the one with the highest match score.

Another alternative method how to handle perspective distorted QR Codes and how to determine position of the $\mathrm{P}_{4}$ point is based on edge directions and edge projections analysis [23].

### 3.7. Decoding of a QR Code

A QR Code is 2D square matrix in which the dark and light squares (modules) represent bits 1 and 0 . In fact, each such a module on the pixel level is usually made up of cluster of adjacent pixels. In a QR Code decoding process, we have to build a 2D matrix that has elements with a value of 1 or 0 (Figure 15).


Figure 15. Transformation of the QR Code into the binary grid.

The pixels, where the brightness is lower than the threshold, are declared as 1 and the others are declared as 0 . When analyzing such a cluster of pixels (module), the central pixel of the module plays a decisive role. If the calculated position of the central pixel does not align to integer coordinates in the image, the brightness is determined by bilinear interpolation.

Once the binary matrix of 1 and 0 is created, the open-source ZBar library [24] can be used to start the final decoding of the binary matrix and to receive the original text encoded by the QR Code.

## 4. Results

We used a test dataset of 595 QR Code samples to verify the method described in this paper. The testing dataset contained 25 artificial QR codes of different sizes and rotations, 90 QR Codes from Internet images, and 480 QR Codes from a specific industrial process. Several examples of the testing samples are in Figure 16.


Figure 16. Testing samples: (a) artificial, (b) Internet, (c) industrial.
In Table 1 and Figure 17 there are our results compared to competing QR Code decoding solutions (commercial and also open-source). In the table are the numbers of correctly decoded QR Codes from the total number of 595 QR Codes.

Table 1. Comparison of competing solutions with our proposed method.

| Solution | Artificial Samples | Internet Samples | Industrial Samples |
| :---: | :---: | :---: | :---: |
| ZXing (open-source) [25] | 2 | 72 | 48 |
| Quirc (open-source) [22] | 12 | 69 | 45 |
| LEADTOOLS QR Code SDK [26] | 9 | 72 | 147 |
| ZBar (open-source) [24] | 23 | 84 | 398 |
| Inlite Barcode Reader SDK [27] | 25 | 80 | 421 |
| DataSymbol Barcode Reader SDK [28] | 25 | 89 | 471 |
| Dynamsoft Barcode Reader SDK [29] | 25 | 88 | 478 |
| Our solution | 25 | 87 | 480 |



Figure 17. Comparison of the recognition rate of our method against competing solutions.

Our method successfully detected all QR Codes but failed to decode three samples. Two samples were QR Codes placed on a bottle, where perspective and cylindrical distortions were combined. How to deal with this type of combined distortion is a challenge for future research.

As the commercial solutions have closed source code, we performed the testing using the black-box method. We have compiled our own QR Code test dataset (published together with this article under "Supplementary Material") to evaluate and compare our method, as a standardized universal dataset is not publicly available.

In Table 2 the computational complexity of our algorithm is compared to competing open-source solutions (commercial solutions were tested online). Our algorithm was implemented in Free Pascal and tests were run on an i5-4590 3.3GHz CPU (Intel Corporation, Santa Clara, CA, USA).

Table 2. Dependence of computational complexity on image resolution and number of QR codes in an image.

| Solution | $\mathbf{1 2 9 6 \times \mathbf { 9 6 0 }}$ |  | $\mathbf{2 5 9 2 \times \mathbf { 1 9 2 0 }}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{1}$ Code | $\mathbf{1 0}$ Codes | $\mathbf{1}$ Code | $\mathbf{1 0}$ Codes | $\mathbf{5 0}$ Codes |
| ZBar (open-source) | 85 ms | 185 ms | 347 ms | 372 ms | 1744 ms |
| Quirc (open-source) | 13 ms | 26 ms | 45 ms | 130 ms | 493 ms |
| Our solution | 18 ms | 21 ms | 73 ms | 77 ms | 107 ms |

We see the main contribution of our method in the way the broken Finder Pattern is dealt with (Section 3.3.2) and how the QR Code bounding box is determined (Section 3.6), especially for perspective distorted QR Codes. The presented method can still locate a QR Code if one of the three Finder Patterns is significantly damaged. Consecutive tests in the real manufacturing process showed that this situation occurs much more often than a situation where two or three opposite Finder Patterns are damaged. In order to detect a QR Code with multiple damage Finder Patterns, it will be necessary to combine Finder Pattern based localization with the region based localization.

## 5. Conclusions

We have designed and tested a computationally efficient method for precise location of 2D QR Codes in arbitrary images under various illumination conditions. The proposed method is suitable for low-resolution images as well as for real time processing. The designed Finder Pattern based localization method uses three typical patterns of QR Codes to identify three corners of QR Codes in an image. If one of the three Finder Patterns is so destroyed that it cannot be localized, we have suggested a way to deal with it. The input image is binarized and scanned horizontally to localize the Finder Pattern candidates, which are subsequently verified in order to localize the raw QR Code region. For distorted QR Codes, the perspective transformation is set-up by gradually approaching the boundary of the QR Code.

This method was validated on the testing dataset consisting of a wide variety of samples (synthetic, real world, and specific industrial samples) and it was compared to competing software. The experimental results show that our method has a high detection rate.

The application of QR Codes and their optical recognition has wide use in identification, tracing or monitoring of items in production [30], storing and distribution processes, to aid visually impaired and blind people, to let autonomous robots [31] to acquire context-relevant information, to support authorization during log-in process, to support electronic payments, to increase industrial production surety factor [32], etc.

In cases where is required to place the 2D matrix codes on a very small area it may be preferable to use Data Matrix codes [33].

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/10/21/7814/s1, one ZIP file contains images of QR Codes testing dataset used to evaluate the competing solutions.
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Featured Application: Existing camera systems may provide localization and tracking of everything marked, while AGVs do not have to carry sensors for localization and navigation themselves. This method provides centralized supervision of deployed robotic systems.


#### Abstract

The objective of this study is to extend the possibilities of robot localization in a known environment by using the pre-deployed infrastructure of a smart building. The proposed method demonstrates a concept of a Shared Sensory System for the automated guided vehicles (AGVs), when already existing camera hardware of a building can be utilized for position detection of marked devices. This approach extends surveillance cameras capabilities creating a general sensory system for localization of active (automated) or passive devices in a smart building. The application is presented using both simulations and experiments for a common corridor of a building. The advantages and disadvantages are stated. We analyze the impact of the captured frame's resolution on the processing speed while also using multiple cameras to improve the accuracy of localization. The proposed methodology in which we use the surveillance cameras in a stand-alone way or in a support role for the AGVs to be localized in the environment has a huge potential utilization in the future smart buildings and cities. The available infrastructure is used to provide additional features for the building control unit, such as awareness of the position of the robots without the need to obtain this data directly from the robots, which would lower the cost of the robots themselves. On the other hand, the information about the location of a robot may be transferred bidirectionally between robots and the building control system to improve the overall safety and reliability of the system.


Keywords: smart buildings; shared sensory system; surveillance system; localization; marker detection

## 1. Introduction

Imagine that in the future every building will look like a living organism comparable to a hive where both humans, robots, and other devices are going to cooperate on their tasks. For example, mobile robotic systems will assist people with basic repetitive tasks, such as package and food delivery, human transportation, security, cleaning, and maintenance. Besides fulfilling the purpose, robots need to be safe for any person that comes in contact with one, so any possible harm is avoided. A robot position tracking and collision avoidance plays a key role to ensure such capabilities.

There are many methodologies for motion planning and their theoretical approaches are described in a survey by Mohanan and Salgoankar [1]. One of the most used methods is Simultaneous Localization and Mapping (SLAM) [2] where the environment is not known, so a vision based system is placed on a robot to observe the area and create a map of it, eventually to perform trajectory planning on top of it. There were many enhancements of the SLAM methods proposed, some of them are compared by Santos [3] and the most common sensors used there are lidars [4-7] and depth
cameras [4,8-10]. However, when the environment is known (indoor areas frequently), the advanced SLAM systems may become redundant and if more robots are deployed, it becomes costly when every single robot has to carry all sensors.

Therefore, some alternatives come to mind, such as real-time locating systems (RTLS), when devices working on the radio frequency communication principle are placed in the environment to determine the position of a robot. Under this technology, one can imagine WiFi [11,12], when time-difference measurements between the towers and the monitored object are obtained, or RFID [13-15], when tags shaped in a matrix on the floor or walls are detected by a transmitter on the robot. However, deployment of RTLS is not always possible, when WiFi needs uninterrupted visual contact and reliable communication between the towers. The RFID tags on the floor can be damaged during a time and the accuracy is based on the density (amount) of the tags. In general, RTLS is suitable only for indoor areas. On the other hand, the most common GNSS systems for outdoor navigation cannot provide a reliable solution in the case of indoor environments.

Another approach for robot navigation is odometry, which analyzes the data from onboard sensors and estimates the position change over time. Mostly the wheel encoders are used [16], or a camera for visual odometry [17]. Although, the odometry measurements have a disadvantage when they accumulate an error with time, as investigated by Ganganath [18], where he proposed a solution using a Kinect sensor that is detecting tag markers placed in the environment. Similar methods of robot localization when the map is known and visual markers are deployed are presented in $[19,20]$. The other possible solution of an object localization is a marker-based motion capture system, in which the functioning with multiple robots was demonstrated in [21], but only a single camera was used and all paper-printed markers were the same, so it is not possible to use it for device identification. Infra-red markers have a similar disadvantage, they were used for tracking AGVs with either a number of high-speed cameras in [22-24] or the Kinect system in [25]. When many robots at the same place are used, a field Swarm Robotics [26] comes to mind. Some algorithms tested with real robots were introduced [27,28], but they were not applied on different types of robots and have not been tested in cooperation with humans or in an environment where people randomly appear and disappear.

Except for the RTLS and motion capture, the previously mentioned methods are based on sensor systems carried by a robot. Furthermore, only the robot determines its pose and in case of an unexpected situation, it might lead to a fault state and connection lost without providing any reliable feedback to the control system of a building, as shown in Figure 1a. The RTLS avoid this situation, but only because of added devices such as communication towers. The marker-based motion capture system, if used in common areas like rooms and corridors of a building, needs many cameras deployed and a specific pattern of IR markers on every device. If there are tens or hundreds of devices, to define and to recognize the markers becomes a difficult task. However, smart buildings may already have their sensor systems, mostly cameras and related devices for security purposes. Nowadays, face-recognition and object detection software has been used in airports [29], governmental buildings, other public places, and even in smart phones. These capabilities lead us to an approach when the surveillance cameras would be involved in the facial recognition and tracking of any robot or device at the same time, meaning that every device has its unique easily printable marker that characterizes it, so the control system of the whole building has an independent feedback on a device's pose continuously. This also extends the possibility of tracking things in an environment even though they are not electronic devices, for example important packages and boxes. Such a solution acts, as we call it, as a Shared Sensory System. This approach simplifies the tracking of new devices, as only their ID is needed, as well as a new marker to be placed on a device or thing to the control system.

Furthermore, the hardware costs are minimized when the devices do not need to carry any computational units or sensors. The image analysis, object detection, localization, and trajectory planning of AGVs may run in the cloud. The scheme of the system is shown in Figure 1b.


Figure 1. A robot pose determination: (a) Nowadays robots inform control systems about their pose; (b) Proposed method of determination of any device pose, robots may provide their own pose estimation so two-way detection is performed.

## 2. Test Benches and Methods

There are more options of detecting an object in an image as compared to a survey of Parekh [30]. For image processing and tag marker detection we used OpenCV library [31] and methodology described in [32] for detecting an Aruco 3D gridboard, which improves the reliability and accuracy of the detection in comparison with basic 2D tags. The gridboard (Figure 2) represents a coordinate frame and may be placed on a robot.


Figure 2. Aruco 3D gridboard with detected coordinate frame XYZ—red, green, blue, respectively.
The OpenCV Aruco module analyzes an image from a camera and calculates the transformation from a tag to the camera. This transformation is represented by a homogenous transformation matrix, including the position and rotation of the detected coordinate frame. Every unique marker may represent a unique robot or device. When there are more of them placed in the field of view of a camera, the transformation between them is calculated directly, or in reference to the base coordinate frame. The homogenous transformation matrix from a global coordinate frame (base frame B) to the robot frame is calculated by Equation (1). The $T_{B C}$ is a known transformation from the global coordinate frame to the camera frame. The $T_{C R}$ is the detected transformation from the camera frame to the robot frame, obtained from image processing. The transformation matrices, in terms of robot kinematics, are described by Legnani [33].

$$
\begin{equation*}
T_{B R}=T_{B C} T_{C R} \tag{1}
\end{equation*}
$$

We assume that the placements of all cameras are known, the transformations between the cameras may be determined by their layout related to a world coordinate frame. With this information, it is possible to track and calculate the positions between tagged objects even if they are in different parts of a building. Number of cameras has an impact on the accuracy of the detection, as it is described in Section 3. Results show, however, that even a single camera provides reliable data on the location of an AGV. To demonstrate the difference between the number of cameras used, we designed a camera system with 3 cameras of the same type, which is shown in Figure 3 schematically and in Figure 4 as captures of simulation. Finally, the same system was deployed in the experiment, which is shown in

Figure 5. Fields of view of those cameras intersect and are described in Figure 3. Such a system might serve, for example, as a face-recognition every time a human wants to enter a door. If this person is allowed to enter, the door can automatically unlock and open, which may be appreciated in clean rooms, such as biomedical labs, where, for example, samples of dangerous diseases are analyzed. Our methodology utilizes these kinds of cameras for AGVs localization and makes them multipurpose.


Figure 3. Schematics of cameras placement: (a) top view; (b) side view.


Figure 4. Simulation environment: (a) top view; (b) red camera view; (c) blue camera view; (d) yellow camera view. Resolution for every camera was set to $1280 \times 720$ px this time.


Figure 5. Real test: the cameras are highlighted with yellow, blue, and red circles. The gridboard is in a green circle representing the position of an automated guided vehicles (AGV).

### 2.1. Simulation with Single Robot

The concept was simulated and tested in an environment similar to that described in the previous chapter and as shown in Figure 4a. The cameras were deployed above the doors in a corridor. In the simulation, an AGV position was represented as a box with a 3D gridboard on top of it. The robot was moving along a trajectory loop under the cameras. The results of this simulation are supposed to provide an idea about how accurate the detection can be if the environmental conditions (sun light, reflections, artificial lightning, etc.) are ideal, secondly what impact the cameras resolution has on the detection. The crucial outcome is the comparison between accuracy and processing time when resolution differs. As the processing time, we understand the period when the OpenCV algorithm is analyzing an image that was previously captured and stored in a buffer as the most recent. The average processing time depends on the number of pixels and stays the same no matter if an analyzed image was captured in the simulation or real test.

In Figure 4b-d, the images captured by all three cameras at the same time can be seen. The images were already processed, so the coordinate frame of the detected tag is visible. The resolution has an impact on a tag detection-higher resolution may detect a smaller (more distant) marker. The simulated resolutions for the chosen tags with dimensions of $70 \times 70 \mathrm{~mm}$ were:

- $1920 \times 1080 \mathrm{px}$
- $1280 \times 720 \mathrm{px}$
- $640 \times 480 \mathrm{px}$


### 2.2. Experiment

Based on the simulation result we performed the real test, as shown in Figure 5. The objective of the experiment was to determine the absolute accuracy of the detection. Therefore, the gridboard was placed on a static rod, which allowed us to check the detected position with its absolute value that was measured using a precisely placed matrix of points on the floor (white canvas in Figure 5). The rod was moved into 14 different positions, which were 250 mm apart from each other. In every position, 40 measurements were taken for a dataset that was analyzed later. The height of the gridboad above the floor on the simulated robot was the same as the height of the gridboard on the rod in the experiment, 460 mm exactly. The cameras were 2500 mm above the floor. Resolution was set to $1280 \times 720 \mathrm{px}$ for the cameras in the experiment when it provided the best performance in the simulation, as described in the Results Section. The control PC was running on Ubuntu 16.04 with a CPU of 4 cores at 2.80 GHz , the USB 3 was providing connection to the Intel D435i [34] depth cameras; however, only their RGB image was analyzed. It is important to note that camera calibration process is crucial for the accuracy of the detection, as it is described in [35]. The cameras were calibrated following these instructions.

In both simulation and experiment, the relation between the number of cameras and the detected position accuracy was examined.

For presenting the accuracy results of this method, we chose to determine the absolute distance from the point where a tag's coordinate frame was expected to the point where it was measured. Only $X$ and $Y$ coordinates were considered, the $Z$ coordinate is known for every robot-the height of a tag in our case. In Equation (2), the calculated accuracy error is presented. The $X_{0}$ and $Y_{0}$ represent the expected values, the $X_{1}$ and $Y_{1}$ represent the measured coordinates by a camera

$$
\begin{equation*}
\text { error }=\sqrt{\left(X_{0}-X_{1}\right)^{2}+\left(Y_{0}-Y_{1}\right)^{2}} \tag{2}
\end{equation*}
$$

In the simulation and experiment, only the position values $X$ and $Y$ of the gridboard were later analyzed and presented in the Results Section. However, during the image processing, all data as $X, Y, Z$ position values and $R_{x}, R_{y}, R_{z}$ values for orientation were acquired.

### 2.3. Simulation with Multiple Robots

The purpose of the second simulation is to present the capabilities of our algorithm to detect multiple robots using multiple cameras. The trajectories and lookout of the robots are shown in Figure 6. The tags on the black robot were placed at different positions in comparison with the white robot, but the system can handle this. In comparison with the first simulation, the size of the tags was changed to $170 \times 170 \mathrm{~mm}$ to highlight the scalability of the system. At some point of the simulation the robots are detected by one or more cameras and at another point both robots are detected by all cameras. The environment and camera position stayed the same as in the previous simulation with a single robot. The $1280 \times 720 \mathrm{px}$ camera resolution was used. The simulation step was set to $\Delta t=0.0333$ s , which corresponds to 30 fps , which is a general value for most of the cameras. Based on this setup, the velocity $v_{i}$ of the robot was calculated as the change of the position in two captured frames in time, as shown in Equation (3). The $X_{i}, Y_{i}$ represent the position of a robot in $i_{\text {th }}$ frame, the $X_{i-1}, Y_{i-1}$ represent the position of the robot in the previous frame.

$$
\begin{equation*}
v_{i}=\frac{1}{\Delta t} \sqrt{\left(X_{i}-X_{i-1}\right)^{2}+\left(Y_{i}-Y_{i-1}\right)^{2}} \tag{3}
\end{equation*}
$$

The default speed of the robots was set to $1.5 \mathrm{~m} / \mathrm{s}$ in the simulation, the error between this value and the calculated velocity $v$ based on the marker detection is presented in the Results Section.


Figure 6. Multiple robots simulation: (a) trajectories of the robots in the previously described environment; (b) marked robots, the size of the tags was set to $170 \times 170 \mathrm{~mm}$.

A video with an additional description of the simulation of multiple robots was uploaded on a YouTube channel [36] of the Department of Robotics, VSB-TU of Ostrava. A Python source code of the detection is available as a Github repository [37].

## 3. Results

In the case of the simulation with a single robot, we present data on the detection accuracy error for the three resolutions in Figure 7a, when the image from a single camera was used. The zero value of the graph represents the real position of the robot, measured by the CoppeliaSim simulation engine, where it is possible to read the absolute position data of every object. As expected, with a smaller resolution of a camera the accuracy drops down. However, the difference between Full HD and HD image resolution is only 4.8 mm on average. In addition, when observing the processing time for an image in Figure 7b the HD resolution may provide twice as fast detection as Full HD.


Figure 7. Simulation results: (a) detection accuracy error; (b) processing time.
The simulation results with the single robot are presented in Table 1. The data show the relation between the resolution of a camera and its impact on detection accuracy and processing time. The accuracy can be influenced by many aspects, but the processing time of an image is very closely related to the number of pixels. Therefore, in the following real cameras experiment, $1280 \times 720 \mathrm{px}$ resolution was used when it provides (observing Table 1) good performance between accuracy and processing time.

Table 1. Average accuracy and processing time of detection in simulation.

| Cameras Resolution (px) | Average Accuracy (mm) | Processing Time (ms) |
| :---: | :---: | :---: |
| $1920 \times 1080$ | 4.1 | 278.9 |
| $1280 \times 720$ | 8.9 | 138.5 |
| $640 \times 480$ | 117.5 | 51.6 |

More cameras can detect a gridboard all at once. In this simulation and experiment, we detected it with one, two or three cameras to compare the results. An average value of the position vector for two or three cameras was determined. In Figure 8 there is a comparison of the position accuracy error for
single or multiple cameras. As shown in Figure 8b for the experiment, when more cameras were used, the absolute error was not improved significantly; however, the variance of the error was lowered. The reason why the error does not go down substantially when more cameras are used is that at a random position the robot appears in different areas of the images of every camera. In the center of an image, the localization is the most precise, in the sides of an image, the precision of detection is decreasing. This effect is described later in Figure 9.


Figure 8. Comparison of detection when one, two or three cameras were used: (a) simulation; (b) experiment.

The average values of the accuracy error in the simulation with the single robot and experiment presented in Figure 8 are stated in Table 2.

Table 2. Comparison of average accuracy error of detection in simulation with the single robot vs. real test.

| Environment | Average Accuracy of <br> 1 Camera (mm) | Average Accuracy of <br> 2 Cameras (mm) | Average Accuracy of <br> 3 Cameras (mm) |
| :---: | :---: | :---: | :---: |
| Simulation | 11.8 | 8.6 | 5.7 |
| Experiment | 18.3 | 15.5 | 12.7 |

Figure 9 represents the distortion [35] of nonperfect calibration of a camera. Therefore, more cameras cannot guarantee the absolute accuracy of the detection; on the other hand, the error can be significantly lowered when there two or more cameras are used. In Figure 9, the 14 different positions were measured 40 times by a camera highlighted by the red circle in Figure 5. The set of points A with $X, Y \mathrm{~mm}$ was very close to the center of the camera's field of view. The set of points B was the most distant and the dispersion of the 40 measurements is the most significant.


Figure 9. Detection accuracy of a single camera in a real experiment. Every color represents a different set of measured positions. It is the red camera in Figure 5, specifically.

The following graphs are the results of the simulation with multiple robots. In Figure 10, the accuracy of the algorithm is presented, comparing the defined path of the robots and the detected path.


Figure 10. Comparison of detected and real positions during the simulation with multiple robot: (a) results for every camera; (b) average value.

The graphs of Figure 10 prove excellent general accuracy of the system. The results are overlapping with the absolute position values measured by the simulation engine and the difference is not clearly visible in this scale. Therefore, in Figure 11 the error values of the detected $X$ and $Y$ coordinates are presented. Zero error means that the detected position is equal to the real position of the robot. The colors of lines represent the cameras and the dashed line is the average value. There is no smoothing filter applied on the data, some peak values are visible. The application of filtering is one of the subjects for the future research.


Figure 11. Error between detected and real position of the robots: (a) $X$ direction of white robot; (b) $X$ direction of black robot; (c) $Y$ direction of white robot; (d) $Y$ direction of black robot.

The obtained data may be analyzed for other purposes, for example, in the graphs of Figure 12 the speed of the robots was calculated based on the difference between the positions in time, comparing $i_{\text {th }}$ and $i_{t h-1}$ frames. In the simulation for multiple robots, 175 frames were obtained in total.


Figure 12. Calculated velocity of robots: (a) white robot; (b) black robot.

## 4. Conclusions

In addition to the previous chapter where the results were presented, some other ideas and relations to the research of others may be discussed here. This study shows how the hardware that is already deployed may be used for another purpose in the case of smart cities and buildings, when only a software module with a control unit is added. The only prerequisite is having access to real-time image data of the installed camera system and computing capabilities for image processing, which can be run locally or in the cloud. In general, the price of a smart building is already high, and it increases with every added technology. This approach may lead to lower cost and create a Shared Sensory System for all AGVs at the level of a whole building and surrounding area.

We presented a possible use case when images of face-recognition security cameras, which were placed above the doors to provide automatic unlocking and opening, were also used for tracking of robots and other devices. This method can be applied to a robot navigation adding algorithm [38] for human and object detection of autonomous cars. Such capabilities would allow to stop or slow down a robot when a person is approaching while hidden behind a corner, so the human is not in the robot's field of view. Alternatively, the methodology may be used along with SLAM to add another safety feature to the control system.

The choice of camera resolution has an influence on the reliability and processing time of the system. In our measurements, for the real-time tracking application, the $640 \times 480$ px resolution would be necessary, but the drop in the case of accuracy might be a problem. However, the processing
time may be solved if more powerful control PC is used. In the experiment, we used resolution $1280 \times 720 \mathrm{px}$, which provided the best ratio between accuracy and speed of localization for us. When more cameras are deployed, a higher computing power is demanded. Therefore, more processing units or cloud computing for analyzing the images should be considered. Another disadvantage of the system is that a device position might be lost if it is not detected by any camera. In this case, the control system should be prepared for dealing with such a situation. For example, the robot shall be stopped until allowed to continue in its trajectory or reset.

For the most accurate detection of a tag, every camera should be calibrated. On the other hand, if many cameras of the same type are deployed, the calibration constants can be determined statistically performing the calibration with a few of these cameras and distributing the calibration file with constants of average values. If a new camera is added to the system, its precise position can be determined using an additional device with tag markers placed at a certain distance from the camera using the device's known dimensions.

In multiple camera detection, we use a simple distance average for the detected objects. Another approach to determine the position more accurately is to apprise the distance of every camera to the detected object. Therefore, the nearest camera that should provide the most precise detection would obtain a higher weight than the others. This is a topic for further research.

Our algorithm can deal with multiple marker detection. This can be deployed whenever in a building with coverage of the camera's field of view and used for localization of any device with the marker, not only robots. In addition to that, this system could be applied in the outdoor environment using the surveillance camera systems deployed by governments. For example, in the case of the possibility of using the image data, car-sharing or autonomous taxi companies could place unique markers on the roofs of their vehicles fleet, and the position of a vehicle could be inquired in the governmental system, which might be an additional benefit for a public city.
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## Abbreviations

The following abbreviations are used in this manuscript:
AGV Automated Guided Vehicle
FPS Frames per Second
GNSS Global Navigation Satellite System
OpenCV Open Source Computer Vision Library
RFID Radio Frequency Identification
RGB Red Green Blue
RTLS Real Time Locating System
SLAM Simultaneous Localization and Mapping
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#### Abstract

The assisted assembly of customized products supported by collaborative robots combined with mixed reality devices is the current trend in the Industry 4.0 concept. This article introduces an experimental work cell with the implementation of the assisted assembly process for customized cam switches as a case study. The research is aimed to design a methodology for this complex task with full digitalization and transformation data to digital twin models from all vision systems. Recognition of position and orientation of assembled parts during manual assembly are marked and checked by convolutional neural network (CNN) model. Training of CNN was based on a new approach using virtual training samples with single shot detection and instance segmentation. The trained CNN model was transferred to an embedded artificial processing unit with a high-resolution camera sensor. The embedded device redistributes data with parts detected position and orientation into mixed reality devices and collaborative robot. This approach to assisted assembly using mixed reality, collaborative robot, vision systems, and CNN models can significantly decrease assembly and training time in real production.


Keywords: assisted assembly; mixed reality; collaborative robot; digital twin; convolutional neural networks

## 1. Introduction and Related Works

Collaborative robots and their implementation in the assisted assembly process is an important part of the Industry 4.0 concept. They can work in the same workspace as human workers and perform basic manipulations or simple monotonous assembly tasks. This area is open to new research, methodology development and definition of basic requirements, because real applications in production processes are currently still limited.

The main advantage of using collaborative robots in the assembly process is a minimal transport delay of assembly parts between manual and automated operation. Other benefits are, for example, an integrated vision system for additional inspection of manual operation, the possibility to provide the interface for digital data collection from sensors and communication with external cloud platforms.

Appropriate human-robot cooperation can significantly improve assembly time, but both must have exactly defined methods of communication between them. For example, the collaborative robot can check the success of a worker assembly operation by the integrated camera and the worker can get information about this status by mixed reality devices. The mixed reality device also can shortcut the time of staff training. Configuration principles of a collaborative robot in an assembly task were introduced in [1], a framework to implement collaborative robots in the manual assembly in [2] and a human-robot collaboration framework for improving ergonomics in [3]. The important condition for the assisted assembly process is the synchronization of augmented (AR), virtual (VR), or mixed
(MR) reality devices with the digital twin for full digitalization of the used technology A nice review of virtual, mixed, and augmented reality for immersive systems research is presented in [4]. Some other research results of the mixed assembly process between human and collaborative robots are described in [5-7]. An AR-based worker support system for human-robot collaboration using AR libraries was proposed in [8] and an anchoring support system using the AR toolkit was developed in [9]. A novel approach for end-user-oriented no-code process modeling in IoT domains using mixed reality technology is presented in [10] and a holistic analysis towards understanding consumer perceptions of virtual reality devices in the post-adoption phase in [11]. Technologies of virtual, augmented and mixed reality have an important role also in educational and training purposes as it was, for example, stated in [12,13].

Our research in the field of a digital twin implementation into assembly processes started with the digitalization of the experimental manufacturing assembly system described in [14]. A digital twin can visualize the real status of a manufacturing system as a 3D simulation model with real-time actualization, so there is a need to have an appropriate simulation model, for example a generic simulation model of the flexible manufacturing system developed in [15]. An automatic generation of a simulation-based digital twin of an industrial process plant is described in [16]. The basic overview about the usability of a digital twin can be found in [17], the possibility of improving the efficiency of the production by the implementation of digital twins is presented in [18]. Some learning experiences after establishing digital twins are described in [19] and using a digital twin to enhance the integration of ergonomics in the workplace design in [20]. Recommendations for future research and practice in the use of digital twins in the field of collaborative robotics are given in [21]. Also, this brief overview shows that a digital twin is an important element in the implementation of an assisted assembly into the production process.

The next condition of successful implementation of an assisted assembly into the production process is synchronization with the recognition system mainly based on vision devices with some SMART features like object detection, assembly parts identification and localization with their actual orientation in a workspace. Based on the obtained knowledge from the research on diagnostics of errors at the component surface by vision recognition systems using machine learning algorithms [22] we have started to use a convolutional neural network (CNN) for the recognition of standardized industrial parts (hexagon screw / nut and circular hole assembly elements) trained by real image input [23]. CNN with deep learning can work reliably for parts recognition, but the problem is manual preparation of input data for the learning process, because a very large quantity of input samples need to be prepared, usually several hundred for one part. The solution is to replace real image samples with 3D virtual models [24], but an important task is an automated sample generation from 3D models, which can be simplified using a web interface [25]. Besides automated input data preparation for CNN training, automated image analysis is also important. Some principles of this process were described in [26]. An interesting case study on the recognition of mark images using deep CNN was published in [27]. A methodology for synthesizing novel 3D image classifiers by generative enhancement of existing nongenerative classifiers was proposed and verified in [28]. A viewpoint estimation in images using CNNs trained with rendered 3D model views was published in [29] and an accurate and fast CNN-based 6DoF object pose estimation using synthetic training in [30].

The sections of this article are structured in the following manner: following the introduction and related works in this Section a methodology of CNN training using 3D virtual models is introduced in Section 2. Section 3 describes the experimental assisted assembly work cell and the assembled product, in Section 4 the principles of the 3D virtual model preparation and 2D sample generation for CNN training are presented. Section 5 contains results and discussion, including implementation of parts recognition into the collaborative work cell. Finally, Section 6 presents a summary of the article along with some ideas for future work.

The main novelty and the innovation contribution of the article is a complex methodology for CNN training by virtual 3D models and design of a communication framework for assisted assembly devices like collaborative robot and mixed reality device.

## 2. Methodology of Deep Learning Implementation into the Assisted Assembly Process

A methodology of CNN training using 3D virtual models for deep learning implementation into the assisted assembly process is based on an automated generation of input sample data for learning without any monotonous manual work. All tasks, such as an object detection position, background and material change can be automated by the scripting language. This methodology can be divided into eight steps:
(1) Creation of 3D virtual models from the experimental assembly by any 3D design software or point cloud creation by laser scanning technology with conversion to some standard 3D format (OBJ, FBX, STL, IGES, etc.);
(2) Import 3D models into the software with cinematic rendering and some simulation of dynamics;
(3) Algorithms design of an automatic data queue of parts positioning, rotating, and camera setup by parts size;
(4) Rendering two sets of images: the first for CNN teaching and the second for an automated annotation algorithm;
(5) Creating of XML file for single shot detection and JSON format for instance segmentation;
(6) Automated ratio sorting to training and testing samples and moving to separate folder;
(7) Training of convolutional neural network for parts classification and localization (using single shot detection and instance segmentation);
(8) Transformation of CNN models into some type of embedded devices for inference of the trained model and results distribution of the detected position data to assisted assembly systems: a collaborative robot internal Cartesian system and mixed reality device anchoring system;
The detected objects are placed on the floor and they can be rotated only around one axis with a chosen increment from $20^{\circ}$ to $360^{\circ}$ by step from 1 to 18 . The translation and rotation of virtual parts in scene are computed by standard translation and rotation matrixes for placement in 3D environment [24].

The detected object can be too small, for example as nuts or washers, so it is necessary to get magnification to change the field of view for the camera, according to Equation (1):

$$
\begin{equation*}
\text { if } \frac{F O V_{H, V}}{D_{X, Y}}>3 \text {; then } H=M f_{L} \tag{1}
\end{equation*}
$$

where $F O V_{H, V}$ is field of view (horizontal or vertical), $D_{X, Y}$ is object dimension in $X$ or $Y$ axis, $H$ is distance to object [mm], $M$ is magnification setup to 0.5 x or 0.25 x and $f_{L}$ is focal length [mm].

The number of generated 2D images from all imported parts is counted by simple Equation (2):

$$
\begin{equation*}
N=p f n_{\alpha}, \tag{2}
\end{equation*}
$$

where $p$ is the number of imported parts, $f$ is the number of used floors and $n_{\alpha}$ is the number of rotations for every part (in the range from 1 to 18).

Figure 1 presents a diagram of the proposed methodology of automatic data preparation for CNN automated training using experimental values, evaluation, and execution in the embedded device.


Figure 1. The simplified algorithm for samples generation from 3D virtual models of assembly parts.

## 3. Experimental Platform

The research has been provided in the SmartTechLab for Industry 4.0 at the Faculty of Manufacturing Technologies of Technical University of Kosice. There is installed an experimental SMART manufacturing system established primarily for research purposes, but also for collaboration with companies and teaching purposes. An important part of this system is a work cell for assisted assembly with incorporated technologies for parts recognition, mixed reality and collaborative robotics (Figures 2 and 3).


Figure 2. A scheme of the experimental assisted assembly work cell with CNN processing unit, mixed reality device and collaborative robot.


Figure 3. The experimental SMART manufacturing system; red frame: the workplace with an assisted assembly work cell with collaborative robot ABB Yumi and Microsoft Hololens 2 mixed reality device.

The point of interest for experimental assembly is a cam switch consisting of 31 parts made from different materials: plastic, rubber, stainless steel, and brass. The disassembled parts are shown in Figure 4a, and the assembled product is shown in Figure 4b.


Figure 4. The experimental product used in research: (a) The disassembled product parts for identification by CNN; (b) The assembled cam switch.

## 4. Input Data Preparation for CNN Training

CNN can work reliably for assembly parts recognition, but a problem is the preparation of input data for their training. A very large quantity of input samples need to be prepared, usually several hundred for one assembly part, because it has to be captured with different angular/translation variations and also with different backgrounds and materials. The replacement of real images of assembly parts with their 3D virtual models can significantly accelerate this process. Applying virtual models is also a trend of the Industry 4.0 concept and they can represent the real production process or product. Such virtual models digitally replicate all aspects of real products and they are called digital twins. They consist of 3D models of parts grouped into assemblies with the possibility of data synchronization with a real product, so the first step in the methodology of deep learning implementation into the assisted assembly process is a digital twin creation of the assembled product, in our case a cam switch (Figure 5). This digital twin will serve also as an input model into a mixed reality device for staff training.


Figure 5. An exploded view of a cam switch digital twin used in the assisted assembly process for implementation into mixed reality devices.

### 4.1. An Automated 2D Images Generation by the Unreal Engine

In the previous research [24] there was combined Blender 3D software with Python scripting language for an automated generation of the CNN training set, but the Blender rendering engine does not provide cinematic quality of the generated samples. This disadvantage significantly decreases the classification precision of trained convolutional networks by about 20 to $30 \%$. The new approach is based on cinematic rendering from the Unreal Engine combined with Blueprint and Python scripting language. The next new feature is a dynamic collision used for realistic shadow rendering placed under generated samples on a different surface. An example of part position in the 3D inside of Unreal Engine editor setup before dynamic simulation (left) and the part with shadow after simulation (right) is shown in Figure 6.


Figure 6. An example project in the Unreal Engine: (a) 3D virtual model of a screw in the Unreal Engine editor; (b) 3D after dynamic simulation with cinematics texture and shadow.

The basic algorithm is coded in the Blueprint Scripting Language, an example of subprogram for 3D virtual part rotation in Z axis is shown in Figure 7.


Figure 7. An example of a visual script for automated part rotation in Z-axis using the algorithm coded in the Blueprint Scripting Language.

The initial parameters for 2D sample generation are rotation angle, type of CNN model which provides basic image resolution, number of generated backgrounds as floors, and annotation file type. Basic parameters selection in the Unreal HUD menu before automated generation start is shown in Figure 8. Full assembly of the cam switch consists
of 31 different parts, the basic setup uses 5 different floor textures and the angle of rotation can be set up from $20^{\circ}$ to $360^{\circ}$ in Z-axis.

## Basic Parameters for 2D sample generation Select rotation angle 1

Figure 8. The Unreal Engine application setup of basic parameters for automated generation of 2D samples training and testing set.

### 4.2. An Automated Annotation by the OpenCV Algorithms

The input condition for automated annotation is a black background and binary threshold to get clear object edges. Two basic annotation methods were selected for generated 2D images from 3D virtual models:

- Single Shot Detection (SSD) annotation by the basic unrotated bounding box in XML format for LabelImg;
- Instance segmentation annotation by a polygon with variable approximation in JSON format for LabelMe.

The process of automated SSD annotation and evaluation is shown in Figure 9. The resolution of generated images can be changed exactly for the used CNN model. The first tested model was Faster R-CNN with Inception v2 with default resolution $600 \times 1024 \times 3$. Test samples are separated randomly from the train set for every generated part by a default value of $25 \%$.


Figure 9. An autogeneration of the part localization by OpenCV for SSD: (a) binary threshold; (b) contour detection with bounding box generation; (c) LabelImg check of XML data generation.

Segmentation needs much more precise thresholding like single shot detection. The closing algorithm was used to get a precise contour of the object. An example of thresholding with object contour closing is shown in Figure 10.


Figure 10. An autogeneration of the part localization by OpenCV for Segmentation: (a) the input image with black background from the Unreal Engine; (b) the result of OpenCV algorithm for precise contour generation; (c) an example of manual contour selection in VGG Image Annotator.

XML format for SSD is accepted as standard, but instance segmentation has many formats, COCO JSON, CSV, LabelMe JSON, RLE, etc. The simplest JSON structure has LabelMe format with polygon shape, which can be easily implemented to the automated process of contour annotation by OpenCV. An automated contour detection by OpenCV can provide a better contour as a manual process and it can significantly improve CNN instance segmentation after the training process, as can be seen in Figure 11.


Figure 11. OpenCV detected contour representation: (a) binarized image; (b) all detected points; (c) reduced number of points optimized by Douglas-Peucker algorithm.

### 4.3. The Generated Training and Testing Sample Set

An example of results from an automated sample generation with XML annotation converted to CSV files is shown in Figure 12.

To start the CNN model training process is only necessary to copy folder train, test, and two cumulated annotations to CSV files to the TensorFlow folder and create TF_record files for training and testing.


Figure 12. An example of the autogenerated training/tests set with XML bounding box annotation.
All necessary information to identify the sample is encoded in the sample image name: 00007 3plastic_button pic or 00007 3plastic_button picCV.png where: 00007—number of the generated image [image 7] 3-part identification in the assembly [part 3]
plastic_button-part name
pic—image type
CV-OpenCV generated binary image with black background .png/.xml/.json-the type of file necessary for TF record algorithm

## 5. Experimental Results and Implementation into the Assembly Process

An initial experiment of the cam switch parts recognition was executed using a small set of training samples (five per part, 155 samples altogether) with the different floor. Considering this small teaching set the obtained results are acceptable (see Table 1). The training process for Inception V2 is shown in Figure 13, where the unit on the X-axis is the number of cycles and the unit on the Y -axis is mAP.

Table 1. The acquired results by autogenerated training samples based on virtual 3D models.

| Pretrained CNN Model | Testing Set | Number of Samples | Classification Results [\%] | Training Time [h] |
| :---: | :---: | :---: | :---: | :---: |
| Faster RCNN Inception V2 SSD $^{1}$ | virtual | 155 | $67-86$ | 1.35 |
| Mask RCNN Resnet101 ${ }^{1}$ | virtual | 155 | $91-95$ | 5.20 |

${ }^{1}$ Both CNN models were used with a pretrained COCO dataset.
CNN models with single shot detection can be retrained very fast by transfer learning with accepted results within less than 2 h of training without dedicated GPU (for example the used pretrained Faster RCNN Inception V2 SSD reached the required accuracy within $1.35 \mathrm{~h})$. CNN models with segmentation for the same input samples need $4-5$ times more time for successful training (for example the used pretrained Mask RCNN Resnet101 reached required accuracy up to 5.20 h ). But in contrast to SSD where a model is saved after unpredictable numbers of iteration, the training of models with Segmentation is stored after each epoch. The results of recognition of other images (not training set) of some parts for both tested CNN models (SSD and instance segmentation) are shown in Figure 14.


Figure 13. Training graphs for classification (left) and localization (right).


Figure 14. Inference experiments with the SSD trained model (top) and instance segmentation (bottom).
The inference time experiments with trained CNN models (SSD and Mask) have been performed on many different platforms. The delay results presented in Tables 2 and 3 for inference time is average value from a multiple test in loop for recognition of 40 sample images. The obtained results for CNN model SSD Inception V2 and TensorFlow 1 are in Table 2, for CNN Segmentation model Resnet101 and TensorFlow 2 with Pixelib in Table 3.

Table 2. The acquired inference results for the SSD CNN model.

| Testing <br> Environment | Platform Type | Platform Parameters | Delay [ms] |
| :---: | :---: | :---: | :---: |
| Google Colab | CPU | Intel Xeon 2.30GHz Gen. 6 | 2726.18 |
| Google Colab | GPU | Tesla P4 | 358.37 |
| Google Colab | TPU | Cloud TPU | 2474.20 |
| NVIDIA APU | Xavier AGX | Saved model native | 885.18 |
| NVIDIA APU | AGX | FP32 Tensor RT | 445.43 |
| NVIDIA APU | AGX | FP16 Tensor RT | 339.41 |

Table 3. The acquired inference results for the Mask CNN model.

| Testing <br> Environment | Platform Type | Platform Parameters | Delay [ms] |
| :---: | :---: | :---: | :---: |
| NVIDIA APU | Xavier AGX | Maximum power 30W | 690.71 |
| Conda GPU | GPU | Nvidia RTX 2060 | 166.00 |
| Conda CPU | CPU | Intel i9-10900KF 3,7 Ghz | 701.12 |
| WSL2 CPU | CPU | i7-9750H 2,7 Ghz | 1522.88 |
| WSL2 GPU | AGX | NVIDIA GTX 1660 Ti DirectML | 5807.61 |

The FP16 SSD Inception V2 CNN model can reach about 3 FPS, which is an acceptable parts identification delay for checking worker assembly tasks and collaborative robot assembly status. The experiment with the Mask RCNN segmentation model reached in AGX device about 700 ms delay, which is acceptable in comparison to Desktop PC with high-performance CPU.

The mixed reality device is based on ARM64 architecture which does provide enough power for the execution of the trained inference model. The new approach is to stream video data to NVIDIA Xavier APU which runs an inference model and sends only extracted data: bounding box, contour polygon, and a result of classification as feedback.

The collaborative work cell contains a SMART vision system consisting of three cameras. The primary camera is connected to NVIDIA Xavier AGX (Figure 15a), where is uploaded trained CNN model. The second camera is integrated into mixed reality devices (Figure 15b) and the third camera is integrated into the right hand of the collaborative robot (Figure 15c). The principle of parts detection can be described in these steps:
(1) Get images from the mixed reality device and collaborative robot hand;
(2) Send images to the front of data;
(3) Get images by NVIDIA Xavier embedded device;
(4) Inference images by selected CNN model and acquire part position data;
(5) Send bounding box (contour) and classification value by TCP communication to both devices (mixed reality and collaborative robot).


Figure 15. SMART vision system of the collaborative work cell: (a) CNN processing unit NVIDIA Xavier AGX; (b) Mixed reality device camera; (c) Collaborative robot ABB Yumi Vision system integrated into the right hand.

The implementation principle of parts recognition into the collaborative work cell is shown in Figure 16.


Figure 16. The principle of an experimental assisted assembly work cell with CNN processing unit, mixed reality device, and collaborative robot.

Images captured by all vision systems (static dual 4 K e-con cameras connected to NVIDIA Xavier AGX and JetPack 4.4, integrated Cognex 7200 camera in ABB Yumi right hand and Microsoft Hololens 2 internal head camera) are shown in Figure 17.


Figure 17. Images captured in the assisted assembly work cell by: (a) Nvidia Xavier AGX e-con camera; (b) Mixed reality Microsoft Hololens 2 head camera; (c) ABB Yumi Cognex Vision system.

The application for the mixed reality device Hololens 2 is coded in the same software (Unreal Engine) as a sample generation software but does not use Python programming language and is coded only by Blueprint programming language with UXTool library.

The designed calibration principle of all used vision systems to one Cartesian coordinate is shown in Figure 18 and their synchronization is realized in these steps:

- NVIDIA Xavier AGX system with e-con dual 4K camera is static and default zero position is set as fixed $X, Y$ offset in pixels;
- ABB Yumi collaborative robot position is realized by offset from home point to the axis of the left-hand vision system in Rapid programming language;
- The mixed reality device Microsoft Hololens 2 is synchronized by QR code placed on the lower-left corner of the assembly table and rotation measured by integrated MEMS sensors.
- The information about part position adjusted by QR code is shared between all devices as Part identification, where position is $\mathrm{X}, \mathrm{Y}$; size $\mathrm{W}, \mathrm{H}$, and contour of the detected part is represented by array of points $C$.


Figure 18. The principle of vision systems synchronization to one Cartesian coordinate.
Current deep learning frameworks provide only image augmentation, which only reduces the number of images that are needed to be prepared. It means, the most monotonous works in deep learning implementation to real application still exist. This is the main reason why is not profitable to use deep learning in small series assembly tasks. On the other hand, an automated generation of training samples from CAD models, which are available before production starts, can help to implement more assisted assembly solutions into practice.

The research field in an automated generation of training samples for CNN models from 3D virtual models has a big potential to expand. Current progress in GPU with real-time raytracing can provide new rendering possibilities to reach cinematic quality in object visualization and fast preparation of virtual samples. An interesting project is Kaolin from NVIDIA, a modular differentiable rendering for applications like high-resolution simulation environments, though it is still only as a library under research.

The early research progress is improving the presented tested solution with parts overlay recognition implemented into the Unreal Engine. An example of the first testing implementation with overlays is shown in Figure 19.


Figure 19. Parts overlay early research implemented into the Unreal Engine.

## 6. Conclusions

An automated generation of training samples based on 3D virtual models is a new approach in the field of deep learning that can save many hours of manual work. The presented research in the article introduces a methodology of CNN training for deep learning implementation into the assisted assembly process. This methodology was evaluated in an experimental SMART manufacturing system with assisted assembly work cell using cam switch as chosen assembly product from real production where is still used fully manual assembly process [31].

To summarize, those experiments have been performed and these main research results have been acquired in the field of CNN training for parts recognition in the assisted assembly process:

- A Blueprint program for an automated generation of 2D images from 3D virtual models as CNN training set in the Unreal Engine 4 software has been created;
- A Python algorithm with OpenCV library has been implemented for an automated image annotation for single shot detection as XML and instance segmentation as JSON;
- Two separate CNN models (SSD and Mask) have been trained in TensorFlow 2 framework for evaluation of the proposed methodology of deep learning implementation into the assisted assembly process;
- Inference experiments with trained CNN models on different platforms including an embedded APU have been performed and evaluated;
- Parts recognition data transfer among mixed reality devices, a collaborative robot and an embedded APU device has been designed and implemented.
The future works can be divided into more steps because there are further plans mainly in extending the current software:
- To increase rendered image quality to cinematic by real-time raytracing implemented in the new generation of GPUs;
- To implement an automated parts overlay recognition, which can be simply solved using Unreal Newton Physics and automatic switching to black texture for objects overlapping as input for OpenCV annotation;
- Transform current experimental project for free use as a plugin into the Unreal Engine software.
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#### Abstract

Handling machines are increasingly being used in all sectors of the industry. Knowledge of the theory of transport and handling machines are basic prerequisites for their further technical development. Development in the field of manipulators is reflected not only in their high technical level, but also in increasing safety and economy. The article presents results of research focused on the complete engineering design of a manipulator, which will serve as a mean of the oblique transport of pelletised goods. The manipulator takes the form of a platform moving between two destinations by means of an electromotor. The engineering design of the platform including the track and a working principle is described. The design includes analytical and numerical calculations of main loaded components of the platform. Extensive functional and dimensional calculations serve as the base for preparation of the technical documentation. An important step will be the creation of a parametric model of the force and moment load acting on a platform drivetrain. Based on this, optimal parameters of an electromotor and its dimensional calculation are performed.


Keywords: manipulation; design; analytical calculation; numerical analysis; manipulation platform

## 1. Introduction

Recently, it has become possible to meet handling machines of various forms almost at every turn. There are mainly transport means, robotics, lifts, cranes, trolleys etc. Their use is not only in transport, construction or health care services, but their applications are implemented also in other branches of industry, such as storage. Storage is an inseparable part of material flow in every sphere of the economy. The need for material storage of every kind rises due to different timings of production and consumption, different flow of material in an individual part of a logistic chain at every level. Storage is a necessary part of production technology as well.

The problem of warehouses can be studied from different points of view, e.g., from the building point of view, warehouse organisation, used technology etc. In term of logistic objects, the attention is mainly paid to three kind of warehouses, and these are warehouses of bulk materials, warehouses of palletised good and metallurgical materials $[1,2]$. When one wants to decide which particular kind of warehouse has to be chosen, it is necessary to draw up a thorough analysis of the problem. All requirements of a new device have to be taken into account, because the use of the state of art of technology may not bring the highest functional and economical effects. Handling and transport operations are connected with a relatively large number of workers, and therefore modern engineering production does not function without precisely solved manipulation [3-6].

The objective of this article is to achieve the described requirements by means of implementation of a design of a platform manipulator (Figure 1), which is intended to be mounted in a warehouse. It will
transport palletised material on standardised pallets with dimensions $1.2 \times 0.8 \mathrm{~m}$ with the maximal weight up to 225 kg (up to 300 kg exceptionally) and up to the maximal height of 5 m .


Figure 1. A three-dimensional model of the design of the created platform manipulator.
A modern warehouse is not only for material storage. In principle, it is the set of warehouse devices, transport, lifting, sorting and packing machines etc. which can create whole transport lines. The choice of a transport system in a warehouse is a decisive phase of warehouse establishment. The proper choice of the system influences technical, functional, economical and ergonomic aspects of processes during its entire lifetime [1,7].

## 2. Analysis of Theoretical Aspects Influencing the System Choice

Basic data of a warehouse, for which a manipulator has to be designed, are quantified by technical factors and storage possibilities of the given plant. The kind and amount of stored material and warehouse capacity are the main input quantities. In this research, main attention is focused on the infrastructure in term of communications, building layout as well as fire protection. Besides that, we have to take into account existing storage facilities, such as racks, conveyors, further auxiliary means, i.e., pallets, binding and gripping means [8-10], technical means, i.e., electric and electronic elements, compressed air distribution and others. The main criteria, which were taken into account in the process of the proper system choice, are technical and ecological safety, economy, reliability, life cycle, demands on operation, and affordability. When all the described parameters were accepted, the use of a forklift truck seemed to be the easiest form of manipulation of material. However, due to the character of the transported material, it must not be exposed to exhalants produced by a conventional combustion engine regardless of whether they are gasoline, gas [11,12], diesel [13,14] engines or hybrids [15]. Although there are forklift trucks produced with an electric drivetrain [16-18], in consideration of its acquisition costs and its minimal other use, the purchase of an electric forklift truck was refused. Moreover, the parameters of the transported material would lead to a dangerous situation from the dynamic properties point of view.

Thus, if we do not consider warehouses in which pallets are transported by means of forklift trucks, we have to focus on such warehouses in which material is handled by other devices. These devices are generally automatised and controlled by computers [19-21]. However, such a solution suits a warehouse with large capacity and mainly for large assortment, where it is possible to easily reach every one of them. Very narrow aisle trucks, which move in the aisle of a warehouse fully meet that requirement [22,23]. The use of a transelevator [24] was assessed as unprofitable, and therefore it was not considered. An implementation of a shelf stacker was not rejected, because this solution satisfies demands on one hand in terms of the geometrical parameters of the warehouse and on the other hand in terms of the special environment of the warehouse (humidity, temperature and purity) as well as in terms of the price. Figure 2 shows a partial three-dimensional view of the workplace, for which the manipulator is designed. It is obvious, that neither a common elevator cannot be installed in the warehouse, because its structure would cause as an obstacle to the emergency exit. After consideration and acceptance of all facts described above, the solution of an oblique transport
of material by means of the platform was suggested. Such a solution includes all needed properties and meets all operational conditions.


Figure 2. A partial three-dimensional view of the workplace for placement of the designed manipulator.

## 3. Design of the Accepted Solution

The design of the handling machine consists of two individual, but interconnected parts.
First, it was necessary to define all external loads acting on the device. Among them, the total weight of the platform and the weight of transported material are the most important input parameters. This mutual load acts on the whole bearing structure and it imposes requirements on parameters of the used drivetrain, i.e., to the drive motor power.

The other part of the design consists of the design of a track, on which the platform will move. It is necessary to take into account its structure, mounting onto a wall, drivetrain mechanism, reliability and safety. The design methodology of such a specific kind of a manipulation machine comes from the STN EN 81-40 standard [25]. As structural designs have to be performed in accordance with the industrial property office requirements, a survey of current technical solutions was carried out. Based on the results, the engineering design of the platform can be used for the intended operational conditions. The platform will move on two steel tubes, which represent the guidance of the platform. The steel tubes with a circular cross-section are mounted on supporting columns. The guidance including columns can be fixed on the wall; the mechanism drivetrain consists of an electromotor and a gearbox, which are built in a platform skeleton. The power transmission is ensured by means of a pinion and a gear rack, which are the part of the guiding track.

The steel structure loaded is during operation by gravitational forces, which cause the strain change. If the distribution of forces, which act on the structure, are improperly analysed, the platform structure would be dimensioned insufficiently and it could result in dangerous operation. The STN EN 81-40 standard [25] defines the minimal loads of platforms of $250 \mathrm{~kg} \cdot \mathrm{~m}^{-2}$. It is necessary to prove that a platform is able to transmit such loads. As the designed device will transport palletised material on the pallet with dimensions of $1.2 \times 0.8 \mathrm{~m}$, the carrying capacity of the platform must be at least of 240 kg . Therefore, the suggested carrying capacity meets the requirements of the minimum carrying capacity. A conceptual design of the solved manipulator is shown in Figure 3. The solved platform will move in two trolleys placed one above the other and which are rotationally connected with the platform. The trolleys tilt during the platform operation, which results in the change of the forces distribution in the structure. The distance between rotating points of both trolleys is of 0.594 m (Figure 4).


Figure 3. A conceptual design of the manipulator.


Figure 4. The main dimensions of the travel mechanism of the platform: (a) when it moves in a straight line; (b) when it moves on a slope.

This distance is constant despite the varying track slope. The distance between the two rotating points of the trolleys and the longitudinal axes of both track tubes is constant as well. It is 0.0685 m . Because the points of rotation of both trolleys (Figure 4, points $A_{r}$ and $B_{r}$ ) are on the mutual vector line of the gravitational acceleration, the vertical distance of resulted reaction effects must be 0.594 m . It is necessary to realise, that the track slope change influences the perpendicular distance of individual reaction forces, in Figure 4a marked as $t$.

It is possible to determine parameter $t$ analytically by the following equation:

$$
\begin{equation*}
t=0.594 \cdot \sin \alpha \tag{1}
\end{equation*}
$$

Where $\alpha\left({ }^{\circ}\right)$ is the track slope. The constant vertical distance of the trolleys' reactions also influences the calculation of the horizontal reactions. These reactions compensate the moment of the platform gravitational force (Figure $5 \mathrm{a}-\mathrm{G}_{1}$ force) as well as the moment of the transported material gravitational force (Figure $5 \mathbf{b}-G_{2}$ force). They act on arms marked as $g_{1}$ and $g_{2}$. The free body diagram is shown in Figure 5. From it, we can determine the equations of equilibrium as the following:

$$
\begin{gather*}
\sum_{i} M_{i A}=  \tag{2}\\
0 \rightarrow R_{b z} \cdot 0.594-G_{1} \cdot g_{1}-G_{2} \cdot g_{2}=0  \tag{3}\\
\sum_{i} F_{i z}=0 \rightarrow R_{b z}-R_{a z}=0 .
\end{gather*}
$$



Figure 5. Application of the free body diagram method for the platform: (a) when it moves in a straight line; (b) when it moves on a slope.

Solving Equations (2) and (3) we obtain:

$$
\begin{equation*}
R_{b z}=\frac{G_{1} \cdot g_{1}+G_{2} \cdot g_{2}}{0.594}, \tag{4}
\end{equation*}
$$

and

$$
\begin{gather*}
R_{a z}=R_{b z}  \tag{5}\\
\sum_{i} F_{i t}=0 \rightarrow G_{1} \cdot \sin \alpha+G_{2} \cdot \sin \alpha-R_{b t}=0  \tag{6}\\
\sum_{i} M_{i B r}=0 \rightarrow R_{a n} \cdot t+G_{2} \cdot x-R_{b t} \cdot 32=0 \tag{7}
\end{gather*}
$$

The solution of Equations (8)-(10) gives

$$
\begin{gather*}
R_{b z}=\left(G_{1}+G_{2}\right) \cdot \sin \alpha,  \tag{8}\\
R_{b z}=\frac{R_{b t} \cdot 32-G_{2} \cdot x}{t} \rightarrow R_{a n}=\frac{\left(G_{1}+G_{2}\right) \cdot \sin \alpha \cdot 32-G_{2} \cdot x}{t},  \tag{9}\\
\sum_{i} F_{i n}=0 \rightarrow R_{a n}+R_{b n}-G_{1} \cdot \cos \alpha-G_{2} \cdot \cos \alpha=0 . \tag{10}
\end{gather*}
$$

From Equation (10) we obtain:

$$
\begin{equation*}
R_{b n}=\left(G_{1}+G_{2}\right) \cdot \cos \alpha-R_{a n} \rightarrow R_{b n}=\left(G_{1}+G_{2}\right) \cdot \cos \alpha-\frac{\left(G_{1}+G_{2}\right) \cdot \sin \alpha \cdot 32-G_{2} \cdot x}{t} \tag{11}
\end{equation*}
$$

The validity of the Equations (11) and (12) will be for any value of the angle $\alpha$, if the parameter $x$ (the distance of the gravitational force $G_{2}$ from the vertical axis between points $A_{r}$ and $B_{r}$, Figure 5 b ) in the right direction will gain a positive value and in the left direction it will gain a negative value. Considering the dimensions of the platform of $1.2 \times 0.8 \mathrm{~m}$ and the centre of gravity location, the parameter $x$ is in the interval from -0.100 to +0.100 m .

Table 1 contains all geometrical parameters and Table 2 includes all force effects, which are needed for the calculation. The maximal slope (angle $\alpha$ ) of the track including safety conditions is determined to the value of $\alpha=47^{\circ}$.

Table 1. Geometrical parameters for calculation.

| Parameter | Value (m) |
| :---: | :---: |
| $g_{1}$ | 0.2730 |
| $g_{2}$ | 0.5630 |
| $t$ | 0.4344 |
| $x$ | $\pm 0.1000$ |

Table 2. Determined values of external loads of the platform.

| Considered Weight (kg) | Gravitational Force (N) |
| :---: | :---: |
| 154 | 1510.74 |
| 225 | 2207.25 |
| 300 | 2943.00 |
| 375 | 3678.75 |

The engineering design of the platform considers the maximal carrying load capacity of 300 kg , when this load is transported up to the end station. Within the safety conditions, the platform can be loaded up to the weight of 375 kg , but, in such a case, the platform must not move. Otherwise, it could lead to the platform damage. The kerb weight of the platform is 154 kg .

Substituting of values from Table 2 into Equations (1)-(10) gives results of reaction effects introduced in Table 3, where:
$R_{a z}$-tangential reaction of wheels of the upper trolley;
$R_{b z}$-tangential reaction of wheels of the bottom trolley;
$R_{a n}$-normal reaction of wheels of the upper trolley;
$R_{b n}$ - normal reaction of wheels of the bottom trolley;
$R_{b t}$-slope resistance.

Table 3. Calculated values of reaction effects considering the geometry of the device and values of loads.

| $\boldsymbol{X}=+\mathbf{0 . 1} \mathbf{~ m}$ | $\mathbf{2 2 5} \mathbf{~ k g}$ | $\mathbf{3 0 0} \mathbf{~ k g}$ | $\mathbf{3 7 5} \mathbf{~ k g}$ | $\boldsymbol{X}=-\mathbf{0 . 1} \mathbf{~ m}$ | $\mathbf{2 2 5} \mathbf{~ k g}$ | $\mathbf{3 0 0} \mathbf{~ k g}$ | $\mathbf{3 7 5} \mathbf{~ k g}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{a z}(\mathrm{~N})$ | 2786.39 | 3483.74 | 4171.09 | $R_{a z}(\mathrm{~N})$ | 2786.39 | 3483.74 | 4181.09 |
| $R_{b z}(\mathrm{~N})$ | 2786.39 | 3483.74 | 4181.09 | $R_{b z}(\mathrm{~N})$ | 2786.39 | 3483.74 | 4181.09 |
| $R_{b t}(\mathrm{~N})$ | 2719.17 | 3257.26 | 3795.35 | $R_{b t}(\mathrm{~N})$ | 2719.17 | 3257.26 | 3795.35 |
| $R_{a n}(\mathrm{~N})$ | -307.81 | -437.54 | -567.27 | $R_{a n}(\mathrm{~N})$ | 708.42 | 917.43 | 1126.44 |
| $R_{b n}(\mathrm{~N})$ | 2843.47 | 3474.98 | 4106.5 | $R_{b n}(\mathrm{~N})$ | 1827.24 | 2120.01 | 2412.78 |
| $\sum\left\|R_{a n}\right\|+\left\|R_{b n}\right\|(\mathrm{N})$ | 3151.28 | 3912.52 | 4673.77 | $\sum R_{a n}+R_{b n}(\mathrm{~N})$ | 2535.66 | 3037.44 | 3539.22 |

Based on the performed calculation, the greatest load of the platform is in the moment, when the force $G_{2}$ is shifted by the value of $x=+0.1 \mathrm{~m}$. Just this position of the load is chosen for the calculation of resistance forces. The change of the reaction forces due to the platform geometry is calculated by means of the Matlab 2017a program (MathWorks Inc., Natick, MA, USA) [26-28] and their graphs are shown in Figure 6, where a blue line represents the waveform of the reaction force $R_{a n}$, a green line depicts the reaction force $R_{b n}$ and a red curve $R_{s u m}$ is the waveform of the sum of reaction forces.


Figure 6. Dependence of values of the reaction forces $R_{a n}, R_{b n}$ and $R_{s u m}$ on the platform geometry (position of the centre of gravity $G_{2}$ ).

Furthermore, these results are used for the calculation of resistance forces, which arise during the platform operation on the track. Because of the rolling of guiding wheels of the trolleys (Figure 7), rolling resistance arises. This rolling resistance occurs between wheels and pins. Movement of the platform causes elastic deformation of the track as well as the platform wheels. This elastic deformation results in resistance moment arising. As we can see in Figure 7, the upper trolley transmits the reactions $R_{a z}$ and $R_{a n}$. Four guiding wheels are mounted on the trolley, however they do not ensure the transmitting of the force $R_{a z}$, therefore, it is assumed, that a sliding force between the guiding wheels and the spacer rings side surfaces will arise. On the contrary, the force $R_{a n}$ causes rolling resistance and pin friction during the operation. The total resistance of the guiding wheel is given by the following formulations:

$$
\begin{gather*}
M_{a 1}=R_{a n} \cdot\left(e_{a 1}+r_{c a 1} \cdot f_{c a 1}\right),  \tag{12}\\
M_{a 1}=\frac{\left(G_{1}+G_{2}\right) \cdot \sin \alpha \cdot 32-G_{2} \cdot x}{t} \cdot\left(e_{a 1}+r_{c a 1} \cdot f_{c a 1}\right) . \tag{13}
\end{gather*}
$$



Figure 7. Transmission of reaction forces on the upper trolley of the platform.
The friction resistance moment of the spacer ring is calculated as follows:

$$
\begin{equation*}
M_{a 2}=f_{k} \cdot \int_{r}^{R} x \cdot d R_{a z} \tag{14}
\end{equation*}
$$

The area (Figure 8), on which the force $R_{a z}$ acts, is determined:

$$
\begin{equation*}
S=\pi \cdot\left(R^{2}-r^{2}\right) \tag{15}
\end{equation*}
$$



Figure 8. (a) The elementary area and integration boundaries for determining the resistance moment; (b) the reduction in the slope resistance to the output shaft of the platform drivetrain.

The value of the pressure acting on the spacer ring is calculated:

$$
\begin{equation*}
p=\frac{R_{a z}}{S}=\frac{R_{a z}}{\pi \cdot\left(R^{2}-r^{2}\right)} . \tag{16}
\end{equation*}
$$

Substituting the Equations (20) and (21) into the Equation (18) we obtain:

$$
\begin{equation*}
M_{a 2}=f_{k} \cdot \int_{r}^{R} x \cdot \frac{R_{a z}}{\pi \cdot\left(R^{2}-r^{2}\right)} \cdot d A \tag{17}
\end{equation*}
$$

where the elementary surface $d A$ is shown in Figure 8 and it is given by the formulation:

$$
\begin{equation*}
d A=2 \cdot \pi \cdot x \cdot d x M \tag{18}
\end{equation*}
$$

By application of the Equation (16) into the Equation (14) we obtain:

$$
\begin{gather*}
M_{a 2}=f_{k} \cdot \int_{r}^{R} x \cdot \frac{R_{a z}}{\pi \cdot\left(R^{2}-r^{2}\right)} \cdot 2 \cdot \pi \cdot x \cdot d x  \tag{19}\\
M_{a 2}=f_{k} \cdot \int_{r}^{R} x^{2} \cdot \frac{2 \cdot R_{a z}}{\left(R^{2}-r^{2}\right)} \cdot d x=f_{k} \cdot \frac{2 \cdot R_{a z}}{\left(R^{2}-r^{2}\right)} \cdot\left[\frac{x^{3}}{3}\right]_{r}^{R},  \tag{20}\\
M_{a 2}=f_{k} \cdot \frac{2 \cdot R_{a z}}{\left(R^{2}-r^{2}\right)} \cdot \frac{R^{3}-r^{3}}{3} . \tag{21}
\end{gather*}
$$

As we can see in Figure 9, the bottom trolley transmits the force reactions $R_{b n}, R_{b z}$ and $R_{b t}$. The first reaction $R_{b n}$ is transmitted by means of guiding wheels, which are mounted on rolling bearings.

The force $R_{b z}$ is transmitted to the platform mechanism by means of side rollers, which are mounted on steel pins. The last and at the same time the greatest $R_{b t}$ value is caused due to the slope resistance. The total resistance of the upper trolley wheels is given:

$$
\begin{equation*}
M_{b 1}=R_{b n} \cdot e_{b 1}+4 \cdot M_{B R} \tag{22}
\end{equation*}
$$

where $M_{B R}(\mathrm{~N} \cdot \mathrm{~m})$ is the friction moment in a bearing and its value is calculated by means of SKF Bearing Calculator [29]. Substituting appropriate relations into the Equation (17) we obtain the following relation:

$$
\begin{equation*}
M_{b 1}=\left[\left(G_{1}+G_{2}\right) \cdot\left(\cos \alpha-\sin \alpha \cdot \frac{32}{t}\right)+G_{2} \cdot \frac{x}{t}\right] \cdot e_{b 1}+4 \cdot M_{B R} \tag{23}
\end{equation*}
$$



Figure 9. Transmission of reaction forces on the bottom trolley of the platform.
The total resistance of the rollers of the bottom trolley is:

$$
\begin{gather*}
M_{b 2}=R_{b z} \cdot\left(e_{b 2}+r_{c b 2} \cdot f_{c b 2}\right),  \tag{24}\\
M_{b 2}=\frac{G_{1} \cdot g_{1}+G_{2} \cdot g_{2}}{594} \cdot\left(e_{b 2}+r_{c b 2} \cdot f_{c b 2}\right) . \tag{25}
\end{gather*}
$$

and the slope resistance is

$$
\begin{gather*}
M_{S}=\frac{d}{2} \cdot R_{b t}  \tag{26}\\
M_{S}=\frac{d}{2} \cdot\left(G_{1}+G_{2}\right) \cdot \sin \alpha . \tag{27}
\end{gather*}
$$

where $d(\mathrm{~mm})$ is the thread effective diameter of the pinion (Figure 8b). All resistance effects are reduced on this diameter

Using Equations (16)-(33) and values listed in Tables 3 and 4, we obtain:

$$
\begin{gather*}
M_{a 1}=R_{a n} \cdot\left(e_{a 1}+r_{r a 1} \cdot f_{r a 1}\right)=437.54 \cdot(0.00004+7.5 \cdot 0.00005)=0.182 \mathrm{~N} \cdot \mathrm{~m},  \tag{28}\\
M_{a 2}=f_{k} \cdot \frac{2 \cdot R_{a z}}{R^{2}-r^{2}} \cdot \frac{R^{3}-r^{3}}{3}=0.1 \cdot \frac{2 \cdot 3483.74}{13^{2}-7^{2}} \cdot \frac{(0.013)^{3}-(0.007)^{3}}{3}=3.588 \mathrm{~N} \cdot \mathrm{~m},  \tag{29}\\
M_{b 1}=R_{b n} \cdot e_{b 1}+4 \cdot M_{B R}=3474.98 \cdot 0.00004+4 \cdot 69.7=0.418 \mathrm{~N} \cdot \mathrm{~m},  \tag{30}\\
M_{b 2}=R_{b z} \cdot\left(e_{b 1}+r_{r b 2} \cdot f_{r b 2}\right)=3483.74 \cdot(0.00003+0.004 \cdot 0.05)=0.800 \mathrm{~N} \cdot \mathrm{~m},  \tag{31}\\
M_{s}=\frac{d}{2} \cdot R_{b t}=\frac{0.064}{2} \cdot 3257.26=104.23 \mathrm{~N} \cdot \mathrm{~m}, \tag{32}
\end{gather*}
$$

$$
\begin{align*}
\sum_{i} M_{o i} & =M_{a 1}+M_{a 2}+M_{b 1}+M_{b 2}+M_{s}=  \tag{33}\\
& =0.182+3.588+0.418+0.800+104.23=109.22 \mathrm{~N} \cdot \mathrm{~m}
\end{align*}
$$

Table 4. Input parameters for calculation of resistance forces and moments.

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| $f_{p_{1}}$ | 0.05 | $n_{m}$ | $46.666 \mathrm{~s}^{-1}$ |
| $f_{p_{2}}$ | 0.05 | $g$ | $9.81 \mathrm{~m} \cdot \mathrm{~s}^{-2}$ |
| $r_{p_{1}}$ | 0.0075 m | $\alpha$ | $\max .47^{\circ}$ |
| $r_{p_{2}}$ | 0.004 m | $v$ | $0.1 \mathrm{~m} \cdot \mathrm{~s}^{-1}$ |
| $e_{a 1}$ | 0.00004 m | $i$ | 100 |
| $e_{b 1}$ | 0.00004 m | $m$ | 0.004 m |
| $e_{b 2}$ | 0.00003 m | $z$ | 16 |
| $\eta_{1}$ | 0.65 | $M_{B R}$ | $69.7 \mathrm{~N} \cdot \mathrm{~m}$ |
| $\eta_{2}$ | 0.98 | $R$ | 0.013 m |
| $\eta_{3}$ | 0.99 | $r$ | 0.007 m |
| $m_{1}$ | 154 kg | $d$ | 0.064 m |
| $m_{2}$ | 300 kg | $\omega$ | $2.932 \mathrm{rad} \cdot \mathrm{s}^{-1}$ |

The electromotor of the platform, which serves as a drive source, must evolve the torque $M_{h}(N \cdot m)$ to be greater than the sum of all resistance torques (Equation (34)). We consider the angular velocity of the drive shaft $\omega=2.932 \mathrm{rad} \cdot \mathrm{s}^{-1}$, which ensures required translational velocity of the platform (Table 4). Hence, the torque of the electromotor on the output shaft is given by the following formulation:

$$
\begin{equation*}
P_{v}=M_{h} \cdot \omega=109.22 \cdot 2.932=320.23 \mathrm{~W} . \tag{34}
\end{equation*}
$$

Considering the total drivetrain efficiency $\eta_{c}$, the total power of the electromotor is:

$$
\begin{equation*}
P_{m}=\frac{P_{v}}{\eta_{c}}=\frac{320.23}{0.98 \cdot 0.65 \cdot 0.99}=507.79 \mathrm{~W} . \tag{35}
\end{equation*}
$$

The input parameters for Equations (12)-(27) are listed in Table 4, where:
$f_{p 1}$-coefficient of friction of the upper trolley wheels;
$f_{p 2}$-coefficient of friction of the bottom trolley wheels;
$r_{p 1}$-radius of the pinion of the upper guidance;
$r_{p 2}$-radius of the pinion of the bottom guidance;
$e_{a 1}$-forward moving distance of the upper guidance wheels;
$e_{b 1}$-forward moving distance of the bottom guidance wheels;
$e_{b 2}$-forward moving distance of the side guiding rollers of the bottom guidance;
$\eta_{1}$-gearbox efficiency;
$\eta_{2}$-bearing efficiency;
$\eta_{3}$-efficiency of the gear rack and the pinion;
$m_{1}$-weight of the platform;
$m_{2}$-weight of the load;
$n_{m}$-nominal rpm under the load;
$g$-gravitational acceleration;
$\alpha$-slope angle;
$v$-operational speed of the platform;
$i$-gear ratio;
$m$-module of the gear rack and the pinion;
$z$-number of pinion teeth;
$M_{B R}$-friction moment of the bearing;
$R$-outer radius of the annulus area of the bearing;
$r$-inner radius of the annulus area of the bearing;
$d$-reference diameter of the pinion;
$\omega$-angular velocity of the pinion.
Table 5 contains the moments of resistance forces and the corresponding powers of the platform electromotor, which are determined for all calculated loads. The designations mean the following:
$M_{a 1}$-friction moment of the upper trolley wheels;
$M_{a 2}$-friction moment of an axial pin of the upper trolley;
$M_{b 1}$-friction moment of the bottom trolley wheels;
$M_{b 2}$-friction moment of the side guiding rollers of the bottom platform guidance;
$M_{S}$-resistance moment due to the track inclination;
$P_{v}$-electromotor power without mechanical losses;
$P_{m}$-electromotor power including mechanical losses.

Table 5. Calculated moments for individual loads of the platform and corresponding powers.

| Parameter | $\mathbf{2 2 5} \mathbf{~ k g}$ | $\mathbf{3 0 0} \mathbf{~ k g}$ | $\mathbf{3 7 5} \mathbf{~ k g}$ |
| :---: | :---: | :---: | :---: |
| $M_{a 1}(\mathrm{~N} \cdot \mathrm{~m})$ | 0.128 | 0.182 | 0.235 |
| $M_{a 2}(\mathrm{~N} \cdot \mathrm{~m})$ | 2.870 | 3.588 | 4.307 |
| $M_{b 1}(\mathrm{~N} \cdot \mathrm{~m})$ | 0.352 | 0.418 | 0.485 |
| $M_{b 2}(\mathrm{~N} \cdot \mathrm{~m})$ | 0.641 | 0.801 | 0.962 |
| $M_{s}(\mathrm{~N} \cdot \mathrm{~m})$ | 87.013 | 104.232 | 121.451 |
| $\sum_{i} M_{o i}(\mathrm{~N} \cdot \mathrm{~m})$ | 91 | 109 | 127 |
| $P_{v}(\mathrm{~W})$ | 267 | 320 | 374 |
| $P_{m}(\mathrm{~W})$ | 423 | 508 | 593 |

Using the described calculation, we detected that the electromotor with the power of $P_{m}=500 \mathrm{~W}$ and with the torque overload coefficient of $\xi=3.3$ is the sufficient solution for the created platform. The dependence of resistance moments and the electromotor power on the load is shown in Figure 10. It indicates values of the electromotor power needed for overcoming resistance moments resulting from the load.


Figure 10. Dependence of resistance moments and the electromotor power on the load.

Figure 11 depicts the dependence of the electromotor power on the slope angle at constant loads, namely at $225 \mathrm{~kg}, 300 \mathrm{~kg}$ and 375 kg . We can see that the proposed electromotor is a suitable drivetrain for the designed platform (Figure 1) for the real slope angle of $\alpha=30^{\circ}$ (Figure 3).


Figure 11. The dependence of the track slope angle on the electromotor power under individual platform loads $m_{2}$.

## 4. Determination of the Most Loaded Component of the Platform

The output shaft of the gearbox is the most loaded component. The drive-shaft of a drive-train mechanism is often the most loaded part, which is imposed not only by mechanical tension resulting from the loads, but also by dynamic loads and vibration occurring during its operation [30,31]. The calculation of the electromotor has proven that the electromotor can be used even for greater loads, but it is necessary to analyse the output shaft (Figures 8b and 12).


Figure 12. Scheme and distribution of the load of the output shaft: (a) $z-y$ plane; (b) $z-x$ plane.
Individual loading forces are given by the following formulations:

$$
\begin{equation*}
F_{t}=\frac{M_{o}}{\frac{d}{2}} \tag{36}
\end{equation*}
$$

$$
\begin{gather*}
F_{r}=F_{t} \cdot \tan 20^{\circ},  \tag{37}\\
\sum_{i} M_{i F R 1}=0 \rightarrow F_{R 2} \cdot 63.5-\left(R_{b n}+F_{r}\right) \cdot 26=0,  \tag{38}\\
\sum_{i} F_{i y}=0 \rightarrow F_{R 1}+F_{R 2}-R_{b n}-F_{r}=0,  \tag{39}\\
\sum_{i} M_{i O R y}=0 \rightarrow M_{R}-F_{R 2} \cdot 16.4-F_{R 1} \cdot 79.9+F_{r} \cdot 53.9=0,  \tag{40}\\
M_{O 1}=F_{R 1} \cdot z_{1},  \tag{41}\\
M_{O 2}=F_{R 1} \cdot\left(26+z_{2}\right)-F_{r} \cdot z_{2},  \tag{42}\\
M_{O 3}=F_{R 1} \cdot\left(63.5+z_{3}\right)-F_{r} \cdot\left(37.5+z_{2}\right)+F_{R 2} \cdot z_{3} . \tag{43}
\end{gather*}
$$

We can assume that the maximal value of stress will be in the considered coupling, because the maximal value of the bending moment is at the shaft constraint end (diameter is $d_{1}=25 \mathrm{~mm}$ ) and other diameters of the shaft are bigger as well as the bending moments in these locations being less. The corresponding bending modulus of section is:

$$
\begin{equation*}
W_{O}=\frac{\pi \cdot d_{1}^{2}}{32} \tag{44}
\end{equation*}
$$

The maximal stress in the $z-y$ plane is given as the following:

$$
\begin{equation*}
\sigma_{O 1}=\frac{M_{0}}{W_{o}} \tag{45}
\end{equation*}
$$

The individual forces depicted in Figure 12 are the following: forces $F_{R 1}$ and $F_{R 2}$ are forces in rolling bearings, which transmit loads from the platform to a bottom trolley. The end of the shaft is mounted rigidly in a gearbox, which causes reaction forces $R_{x}, R_{y}$ and reaction torque $M_{R}$. The drive force is decomposed in the contact to a radial component of a drive force $F_{r}$ and a tangential component. Forces depicted in Figure 12 always act in the radial direction regarding the shaft axis. Furthermore, Figure 12 shows the tangential component of the drive force $F_{t}$, the drive torque $M_{h}$ (in the scheme, it is considered as the reaction torque due to the $F_{t}$ force), the reaction force $R_{x}$ and the reaction torque $M_{R}$. The torque $M_{h}$ is in the equilibrium with the torque due to the force $F_{t}$ on the radius of the pitch circle of the pinion. Thus, the force $F_{t}$ loads the shaft by torsion and by bending. Figure 12 represents the static strength analysis in two planes, namely in the $y-z$ plane (Figure 12a) and in the $x-z$ plane (Figure 12b).

Substituting particular values into Equations (36)-(45) we obtain the maximal value of the bending stress of $\sigma_{01}=144.3 \mathrm{MPa}$. Similar equations are also valid for Figure 12b. The analytical calculation gives the maximal value of the bending stress of $\sigma_{02}=139.5 \mathrm{Mpa}$ and the maximal value of the torsion stress of $\tau_{k}=41.4 \mathrm{Mpa}$. The resulting bending stress in two perpendicular planes is determined by the following equation:

$$
\begin{equation*}
\sigma_{O}=\sqrt{\sigma_{o 1}^{2}+\sigma_{o 2}^{2}} \tag{46}
\end{equation*}
$$

When we substitute values to the Equation (45), the resulting value of the bending stress is $\sigma_{o}=200.7 \mathrm{Mpa}$. The calculation of the reduced stress according to the von-Misses theory is:

$$
\begin{equation*}
\sigma_{R E D}=\sqrt{\sigma_{o}^{2}+3 \cdot \tau^{2}}=\sqrt{(200.7)^{2}+3 \cdot(41.4)^{2}}=213.3 \mathrm{MPa} . \tag{47}
\end{equation*}
$$

Numerical calculations of the reduced stress in the analysed shaft were performed using the Inventor Nastran software package (Autodesk Inc., San Rafael, CA, USA), which is based on the finite element method [32-35]. The results are shown in Figures 13 and 14. Both analyses reached very similar results. The material of the shaft with the pinion is steel marked $42 \mathrm{CrMo4}$. The yield strength of of the material
is of $R_{e}=650 \mathrm{Mpa}$. It means that the reached shaft safety coefficient is $k=2.84$. It is a sufficient value even for the maximal load of the platform of 375 kg .


Figure 13. (a) Definition of the boundary conditions for calculation; (b) the shaft mesh model.


Figure 14. Distribution of the stress in the analysed shaft for the maximal considered load.

## 5. A Mathematical Model of a Platform Motion

This section contains the mathematical model of the platform motion during its actuation. The aim of this model is to analyse the waveform of the main acting moments in the mechanism. The mathematical model is described by an equation of motion derived by means of Lagrange's equations of the second kind, which the general form is known as the following:

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial E_{k}}{\partial \dot{q}_{j}}-\frac{\partial E_{k}}{\partial q_{j}}+\frac{\partial E_{D}}{\partial \dot{q}_{j}}+\frac{\partial E_{P}}{\partial q_{j}}=Q_{j}, j=1,2, \ldots, n \tag{48}
\end{equation*}
$$

where $E_{k}$ is the kinetic energy of a mechanical system, $E_{D}$ is the Rayleigh dissipative function, $E_{P}$ is the potential energy of a mechanical system, $Q_{j}$ is the vector of external loads and $q_{j}$ are generalised coordinates of the mechanical system.

We apply this method for our solved mechanism based on the scheme in Figure 15. We can consider the simplified mechanical model of the platform, which consists of rigid bodies. As is identified in the previous chapter, the drive shaft of the gearbox is the most loaded component. Figure 15 depicted the entire platform mechanism as well as the detail of the driving system.


Figure 15. Indication of parameters for derivation of the equation of motion of the platform motion.
We consider that the simplified mechanical system has one degree of freedom, i.e., the rotation of the drive-shaft marked as $\varphi$. Moreover, we can consider, that other bodies of the platform perform translation movement in the $x$-axis direction. We need to substitute into Lagrange's equation of the second kind their first time derivation, which represent velocities as the following:

- The rotational velocity of the drive-shaft is $\dot{\varphi}$;
- The translational velocity of other components is $\dot{x}$.

Other rotating components of the platform have a negligible effect on the dynamic properties of the platform in terms of the investigated problem, and therefore their moments of inertia are much smaller in comparison with the moment of inertia of the drive-shaft.

Based on the described assumptions, the mechanical system of the platform is described by means of one equation of motion. For its derivation, we need to identify the individual energies of the mechanical system (Equation (48)), which are as follows:

- The kinetic energy $E_{k}$ :

$$
\begin{equation*}
E_{k}=\frac{1}{2} \cdot I_{S} \cdot \dot{\varphi}^{2}+\frac{1}{2} \cdot m_{2} \cdot \dot{x}^{2} \tag{49}
\end{equation*}
$$

where $I_{S}$ is the moment of inertia of the drive-shaft and $m_{2}$ is total weight of the platform.
As we consider that the motion of the mechanical system of the platform will be described only by the one coordinate, namely the $x$ coordinate, we must express the angle $\varphi$ by a constraint equation. The platform is driven by the gearing of the drive-shaft without slipping. Thus, the translational velocity of the platform $\dot{x}$ equals the peripheral velocity $\dot{\varphi}$ of the drive-shaft on a pitch circle with the radius $R_{G}$. The same relation is valid between translation motion of the platform $x$ and angular deviation $\varphi$ of the drive-shaft. Then, the constraint equation is:

$$
\begin{equation*}
x=R_{G} \cdot \varphi . \tag{50}
\end{equation*}
$$

The final form of the kinetic energy is:

$$
\begin{equation*}
E_{k}=\frac{1}{2} \cdot\left(I_{S}+m_{2} \cdot R_{G}^{2}\right) \cdot \dot{\varphi}^{2} \tag{51}
\end{equation*}
$$

- The potential energy $E_{P}$ :

$$
\begin{equation*}
E_{P}=m_{2} \cdot g \cdot h, \tag{52}
\end{equation*}
$$

where $g$ is the gravitational acceleration and $h$ is the total height which the platform must overcome during operation (Figure 1). Again, we must express the potential energy by means of the $\varphi$ coordinate. When we take into account the inclination angle $\alpha$, we obtain the equation:

$$
\begin{equation*}
h=x \cdot \sin \alpha \tag{53}
\end{equation*}
$$

and, considering the Equation (50), we obtain the final form of the potential energy as the following:

$$
\begin{equation*}
E_{P}=m_{2} \cdot g \cdot \varphi \cdot R_{G} \cdot \sin \alpha \tag{54}
\end{equation*}
$$

- The Rayleigh dissipative function $E_{D}$ :

$$
\begin{equation*}
E_{D}=\frac{1}{2} \cdot b \cdot \dot{\varphi}^{2} \tag{55}
\end{equation*}
$$

where $b$ is the coefficient, which includes energy losses in the mechanical system. In this case, it represents mainly friction losses in the mechanism which we can also call passive resistances.

Now, we derivate all energies in accordance with the Equation (41) and we obtain the final form of the equation of motion:

$$
\begin{equation*}
\left(m_{2} \cdot R^{2}+I_{S}\right) \cdot \ddot{\varphi}+b \cdot \dot{\varphi}=M_{h}-m_{2} \cdot g \cdot R_{G} \cdot \sin \alpha \tag{56}
\end{equation*}
$$

where $M_{h}$ is the drive torque.
Solving of the derived equation of motion of the platform mechanism is performed using the Matlab 2017a program (MathWorks Inc., Natick, MA, USA).

The driving moment is the input to the solution by means of an input file, which contains characteristics of the driving electromotor. For calculation we consider the initial conditions as the following:

- The platform starts from rest,
- For time $t=0 \mathrm{~s}$, the initial angular velocity $\dot{\varphi}=0 \mathrm{rad} \cdot \mathrm{s}^{-1}$, the initial angular deviation $\varphi=0 \mathrm{rad}$,
- Time interval for calculation was set for 0.5 s .

Figures 16-18 show waveforms of the driving torque of the electromotor, the torque of passive resistances and the torque of slope resistance for weight $m_{2}$ of $225 \mathrm{~kg}, 300 \mathrm{~kg}$ and 375 kg , respectively.


Figure 16. Waveforms of investigated torques for the weight $m_{2}=225 \mathrm{~kg}$.


Figure 17. Waveforms of investigated torques for the weight $m_{2}=300 \mathrm{~kg}$.


Figure 18. Waveforms of investigated torques for the weight $m_{2}=375 \mathrm{~kg}$.
These figures show that waveforms of the investigated torques correspond to values introduced in Table 5. Individual torques are marked as the following: $M_{h}$ is the drive torque of the electromotor, $M_{P R}$ is the torque of the passive resistance, $M_{S}$ is the torque of slope resistance and $M_{o i}$ is the total resistance torque, i.e., $M_{o i}=M_{S}+M_{P R}$. We can observe that the start of the platform motion is accompanied with increasing drive torque of the electromotor. Then, the drive torque gradually decreases, while the equilibrium of the total resistance torque and the drive torque is reached. Further waveforms depict the steady state of the platform motion.

It is obvious from the figures, that achieving equilibrium of the drive torque and the torque of total resistance depends on the weight. This weight causes directly proportional inertial effects of the mechanism. The change of the weight from 225 kg to 375 kg increases the achieving the steady state approx. twice.

Figure 19 shows acceleration of the platform for its starting. We can see that acceleration of the platform reaches high values. This phenomenon is caused due to the fact that we do not know the exact characteristics of the control system used for controlling the electromotor. Finally, it should be mentioned, that the wavy waveforms of the drive torques in Figures 15-17 and acceleration in Figure 18 are caused due to set errors in the integration method used for calculation of the mathematical model as well as due to dynamic effects of the platform motion.


Figure 19. Waveform of acceleration of the platform mechanism for time interval of $0.0-0.5 \mathrm{~s}$.

## Eigenfrequencies of the Drive Shaft

Other dynamic analyses were aimed at the identification of a basic dynamic characteristic of the drive shaft, namely at finding its angular eigenfrequencies $\Omega_{i}$, or eigenfrequencies $f_{i}$. The observed eigenfrequency is compared with the angular excitation frequency $\omega$ during operation. Their similar values could lead to undesirable excessive vibrations of the mechanism.

The equation of motion for free oscillation of the drive shaft is:

$$
\begin{equation*}
I_{S} \cdot \ddot{\varphi}+k_{S} \cdot \varphi=0 \tag{57}
\end{equation*}
$$

where $I_{S}\left(I_{S}=0.462 \mathrm{~kg} \cdot \mathrm{~m}^{2}\right)$ is the moment of inertia of the shaft and $k_{S}\left(k_{S}=360,430 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{rad}^{-1}\right)$ is its torsion stiffness. This form of the equation of motion (Equation (57)) and basic characteristics of the shaft are valid when we consider the drive shaft as a flexible body defined by its torsion stiffness. When we rewrite Equation (57) to the form:

$$
\begin{equation*}
\ddot{\varphi}+\frac{k_{S}}{I_{S}} \cdot \varphi=0 \tag{58}
\end{equation*}
$$

and substitute the known parameters, we obtain the eigenfrequency $f_{S}=104.565 \mathrm{~Hz}$.
In reality, the drive shaft is a flexible body represented as a continuum mass, in which eigenmodes can be investigated by means of, e.g., the finite element method (FEM). Then, the equation of motion for free oscillation will be in the form:

$$
\begin{equation*}
I_{S} \cdot \ddot{\varphi}+k_{S} \cdot \varphi=0 \tag{59}
\end{equation*}
$$

where $I_{S}$ is the matric of the moments of inertia, $k_{S}$ is the stiffness matrix, $\ddot{\varphi}$ is the vector of angular accelerations and $\varphi$ is the vector of angular deviations. After performing the modal analysis in the FEM software, we found out, that the first six eigenvalues are as follows: $f_{S 1}=89.298 \mathrm{~Hz}, f_{S 2}=96.923 \mathrm{~Hz}$, $f_{S 3}=125.863 \mathrm{~Hz}, f_{S 4}=160.963 \mathrm{~Hz}, f_{S 5}=171.385 \mathrm{~Hz}$ and $f_{S 6}=223.951 \mathrm{~Hz}$.

When we compare results of eigenfrequencies for the flexible body represented just by its torsion stiffness (Equation (58)) and for the flexible body modelled as a continuum (Equation (59)), we can see that results are slightly different. It is caused because the continuum better represents the real body of the analysed drive shaft. The angular excitation frequency of the drive shaft is $\omega=2.932 \mathrm{rad} \cdot \mathrm{s}^{-1}$, or $f=0.466 \mathrm{~Hz}$. This excitation frequency is much lower than the eigenfrequencies calculated by means of Equation (58) as well as Equation (59). We can conclude that the drive shaft will not reach to the resonance due to the driving in the operation mode.

## 6. Analysis of the Platform Deflection

As the STN EN 81-40 standard allows the maximal deflection ( $w_{\max }$ ) of the platform to be $w_{\max }=20 \mathrm{~mm}$ [22], it is necessary to analyse this deflection. In the device operation, such a situation can happen that the total load of the platform will be transmitted to columns either by one tube (upper or bottom) or the load will be distributed to both tubes. For both exceptional cases, dependencies of the load were made (Figures 15 and 16). These dependencies influence the deflection of the end platform point when the distance between columns is changed.

The authors introduce an example of the calculation in the case of transmitting of loads by means of the upper guiding tube.

The load, which is caused by the platform weight and the transported goods, represents only one component of force $A_{y I I}$ (the reaction force due to the own weight load of the platform and the goods), because the axis force $F_{\text {oII }}$ is considered in the pinion gearing (this is the drive force of the pinion and it acts in the platform motion direction), i.e., it influences the strain of the bottom guiding tube. Figure 20 shows the considered loading forces. The acting force $A_{x I I}$ is depicted in the cutting-plane $A-A$.


Figure 20. Waveform of acceleration of the platform mechanism for time interval of 0.0-0.5 s.
For the relation for calculation of deformation, we can use a simplified model of a beam with two supports representing columns. These supports remove three degrees of freedom. A distribution of the resulting bending moment and the lateral force regarding to the upper guiding tube is shown in Figure 21.


Figure 21. A simplified model of a beam and the distribution of the bending moment and the lateral force.

Forces marked as $F_{k I I}$ and $A_{x I I}$ cause deformation in two different planes. Therefore, we analyse deflections individually (we use the superposition method) and subsequently, we determine the resulting value of the deflection by means of the Pythagorean theorem as follows:

$$
\begin{gather*}
\sum_{i=1}^{n} F_{i y}=0 \Rightarrow R_{1}+R_{3}-F_{k}^{I I}=0  \tag{60}\\
\sum_{i=1}^{n} F_{i z}=0 \Rightarrow R_{2}=0  \tag{61}\\
\sum_{i=1}^{n} M_{i R_{1}}=0 \Rightarrow R_{3} \cdot l-F_{k}^{I I} \cdot \frac{l}{2}=0 \tag{62}
\end{gather*}
$$

We get Equations (63)-(65) for the calculation of reaction force from Equations (60)-(62), respectively:

$$
\begin{gather*}
R_{3}=\frac{F_{k}^{I I}}{2}  \tag{63}\\
R_{2}=0,  \tag{64}\\
R_{1}=F_{k}^{I I}-R_{3}=F_{k}^{I I}-\frac{F_{k}^{I I}}{2}=\frac{F_{k}^{I I}}{2} . \tag{65}
\end{gather*}
$$

Calculation of deformation and lateral forces is performed applying the Schwedler's theorem, which comes from Figure 22.

(a)

(b)

Figure 22. Application of the Schwedler's theorem: (a) a first cut of the upper guiding tube, (b) a second cut of the upper guiding tube.

Then, we proceed as follows:

- The first section:

$$
\begin{equation*}
z_{1} \in\left\langle 0 ; \frac{l}{2}\right\rangle \tag{66}
\end{equation*}
$$

The bending moment $M_{O\left(z_{1}\right)}$ is:

$$
\begin{equation*}
M_{O\left(z_{1}\right)}=R_{3} \cdot z_{1}=\frac{F_{k}^{I I} \cdot z_{1}}{2} \tag{67}
\end{equation*}
$$

and the lateral force $T_{\left(z_{1}\right)}$ is calculated as:

$$
\begin{equation*}
T_{\left(z_{1}\right)}=-\frac{d\left(M_{O\left(z_{1}\right)}\right)}{d\left(z_{1}\right)}=-\frac{d\left(\frac{F_{k}^{I I} \cdot z_{1}}{2}\right)}{d\left(z_{1}\right)}=-\frac{F_{k}^{I I}}{2} . \tag{68}
\end{equation*}
$$

- The second section:

$$
\begin{equation*}
z_{2} \in\left\langle 0 ; \frac{l}{2}\right\rangle \tag{69}
\end{equation*}
$$

The bending moment $M_{O\left(z_{2}\right)}$ is:

$$
\begin{equation*}
M_{O\left(z_{2}\right)}=R_{3} \cdot\left(\frac{l}{2}+z_{2}\right)-F_{k}^{I I} \cdot z_{2}=\frac{F_{k}^{I I} \cdot l}{4}-\frac{F_{k}^{I I} \cdot z_{2}}{2} \tag{70}
\end{equation*}
$$

and the lateral force $T_{\left(z_{2}\right)}$ is calculated as:

$$
\begin{equation*}
T_{\left(z_{2}\right)}=-\frac{d\left(M_{O\left(z_{2}\right)}\right)}{d\left(z_{2}\right)}=-\frac{d\left(\frac{F_{k}^{I I \cdot l}}{4}-\frac{F_{k}^{I I} \cdot z_{2}}{2}\right)}{d\left(z_{2}\right)}=-\frac{F_{k}^{I I}}{2} \tag{71}
\end{equation*}
$$

The entire calculation is performed by means of the differential equation of the elastic curve as follows:

$$
\begin{equation*}
w=\int_{0}^{z_{1}} \frac{M_{O\left(z_{1}\right)}}{E \cdot J_{x}} \cdot \frac{\partial M_{O\left(z_{1}\right)}}{\partial F_{k I I}} \cdot d z_{1}+\int_{0}^{z_{2}} \frac{M_{O\left(z_{2}\right)}}{E \cdot J_{x}} \cdot \frac{\partial M_{O\left(z_{2}\right)}}{\partial F_{k I I}} \cdot d z_{2} . \tag{72}
\end{equation*}
$$

After integration and substituting corresponding parameters, the differential equation of the elastic curve is:

$$
\begin{equation*}
w=\frac{1}{E \cdot J_{x}} \cdot\left[\int_{0}^{\frac{l}{2}} \frac{F_{k I I} \cdot z_{1}}{2} \cdot \frac{\partial \frac{F_{k I I} \cdot z_{1}}{2}}{\partial F_{k I I}} \cdot d z_{1}+\int_{0}^{\frac{l}{2}}\left(\frac{F_{k I I} \cdot l}{4}-\frac{F_{k I I} \cdot z_{2}}{2}\right) \cdot \frac{\partial\left(\frac{F_{k I I} \cdot l}{4}-\frac{F_{k I I} \cdot z_{2}}{2}\right)}{\partial F_{k I I}} \cdot d z_{2}\right] \tag{73}
\end{equation*}
$$

where $z_{1}$ and $z_{2}$ are sections of the analysed track and $F_{k I I}$ is the force acting on the track in the analysed sections. The complete calculation is very extensive; therefore, it cannot be completely described.

Comparing results shown in Figures 23 and 24, we can see that both load cases are very similar even with the same values of the deflection. Therefore, we assume that the load transmission by this tube does not have the significant effect on the limit value of the platform deflection.

$-47^{\circ}-41^{\circ}-35^{\circ}-29^{\circ}-23^{\circ}-17^{\circ}-11^{\circ}-5^{\circ}-0^{\circ}-$ max. deflection
Figure 23. Dependence of the platform deflection on the horizontal distance between columns, when the load is transmitted by the upper tube. Results are shown for different track slope from $0^{\circ}$ to $47^{\circ}$.


Figure 24. Dependence of the platform deflection on the horizontal distance between columns, when the load is transmitted by the bottom tube. Results are shown for different track slope from $0^{\circ}$ to $47^{\circ}$.

The analysis of the load distribution state goes before the calculation of the guiding tube. The allowed overload of the platform with the weight of 375 kg is only in the location of the first column, i.e., in the location where the vector straight line of the gravitational force and the main central axis of the column are in the same plane. This plane is also perpendicular to the platform movement. Hence, it is not appropriate to analyse the tube in this location, because the tube is mounted just in this location. Suitably, the platform is imagined to move to the geometric centre of the selected computational track section, i.e., between two columns considering the load of 300 kg . In case of a greater load, the platform must not move; therefore, the situation when the platform with the load of 375 kg is in the vertical symmetry axis, cannot happen.

## 7. Conclusions

The article presents a partial solution to the conception of the design of a manipulator for handling with goods in particular difficult and limited operation conditions. It is considered to transport material between two destinations.

While the problem is extensive, the partial objective can be considered to have been met. The engineering design presented in this article fully complies with the requirements that will be imposed on it in operation. Analytical and numerical calculations implemented to the solution process completely support this claim.

The need of application of the manipulator in the production process of the company only demonstrates the necessity of mechanisation and automation technology and its invaluable importance in all areas.

The further solution of the device will include the design and analysis of the track and creation of a mathematical model for verifying the safety of the track in collaboration with the designed platform as well as drawing documentation, production and installation of the platform to the real operation.
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#### Abstract

In the grasping and manipulation of 3D deformable objects by robotic hands, the physical contact constraints between the fingers and the object have to be considered in order to validate the robustness of the task. Nevertheless, previous works rarely establish contact interaction models based on these constraints that enable the precise control of forces and deformations during the grasping process. This paper considers all steps of the grasping process of deformable objects in order to implement a complete grasp planning pipeline by computing the initial contact points (pregrasp strategy), and later, the contact forces and local deformations of the contact regions while the fingers close over the grasped object (grasp strategy). The deformable object behavior is modeled using a nonlinear isotropic mass-spring system, which is able to produce potential deformation. By combining both models (the contact interaction and the object deformation) in a simulation process, a new grasp planning method is proposed in order to guarantee the stability of the 3D grasped deformable object. Experimental grasping experiments of several 3D deformable objects with a Barrett hand (3-fingered) and a 6-DOF industrial robotic arm are executed. Not only will the final stable grasp configuration of the hand + object system be obtained, but an arm + hand approaching strategy (pregrasp) will also be computed.


Keywords: 3D deformable object; grasping; robust manipulation; robot hand

## 1. Introduction

Nowadays, manipulation has become an increasingly important standing research topic in robotics. Most of the related works in this field consider the grasping of rigid bodies as an extensively studied area, which is rich with theoretical analysis and implementations using different robotic hands ([1-8]). Robotic grasping of deformable objects has also acquired importance recently due to several potential applications in various areas, including biomedical processing, the food processing industry, service robotics, robotized surgery, etc. ([9-14]). Recent surveys covering the literature related to the robotic grasping and manipulation of deformable objects can be found in [12,15].

Nevertheless, efficient and precise (i.e., deformation/force control) robotic grasping of 3D deformable objects remains an underdeveloped area within the robotics community due to the technical and methodological difficulties of the problem. In fact, this problem involves implementing two main steps with their own subproblems: determining the initial location of the grasp points and moving the hand + arm system towards them (i.e., pregrasping strategy), and closing the fingers of the robotic hand until a robust grasp is reached while taking into account the deformation of the object (i.e., grasping strategy).

In the case of the pregrasp strategies, two main problems arise: firstly, implementing a grasp quality measure to choose the most stable grasp configuration; secondly, applying the kinematic constraints of the hand + arm system so that the chosen grasp is reachable. Several previous surveys to quantify grasp quality were developed in [1,16-19]. All of these approaches have studied stable grasps and developed various stability criteria to find optimal grasps for rigid objects. Nevertheless, the development of algorithms that can efficiently synthesize grasps in 3D deformable objects is still a challenging research problem. Wakamatsu et al. [20] analyzed the stable grasping of deformable objects based on extending the concept of force closure of rigid objects to deformable planar objects with bounded applied forces. Mira et al. [21] presented a grasp planner that can reproduce the actions of a human hand to determine the contact points. Their algorithm combines the position information of the hand with visual and tactile data in order to achieve a hand-object configuration. This method is applied to planar objects without considering applied forces by fingers and object deformation. Xu et al. [22] proposed a grasp quality metric for hollow plastic objects based on minimal work in order to combine wrench resistance and object deformation. Jorgensen et al. [23] presented a generic solution for doing pick and place operations of meat pieces with a vacuum gripper. This solution used a grasp quality metric that combines wrench resistance and object deformation. It was based on the computation of the required work to resist an external wrench and it can only be applied to planar objects, without a direct relation between applied forces and deformation. In fact, none of these works can be applied to general 3D deformable objects and they are solutions for specific types of objects.

For the second step of the grasping problem (i.e., closing of the fingers), previous grasping synthesis methods are mainly based on the generation of force closure (FC) grasps ([24-26]). This means that the robotic hand is able to maintain the manipulated object inside the palm despite any external disturbance and evaluate the contact forces including those due to friction. FC is generally used to implement the grasping of rigid objects with a low number of frictional contacts by taking into account geometric criteria of their contact surfaces. Nevertheless, traditional FC-based approaches cannot be applied to deformable objects due the complexity of their interaction with the robotic hand's fingers: the object deforms (i.e., its size and shape are changed) and the contact surfaces evolve dynamically while contact forces are applied by the fingers. New reactive methods based on the detection and avoidance of slippage have been developed in order to solve this limitation in the grasping of deformable objects. For instance, Kaboli et al. [27] computed the tangential forces required for slippage avoidance and adjusted the fingers' relative positions and grasping forces accordingly, taking into account an estimation of the weight of the grasped object. The main drawback of this approach is that the relationship between applied forces and object deformation is not considered. Zhao et al. [28] proposed a new slip detection sensor based on video processing in order to perceive multidimensional information, including absolute slip displacement, the deformation at the object surface, and force information. This method is only applied for 2D objects with transparent and reflective surface, such as pure glass. However, these types of materials are not common in deformable objects. In addition, the stress state of the gripper-object interface is not precisely analyzed when taking into account the properties of the object's material.

In order to solve all these limitations of reactive strategies, it is crucial to use a suitable contact model ([29-32]) that explains the coupling between the contact forces and the object deformations. A precise contact model can be exploited to provide a set of grasping forces and torques that can be applied to maintain equilibrium before and after the deformation [33]. Thereby, the grasp stability can be computed in real-time while the contact surfaces evolve during deformation. This evolution of the object surface is obtained by sampling mechanical deformation models [34], mainly mass-spring systems ([35,36]), finite element methods (FEM) ([37,38]), and impulse-based methods ([39]). The mass-spring system is a fast and interactive physical model with a solid mathematical foundation and well-understood dynamics. This model provides a more realistic force/deformation behavior in the case of large deformations, while maintaining the capability of real-time response. FEM provides higher accuracy, but it requires higher numerical computation,
which is more appropriate for offline simulations. Therefore, this paper uses a deformation model based on nonlinear mass-spring elements distributed across a tetrahedral mesh: lumped masses are attached to the nodes and nonlinear springs represent the edges. The tracking of the mesh nodes positions is assured by solving a dynamic equation based on Newton's second law. The main interests of this deformation model are the dynamic predictions of the object's deformations and its realistic behavior, which results from the nonlinearity of the object. More details about this object deformation model can be found in previous works [40] and it will be used by the new proposed grasp synthesis algorithm.

Several previous works have taken into account the deformation of soft objects while grasping them without integrating precise contact interaction models. Berenson et al. [41] presented a vision-based deformation controller for elastic planar objects without considering the grasp properties. This method takes into account just one contact point which cannot be used with a multifingered hand for grasping deformable objects. Similarly, Nadon et al. presented a model-free algorithm in [42] based on visual information for automatically selecting the contact points between the fingers and the object's contour in order to control its shape. However, contact forces and object stability were not considered. Grasping deformable planar objects using contact analysis was proposed in [43]. It was based on an algorithm to track the contact regions during the squeezing process and determine the stick/slip mode in the contact area. Fingers' displacements were considered rather than forces, and object stability was not guaranteed. Similarly, Sanchez et al. [44] developed a manipulation pipeline that is able to estimate and control the shape of a deformable object with tactile information but the stability of the grasp is not considered. Authors in [45] proposed a new approach to lift a deformable 3D object, causing small deformations of the object by employing two rigid fingers with contact friction. This approach considered small deformations within the scope of the linear elasticity during the grasp operation and did not deal with the nonlinear relationships between deformations and forces of 3D soft objects. Jorgensen et al. [46] presented a simulation framework for using machine learning techniques to grasp deformable objects. In this framework, robot motions were parameterized in terms of grasp points, robot trajectory, and robot speed. Hu et al. [47] presented a general approach to automatically handle soft objects using a dual-arm robot. An online Gaussian process regression model was used to estimate the deformation function of the manipulated objects and low-dimension features described the object's configuration. Finally, new works (such as $[48,49]$ ) integrate deep-learning techniques, 3D vision, and tactile information in order to fold/unfold and pick-and-place clothes. Although all these works consider the deformation of the object while manipulating it, an initial stable grasp is supposed to be known and nonlinear force-deformation relations are not computed during the handling process.

None of these works combine all the previously explained elements that are required for the implementation of a general and complete grasp planning pipeline for 3D deformable objects: a pregrasp strategy for reaching the object that takes into account grasp quality metrics for 3D deformable objects, and a grasp strategy for closing the fingers that guarantees a stable configuration of the object by considering its deformation and the applied contact forces. This paper involves an extension of our previous grasping strategy in [33] in order to implement this complete grasp planning pipeline. Firstly, we adapt the stability criteria developed for robotic grasp synthesis of rigid objects to 3D deformable objects (see Section 2 for a general description of the strategy and Section 3 for the new geometric criterion of the initial grasp). We also defined a new pregrasp strategy (Sections 4 and 5) in order to approach the deformable objects in an optimal way before manipulating them by using the previous grasping metrics. This grasping strategy is based on an interaction model developed by the authors in a previous work [40]. Section 6 indicates how this finger-object contact model is used in order to compute the contact forces to be applied by the fingers for a stable grasp of the deformable object and what their precise values are in the proposed experiments. We consider the problem of grasping and manipulation of a 3D isotropic deformable objects with a 3-fingered Barrett hand. This hand is installed as the end-effector of a 6-DOF Adept Viper robotic arm S1700D. Finally, a complete grasping planning
strategy combining the pregrasp and grasp synthesis strategies of the hand + arm system is developed and tested with real objects (Section 7).

## 2. General Description of the Grasp Planning Pipeline

As indicated in the introduction section, by using our previously developed contact model [33], we can handle highly deformable objects and give precise estimations of the contact forces generated while deforming them. Those precise estimations would guarantee the static equilibrium of the object by considering new grasps metrics (Section 3) and optimizing the pregrasp configuration of the robotic hand around the object (Sections 4 and 5).

The flowchart in Figure 1 shows all the steps that are required in order to compute and execute a robust grasp (i.e., the configuration of fingers over the surface of the object) that guarantees the stability of the object with our grasp planning pipeline.


Figure 1. Flowchart of the proposed grasp planning pipeline (i.e., pregrasp and grasping strategies) for handling deformable objects with a hand + arm robot system.

In order to execute the computed grasp, the first step determines the pregrasp configuration. In fact, the complete grasp planning strategy is divided into two phases: First, determining the configuration of the robotic arm to bring the hand close to the object so that the fingers of the hand can reach the surface of the object (Section 5). The second phase is determining the appropriate initial configuration of the fingers of the hand to grasp the object based on a new geometric criterion (Sections 3 and 4). The determination of the joint parameters of the arm and the hand for executing both phases is ensured by the resolution of their inverse kinematics (IK).

Once the pregrasp step is performed, the robot moves next to the object and the fingers reach the initial grasp. No important deformation is supposed to be generated when the fingers come into contact with the object since a very small contact force will be firstly applied in order to avoid that the grasp location changes. As soon as this initial grasp is executed precisely, the third step of the algorithm is activated and an iterative closing of the fingers begins, based on the simulation of the contact interaction model (Section 6). At each iteration of the simulation, the deformations of the object are updated and the generated contact forces are computed. The computed contact forces are used to evaluate the static equilibrium of the object + fingers system. The iterative process is repeated in simulation until the static equilibrium is reached (see all these steps in simulation on the left side of the flowchart in Figure 1).

Upon completion of the simulation process, the real handling and manipulation of the object can be performed by executing the contact forces obtained from simulation (see steps on the right side of the flowchart). Firstly, the object is installed at the workspace of the robot with the same relative configuration as at the beginning of the simulation. Then, the robotic arm moves towards the pregrasp configuration (i.e., phase 1 in reality) and the hand fingers are moved towards the initial contact points by position control (i.e., phase 2 in reality). At this stage (beginning of phase 3 in reality), the fingers are closed by force control and apply progressive squeezing of the object until the contact forces (which are measured by contact sensors installed inside each finger of the Barrett hand) become equal to the contact forces computed at the simulation step. These contact forces guarantee the equilibrium of the object-hand system (as validated by the simulation). Thereby, the object can be lifted up from the table without any risk of sliding and can be robustly manipulated. In the next sections, all these steps are described in detail and are validated with real pick-and-place experiments of deformable objects by a hand + arm robot system (Section 7).

## 3. Synthesis of the Initial Grasp Configuration

In this section, we address the characterization of the object stability for a three-fingered grasp. This implies determining a force closure configuration based on the choice of three contact points from the set of all the points representing the outer 3D surface of the object. The following assumptions are considered in this procedure:

- The use of three fingers for the grasp operation modeled as hemispheres with radius R .
- The first contacts between the fingers and the object are point contacts.
- The outer surface of the object is represented by a set of points $\Omega$, which are described by their position vectors $\vec{P}_{i}$ measured with respect to a reference frame located at the center of mass $\left(\overrightarrow{P_{c o}}\right)$ of the object.

In fact, a 3-fingered grasp is more reliable in terms of stability, slip avoidance, and balance of forces when it converges towards an ideal equilateral grasp [17]. Thus, each three-fingered grasp can be characterized by a value which represents its similarity to an equilateral triangle. We suggest an algorithm based on geometric criteria to find this equilateral grasp. This algorithm determines, at first, the set of all possible grasping triangles by scanning the points belonging to the contact surface $\Omega$. Then, using the $Q_{1}$ criterion presented by Roa [17], our algorithm compares the angle values (alpha, beta, and lambda) of these triangles with $\pi / 3$ (i.e., the angle that characterizes an equilateral triangle) in order to choose the configuration closest to an equilateral triangle (see Figure 2):

$$
\begin{equation*}
Q_{1}=\frac{3}{2 \pi}\left(\left|\alpha-\frac{\pi}{3}\right|+\left|\beta-\frac{\pi}{3}\right|+\left|\gamma-\frac{\pi}{3}\right|\right) \tag{1}
\end{equation*}
$$

For a target angle value of $3 / 2 \pi$, the minimum possible value of $Q_{1}$ is 0 for a perfect equilateral triangle, 2 for the most unfavorable case (the triangle degenerates into a segment), and 1 for an intermediate state.

For evaluating the angles of the triangle, we use a margin of error defined by the interval [ $0,0.3$ ]. Depending on the density of the points of the contact surface $\Omega$, this algorithm can give several grasp configurations. Finally, a second criterion, referred to as $Q_{2}$, is used in order to choose one between them. It measures the distance between the center of the mass of the object $C_{O}$ and the center of the grasping triangle $C_{T}$ (Figure 3), defined as

$$
\begin{equation*}
Q_{2}=\left|C_{O}-C_{T}\right| . \tag{2}
\end{equation*}
$$



Figure 2. Force arrangement criteria.
This criterion was developed to obtain stable grasps with respect to the torques generated by gravitational and inertial forces [17]. The complete grasp synthesis algorithm based on the these two criteria $Q_{1}$ and $Q_{2}$ is represented in the diagram "Algorithm 1":

## Algorithm 1 Synthesis of the 3 contact points for initial grasp configuration <br> Grasp synthesis algorithm. Input: points $P_{i}$ on contact surfaces $\Omega$ with their 3D coordinates

1. Calculation of the set $\Gamma$ of grasp triangles defined from points $P_{i}$.
2. Calculation of the value of the angles of the grasp triangles of the set $\Gamma$.
3. Choice of the grasp triangles closer to an equilateral triangle by applying criterion $Q_{1}$, the set of these triangles is named $\Psi$.
4. Calculation of the barycenter $C_{T}$ of the grasp triangles of the set $\Psi$.
5. Calculation of the distance between $C_{O}$ and the centers $C_{T}$ of the triangles of the set $\Psi$ by applying criterion $Q_{2}$.
6. Choosing the triangle that minimizes $Q_{2}$.

Output: 3 initial contact points of the grasp configuration


Figure 3. The distance between $C_{O}$ and $C_{T}$.

## 4. Pregrasp Strategy for the Robotic Hand: Placement of the Fingers

In this section, we present the pregrasp strategy for reaching the three contact points of the initial grasp computed in Section 3 with a three-fingered robotic hand (e.g., the Barrett hand [50] in our experiments). In order to describe the kinematic model of the Barrett hand, we establish the joint frames of Figure 4. The movement of the fingers of the Barrett hand is controlled by defining 4 encoder values $\left[q_{M 1} \ldots q_{M 4}\right]$ that are connected to the joint values $\varphi_{i}$ of the fingers (Figure 4) by the following coupling relationships:


Figure 4. Barrett hand: dimensions, frames, and joints.

$$
\left[\begin{array}{c}
\phi_{98}  \tag{3}\\
\phi_{109} \\
\phi_{1211} \\
\phi_{1312} \\
\phi_{147} \\
\phi_{1514} \\
\phi_{87} \\
\phi_{117}
\end{array}\right]=\left[\begin{array}{cccc}
1 / 125 & 0 & 0 & 0 \\
1 / 375 & 0 & 0 & 0 \\
0 & 1 / 125 & 0 & 0 \\
0 & 1 / 375 & 0 & 0 \\
0 & 0 & 1 / 125 & 0 \\
0 & 0 & 1 / 375 & 0 \\
0 & 0 & 0 & 2 / 35 \\
0 & 0 & 0 & -2 / 35
\end{array}\right] *\left[\begin{array}{l}
q_{M 1} \\
q_{M 2} \\
q_{M 3} \\
q_{M 4}
\end{array}\right]
$$

where $q_{M k}=\left[\begin{array}{ll}0 & 17,500\end{array}\right]$ for $k=\left[\begin{array}{lll}1 & 2 & 3\end{array}\right]$ (i.e., the range of variation of the encoders of the motors for closing/opening the three fingers), and $q_{M 4}=\left[\begin{array}{ll}0 & 3150\end{array}\right]$ (i.e., the range of variation of the encoder of the motor 4 for separating fingers 1 and 2 around the palm).

The pregrasp strategy for the three-fingered robotic hand involves two steps: the first one aligns the orientation of the hand with the initial grasping triangle computed in Section 3; the second one adjusts this initial estimation of the grasp by taking into consideration the kinematic constraints of the hand. The first step consists of orientating the hand so that the TCP (Tool Center Point, defined along the axis perpendicular to the palm of the hand) coincides with the $C_{T}$ grasp triangle center (as shown in Figure 5). The second step involves the resolution of the IK of the fingers in order to estimate the joint values to reach the three grasp points ( $P_{1}, P_{2}$, and $P_{3}$ ) of the initial grasp triangle. If no IK solution is found, the length of the TCP line is changed and the IK resolution is recomputed. When an IK solution is found, the motor commands $q_{M k}$ are computed in order to attend to these joint values, by applying the inverse expression of (3). The implemented algorithm is shown in the diagram "Algorithm 2". In the context of this iterative solution search, we consider that the solution is validated for a value of joint angle difference for each of the fingers smaller than 2 degrees.


Figure 5. Intersection of the hand's Tool Center Point (TCP) with the center $C_{T}$ of the grasp triangle.

## Algorithm 2 Pregrasp strategy for the robotic hand <br> Finger placement algorithm for the initial grasp. Input: grasp triangle computed by Algorithm 1

1. Reorientation of the hand in the grasp plan and coincidence of TCP with $C_{T}$.
2. Calculation of IK and definition of finger joint values.
3. Searching for a solution for $q_{M 1}, q_{M 2}$, and $q_{M 3}$ by successive iteration over the length $L$ in order to find a solution.
4. Reorientation of the hand around TCP and adjustment of the distance L to define a solution for $q_{M 4}$.

Output: Definition of the values of $\left[q_{M 1} \ldots q_{M 4}\right]$ and the 6 components (position + orientation) of the tool frame defining the hand's TCP.

## 5. Pregrasp Strategy for the Hand + Arm System: Reaching Trajectory by the Arm

After establishing the initial grasp points of the fingers (Section 3) and the corresponding pregrasp configuration of the hand around the object (Section 4), we should execute the latter by moving the hand with a robotic arm that carries it. Figure 6 shows the flowchart of the pregrasp strategy for the hand + arm system that uses the IK of the arm and the hand for achieving this initial grasp. For implementing this planning strategy, we have chosen a 6-DOF robotic arm (e.g., a Viper S1700D for our real experiments) so that the hand can attain any pose (position + orientation) in the space around the object. Initially, the object is resting on a table, modeled by a plane parallel to the XY plane of the arm base.

For performing this pregrasp strategy, we should represent the object pose (position $[x, y, z]$ in mm and orientation $[y, p, r]$ in ZYZ Euler angles) from its original WobjO frame (object mark) to the WobjU frame (user mark), known by the arm (see Figure 7). The TCP pose will also be represented firstly in the WobjO frame in order to easily define relative movements between the object and the hand. Later, it will be transformed into the arm frame (WobjU) so that final movements of the arm can be computed.

Firstly, we want to reach the relative object + hand configuration of Figure 8, which consists of putting the TCP in coincidence with $C_{0}$ (see Figure 9 b). Then, we use the results from Section 3 to determine the contact points. We calculate the grasp triangle formed by these three contact points as well as its centroid $C_{T}$. Finally, we define the final pregrasp configuration (defined in Figure 5) by the translation and orientation of the hand. This step consists of matching the two TCP and $C_{T}$ points and aligning the Z axis of the TCP coordinate system perpendicular to the grasp triangle (see Figure 9c) by computing the arm movements required to reach the tool frame obtained by Algorithm 2. When this final pregrasp configuration is reached by the hand, the fingers will be closed by applying the joints' angles obtained with Algorithm 2. An example of the main execution steps of this pregrasp strategy for a cube is shown in Figure 9.


Figure 6. Flowchart for the pregrasp planning strategy of the hand + arm system. IK-Inverse Kinematics.


Figure 7. Main frames of the hand + arm system, simulated in Matlab.


Figure 8. Intersection of TCP and $C_{0}$.


Figure 9. Main execution steps of the pregrasp strategy for the hand + arm system in order to grasp a cube: (a) initial robot-object configuration, (b) reaching trajectory (intersection of TCP and $C_{O}$ ), (c) hand orientation (intersection of TCP and $C_{T}$ ), (d) pregrasp configuration.

## 6. Final Stable Grasp Execution Based on Contact Interaction Modeling

In order to be able to evaluate the equilibrium with all the forces that take place in the real experiment while the fingers of the hand are closing, a model of the contact interactions between the fingertips and the object is required for precisely determining the forces-deformations relationship during grasping. This model will receive as input the initial grasp of the object without any deformation (i.e., the initial contact points of the fingertips over the object's surface or contact polygon determined at Section 3 and the fingers' configuration of the pregrasp strategy are described in Sections 4 and 5).

After this initial grasp, the fingers should close iteratively towards the center of the object until the equilibrium of all forces over the object is reached and a stable grasp is performed. With the aim of computing the required fingertip forces for this equilibrium, the simulation of this contact model is achieved in several sequential steps. Firstly, the contact between fingers and the object is detected. Secondly, contact forces are computed (by the evaluation of the relative velocity between the fingers and the object). Finally, the static equilibrium is checked for grasping stability. At each iteration of the simulation, the dynamic model updates the overall shape and contact area deformations due to the applied forces. Contact forces are individually calculated for each contact point, which gives a realistic distribution of the contact pressure in the contact zone. The contact model takes into account the normal forces and the two modes of the tangential forces due to friction: slipping and sticking modes. As the object is modeled by a set of nonlinear spring-damper pairs, the nonlinear normal force is given by

$$
\begin{gather*}
f_{n_{j}}= \begin{cases}0 & , \delta_{j} \leq 0 \\
\max \left(0,\left(K \delta_{j}^{n}+C \dot{\delta}_{j}\right)\right)\end{cases}  \tag{4}\\
\mathbf{f}_{n_{j}}=f_{n_{j}} \mathbf{n}_{f j}, \tag{5}
\end{gather*}
$$

where $\delta_{j}$ is the penetration distance measured along the normal direction to the contact surface $j ; K$ and $C$ are the contact stiffness and damping constants, respectively. Those parameters depend on Young's modulus and the Poisson ratios. Based on the work presented in the literature [51,52], the stiffness constant is calculated by

$$
\begin{equation*}
K=2 \Psi \sqrt{R} \tag{6}
\end{equation*}
$$

where $\Psi$ is a constant, calculated according to the mechanical properties of the two objects in contact, and it is given by

$$
\begin{equation*}
\Psi=\frac{1}{\frac{1-v_{1}^{2}}{E_{1}}+\frac{1-v_{2}^{2}}{E_{2}}} \tag{7}
\end{equation*}
$$

where $E_{1}$ and $E_{2}$ are the Young's modulus; $v_{1}$ and $v_{2}$ are the Poisson ratios of the finger and the object, respectively. The damping constant is determined by

$$
\begin{equation*}
C=4 \pi R \gamma \tag{8}
\end{equation*}
$$

where $\gamma$ is a constant.
To characterize these mechanical parameters, compression tests are done for obtaining curves of stress evolution according to compressive deformation (see [33] for photos and detailed results of this calibration process). Thereby, the Young's modulus $(4.928 \mathrm{MPa})$ and the Poisson's ratio ( 0.39 ) of the material of the objects (i.e., foam) to be grasped during the real experiments in Section 7 are identified.

Modeling of the tangential force, acting along each contact, is required in order to prevent any slippage and to ensure grasp stability. The contact model takes into account the two modes of the tangential forces due to friction: slipping and sticking modes. In this model, a parallel spring-damper is attached to the ground at one end, via a slider element, and to the fingertip at the other end. Therefore, the contact point location dynamically changes in the slipping condition. These variables correspond to the relative displacements at the contact point due, respectively, to sticking and slipping. They are dynamically reset to zero if the contact is broken. The sliding friction force can be defined in terms of the Coulomb law as follows:

$$
\mathbf{f}_{s l i p}= \begin{cases}0, & \left\|\mathbf{V}_{t}\right\|=0  \tag{9}\\ -\mu f_{n} \frac{\mathbf{V}_{t}}{\left\|\mathbf{V}_{t}\right\|}\end{cases}
$$

where $\mu, f_{n}$, and $V_{t}$ are friction coefficient, normal force, and tangential velocity, respectively. With this model, the contact point location dynamically changes in the slipping condition. If the tangential force norm is less than the threshold of sliding, then we have a sticking mode whose tangential force is defined by

$$
\mathbf{f}_{\text {stick }}=\left\{\begin{array}{ll}
0, & v=0  \tag{10}\\
-\left(k_{t} v-c_{t} \dot{v}\right) \frac{\mathbf{P}_{c} \mathbf{P}_{s}}{\left\|\mathbf{P}_{c} \mathbf{P}_{s}\right\|^{\prime}}, & v>0
\end{array},\right.
$$

where $v$ is the tangential deformation at the contact facet, $P_{c}$ is the contact point position, and $P_{s}$ is the contact point position at the sticking regime. The parameters $k_{t}$ and $c_{t}$ are respectively tangential stiffness and damping coefficients estimated by using Dopico's method [30].

As indicated at the beginning of this section, this contact model will be executed after the initial grasp configuration (obtained as output of the pregrasp strategy) is reached and the fingers begin to touch the surface of the object. In fact, a simulation of the grasping execution strategy is implemented in Matlab in order to determine the contact forces that should be applied to reach a robust grasp. This simulation will iteratively close the fingers towards the center of the object, evaluate the forces transmitted to the object by solving the contact model, update the state of the contact surface due to deformations, and verify the static equilibrium of the hand + object system. When this static equilibrium is obtained in the simulation, the contact forces applied by the simulated fingers will be used as references for the force control of the real robotic hand. An example of this grasping execution strategy will be shown in Section 7 in order to justify its application in our pipeline. Nevertheless, more experiments of this grasp execution strategy can be found in the previous work [33] by the authors, where it was first proposed.

## 7. Experimental Validation of the Grasp Planning Pipeline for the Hand + Arm System

The different steps of our complete grasp planning pipeline are validated with simulation and real experiments. First of all, the synthesis algorithm for the first initial grasp configuration proposed in Section 3 (i.e., Algorithm 1) is validated for three different shapes: a sphere, a cylinder, and a cube (Figure 10). This algorithm has been implemented in Matlab, by integrating a discrete 3D tetrahedral representation of the shape of these objects. The number of nodes of this 3D representation and the values of the two grasping quality metrics computed by the algorithm for the three objects are shown in Table 1. The initial grasping points obtained are shown in Figure 10 and they do not consider any deformation of the objects.


Figure 10. Configuration of the initial grasping points for a sphere, a cube, and a cylinder.
Table 1. Evaluation of the initial grasping criteria for a sphere, a cube, and a cylinder.

|  | Sphere <br> $(80 \mathrm{~mm})$ | Cube <br> $(80 * 80 * 80 \mathrm{~mm})$ | Cylinder <br> $(\mathbf{R 3 5} \mathbf{~ m m} * \mathbf{L} 140 \mathrm{~mm})$ |
| :---: | :---: | :---: | :---: |
| Number of nodes | 182 | 162 | 226 |
| Q1 | 0.0491 | 0.2302 | 0.1145 |
| Q2 $(\mathrm{mm})$ | 4.8659 | 13.334 | 11.6667 |

These initial grasp configurations are used as input for the pregrasp and grasp execution steps of the grasp planning pipeline. For validating both steps, real experiments with the Adept arm and the Barrett hand grasping a foam cube (Figure 11) and a cylinder (Figure 12) are performed. Both objects represent typical shapes found in grasping applications of industrial products: a planar-faced surface (e.g., a cube) and a revolution surface (e.g., a cylinder). After the grasping, the object is lifted and carried to another position over the table in order to validate the stability of the grasp. The first step consists of generating and executing the path of the Adept arm for the pregrasp configuration in simulation, ensuring that the object is within the Barrett hand workspace (as explained for the cube in Figure 9a-c). The trajectory of the arm and the closing of the hand are then performed in the simulation (Figure 9d) until the fingers come into contact with the object.

The second step is to model the interaction between the fingers and the object for closing the fingers against the object surface in order to get the required contact forces in simulation (as explained in Section 6). The real contact forces at each finger are obtained by strain gauges installed in the phalanxes of the Barrett hand. Thereby, the Barrett hand is iteratively closed until the contact forces obtained from the simulation of the contact model are attained (as shown in Figure 13). Thus, a stable final grasp of the deformable object is obtained and the object can be lifted without any danger of falling down. Figure 13 shows the variation in the norm of the three forces applied to the cube during the simulation of the contact model. At the initial step $\left(t_{0}\right)$ of the simulation, the fingers move towards
the object in order to reach the initial contact points. When the fingers come into contact with the object $\left(t_{1}\right)$, the contact model starts to evaluate the applied forces. This figure also shows that the contact forces are continuous and directly related to the amount of local deformation inside the contact area. The fingers continue to apply forces until equilibrium conditions are satisfied (i.e., reaching the three fingers' contact forces thresholds, identified by horizontal dashed lines in Figure 13). Once this state is reached and the three force thresholds are obtained, the fingers should keep these contact forces in order to ensure stable handling and then the simulation can stop.


Figure 11. Pick-and-place of the cube by the Adept robot and the Barrett hand: (a) grasping, (b) lifting, and (c) leaving.


Figure 12. Pick-and-place of a cylinder by the Adept robot and the Barrett hand: (a) grasping, (b) lifting, and (c) leaving.


Figure 13. Grasping forces applied by the three fingers of the Barrett hand (F1, F2 and F3) in simulation.
The relation between these force thresholds and penetration of the fingers inside the object (i.e., the deformation of its surface) is obtained by the simulation of the contact interaction model while closing the fingertips over the object. The real relation force-penetration is very similar to the one computed in the simulation (see real validation experiments in [33]). Thereby, our strategy of applying the contact forces obtained from simulation in real grasping is suitable. In fact, the mean error of the contact force obtained by our model is of 0.3 N , which implies that only $15 \%$ of typical contact forces is required for grasping most common life deformable objects. In addition, the nonlinear relation force-penetration shows that simplified linear models cannot be used for grasping significantly deformable objects and justifies the necessity of the proposed model. The proposed grasp planning strategy is validated by the correct execution of two pick-and-place tasks (for a cube and a cylinder): lifting and stable transportation of both objects with the real robot without any slippage (as shown in the real photographs of Figures 11 and 12).

## 8. Conclusions

This work has been devoted to the complete process of deformable object grasp planning with an industrial manipulator (robotic hand + robotic arm). First of all, this requires the definition of the grasp points over the surface of the object and thus, the determination of an initial grasp configuration. Later, we presented our approach for determining the pregrasp strategy for reaching this initial grasp by taking into account the kinematic constraints of the arm and the hand. Thereby, the grasp planning has been divided into two phases: firstly, determining the configuration of the robot arm to bring the hand close to the object; secondly, determining the appropriate configuration of the fingers of the hand to grasp the object. The determination of the joint parameters of the arm and the hand is ensured by the resolution of their inverse kinematics. In the case of the hand, the implemented strategy consists first of putting the TCP (line perpendicular to the palm of the hand) at an intersection with the center of the grasp triangle (obtained in the initial grasp synthesis) and aligning it with the normal vector of this grasp triangle. The second step is to iteratively search for a solution to the articular parameters of the three fingers of the Barrett hand in order to bring them into correspondence with the grasping points previously defined by force-closure-type stability conditions. Thereby, this final grasp solution combines the initial grasp based on a general geometric criteria for force closure (i.e., it only considers the shape of the object) with the kinematic constraints of the robotic hand by applying the proposed pregrasp strategy. Nevertheless, this grasp configuration does guarantee the robustness of the grasp only for rigid objects but not for deformable objects. Thus, a force-deformation serving scheme is
activated when the fingers come into contact with the deformable object to be grasped. This scheme is based on a simulation of the object-fingers interaction (previously developed by the authors in [33]), which obtains the contact force thresholds that should be applied by the fingers in order to guarantee a stable grasp while deforming the surface of the object. Finally, an iterative closing of the real fingers is performed in order to attain these contact forces with the real object.

Objects with simple geometrical shapes (sphere, cube, and cylinder) were chosen for the experiments to more efficiently simulate the interaction model described in Section 6. The proposed pregrasp/grasp pipeline is not restricted to simple shapes and can be applied to any shape of object. In fact, the mesh construction process required by the interaction model has been applied by the authors to very irregular shapes of meat pieces in a previous work [10]. This grasp planning pipeline is designed for nonlinear deformable objects to be manipulated by three-fingered robotic hands, but its architecture could be redesigned as a group of interchangeable modules in future works. These modules could include the following: other types of objects (e.g., changing the contact interaction model for rigid objects, granular media [53]), new sensing data (i.e., combining tactile and vision information for estimating the 3D shape of the object and the real contact forces in real-time [54]), multiple robotic fingers (e.g., dexterous robotic hands [55]), or even more complex manipulation tasks (e.g., in-hand manipulation [56]).
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#### Abstract

The paper describes the original robotic arm designed by our team kinematic design consisting of universal rotational modules (URM). The philosophy of modularity plays quite an important role when it comes to this mechanism since the individual modules will be the building blocks of the entire robotic arm. This is a serial kinematic chain with six degrees of freedom of unlimited rotation. It was modeled in three different environments to obtain the necessary visualizations, data, measurements, structural changes measurements and structural changes. In the environment of the CoppeliaSim Edu, it was constructed mainly to obtain the joints coordinates matching the description of a certain spatial trajectory with an option to test the software potential in future inverse task calculations. In Matlab, the model was constructed to check the mathematical equations in the area of kinematics, the model's simulations of movements, and to test the numerical calculations of the inverse kinematics. Since the equipment at hand is subject to constant development, its model can also be found in SolidWorks. Thus, the model's existence in those three environments has enabled us to compare the data and check the models' structural designs. In Matlab and SolidWorks, we worked with the data imported on joints coordinates, necessitating overcoming certain problems related to calculations of the inverse kinematics. The objective was to compare the results, especially in terms of the position kinematics in Matlab and SolidWorks, provided the initial joint coordinate vector was the same.


Keywords: Matlab; CoppeliaSim Edu; V-Rep; SolidWorks; kinematics; inverse kinematics (IK); manufacturing technology; modular robots; coordinate transformation

## 1. Introduction

The paper addresses data processing (in particular those of joints coordinates, which are, in the case at hand, the angles of rotation) designated for a stationary robotic arm composed of the so-called URM modules, described in detail in [1-3]. We briefly mention their main attributes, which are unlimited rotation of the module around its own axis, availability of intrinsic power and modularity units. Thanks to the modularity and the advantages it represents [4-7], individual modules can be used for building various configurations and thus to adjust the arm to a function required of it, to create machines with different mobility capabilities, several degrees of freedom. In general, modular and reconfigurable robots offer great versatility, robustness and-thanks to their series production-low costs, which is mentioned by many authors addressing this issue [8-10]. Those modular, reconfigurable robots that consist of many modules (the number of their degrees of freedom is usually
much greater than 6) have the ability to reconfigure themselves into a large number of shapes. If this is the case, the robot can change its shape to meet the requirements of different tasks.

Modular robotic systems are systems composed of modules that can be disconnected and reconnected in various configurations, subject to maintaining the precision and rigidity parameters, which can thus create a new system enabling new or value-added functions [11]. The concept of the URM system has been conceived in accordance with the total productive maintenance principal implementation rules [12,13]. Individual rotation positions are the result of the inverse kinematics of the mentioned robot's arm. When it comes to kinematics of an inverse position, we look for such joint coordinate vectors of the open kinematic chain (assuming that the mechanism's size is known) as would suit the required position and the orientation of the end effector's coordinate system. Unlike the forward task, where the position vector is a function of the joint coordinate vector, the inverse task is substantially more complex because it necessitates solving a set of strongly nonlinear algebraic equations. These problems were first postulated by Paden B. [14] and Kahan W [15]. In most cases, these systems cannot be solved analytically. Thus, various types of iterative numerical methods are used, most often employing the Jacobian [16-21]. In calculating the inverse function, the inability to solve the task stems from the (configuration) workspace limitation, delimited by the configuration itself and the mechanism's physical properties. If we are located outside this workspace, there is, of course, no solution. Several solutions may exist since the end effector's defined position may be obtained in several manners. The situation can be even more varied in the case of the so-called redundant manipulators, where the joint coordinate vector's number of elements is greater than the degree of freedom in the given workspace or plane. This results in an infinite number of configurations through which the defined position and orientation can be reached. We do not deal directly with the inverse function in this paper. The respective joint coordinates are obtained from the model's CoppeliaSim Edu simulation (Coppelia Robotics AG, 8049 Zürich, Switzerland). The software calculating the inverse kinematics uses the pseudoinverse computational method, also called the Moore-Penrose method and the method of dampened least squares (DLS), also called the Levenberg-Marquardt method. More information about these and other methods can be found in [16,22-24] Since other URM module configurations are contemplated for the future, or the redundant manipulator creation will be requested, it was mandatory to search for flexible solutions To this end, the inverse kinematics is addressed in the CoppeliaSim Edu software. When the model is created in this environment, it enables the simulation of many types of movements and also the design of a working trajectory taking into account hurdles in the robotic arm's configuration space. Joint coordinate vector coordinates are obtained from the model created in the CoppeliaSim Edu. Thus, we have the individual joints coordinates available, which is necessary for their subsequent implementation into the models, this time in Matlab (MathWorks, 1 Apple Hill Drive, Natick, MA 01760, USA) and in SolidWorks (Dassault Systèmes, 10 rue Marcel Dassault, CS 40501, 78946 Vélizy-Villacoublay CEDEX, France). These data are subsequently compared to check the models' designs in the respective software environments. Should the designer's work show ideal precision, these results should be, especially for the position kinematics, identical. This should hold regardless of the fact that two different software environments are used.

## 2. Model Creation and Data Processing

Relations describing the position kinematics by means of position vectors $p_{i}$, where $i \epsilon<1 ; 7>$ at individual open kinematic chain segments have also been derived in $[25,26]$ This is the case of the robotic arm's forward kinematics. The relations serve the purpose of calculating the position of a point that would enable the attachment of either an effector or another device. Thus, the position of a point $\left[p_{x i}, p_{y i}, p_{z i}\right]$ on the module will be defined by the function of the rotation positions $\varphi_{i}, \vartheta_{i}$ and the segment size of the structure at hand- $\left|\boldsymbol{r}_{i}\right| ; \boldsymbol{p}_{i}=f\left(\varphi_{i}, \vartheta_{i}, \boldsymbol{r}_{i}\right)$. The basis of the arm [1,2] is an autonomous, cylinder-shaped
module. Such modules have a single degree of freedom, namely the rotational one. The rotation happens around the module's main axis and is not limited in the interval under consideration ranging from 0 to 360 degrees. The rotation may occur continuously in either direction of rotation without limitation. The modules and joints are contemplated to be perfectly solid bodies. The individual modules' axes of rotation cross each other at the point where they are joined by passive joints, Figure 1. The distances of section points in space are quantified by the $r_{i}$ vector (a kinematic chain segment), and this vector has its own Cartesian system of $S_{i}\left\{O_{i}, x_{i}, y_{i}, z_{i}\right\}$. The segment's rotation around the $z_{i}$ axis is defined by the rotation matrix $\boldsymbol{R}_{z i}\left(\varphi_{i}\right)$ [3-5]. The segment's rotation around the $y_{i}$ axis is defined by the rotation matrix $\boldsymbol{R}_{y i}\left(\vartheta_{i}\right)$.


Figure 1. Robotic arm vector model composed of the universal rotational modules (URM) modules.
Thus, we can write the following for $\boldsymbol{R}_{z i}\left(\varphi_{i}\right)$ :

$$
\boldsymbol{R}_{z i}\left(\varphi_{i}\right)=\left[\begin{array}{ccc}
\cos \left(\varphi_{i}\right) & -\sin \left(\varphi_{i}\right) & 0  \tag{1}\\
\sin \left(\varphi_{i}\right) & \cos \left(\varphi_{i}\right) & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Moreover, the following for $\boldsymbol{R}_{y i}\left(\vartheta_{i}\right)$ :

$$
\boldsymbol{R}_{y i}\left(\vartheta_{i}\right)=\left[\begin{array}{ccc}
\cos \left(\vartheta_{i}\right) & 0 & \sin \left(\vartheta_{i}\right)  \tag{2}\\
0 & 1 & 0 \\
-\sin \left(\vartheta_{i}\right) & 0 & \cos \left(\vartheta_{i}\right)
\end{array}\right]
$$

The $r_{1}$ vector is connected to the base perpendicularly to the plane with the $x_{1}, y_{1}$ axes. $\boldsymbol{p}_{1} \equiv \boldsymbol{r}_{1}$, because the coordinate system is orthogonal. According to Figure 1, the following applies to the position vector $\boldsymbol{p}_{1}$ :

$$
\begin{equation*}
\boldsymbol{p}_{1}=\boldsymbol{R}_{z 1}\left(\varphi_{1}\right) \times \boldsymbol{r}_{1} \tag{3}
\end{equation*}
$$

According to Figure 1, the following applies to the position vectors $p_{2}, p_{3}, p_{4}$, to $p_{\mathrm{i}}$ :

$$
\begin{gather*}
\boldsymbol{p}_{2}=\boldsymbol{p}_{1}+\boldsymbol{R}_{z 1}\left(\varphi_{1}\right) \times \boldsymbol{R}_{y 2}\left(\vartheta_{2}\right) \times \boldsymbol{R}_{z 2}\left(\varphi_{2}\right) \times \boldsymbol{r}_{2}  \tag{4}\\
p_{3}=\boldsymbol{p}_{2}+\boldsymbol{R}_{z 1}\left(\varphi_{1}\right) \times \boldsymbol{R}_{y 2}\left(\vartheta_{2}\right) \times \boldsymbol{R}_{z 2}\left(\varphi_{2}\right) \times \boldsymbol{R}_{y 3}\left(\vartheta_{3}\right) \times \boldsymbol{R}_{z 3}\left(\varphi_{3}\right) \times \boldsymbol{r}_{3}  \tag{5}\\
\boldsymbol{p}_{4}=\boldsymbol{p}_{3}+\boldsymbol{R}_{z 1}\left(\varphi_{1}\right) \times \boldsymbol{R}_{y 2}\left(\vartheta_{2}\right) \times \boldsymbol{R}_{z 2}\left(\varphi_{2}\right) \times \boldsymbol{R}_{y 3}\left(\vartheta_{3}\right) \times \boldsymbol{R}_{z 3}\left(\varphi_{3}\right) \times \boldsymbol{R}_{y 4}\left(\vartheta_{4}\right) \times \boldsymbol{R}_{z 4}\left(\varphi_{4}\right) \times \boldsymbol{r}_{4} \tag{6}
\end{gather*}
$$

A general position vector formula of this $\boldsymbol{p}_{i}$ structure will thus be:

$$
\begin{equation*}
\boldsymbol{p}_{i+1}=\boldsymbol{R}_{z 1}\left(\varphi_{1}\right) \times\left[\boldsymbol{r}_{1}+\sum_{k=1}^{i}\left[\prod_{j=1}^{k}\left(\boldsymbol{R}_{y(j+1)}\left(\vartheta_{j+1}\right) \times \boldsymbol{R}_{z(j+1)}\left(\varphi_{j+1}\right)\right)\right] \times \boldsymbol{r}_{k+1}\right] \tag{7}
\end{equation*}
$$

The resulting orientation of the $r_{i}$ vector defined by the Euler's angle can be seen in [27] according to the $\boldsymbol{R}_{\mathrm{z}}(\gamma) \boldsymbol{R}_{\mathrm{y}}(\beta) \boldsymbol{R}_{\mathrm{x}}(\alpha)$ option will be determined from the relation below based on the final arm rotation:

$$
\begin{equation*}
\boldsymbol{R}_{Z Y X(i+1)}=\boldsymbol{R}_{z 1}\left(\varphi_{1}\right) \times \prod_{j=1}^{i}\left(\boldsymbol{R}_{y(j+1)}\left(\vartheta_{j+1}\right) \times \boldsymbol{R}_{z(j+1)}\left(\varphi_{j+1}\right)\right) \tag{8}
\end{equation*}
$$

Generally speaking, the final shape of the $\boldsymbol{R}_{Z Y X(i+1)}$ in terms of its $i$-segment will look as follows:

$$
\boldsymbol{R}_{\mathrm{ZYX}(i+1)}=\left[\begin{array}{lll}
\mathrm{a}_{11} & \mathrm{a}_{12} & \mathrm{a}_{13}  \tag{9}\\
\mathrm{a}_{21} & \mathrm{a}_{22} & \mathrm{a}_{23} \\
\mathrm{a}_{31} & \mathrm{a}_{32} & \mathrm{a}_{33}
\end{array}\right]
$$

where $\mathrm{a}_{\mathrm{ij}}$ for $i=1,2,3, j=1,2,3$ are the matrix elements. Considering the $\boldsymbol{R}_{z}(\gamma) \boldsymbol{R}_{y}(\beta) \boldsymbol{R}_{x}(\alpha)$ option, the Euler's angles will then be as follows:

$$
\begin{align*}
& \alpha=\arctan \left(\frac{a_{32}}{a_{33}}\right)  \tag{10}\\
& \beta=\arcsin \left(-a_{31}\right) \tag{11}
\end{align*}
$$

or also:

$$
\begin{gather*}
\beta=\arctan \left(\frac{-a_{31}}{\sqrt{a_{32}^{2}+a_{33}^{2}}}\right)  \tag{12}\\
\gamma=\arctan \left(\frac{a_{21}}{a_{11}}\right) \tag{13}
\end{gather*}
$$

Thus, for example, in the case of an arm with 3 active degrees of freedom, i.e., for the $r_{4}$ vector, the final rotation according to Equation (8) will be as follows:

$$
\begin{equation*}
\boldsymbol{R}_{\mathrm{ZYX4}}=\boldsymbol{R}_{z 1}\left(\varphi_{1}\right) \times \boldsymbol{R}_{y 2}\left(\vartheta_{2}\right) \times \boldsymbol{R}_{z 2}\left(\varphi_{2}\right) \times \boldsymbol{R}_{y 3}\left(\vartheta_{3}\right) \times \boldsymbol{R}_{z 3}\left(\varphi_{3}\right) \times \boldsymbol{R}_{y 4}\left(\vartheta_{4}\right) \tag{14}
\end{equation*}
$$

Our case involves 6 degrees of freedom.

### 2.1. Modeling in CoppeliaSim Edu

An open kinematic chain model was created in CoppeliaSim Edu, in Figure 2, composed of modules featuring 6 degrees of freedom.


Figure 2. A model created in CoppeliaSim Edu.

The purpose of this model was especially calculating the inverse task from an arbitrary spatial trajectory the effector is to travel under 37 s . Joint coordinate vector data $\varphi=\left[\varphi_{1}, \varphi_{2}, \ldots, \varphi_{6}\right]^{\mathrm{T}}$ are obtained using a sampling period of $T_{\text {sp }}$ each 0.005 s . The only (software-imposed) limitation is the degree of freedom itself, namely the possibility of rotation in the $<-\pi,+\pi>$ interval. This problem had to be subsequently addressed since it was causing a discontinuity in the simulation's operation as per the condition (18) and was thus disrupting the continuity of the trajectory on the models in the environments into which data were imported., i.e., Matlab, SolidWorks, but the same would have been the case in other environments, too.

### 2.2. Modeling in Matlab

The kinematic model in Figure 3 was created in Matlab using the Simscape/Multibody toolbox, the dimensions of which reflect the reality and are given in Table 1. The module diameter or volume need not be of interest when making a kinematic assessment, as it has no effect on kinematic parameters.


Figure 3. Model created in Matlab-Simulink using the Simscape/Multibody toolbox.
The model is composed of individual blocks that define its parts. In a nutshell, the model consists of a base identical to the "base" of the reference system and the individual blocks representing the $r_{i}$ vector (a kinematic chain segment). As we can see in Figure 1, the "vector $r_{\mathrm{I}}$ " block then consists of the "URM" module and a passive joint part. The modules are connected in places where each joint represents its own Cartesian system of the module, starting in point $O_{i}$. In this experiment, the last part of the passive joint, vector $r_{7}$, was considered to be an effector. A measuring device (sensor 7) is connected to the effector $r_{7}$, checking physical quantities (position, velocity, acceleration). Such measuring devices can be mounted on other modules, too. The Euler's angles' values are also available in three consecutive rotations around the axes, often marked ZYX. The values apply to the effector and are the result of the final product of the individual spatial transformations
(8), as is usually the case with the open kinematic chain [27]. A model constructed in this way is then visualized in the Mechanics explorer window and appears in the form as seen in Figure 4.

Table 1. Dimensions table of the robotic arm of Figure 2 and also Figure 3, Figure 4, respectively.

| Diameters | $\mathbf{( m m )}$ | Diameters | $\mathbf{( m m )}$ | Diameters | $\mathbf{( m m )}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| r1 | 243.215 | a 1 | 73 | b 1 | 128 |
| r2 | 212.430 | a 2 | 42.215 | b 2 | 128 |
| r3 | 212.430 | a 3 | 42.215 | b 3 | 128 |
| r4 | 212.430 | a 4 | 42.215 | b 4 | 128 |
| r5 | 212.430 | a 5 | 42.215 | b 5 | 128 |
| r6 | 212.430 | a6 | 42.215 | b 6 | 128 |
| r7 | $42.215^{1}$ |  |  |  |  |

${ }^{1}$ Effector (last part of the passive joint).


Figure 4. (a) Model visualization with hints of dimensions in Matlab-Simulink using the Simscape/Multibody toolbox. (b) Detail URM with a passive joint.

### 2.3. The Problem of a Sudden Change in Data Continuity and Its Solution in Matlab

The task was to use the computational core of CoppeliaSim Edu and apply it to the inverse kinematic task, to calculate the joint coordinates of $\varphi=\left[\varphi_{1}, \varphi_{2}, \ldots, \varphi_{6}\right]^{\mathrm{T}}$ for the entered trajectory. When the joint coordinates data were imported, in some cases, the above-mentioned problem with value repolarization emerged as a result of the softwareimposed limitation on the joint rotation. In other words, in the case of a requirement arising from the calculation, the range of the degree of freedom upon exceeding the rotation values in the $\langle-\pi,+\pi\rangle$ interval must be switched to the value with the opposite sign to remain in the defined working interval. The values above the upper limit $+\pi$ will rise again, but this time starting with the lower value of $-\pi$. Moreover, the opposite values below the lower limit $-\pi$ will fall again, this time starting from the upper value of $+\pi$. This sudden change causes deformation or even computational instability of the $p_{7}$ trajectory of the effector, see

Figure 5. With time derivations of the position, the characteristics of instantaneous velocity and accelerations are deformed even more.


Figure 5. Illustration of the $p_{7}=\left[p_{7 x}, p_{7 y}, p_{7 \mathrm{z}}\right]^{\mathrm{T}}$ position vector (effector) depending on the joint coordinate vector $\varphi=\left[\varphi_{1}, \varphi_{2}, \varphi_{3}, \varphi_{4}, \varphi_{5}, \varphi_{6}\right]^{\mathrm{T}}$ and its effect on the trajectory: (a) before repolarization; (b) after repolarization; the value of the joint coordinate vector depending on time $\boldsymbol{\varphi}=\left[\varphi_{1}, \varphi_{2}, \varphi_{3}, \varphi_{4}, \varphi_{5}, \varphi_{6}\right]^{\mathrm{T}}$; (c) before repolarization; (d) after repolarization; effect on the trajectory; (e) before repolarization; (f) after repolarization.

Since the precision of the trajectory traveled by any manipulator is critical in practical applications, it was necessary to somehow address this problem. Either through a laborintensive rewriting of the imported data upon each change in the defined trajectory subject to the presence of those repolarizations in the joints or through a suitable solution. One such solution is the so-called repolarize, described below.

### 2.4. Composing a Repolarize

The search for a suitable and undemanding solution to this situation rested on the following conditions:

- To maintain the original trajectory, the initial values should not be skewed, i.e., if possible, they should not be averaged or approximated;
- There should be no phase shift of the initial values, as is the case with many filters.

For these reasons, we were trying to apply different approaches in the simulation, starting with a change in the initial data $\varphi=\left[\varphi_{1}, \varphi_{2}, \varphi_{3}, \varphi_{4}, \varphi_{5}, \varphi_{6}\right]^{\mathrm{T}}$, which was very labor-intensive. The rate limiter has not met the expectations either [28] in switching the data flow at the moment of reaching the limits of the angles of rotation $+/-\pi$, because the characteristics of the $p_{7}$ trajectory were undulated anyway. Rate limiter is a marginalized derivation of an infinitely small difference to a difference of finite size. Or similar approaches based on a sequential omission of the undesired sample, such as in [29]. Or through averaging the values $[30,31]$. Neither of the approaches mentioned in this case has met our expectations. The best, if not ideal, results were finally achieved by the system working on this principle Figure 6 and explained in Figure 7. Joint coordinate data were measured in the sampling period $T_{\text {sp }}$ every 0.005 s .


Figure 6. Constructed repolarizer.
When the data were uploaded, it was first necessary to establish the moment of repolarization $t_{\mathrm{r}}$ with the precision of $\delta=+/-0.0025 \mathrm{~s}$ when the variable $\varphi(t)=0$, i.e., cuts through the time axis. Under the assumption of reaching the upper or the lower working interval limit $\langle-\pi,+\pi\rangle$ of the joint coordinate. The variable at the output from the repolarize is $\varphi_{\text {out }}(t)$. It was necessary to meet the following conditions:

$$
\begin{gather*}
t \leq t_{1} \mid \varphi_{\text {out }}(t)=\varphi(t)  \tag{15}\\
t_{1}<t_{2} \tag{16}
\end{gather*}
$$



Figure 7. Plotted repolarization of rotation in the joint.
Conditions for identification of the sign and carrying out repolarization over time $t_{r}$ :

$$
t \geq t_{2} \left\lvert\, \varphi_{\text {out }}(t)=\left\{\begin{array}{l}
2 \pi-\varphi(t), \varphi(t)<0  \tag{17}\\
\varphi(t)-2 \pi, \varphi(t)>0
\end{array}\right.\right.
$$

For the condition that can be considered discontinuation in the angle variable data $\varphi(t)$, the following applies:

$$
\begin{equation*}
\frac{\left|\varphi\left(t+T_{s p}\right)-\varphi(t)\right|}{T_{s p}}=\frac{2 \pi}{T_{s p}} \tag{18}
\end{equation*}
$$

The model was thus "excited" by the values of the joint coordinate vector $\varphi(t)=\left[\varphi_{1}(t), \varphi_{2}(t), \ldots, \varphi_{\mathrm{n}}(t)\right]^{\mathrm{T}}$ obtained from the model created in CoppeliaSim Edu in the period of time $T_{\mathrm{sp}}$. Under the condition of the prescribed maximum permissible deviation [ $\Delta_{\max x}, \Delta_{\max y}, \Delta_{\max z}$ ] $=+/-0.0035 \mathrm{~m}$ between the real trajectory and the one calculated on the basis of inverse kinematics. The data of joint coordinates $\varphi(t)$ correspond to the effectors of the trajectory traveled. The trajectory is made of a system of fixed points $A_{\mathrm{s}}\left\{x_{\mathrm{As}}, y_{\mathrm{As}}, z_{\mathrm{As}}\right\}$, where the sample $s \epsilon<1 ; 7383>$ in Cartesian space Figure 8 . Its real shape is shown in Figure 2.


Figure 8. A vector difference $\Delta$ between the calculated position of the position vector of the $p_{7}$ effector and the position of the $A_{\mathrm{s}}$ points.

The mutual calibration of the models was done for the initial position of the robotic arm effector over time $t=0 \mathrm{~s}, \varphi(0)=[0, \pi, 0, \pi, 0, \pi]^{\mathrm{T}}$ radians see position in Figure 4, $p_{7}=[0.167397,0,1.102644]^{\mathrm{T}}$ meters. In order to check the models' correctness, the vector difference $\Delta=\left[\Delta_{x}, \Delta_{y}, \Delta_{z}\right]^{\mathrm{T}}$ between the position of the position vector effector $p_{7}=\left[p_{7 \mathrm{x}}, p_{7 \mathrm{y}}, p_{7 \mathrm{z}}\right]^{\mathrm{T}}$ and the position of the $A_{\mathrm{s}}$ points, composing the trajectory, shown in the graph of Figure 9 (Matlab), Figure 12 (SolidWorks) over the period of time $T_{\mathrm{sp}}$. This
was done for each vector component. The following applies to $\Delta$ vector components, its norm $\|\Delta\|$ and the instantaneous time $t$ of the sample in seconds:

$$
\begin{gather*}
\Delta_{x}=x_{A s}-p_{7 x}(\boldsymbol{\varphi})  \tag{19}\\
\Delta_{y}=y_{A s}-p_{7 y}(\boldsymbol{\varphi})  \tag{20}\\
\Delta_{z}=z_{A s}-p_{7 z}(\boldsymbol{\varphi})  \tag{21}\\
t=0.005(s-1) \mid s \in\langle 1 ; 7383\rangle  \tag{22}\\
\|\boldsymbol{\Delta}\|=\sqrt{\Delta_{x}^{2}+\Delta_{y}^{2}+\Delta_{z}^{2}} \tag{23}
\end{gather*}
$$



Figure 9. (a) The chart showing the difference $\Delta_{x}, \Delta_{y}, \Delta_{z}$ between the real trajectory (composed of the $A_{s}\left\{x_{A s}, y_{A s}, z_{A s}\right\}$ points) and the one calculated (from the components of the position vector effector $p_{7 \mathrm{x}}, p_{7 \mathrm{y}}, p_{7 \mathrm{z}}$ ) in Matlab; (b) norm (size) of the vector $\|\boldsymbol{\Delta}\|$.

As we can see, the CoppeliaSim Edu software complied with the tolerance range requirement $+/-0.0035 \mathrm{~m}$ for each vector component, for the inverse calculation of the joint coordinate data $\varphi(t)$ with respect to the trajectory consisting of a finite set of $A_{\mathrm{s}}$ points. The characteristics of physical quantities from sensor 7 in the model see Figure 3 (position, velocity, acceleration) are shown in Figure 10. We note that this is a different data set (different trajectory) than the one used in the illustration of Figure 5.


Figure 10. Effector values measured in Matlab: (a) position vector $p_{7}=\left[p_{7 x}, p_{7 y}, p_{7 z}\right]^{\mathrm{T}}$ depending on the joint coordinate vector $\boldsymbol{\varphi}(t) ;(\mathbf{b})$ velocity vector $v_{7}=\left[v_{7 \mathrm{x}}, v_{7 \mathrm{y}}, v_{7 \mathrm{z}}\right]^{\mathrm{T}}$ depending on the joint coordinate vector $\boldsymbol{\varphi}^{\prime}(t) ;(\mathbf{c})$ acceleration vector $a_{7}=\left[a_{7 x}, a_{7 y}, a_{7 z}\right]^{\mathrm{T}}$ depending on the joint coordinate vector $\varphi^{\prime \prime}(t)$ and $\left(\varphi^{\prime}(t)\right)^{2} ;(\mathbf{d})$ Euler's angles $(\gamma, \beta, \alpha)$ depending on the joint coordinate vector $\boldsymbol{\varphi}(t)$.

### 2.5. Modeling in SolidWorks

In order to carry out structural changes, various structural compositions of the robotic arm composed of the URM modules are created in SolidWorks are shown in Figure 11. This mechanically detailed model corresponding to the reality was in the same dimensional configuration Table 1, as was used for making a comparison of kinematic indices and also the $\Delta_{x}, \Delta_{y}, \Delta_{z}$ difference between the real and the calculated trajectory.


Figure 11. Model created in SolidWorks.
In this case, too, the graph of Figure 12 has confirmed that the requirement for a tolerance range of $+/-0.0035 \mathrm{~m}$ for each vector component was adhered to by the inverse calculation of the joint coordinate data $\varphi(t)$ with respect to the trajectory composed of a finite set of the $A_{\mathrm{s}}$ points.


Figure 12. (a) A graph showing the $\Delta_{x}, \Delta_{y}, \Delta_{z}$ difference between the real trajectory (composed of $A_{\mathrm{s}}\left\{x_{\mathrm{As}}, y_{\mathrm{As}}, z_{\mathrm{As}}\right\}$ points) and the one calculated (from the components of the position vector effector $p_{7 \mathrm{x}}, p_{7 \mathrm{y}}, p_{7 \mathrm{z}}$ ) in SolidWorks; (b) norm (size) of the vector $\|\Delta\|$.

Here, however, certain changes in the shape of the course can be observed, which is logical, as we are dealing with two different software environments and the model structure itself as well. The norm, i.e., the size of the vector of deviation from the original trajectory $\|\Delta\|$ already has a permanent value of 0.0025 m here, and no significant minima can be seen in the three places where the trajectory "breaks" see Figure 2. The characteristics of physical quantities corresponding to the effector in the model see Figure 11 (position, velocity) are illustrated in Figure 13.


Figure 13. Effector values generated in SolidWorks: (a) position vector $p_{7}=\left[p_{7 \mathrm{x}}, p_{7 \mathrm{y}}, p_{7 \mathrm{z}}\right]^{\mathrm{T}}$ depending on the joints coordinate vector $\boldsymbol{\varphi}(t) ;(\mathbf{b})$ velocity vector $v_{7}=\left[v_{7 x}, v_{7 y}, v_{7 z}\right]^{\mathrm{T}}$ depending on the joints coordinate vector $\boldsymbol{\varphi}^{\prime}(t)$.

As we can see, the characteristics of position and velocity alike Figure 13a,b, corresponding to the effector in the model of Figure 11, are similar to the characteristics shown in Figure 10a,b.

## 3. Results

The robotic arm model was created in CoppeliaSim Edu in order to obtain the joints coordinates, corresponding to a description of the spatial trajectory consisting of the fixed points $A_{s}\left\{x_{A s}, y_{A s}, z_{A s}\right\}$ with a permissible deviation of $+/-0.0035 \mathrm{~m}$ from the original trajectory.

Results obtained in Matlab are shown in Figures 9 and 10. Figure 9 shows the difference $\Delta_{x}, \Delta_{y}, \Delta_{z}$ between the real trajectory (consisting of the $A_{s}\left\{x_{A s}, y_{A s}, z_{A s}\right\}$ points) and the one calculated (from the components of the position vector effector $p_{7 x}, p_{7 y}, p_{7 z}$ ). On the other hand, Figure 10 shows the values measured on the effector, namely:
(a) The position determined by the position vector $p_{7}=\left[p_{7 x}, p_{7 y}, p_{7 z}\right]^{\mathrm{T}}$ depending on the joint coordinate vector $\varphi(t)$;
(b) The speed determined by the velocity vector $v_{7}=\left[v_{7 x}, v_{7 y}, v_{7 z}\right]^{T}$ depending on the first derivation (time-bound) of the joint coordinate vector $\boldsymbol{\varphi}^{\prime}(t)$;
(c) The acceleration determined by the acceleration vector $a_{7}=\left[a_{7 x}, a_{7 y}, a_{7 z}\right]^{\mathrm{T}}$ depending on the second derivation (time-bound) of the joint coordinate vector $\varphi^{\prime \prime}(t)$ and $\left(\varphi^{\prime}(t)\right)^{2}$;
(d) The orientation determined by the Euler's angles according to the $[\gamma, \beta, \alpha]$ option, depending on the joint coordinate vector $\varphi(t)$.
Figure 5 shows the importance of using the repolarize. Otherwise, the joint coordinate data must be edited manually prior to their import, as was the case with SolidWorks.

The results obtained in SolidWorks are shown in Figures 12 and 13. Figure 12 shows the $\Delta_{x}, \Delta_{y}, \Delta_{z}$ difference between the real trajectory (consisting of the $A_{s}\left\{x_{A s}, y_{A s}, z_{A s}\right\}$ points) and the one calculated (from the position vector effector components of $p_{7 x}, p_{7 y}$, $p_{7 z}$ ). On the other hand, Figure 13 shows the values generated on the effector, namely:
(a) The position determined by the position vector $p_{7}=\left[p_{7 x}, p_{7 y}, p_{7 z}\right]^{\mathrm{T}}$ depending on the joint coordinate vector $\varphi(t)$;
(b) The speed determined by the velocity vector $v_{7}=\left[v_{7 x}, v_{7 y}, v_{7 z}\right]^{\mathrm{T}}$ depending on the first derivation (time-bound) joint coordinate vector $\varphi^{\prime}(t)$.

## 4. Discussion

Based on the above results, we can conclude that the currently available software environments offer not only relatively powerful visualization tools but also those enabling various kinds of physical computations. The quality of results depends not only on the sophistication of the software and its preferable use but also on correct parameter specification, on the defined conditions and on the application of the software to its maximum potential. The aim of our work was especially to enable the comparison of data from the position kinematics in Matlab and in SolidWorks, subject to the same initial joint coordinate vector $\varphi(t)$. This has enabled us to check the designed models and to detect eventual structural discrepancies such as counter-rotation of the URM module or an undesirable shift of structural elements.

Matlab made it possible to choose the manner of processing the imported data, to align the sampling step with the CopeliaSim imported data step and thus ensure that a particular input datum actually corresponded to the given output value over the same time. It was possible to additionally construct a system to accommodate some changes in the input data Figure 6 and thus to make the work involved in input data changes more effective. The difference between the real and the calculated trajectory was quantified using the $\Delta$ vector. Figure $9 b$ shows that the vector size $\|\Delta\|$ reaches its maxima at the maximum effector velocities.

In SolidWorks, the difference between the real and the calculated trajectory $\Delta$ was already different in nature; see Figure 12. Here, the $\|\Delta\|$ vector size has a permanent value
and changes only slightly; no significant minima are observed here in the places where the trajectory "breaks", as shown in Figure 2.
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| Abbreviations |  |
| :---: | :---: |
| List of the most important quantities: |  |
| $p_{i}$ | Position vector between the reference coordinate system |
|  | $S_{1}\left\{O_{1}, x_{1}, y_{1}, z_{1}\right\}$ and the coordinate system $S_{i}\left\{O_{i}, x_{i}, y_{i}, z_{i}\right\}$ |
| $r_{i}$ | Vector quantifying a kinematic chain segment |
| $\varphi_{i}$ | Angle of rotation around the $z_{\mathrm{i}}$ axis of the $S_{i}\left\{O_{i}, x_{i}, y_{i}, z_{i}\right\}$ system, joint coordinate |
| $\varphi$ | Joint coordinate vector |
| $\vartheta_{i}$ | Angle of rotation around the $y_{i}$ axis of the $S_{i}\left\{O_{i}, x_{i}, y_{i}, z_{i}\right\}$ system |
| $\boldsymbol{R}_{\text {y } i}$ | Rotation matrix for the transformation of the rotational movement around the $y_{i}$ axis |
| $R_{z i}$ | Rotation matrix for the transformation of the rotational movement around the $z_{i}$ axis |
| $\mathrm{R}_{\mathrm{ZYX}(i+1)}$ | Rotation matrix for calculating Euler's angles $\alpha, \beta, \gamma$ |
| T | Sampling period |
| $\delta$ | A half period of the sampling period |
| $t_{\text {r }}$ | Instant time of repolarization |
| $t$ | Time |
| $\Delta$ | Vector difference between the $p_{7}$ position vector effector's position and the position of the $A_{s}\left\{x_{A s}, y_{A s}, z_{A s}\right\}$ points that make up the trajectory |
| $v_{i}$ | Instantaneous velocity vector to the $\left\{O_{i}, x_{i}, y_{i}, z_{i}\right\}$ system |
| $a_{i}$ | Instantaneous acceleration vector to the $\left\{O_{i}, x_{i}, y_{i}, z_{i}\right\}$ system |
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#### Abstract

Renishaw Ballbar QC20-W is primarily intended for diagnostics of CNC machine tools, but it is also used in connection with industrial robots. In the case of standard measurement, when the measuring plane is parallel to the robot base, not all robot joints move. The purpose of the experiments of the present article was to verify the hypothesis of the motion of all the robot joints when the desired circular path is placed on an inclined plane. In the first part of the conducted experiments is established hypothesis is confirmed, through positional analysis on a simulation model of the robot. They are then carried out practical measurements being evaluated the influence of individual robot joints to deform the circular path, shown as a polar graph. As a result, it is found that in the case of the robot used, changing the configuration of the robot arm has the greatest effect on changing the shape of the polar graph.
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## 1. Introduction

The constant increase in automation in industrial areas is also related to the increasing share of industrial robotics applications. According to a press release issued by IFR (International Federation of Robotics), almost two million new robots are expected to be installed in manufacturing plants worldwide between 2020 and 2021 [1]. One of the first steps in creating a robotic application is a selection of a suitable robot according to certain parameters [2]. Key features include workspace size, load capacity, and also the number of controlled axes. Depending on the specific task that will be automated by the industrial robot, the so-called performance criteria are also important.

Performance criteria allow a more detailed look at the robot features. One of the bestknown performance criteria of industrial robots is the pose repeatability, which expresses the ability of the robot TCP (Tool Center Point) to repeatedly return to a defined position in the same direction [3,4]. Pose repeatability is also the performance criterion most frequently mentioned in technical data sheets by industrial robot manufacturers [5]. In addition to the performance criterion above, there are many others, all of which are defined in the ISO 9283 standard. This standard defines the individual performance criteria, the method of their calculation, together with the recommended conditions for their measurement [6].

ISO 9283 is further elaborated on in the respective technical report ISO/TR 13309, which aims to provide an overview of metrological methods and measuring equipment for measuring performance criteria [7]. Numerous scientific papers also deal with the issues related to measurement of the performance criteria of industrial robots. In most cases, these measurements are performed using indicators [8-11], laser trackers [12-14], vision systems [15-17], or laser interferometers [18-20] primarily intended for measuring
the properties of CNC machine tools. These measuring devices satisfy the classifications and methods described in the above technical report to varying degrees.

Furthermore, in professional publications, a double ballbar type of a device is experimentally used to measure performance parameters of industrial robots [19,21-23], which, same as the laser interferometers, are primarily intended for evaluating the condition of CNC machine tools [24]. At the Department of Automation and Production Systems, several papers have also been published related to the possibilities of using the given measuring equipment in connection with industrial robots [25-28]. The principle of measurement with the Renishaw Ballbar is based on movement along a circle or an arc with a fixed point of rotation, while a real distance of moving part from the center of the rotation is compared to the ideal one and then the deviations are recorded. Actual measurement utilizes a precise linear encoder [29]. The use of this device in connection with industrial robots is not specified in the standard (ISO 9283) nor in the technical report (ISO/TS 13309) nor in the standard that describes intended usage of such device (ISO 230-4).

The necessity for knowledge of real values of performance criteria is important not only in the creation of a new robotic cell, in connection with the selection of a suitable industrial robot, but also in robotic applications where the industrial robot has been performing a given task already for some time. These are mainly applications that are more demanding on performance criteria, their stability, or predictability of their development thru time. Such tasks are, for example, precision assembly, a dimensional inspection that implements 3D scanners or measuring probes, etc. [25,30]. In such cases, the measurement of performance criteria is necessary to monitor the robot's technical condition or to troubleshoot existing problems. Early detection of changes in the robot's technical condition may prevent a negative impact of these changes on the work process of the robotic application.

The presented paper deals with the measurement of an industrial robot using a double ballbar type of device-Renishaw Ballbar QC20-W. Specifically, its implementation for measurements with a circular motion path located on an inclined plane, resulting in the motion of all six joints of the robot performing a given TCP movement. The measurement conducted in this way provides a significant amount of information about the robot's current technical state, which can be used in connection monitoring or in the troubleshooting process.

## 2. Motivation

As indicated in the introduction, several measurements with the Renishaw Ballbar QC20-W involving industrial robots were carried out in the past at the Department of Automation and Production Systems, and the results have been published [25-28]. In most cases, these were basic measurements in the XY plane, parallel to the base plane of the WCS (World Coordinate System) and, at the same time, parallel to the robot base. The measurements were done on Fanuc robots, where the WCS is represented by a fixed coordinate system defined by the manufacturer. The same orientation of the measuring plane in the robot's workspace has been chosen by other authors in their papers too [19,21,22]. The said basic type of measurement requires completing two circular paths in the XY plane in a clockwise direction (CW) and two circular paths in the opposite direction (CCW) [31,32]. Figure 1 shows the course of the motion of the individual robot joints (J1 through J6), during the TCP movement in a circular path in the clockwise direction. The graph shows data that was created in the Creo Parametric 5.0.4.0 program using movement simulation of the model of the Fanuc LR Mate 200iC robot, with the simulation conditions given in Table 1.


Figure 1. The course of the motion of the individual robot joints during the TCP movement in a circular path in the XY plane.

Table 1. Conditions for creating the circle in the XY plane.

| Type of Industrial Robot | Fanuc LR Mate 200iC |
| :---: | :---: |
| The radius of circular paths | 100 mm |
| Centre of circle relative to WCS $(X ; Y ; Z ; W ; P ; R)$ | $300 ; 500 ;-253.5 ; 0 ; 0 ; 0$ |
| Coordinates of the TCP $(X ; Y ; Z)$ | $0 ; 0 ; 74.65$ |

The graph in Figure 1 shows that when the measuring is done in the XY plane, the J4 joint is static for the entire duration of the TCP moving along the circle, therefore, it can be said that the results do not take into account the possible negative effect of the J4 joint motion or that the given results correspond to only one specific position from the range of the J4 joint motion. Regardless of the above statement, the measurement in the XY plane is informative and can be used to evaluate the robot's technical condition. For example, in one of our papers [25], a measurement in the XY plane was used to evaluate the effect of calibration on the accuracy of the resulting movement of the robot's TCP.

In the case of CNC machine tools, to evaluate the effect of movement of all three linear axes ( $\mathrm{X}, \mathrm{Y}$, and Z ), the so-called volumetric analysis, consisting of measurements in three mutually perpendicular planes $\mathrm{XY}, \mathrm{ZX}$, and ZY , is used. During the measurement in the XY plane (see Figure 2a) two standard clockwise and two counterclockwise circles are made. In the $Z X$ and $Z Y$ planes (see Figure $2 b, c$ ) two semicircular paths in the range of $220^{\circ}$ are measured, again one in the clockwise and the other in the counterclockwise direction [33,34].


Figure 2. Circular paths in individual planes for volumetric analysis. (a) plane XY; (b) plane ZX; (c) plane ZY.

To verify the possibilities of the volumetric analysis application on industrial robots, a series of measurements were performed in the past on two industrial robots Fanuc LR Mate 200iD and LR Mate 200iD/7L. The circular path and circular arcs with a radius of 100 mm , necessary for measurement purposes, were created through standard programming commands for Fanuc robots. Further information on the measurement conditions is given in Table 2.

Table 2. Measurement conditions for volumetric analysis.

| Type of Industrial Robot | Fanuc LR Mate 200iD (E-117096) | Fanuc LR Mate 200iD/7L (E-109256) |
| :---: | :---: | :---: |
| The radius of circular paths | 100 mm | 100 mm |
| Coordinates of TCP $(X ; Y ; Z ; \mathrm{Y} ; \mathrm{Z} ; \mathrm{P} ; \mathrm{R})$ | $300 ; 500 ;-253.5 ; 0 ; 0 ; 0$ | $300 ; 500 ;-253.5 ; 0 ; 0 ; 0$ |
| Centre of circle relative to | $0 ; 0 ; 74.65$ | $0 ; 74.65$ |
| The payload on the end of the robot's arm | 438 g | 438 g |
| Speed of TCP | $55.33 \mathrm{~mm} / \mathrm{s}$ | $55.33 \mathrm{~mm} / \mathrm{s}$ |
| Number of repetitions | 30 | 30 |
| Running-in period before measurement | 1 h | 1 h |

E-117096 and E-109256 represent the serial numbers of the industrial robots used.
The measurements were evaluated in the Ballbar 20 software, with Figures 3 and 4 showing polar graphs of one of thirty repeated measurements for each plane and for both Fanuc robots. In addition to a more detailed analysis of the measurement results, two observations are important for the purposes of this paper.


Figure 3. Polar graphs of the volumetric analysis evaluation-LR Mate 200iD.


Figure 4. Polar graphs of the volumetric analysis evaluation-LR Mate 200iD/7L.
The first is the "solid line", which is apparent on the polar graphs for the ZX and ZY planes when measured on the LR Mate 200iD/7L robot (Figure 4). This phenomenon occurs due to the continuation of value recording even during the exit at the end of the measurement. As part of the measurement with the Renishaw Ballbar QC20-W, the data recording process is started and ended by entering and exiting the measuring radius. In the case of measuring a circle or a circular arc with a radius of 100 mm , the measurement is started by infeed, a linear movement from the radius of 101 mm to a value of 100 mm , followed by a movement along the circular path itself. On the contrary, after completing a circular path in one direction, the measurement is ended by a feed out, a linear movement to a radius of 101 mm . If the data were also recorded during the feed out from the measuring radius, then this fact is reflected in the already mentioned "continuous line", observed on the polar graph. This phenomenon can be prevented by extending lengths of the infeed and the feed out to more than 1 mm , or by adjusting the speed during these movements. However, in the case of the measurement conducted on the LR Mate 200iD/7L robot, neither of the measures mentioned was effective, and the said phenomenon occurred in all of the thirty repeated measurements. The results of such measurement are skewed
and in order to be used, the data need to be additionally filtered. However, the need for additional filtering results in the necessity for a longer time and more complex processing and evaluation of the measurement. Furthermore, it should be noted that the source of the phenomenon described could also have been the linear sensor used in the measurement. However, in order to refute this claim, further measurements would have to be conducted.

The second of the mentioned observations in the implementation of the volumetric analysis is related to the motion of the industrial robot's individual joints. Figure 5 shows the course of the motion of all six joints of the LR Mate 200iD robot during the TCP movement along a circular path in the ZX plane, within the volumetric analysis. As the graph makes apparent, the J 4 joint is static during the entire movement. The situation is the same in the case of the ZY plane. It follows from the above that even in the case of applying the volumetric analysis on an industrial robot, the motion of the J 4 joint is not achieved during the measurement.


Figure 5. The course of the motion of the individual robot joints during the TCP movement in a circular path in the ZX plane.

In all the presented methods of measurement, whether using a circle or arched paths in the case of the volumetric analysis, the robot's TCP has always moved only in one of some perpendicular planes of the cartesian coordinate system. At the same time, the " Z " axes of the tool coordinate system and world coordinate system were parallel during movement in each of the measuring planes. Therefore, it can be assumed that if both mentioned axes formed a certain angle, the J4 joint would be non-zero and would participate in the given circular motion. One of the possible solutions to achieve the J4 joint motion is to place the desired circle at a certain angle in the robot's workspace. I.e., placing the circle on an inclined plane. With the measurement path designed in this way, it is necessary to verify the correctness of the statement in connection with the J4 joint motion and, at the same time, the possibilities or the ability to conduct measurements with Renishaw Ballbar QC20-W. In the present paper, this hypothesis has been verified, with a positional analysis of the robot's movement in Section 4 by the Creo Parametric 5.0.4.0 system, and inSection 5 by a real measurement done on an industrial robot Fanuc LR Mate 200iC, located in the laboratory of our department.

## 3. Experiment Preparation

The LR Mate 200iC robot was chosen to conduct the measurement on, with the selection of the position and orientation of the desired circular path in the robot's workspace being the first step. For this purpose, information from the ISO 9283 standard was applied, where the recommended procedure for measuring performance criteria is based on the so-called ISO cube. It is an imaginary cube, its vertices marked C1 to C8, and it is placed in the robot's workspace, with its edges parallel to the robot's basis or its world coordinate system. Based on the industrial robot type, a plane containing points is placed in the said cube, with the points defining the individual paths used for measuring the performance criteria. In the case of robots with six controlled axes, the inclined plane determined by the vertices C1-C2-C7-C8 is selected (see Figure 6) [6]. For the purpose of the experiment, a
circle required for conducting the measurement with the Renishaw Ballbar QC20-W is be placed on this plane.


Figure 6. ISO cube with a measuring plane, for robots with six controlled axes.
As for the circle diameter, a basic nominal radius of 100 mm , which had been used in the past experiments, was chosen so that it would be easier to compare the measurement results. Furthermore, it was necessary to determine the position of the ISO cube or the center of the circle in the Fanuc LR Mate 200iC robot's workspace. The base consisted of the coordinates of the center of the circle, used in the present volumetric analysis (see Table 2). However, this position was adjusted so that when the circle was tilted below the angle of $-45^{\circ}$, the measuring apparatus did not collide with the workbench on which the Fanuc robot was placed. At the same time, the possibilities of the robot arm's reach in the movement along a defined path were also taken into account. As a result, the coordinates of the center of the circle $\{X=200 ; Y=400 ; Z=-200\}$ were defined by the Fanuc Roboguide HandlingPRO 8 software.

Two possible configurations of the robot arm correspond to the defined position and orientation of the circle, as well as to the circular path required for the measurement. Specifically, this is a configuration related to the J5 joint position, which is referred to as the N-NOFLIP (joint $\mathrm{J} 5<0^{\circ}$ ) and, as an F-FLIP (joint J5 $>0^{\circ}$ ) position in Fanuc robots [35]. Both configurations are shown in Figure 7. The measurement was done for each of the two possible configurations of the robot arm.


Figure 7. Jigs for measuring in two selected measuring plane. (a) NOFLIP configuration; (b) FLIP configuration; (c) NOFLIP configuration.

To carry out practical measurements, two jigs were designed and manufactured through 3D printing. These allowed the measuring apparatus to be clamped to the robot's
workbench while maintaining the defined coordinates of the center of the circle. The first of the jigs enabled a measurement at an angle of $-45^{\circ}$ (Figure 7a,b). The second jig was used to conduct a standard measurement in the XY plane parallel to the benchtop (Figure 7c) while maintaining the same coordinates of the center of the circle as was the case with the inclined plane.

The robot's control program was created in such a way that the center of the circle of a given radius was at the beginning of the User Coordinate System (UF) defined concerning the robot's WCS. Through a change in the position or the orientation of the user coordinate system, the program thus created allows a change in the position and orientation of the emergent circle. Thus, the same program is actually used for the desired circle on an inclined plane at an angle of $-45^{\circ}$ and for the circle in a plane parallel to the benchtop. The programs created in this way are to some extent universal, as they can be used for any position and orientation in the robot's workspace and can also be used on another Fanuc robot. The relative position and orientation of the user (UF) and tool coordinate system (TF) used in the conducted experiments are shown in Figure 7.

## 4. Positional Analysis in the Creo Parametric System 5.0.4.0

To verify the influence of the selected orientation of the circle on the motion of the robot's individual joints, a positional analysis was created in the Creo Parametric system 5.0.4.0. For the purpose thereof, a simulation model of the LR Mate 200iC robot was created with the kinematic constraints applied. Zero positions of the individual robot joints and their range of motion were defined, corresponding to those of the real robot. The position of the TCP and of the individual coordinate systems was also defined, as was the case with the experiments on a real robot. The simulation conditions are given in Table 3.

Table 3. Simulation conditions for positional analysis.

| Type of Industrial Robot | Fanuc LR Mate 200iC |
| :---: | :---: |
| The radius of circular paths | 100 mm |
| Centre of circle relative to WCS $(\mathrm{X} ; \mathrm{Y} ; \mathrm{Z} ; \mathrm{W} ; \mathrm{P} ; \mathrm{R})$ | $200 ; 400 ;-200 ; 0 ;-45 ; 0$ |
| Coordinates of the TCP $(\mathrm{X} ; \mathrm{Y} ; \mathrm{Z})$ | $0 ; 0 ; 74.65$ |

The center of the required circular path was located at the zero of the local coordinate system, while its position relative to the WCS robot is shown in Table 3. The circular path itself was created through an inverse kinematics task, by defining the so-called servomotors in the individual axes of motion of the Cartesian coordinate system. The cosine function was used for the direction of the $X$ and $Y$ axes, with its general shape in the Creo Parametric system being the following (1):

$$
\begin{equation*}
\mathrm{q}=\mathrm{A} \cdot \cos \left(360 \frac{\mathrm{x}}{\mathrm{~T}}+\mathrm{B}\right)+\mathrm{C} \tag{1}
\end{equation*}
$$

where the coefficients $A=$ amplitude [mm], $B=$ phase, $C=$ offset [mm] and T [s] represent a period [36]. For the X, Y-axis direction, the required radius of the circle of 100 mm , and the clockwise movement, the given function has the following form (2), (3):

$$
\begin{gather*}
q=100 \cdot \cos \left(360 \frac{x}{360}\right)  \tag{2}\\
q=100 \cdot \cos \left(360 \frac{x}{360}+90\right) \tag{3}
\end{gather*}
$$

Other axes are defined as constants. Movement in direction of the Z -axis $=0 \mathrm{~mm}$, rotations around the Y and Z axes are also zero $\left(\mathrm{P}=0^{\circ} ; \mathrm{R}=0^{\circ}\right)$. The rotation around the X-axis has a defined value $\mathrm{W}=-180^{\circ}$, which ensures that the Z -axis of the tool coordinate system has the correct orientation and is perpendicular to the measuring plane or the plane in which the required circle is located.

The results of the positional analysis of the course of motion of individual robot joints are shown in the form of a graph in Figure 8. From the individual trend lines, one can see that all joints of the robot, including the J4 joint, participated in the defined motion. The above graph applies to the clockwise movement of the TCP and to the "NOFLIP" robot arm configuration. For the second configuration ("FLIP"), the graph is similar, with all the joints of the robot participating in the movement. The absolute value of the range of motion of each of the robot's joints is shown in the graph in Figure 9. Because the TCP moved along the same path in both configurations, the displayed range value for both configurations is identical.


Figure 8. The course of the motion of the individual robot joints during the TCP movement in a circular path in the inclined plane.


Figure 9. Absolute angular movement of robot joints during the movement along a circular path on the inclined plane.

The present positional analysis confirmed the hypothesis of the robot's individual joints' motion in connection with the location of the required circle on an inclined plane. The next step was to verify the possibilities of practical implementation of such measurement with the Renishaw Ballbar.

## 5. Measurement with Renishaw Ballbar QC20-W

All the practical measurements presented here were carried on an industrial robot Fanuc LR mate 200iC, located in the laboratory of our department. This robot was examined mainly due to its availability. Basic measurement with the Renishaw Ballbar QC20-W and a circle with a radius of 100 mm placed on an inclined plane (see Figure 6) consisted of two series of measurements with ten repetitions. One series for each of the robot's arm configurations. More detailed measurement conditions are given in Table 4.

The robot control program was created by standard programming commands, such as through connecting two semicircles. For the TCP speed during the measurement, the value of $55.33 \mathrm{~mm} / \mathrm{s}$ was selected and entered into the robot control program. Such speed corresponds to the federate of $3320 \mathrm{~mm} / \mathrm{min}$ in the Ballbar 20 software. This speed value is based on experiments conducted in the past [26]. Specifically, it was a comparison of two methods of creating a circular path. The first of the methods was based on the already mentioned connection of two semicircles. For the second method, the circle was created as a polygon, representing the most accurate approximation of the desired circle. The
speed of $55.33 \mathrm{~mm} / \mathrm{s}$ was then chosen as optimal for the purposes of the said comparison. Subsequently, further experiments with the Renishaw Ballbar were conducted with this speed value, in addition to the volumetric analysis mentioned in the introduction of this paper. At this speed value, the measurement process itself (circle radius 100 mm ) with the Renishaw Ballbar takes approximately 53 s. This is a relatively short measurement time, also suitable for the purposes of industrial robot troubleshooting and monitoring.

Table 4. Measurement conditions.

| Type of Industrial Robot | Fanuc LR Mate 200iC (E-31806) |
| :---: | :---: |
| The radius of circular paths | 100 mm |
| Centre of circle relative to WCS $(\mathrm{X} ; \mathrm{Y} ; \mathrm{Z} ; \mathrm{W} ; \mathrm{P} ; \mathrm{R})$ | $300 ; 500 ;-253.5 ; 0 ;-45 ; 0$ |
| Coordinates of the TCP $(\mathrm{X} ; \mathrm{Y} ; \mathrm{Z})$ | $0 ; 0 ; 74.65$ |
| The payload on the end of the robot's arm | 438 g |
| Speed of TCP | $55.33 \mathrm{~mm} / \mathrm{s}$ |
| Number of repetitions | $10 \times$ for configuration $\mathrm{N}, \mathrm{F}$, and $\mathrm{F}^{\prime}$ |
| 1 h |  |
| Running-in period before measurement |  |

Standard Ballbar 20 software was used to record the measurements, with graphical results in the form of polar graphs shown in Figure 10. By comparing the polar graphs for both robot arm configurations, it is possible to see a significant difference in their shape. The significant difference is also shown in the average value of circularity in Table 5, where the circularity represents the difference between the largest and the smallest radii recorded by the Ballbar during the measurement excluding infeed and feed out. This value is related to the accuracy of the machine in the sense that the higher the circularity value, the worse the accuracy of the machine [37].


Figure 10. Polar graphs from measuring a circle on the inclined plane. (a) NOFLIP configuration; (b) FLIP configuration.

Table 5. Average circularity value for both robot arm configurations.

|  | Configuration <br> NOFLIP | Configuration <br> FLIP |
| :---: | :---: | :---: |
| Circularity $[\mu \mathrm{m}]$ | 652.2 | 409.8 |

The polar graphs mainly show the squareness error and the scaling error. Both of these defects are characterized by the oval shape of the profile or its "peanut" shape. In the case of a squareness error, the axis of such deformation is inclined by $45^{\circ}$ or $135^{\circ}$. In the case of CNC machine tools, this error is caused by the fact that the two axes performing the movement are not perpendicular [38]. The second of these errors, the scaling error, is caused by the different magnitude of the movement increment between the axes and is manifested by the said deformation along the axis of movement [38]. Unlike a CNC machine tool, with industrial robots, the circular motion during the measurement is the result of the simultaneous motion of several or all of the robot's joints. For this reason,
these errors can be attributed mainly to the incorrect conversion of Cartesian coordinates, related to the direct kinematic task, and the issue of calibration. Specifically, this is the first level calibration, related to the relationship between the actual position of the robot arm and the information from the encoders in its individual joints [39].

For a more detailed analysis of the measurements, based on the robot's simulation model, a graph was created in Figure 11. This graph shows the range of motion of the robot's individual joints during measurements with both configurations of the robot arm. The graphical representation shows that the movements of the joints J1, J2, and J3 are identical in both configurations. On the contrary, the changes occur only in the orientation of the robot's subsystem, i.e., that of the joints J4, J5, and J6. Based on this analysis, it can be concluded that the change in the shape of the polar graphs (Figure 10) is caused by one of the joints of the robot's orientation subsystem, or a combination thereof.


Figure 11. Comparison of the movement of robot joints for both used robot arm configurations.
A more accurate identification of the specific robot joint or joints that adversely affect the measurement results can be addressed in several ways. This involves, for example, limiting the motion of one of the robot's examined joints, or modifying the motion of the joint so that its possible adverse effect is apparent. The graph in Figure 11 shows that the motion of the J6 joint is shifted by $180^{\circ}$ relative to each other in both configurations. At the same time, the coordinates of the TCP orientation are constant during the entire circular motion and have the following values $\left(\mathrm{W}=180^{\circ} ; \mathrm{P}=0^{\circ} ; \mathrm{R}=0^{\circ}\right.$ ). Because the TCP is in the axis of rotation of the J6 joint, the coordinate " R " (rotation around the Z -axis) can influence the way the joint J6 moves.

This theory was first verified in the robot's simulation model. For an arm configuration with $\mathrm{J} 5>0^{\circ}$ (FLIP), a TCP position was defined with the coordinate R adjusted to $180^{\circ}$. The graph in Figure 12 shows that by applying the said change, the same motion of the J6 joint was achieved as in the NOFLIP configuration. At the same time, there was no change in the J4 and J5 joints.


Figure 12. Impact of TCP coordinate modification on the movement of robot joints.

Subsequently, practical measurements were done, with a change applied to individual points of the control program with the adjustment of the coordinate $R=180^{\circ}$. The conditions of this measurement were identical to the conditions from Table 4, with the number of repeated measurements being ten. The resulting polar graph is shown in Figure 13c. In comparison to previous measurements (Figure 13a,b), it is apparent that the change in the motion of the J6 joint does not affect the shape of the polar graph. This fact is also confirmed by the average value of circularity given in Table 6, while the difference of $20.4 \mu \mathrm{~m}$ can be considered negligible. Based on the presented results, it can be argued that the change in the shape of the polar graph is caused by the joint J 4 or J 5 , or a combination thereof.


Figure 13. Polar graphs from measuring a circle on the inclined plane. (a) NOFLIP configuration; (b) FLIP configuration; (c) FLIP' configuration (coordinate $\mathrm{R}=180^{\circ}$ ).

Table 6. Average circularity value for measuring a circle on the inclined plane.

|  | Configuration <br> NOFLIP | Configuration <br> FLIP | Configuration <br> FLIP $^{\prime}$ |
| :---: | :---: | :---: | :---: |
| Circularity $[\mu \mathrm{m}]$ | 652.2 | 409.8 | 389.3 |

### 5.1. Measurement in a Plane Parallel to the Robot's Base

The series of measurements was further supplemented by the measurement of a circular path when the $X Y$ plane formed an angle of $0^{\circ}$ with the benchtop. The second of the already mentioned jigs was used for this measurement (Figure 7c), which ensured that the central position of the circle was identical to its central position in the previous measurements. Compared to measurements on an inclined plane, the ranges of motions of the individual robot joints are different, with the J4 joint not participating in the movement and its rotation has a constant value throughout the measurement. The absolute values of the range of motion of the individual robot joints measured on an inclined plane (at an angle of $-45^{\circ}$ ) and a plane parallel to the base of the robot (angle $0^{\circ}$ ) are shown in the graph in Figure 14.


Figure 14. Absolute angular movement of robot joints during the movement along a circular path in both measuring planes.

There are also two possible configurations of the robot arm for the selected position and orientation of the circle. For the configuration with the joint position $\mathrm{J} 5<0^{\circ}$ (NOFLIP), the J4 joint has a constant value of $0^{\circ}$ throughout the path traveled. The circular path can also be completed with the second configuration, i.e., $\mathrm{J} 5>0^{\circ}$ (FLIP), but in this case, the J 4 joint acquires the limit values of its range of rotation, which are $+180^{\circ}$ or $-180^{\circ}$. Such position of the robot arm, with limit values of one of the joints, is unsuitable due to the restriction on further movements, but it can meet the purpose of the measurement. At the same time, to ensure that the range of motion of the J6 joint was the same for all three mentioned positions of the robot arm in the measurement process, the "W" coordinate of individual points forming the circle was again adjusted to $180^{\circ}$ in the FLIP configuration. The ranges of motions of the J4, J5, and J6 joints, when moving along the circular path, are shown in the graph in Figure 15. Again, as in the previous cases, positional analysis in the Creo Parametric system 5.0.4.0 was used to chart this graph. For the sake of simplicity, the graph does not include the range of motions of the J1, J2, and J3 joints, which are identical for all positions of the robot arm used.


Figure 15. Position of robot joints J4, J5, and J6 when measured in the plane parallel to the base of the robot.

Measurements with the Renishaw Ballbar QC20-W were conducted under the same conditions as in Table 4, except for the orientation of the center of the circular path, which is zero $\left(\mathrm{W}=0^{\circ} ; \mathrm{P}=0^{\circ} ; \mathrm{R}=0^{\circ}\right)$ in the present case. The individual polar graphs are shown in Figure 16 and the average circularity values from ten repeated measurements for each robot arm position used are shown in Table 7.


Figure 16. Polar graphs from measuring a circle on the plane parallel to the base of the robot. (a) NOFLIP configuration; (b) FLIP' -1 configuration $\left(\mathrm{J} 4=-180^{\circ}, \mathrm{R}=180^{\circ}\right.$ ); (c) $\mathrm{FLIP}^{\prime}+1$ configuration ( $\mathrm{J} 4=180^{\circ}, \mathrm{R}=180^{\circ}$ ).

Table 7. Average circularity value for measuring a circle on the plane parallel to the base of the robot.

|  | Configuration <br> NOFLIP | Configuration <br> FLIP $^{\prime}-\mathbf{1}$ | Configuration <br> FLIP" $^{\mathbf{+ 1}}$ |
| :---: | :---: | :---: | :---: |
| Circularity $[\mu \mathrm{m}]$ | 385.2 | 508.3 | 505.6 |

When comparing the resulting polar graphs, the first thing to be observed is the similarity between the measurements with the FLIP configuration of the arm. The similarity is also indicated by the value of circularity shown in Table 7, the resulting difference is negligible. During both measurements in the FLIP configuration, the motions of all joints were identical except for the J4 joint, which did not take part in the movement along the circular path but acquired a different limit value in both cases. In the case of Figure 16b, the limit value of the J 4 joint was $-180^{\circ}$ and vice versa, when measured as shown in Figure 16c, this limit value was $+180^{\circ}$. Based on these results, it can be said that the static value of the J 4 joint rotation does not affect the measurement results. In terms of measurement errors, both graphs reveal the squareness error and the scaling error.

A fundamental influence on the shape of the polar graph and, at the same time, the value of circularity is exerted by a change in the configuration of the robot arm, i.e., the motion of the J5 joint, which can be seen when comparing the polar graph of Figure 16a with the previous two graphs of Figure $16 \mathrm{~b}, \mathrm{c}$, respectively. At the same time, in this polar graph of the NOFLIP configuration (Figure 16a), it is possible to observe a smaller manifestation of the squareness error than in other measurements. In terms of the shape of the circular path being affected, the relevant changes can be attributed to the motion of the J5 joint.

### 5.2. Results Summary

As part of measurements with the Renishaw Ballbar QC20-W, the possibility of measuring a circular path placed on an inclined plane has been confirmed as viable The conducted experiments consisted of two series of measurements. The first of them was done with the circle radius of 100 mm , placed on an inclined plane at an angle $\mathrm{P}=-45^{\circ}$ concerning the robot's WCS. Two possible arm configurations-NOFLIP and FLIP, exist for the selected position and orientation of the measuring plane. The results of the measurements and their representation in polar graphs show a significant difference in the shape of the circular path between the two configurations. This difference has also been confirmed by the average circularity values in both measurements. Based on the motion analysis of the individual robot joints in connection with polar graphs, the motion of the J4, J5, and J6 joints was identified as a possible source of these errors. Subsequent measurements ruled out the effect of the J6 joint. The mentioned measurement was based on the modification of the robot program so that in two measurements in the FLIP configuration, the motion was different only in joints J4 and J5. The motion of the other joints during the measurement was identical.

The second series of measurements took place with the same radius of the circle -100 mm , but in a plane parallel to the base of the robot or parallel to the workbench. These measurements aimed to further examine the influence of the J4 and J5 joints on the measurement results. With the selected orientation of the measuring plane, the position of the joint J4 is static during the entire travel along the circular path. Depending on the selected configuration, the respective values are $0^{\circ},-180^{\circ}$, or $180^{\circ}$. By analyzing the range of motion of individual robot joints and the polar graphs obtained from the measurement, the greatest influence on the deformation of the circular path can be attributed to the selected configuration of the robot arm and especially the motion of the J5 joint.

Although both series of measurements took place in two different orientations of the measuring XY plane, the center of the circular path was the same for both orientations. Partial similarity when comparing the polar graphs obtained in the measurement on an inclined plane and the FLIP configuration, with the polar graph in the second series of NOFLIP measurements and configurations, relates to this fact. This similarity is also indicated by the value of circularity, which takes on values of $409.8 \mu \mathrm{~m}$, or $389.3 \mu \mathrm{~m}$ at an inclined plane, and a value of $385.2 \mu \mathrm{~m}$ when measured in a plane parallel to the robot base. At the same time, when comparing the ranges of motion of the J5 joint, it is possible to rule out their mutual similarity of motion in the above-mentioned configurations and orientations of the circular path. Based on this, it can be argued that the change in the
shape of the polar graph is influenced not only by the J5 joint but also by the motion of the joint J4. When measuring was done in a plane parallel to the robot base, the mentioned influence of the J4 joint was corrected, as the J4 joint acquired only static values.

## 6. Conclusions

Renishaw Ballbar QC20-W is a tool designed and used specifically for troubleshooting CNC machine tools with a Cartesian kinematic system. When used in connection with industrial robots, it is necessary to proceed from the fact that, unlike CNC machine tools, the circular motion required for measurement is created by the simultaneous motion of several or all of the robot joints. Differences in the kinematics of CNC machine tools and industrial robots renders Ballbar software incapable of identifying and evaluating errors of industrial robots. Therefore it is necessary to approach measurements and evaluation differently. In the case of standard measurement of industrial robots, when the measuring plane is parallel to the robot base, not all robot joints move. The same applies to the so-called volumetric analysis, in which the circle in the XY plane is supplemented by two more circular arcs in the mutually perpendicular planes ZX and ZY . The purpose of the experiments of the present paper was to verify the hypothesis of the motion of all the robot joints when the desired circular path is placed on an inclined plane. The impetus for this work was the measurements previously done with the Renishaw Ballbar at the Department of Automation and Production Systems.

The individual experiments described in the paper can be divided into two parts, preceded by setting the conditions for and preparing the experiment. The key step was the choice of the orientation of the measuring plane in the workspace of the selected Fanuc LR Mate 200iC robot. Based on the recommendations of the ISO 9283 standard, which deals, among other things, with the conditions for measuring the operating characteristics of industrial robots, an inclined plane at an angle of $-45^{\circ}$ (rotation around the Y -axis) was chosen in the robot's WCS. The starting points for determining other conditions have already been mentioned in experiments conducted in the past.

In the first part of the experiments, a positional analysis was performed with a simulation model of the LR Mate 200iC robot in the environment of the Creo Parametric software 5.0.4.0. The result is the confirmation of the hypothesis that when placing a circle on the selected inclined plane, all its joints, including the J4 joint, would participate in the circular movement of the TCP robot. Commonly, when the measuring plane is parallel to the robot base, the J4 joint is static throughout the movement. The results of the positional analysis were subsequently used to evaluate the results of measurements. The practical measurements with the Renishaw Ballbar QC20-W are described in the second part of this paper. The analysis of the measurement results was performed using polar graphs and circularity values, which represent one of the possible outputs of the Ballbar 20 software. Two series of measurements were done. In the first series, a circle with a radius of 100 mm was placed on an inclined plane, under the before-mentioned angle. The second series represented measurements in a plane parallel to the robot base. In addition to the measurement conditions, the common feature of all measurements was also the identical position of the center of the circle in the robot's workspace. Only the orientation of the measuring plane has changed. The result is the finding that in the selected position and orientation of the measuring plane, the change in the shape of the polar graph was locally caused mainly by a change in the configuration of the robot arm, which is related to the motion of the J4 and J5 joints. At the same time, the similarity of the results was observed when comparing the two series of measurements, which can be attributed to the just mentioned unchanged position of the center of the circular path.

The measurement on an inclined plane provides mainly a better view of industrial robot properties. The standard measurement of industrial robot properties that utilize the Renishaw Ballbar system is conducted on the plane parallel to its base plane. We used such a measurement method in previous works $[25,26,28]$. However, the parallel orientation of the measuring plane results in the uneven involvement of individual motors on the
overall motion of the TCP. In particular, the joint J4 is static throughout the whole path both for measuring in the parallel plane and for volumetric measurement too. The pro-posed method places the measuring path on an inclined plane, which results in movement that involves all of the robot joints, including J4. The results of such measurements offer better information about the technical condition of the robot including the possible impact of the J4 joint. The presented measurement method can be used in process of industrial robot condition monitoring based on measurements repeated in regular intervals. The changes can be evaluated by changes in the shape of the polar chart. It is important to include all of the possible unwanted effects that can affect the performance of the industrial robot.

## Possible Further Work

The LR Mate 200iC robot used had been calibrated several times in the past, with the application of the so-called Zero position master method. The accuracy of this method is based only on the visual adjustment of the individual joints of the robot to the zero position, using reference marks. Therefore, this calibration method is considered inaccurate, that fact is also pointed out in the Fanuc robot's user manual [40]. The manual emphasizes that the method should only be used in exceptional cases. Such a state of affairs was addressed in the past by refining the calibration, using original calibration data. In connection with the identified influence of the motion of the J4 and J5 joints on the final shape of the polar graph and the overall measurement results, it is possible to look for the cause probably in the still persistent inaccurate calibration of the given robot. Based on this, there is room for further work and repetition of the measurements presented, subject to a more detailed specification of the LR Mate 200iC robot calibration. There is also room for comparison with a robot of a clearly more accurate calibration than that of the robot used in the experiments described in our paper.

It is possible to use Renishaw Ballbar to evaluate individual properties of industrial robots defined in ISO 9283 standard. The double ballbar measuring technique is based on periodical measuring of deviation of the real radius from programmed one during the movement in a circular path. It is possible to utilize such a measurement technique for the evaluation of so-called path accuracy (AT according to ISO 9283) and path repeatability (RT according to ISO 9283). Path accuracy characterizes the ability of a robot to move its mechanical interface along the command path in the same direction $n$ times [6]. Path repeatability expresses the closeness of the agreement between the attained paths for the same command path repeated $n$ times [6]. Measured values are important for the calculation of both mentioned properties. A good example is a measurement on the inclined plane using NOFLIP configuration, measurement conditions are included in Table 4 and the polar graph is shown in Figure 10a. In this case, the average radius of ten repeated measurements (clockwise) was between 99.594 mm and 100.201 mm . In order to reliably determine the values of RT and AT, it is necessary to analyze measurement records more and to define the correct methodology of evaluation. The measurements collected with Ballbar 20 software can be too distorted for this purpose, as the software subtracts estimated eccentricity represented by the first harmonics of the measured profile processed by fast Fourier transformation. For evaluation and calculation of the performance parameters of the industrial robot, it would be necessary to get values declared by its manufacturer as they usually declare only unidirectional path repeatability (RP according to ISO 9283). Another possible way to verify results would be to compare it to measurement using a laser interferometer or a laser tracker.
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#### Abstract

Compared with wheeled and tracked robots, legged robots have better movement ability and are more suitable for the exploration of unknown environments. In order to further improve the adaptability of legged robots to complex terrains such as slopes, obstacle environments, and so on, this paper makes a new design of the legged robot's foot sensing structure that can successfully provide accurate feedback of the landing information. Based on this information, a new foot trajectory planning method named three-element trajectory determination method is proposed. For each leg in one movement period, the three elements are the start point in the support phase, the end point in the support phase, and the joint angle changes in the transfer phase where the first two elements are used to control the height, distance, and direction of the movement, and the third element is used make decisions during the lifting process of the leg. For the support phase, the trajectory is described in Cartesian space, and a spline of linear function with parabolic blends is used. For the transfer phase, the trajectory is described in joint-space, and the joint angle function is designed as the superposition of the joint angle reverse-chronological function and the interpolation function which is obtained based on joint angle changes. As an important legged robot, a hexapod robot that we designed by ourselves with triangle gait is chosen to test the proposed foot trajectory planning method. Experiments show that, while the foot's landing information can be read and based on the three-element trajectory planning method, the hexapod robot can achieve stable movement even in very complex scenes. Although the experiments are performed on a hexapod robot, our method is applicable to all forms of legged robots.


Keywords: trajectory planning method; hexapod robots; legged robots; triangle gait

## 1. Introduction

With the development of AI technology, mobile robots are appearing more and more frequently in public. According to the motion mode, mobile robots can be divided into wheeled robots [1,2], tracked robots [3], and legged robots [4,5]. In the face of complex environments as well as rugged terrains, legged robots have incomparable flexibility and applicability compared with the other two kinds of robots.

The design idea of legged robots originated from bionics. Inspired by mammals, insects, amphibians, etc., legged robots try to imitate the structure as well as movement mode of different legs [6]. Up to this point, there have been many different kinds of bionic legged robots that were designed and studied. With the support of the U.S. Department of Defense and by imitating a dog, Boston Dynamics developed the quadruped robot BigDog, which possessed strong obstacle crossing ability and could overcome rugged terrain [7] Inspired by insects, Case Western Reserve University designed a bionic insect robot that could jump, walk, turn, and avoid obstacles in a certain space [8]. In China, also from the perspective of bionics and combining motion control analysis, different kinds of legged
robots were designed by Shandong University [9,10], Harbin University of Science and Technology [11], and Shanghai Jiaotong University [12].

Common legged robots include biped robots, quadruped robots, hexapod robots, and octopod robots. For biped robots, the movement balance is difficult to control $[13,14]$ Even very simple walking similar to those in humans will become a big challenge for biped robots. For quadruped robots, they are able to walk steadily, but have strong dependencies on each leg [15]. When one of the four legs breaks for some reason, the quadruped robot cannot continue working anymore. In contrast, hexapod robots can still adjust in the case that one leg breaks through an adaptive fault tolerant gait [16]. Up to this point, there is very little work about octopod robots in terms of complex control [17]. All in all, hexapod robots have natural advantages in movement stability and are studied a lot.

In terms of the hexapod robot's stable movement in different terrains, most research realized this by switching gait. Bai et al. presented a novel CPG (center pattern generator)based gait generation for a curved-leg hexapod robot and enabled the robot to achieve smooth and continuous mutual gait transitions [18]. Ouyang presented an adaptive locomotion control approach for a hexapod robot by using a 3D two-layer artificial center pattern generator (CPG) network [19]. These methods all obtained promising results in some aspects, but they could not confront any complex scene because of the limited gait patterns. Our current work, from another point of view, finds a new method to help the hexapod robot improve its movement stability for all kinds of terrains, which is achieved by adaptively planning the foot's trajectory in order to stabilize the robot's attitude. With this method, the gait can remain the same.

To implement the above theory on a physical robot, the robot should have the ability to sense its landing information firstly. In [20], Zha et al. developed a new kind of free gait controller and applied it to a large-scale hexapod robot with heavy load, where sensory feedback signals of the foot position were employed in both the free gait planner and the gait regulator. In [21], Faigl and Čížek presented a minimalistic approach for a hexapod robot's adaptive locomotion control, which enabled traversing rough terrains with a small and affordable hexapod walking robot, and servomotor position feedback was also used to reliably detect the ground contact point. Up to this point, the problem of how to obtain landing information has not been sufficiently considered as well as studied in most legged robots. In [21], this information was obtained by comparing the joint error and the error threshold. In some other works, based on the robot's dynamic model, joint torque feedback was selected to judge whether the feet had touched the ground [22]. However, the sensors used for such joint torque feedback are always with large volume and high in terms of price, which limits their utility in small robots. To solve these lingering issues, we create a new design of the legged robot's foot by adding a short-stroke inching button in order to obtain accurate feedback of the foot's landing information. By conducting experiments on our designed robot in real environments, this foot sensing structure is proved to be easy to use, with low cost and strong sensitivity.

The rest of the paper is structured as follows. Section II introduces the hexapod robot we designed in detail, including its mechanical structure and electrical structure, especially the new design of the robot's foot sensing structure. To elucidate our method, the robot's mathematic model is firstly given in section III. All details of the foot trajectory planning method including simulation verification are in Section IV. Section V provides the method's application in a triangle gait. Section VI shows the experiment results. Conclusions are finally put forward in Section VII.

## 2. The Hexapod Robot

The robot we designed is as shown in Figure 1, where (a) is the hexapod robot prototype, and (b) is its mechanical schematic. For the sake of description, the six legs are numbered as Leg1 to Leg6 in a counter-clockwise fashion.


Figure 1. The hexapod robot.

### 2.1. The Hexapod Robot's Mechanical Structure

From the perspective of mechanical structure, the hexapod robot is mainly composed of a body, legs, and feet. Normally, to better guarantee the stability and controllability, the hexapod robot is centrally symmetric.

### 2.1.1. The Body

For our hexapod robot, its body is composed of two identical plates with the length and width ratio of $2: 1$. These two plates are placed up and down and are fixedly connected by the hip joints of six legs. Located between the two plates is the battery. The STM32F4 microcontroller, binocular camera and attitude sensor are placed on the top of the upper plate.

### 2.1.2. The Leg

As in Figure 1b, for each leg, there are three joints from the direction of body to foot tip, which are the hip joint, the knee joint, and the ankle joint. Different joints are connected by links named as $\operatorname{Link}_{i 1}$ (between the hip joint and the knee joint), $\operatorname{Link} k_{i 2}$ (between the knee joint and the ankle joint), and $\operatorname{Link}_{i 3}$ (between the ankle joint and the foot tip) for the $i t h$ leg. For the hexapod robot, the total of 18 degrees of freedom is utilized.

### 2.1.3. The Foot

To help the robot to sense its foot landing information, this paper creates a new design of the legged robot's foot sensing structure as in Figure 2. A short-stroke inching button is used here. Once one foot touches the ground, the reaction force from the ground will press
the short-stroke inching button, and then landing information will be transferred to the controller. When the foot is lifted off the ground, the button is reset and prepares for the next landing. A hemispherical foot tip is designed to ensure that the short-stroke inching button can be pressed regardless of the direction of the foot's fall.


Figure 2. The hexapod robot's foot sensing structure.

### 2.2. The Hexapod Robot's Electrical Structure

The hexapod robot's electrical structure is shown in Figure 3.
The sensory unit includes five parts as follows.
(1) Binocular camera for object capture and tracking.
(2) Attitude sensor MPU-9250 for measuring the robot's posture. MPU-9250 is a System in Package ( SiP ) and contains a 3-axis gyroscope, a 3-axis accelerometer, and AK8963, a 3-axis digital compass. As accelerometers and magnetometers have high frequency noise while the gyroscope has low frequency noise, by utilizing their complementary characteristics in frequency and fusing the low-pass filtered accelerometer and magnetometer data with high-pass filtered gyroscope data, the attitude feedback information with high precision can be obtained.
(3) WIFI module for remote data transmission.
(4) Remote control receiver for instructions receiving.
(5) Foot sensing structure for landing information.

The control unit is STM32, and it outputs the commands to the motion unit, more specifically, the 18 servo motors through serial ports. For each leg, its three servo motors cooperate with each other in a certain time sequence and finally achieve the foot to reach the specified point in space.


Figure 3. The hexapod robot's electrical structure.

The hexapod robot's technical specifications are provided in Table 1.
Table 1. Technical specifications of the hexapod robot prototype.

| Structure | Parameters |  |  |
| :---: | :---: | :---: | :---: |
|  |  | Value | Unit |
| Servo motor | Number | 18 | $\backslash$ |
|  | Weight | 57.0 | g |
| Power supply | Voltage | 7.4 | $\mathrm{DC}(\mathrm{V})$ |
|  | Length | 254.1 | mm |
|  | Width | 179.3 | mm |
|  | Height | 3.0 | mm |
| Leg $\operatorname{Link}_{i 1}$ | Length | 45.5 | mm |
|  | Weight | 18.8 | g |
| Leg $\operatorname{Link}_{i 2}$ | Length | 75.0 | mm |
|  | Weight | 14.7 | g |
| Leg Link |  | Lenght | 109.6 |
|  | Weight | 41.1 | gm |
|  | Foot | Radius | 9.5 |
|  | Lenght | 19.5 | mm |
|  | Weight | 6.3 | gm |

## 3. Hexapod Robot Kinematics Modeling

The robot's kinematic model can help us quantitatively analyze the robot's velocity, acceleration, attitude, and so on from a mathematical point of view. To establish the kinematic model of the hexapod robot, for each leg $i$, three coordinates are defined at the hip joint ( $\left\{O_{i 1}\right\}$ ), the knee joint $\left(\left\{O_{i 2}\right\}\right)$, and the ankle joint $\left(\left\{O_{i 3}\right\}\right)$, respectively, as depicted in Figure 4. The reference coordinate is $\left\{O_{i 0}\right\}$. For each coordinate $\left\{O_{i j}\right\}(i=1, \cdots, 6 ; j=$ $1, \cdots, 3)$, the $Z_{i j}$ axis coincides with the axis of the $j$ th joint. The $X_{i j}$ axis is the common perpendicular between the axes of the $j$ th joint and the $(j+1)$ th joint. The $Y_{i j}$ axis is then determined according to the right-hand rule. In this paper, the kinematic model is based on the DH (Denavit-Hartenberg) method [23], and the parameters are provided in Table 2. Since the six legs are the same, we do not distinguish the leg number $i$ anymore, and only the joint number $j$ is considered in the description that follows.


Figure 4. Coordinates at different joints for each leg.

Table 2. Denavit-Hartenberg parameters.

| Joint $j$ | $\alpha_{j-1}$ | $\boldsymbol{a}_{j-1}$ | $\boldsymbol{d}_{\boldsymbol{j}}$ | $\theta_{j}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | $\theta_{1}$ |
| 2 | $-\pi / 2$ | $l_{i 1}$ | 0 | $\theta_{2}$ |
| 3 | 0 | $l_{i 2}$ | 0 | $\theta_{3}$ |

The relative translations and rotations between the $(j-1)$ th and the $j$ th joint coordinates are computed by the transformation matrix (1).

$$
{ }_{j}^{j-1} T=\left[\begin{array}{cccc}
\cos \theta_{j} & -\sin \theta_{j} & 0 & a_{j-1}  \tag{1}\\
\sin \theta_{j} \cos \alpha_{j-1} & \cos \theta_{j} \cos \alpha_{j-1} & -\sin \alpha_{j-1} & -\sin \alpha_{j-1} d_{j} \\
\sin \theta_{j} \sin \alpha_{j-1} & \cos \theta_{j} \sin \alpha_{j-1} & \cos \alpha_{j-1} & \cos \alpha_{j-1} d_{j} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

### 3.1. The Forward Kinematics

Based on (1), the transformation matrix from the coordinate $\left\{O_{i 3}\right\}$ to $\left\{O_{i 0}\right\}$ is the following.

$$
\begin{align*}
& { }_{3}^{0} T={ }_{1}^{0} T_{2}^{1} T_{3}^{2} T \\
& =\left[\begin{array}{cccc}
\cos \theta_{1} & -\sin \theta_{1} & 0 & 0 \\
\sin \theta_{1} & \cos \theta_{1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
\cos \theta_{2} & -\sin \theta_{2} & 0 & l_{i 1} \\
0 & 0 & 1 & 0 \\
-\sin \theta_{2} & -\cos \theta_{2} & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
\cos \theta_{3} & -\sin \theta_{3} & 0 & l_{i 2} \\
\sin \theta_{3} & \cos \theta_{3} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]  \tag{2}\\
& =\left[\begin{array}{cccc}
\cos \left(\theta_{2}+\theta_{3}\right) \cos \theta_{1} & -\sin \left(\theta_{2}+\theta_{3}\right) \cos \theta_{1} & -\sin \theta_{1} & \cos \theta_{1}\left(l_{i 1}+l_{i 2} \cos \theta_{2}\right) \\
\cos \left(\theta_{2}+\theta_{3}\right) \sin \theta_{1} & -\sin \left(\theta_{2}+\theta_{3}\right) \sin \theta_{1} & \cos \theta_{1} & \sin \theta_{1}\left(l_{i 1}+l_{i 2} \cos \theta_{2}\right) \\
-\sin \left(\theta_{2}+\theta_{3}\right) & -\cos \left(\theta_{2}+\theta_{3}\right) & 0 & -l_{i 2} \sin \theta_{2} \\
0 & 0 & 0 & 1
\end{array}\right] .
\end{align*}
$$

The coordinate of the foot tip with respect to the coordinate $\left\{O_{i 3}\right\}$ is the following.

$$
{ }^{3} P_{F}=\left[\begin{array}{llll}
x_{\left\{O_{i 3}\right\}} & y_{\left\{O_{i 3}\right\}} & z_{\left\{O_{i 3}\right\}} & 1 \tag{3}
\end{array}\right]^{T} .
$$

Then, the coordinate of the foot tip with respect to the coordinate $\left\{O_{i 0}\right\}$ is described in Equation (4).

$$
\begin{align*}
{ }^{0} P_{F} & ={ }_{3}^{0} T^{3} P_{F} \\
& =\left[\begin{array}{c}
\cos \theta_{1}\left(l_{i 1}+l_{i 2} \cos \theta_{2}\right)-z_{\left\{O_{i 3}\right\}} \sin \theta_{1}+x_{\left\{O_{i 3}\right\}} \cos \left(\theta_{2}+\theta_{3}\right) \cos \theta_{1}-y_{\left\{O_{i 3}\right\}} \sin \left(\theta_{2}+\theta_{3}\right) \cos \theta_{1} \\
z_{\left\{O_{i 3}\right\}} \cos \theta_{1}+\sin \theta_{1}\left(l_{i 1}+l_{i 2} \cos \theta_{2}\right)+x_{\left\{O_{i 3}\right\}} \cos \left(\theta_{2}+\theta_{3}\right) \sin \theta_{1}-y_{\left\{O_{i 3}\right\}} \sin \left(\theta_{2}+\theta_{3}\right) \sin \theta_{1} \\
-y_{\left\{O_{i 3}\right\}} \cos \left(\theta_{2}+\theta_{3}\right)-x_{\left\{O_{i 3}\right\}} \sin \left(\theta_{2}+\theta_{3}\right)-l_{i 2} \sin \theta_{2} \\
1
\end{array}\right] . \tag{4}
\end{align*}
$$

### 3.2. The Inverse Kinematics

A geometric method is used in this work for the inverse kinematics analysis. It is intuitive and clear, and the solution can be simultaneously unique by restricted conditions. The leg's diagram for the solution to its inverse kinematics is shown in Figure 5. The angle of CDF is $150^{\circ}$, resulting from the robot leg's fixed mechanical structure design, as shown in Figures 1 and 4. Based on this diagram and by combing geometric knowledge, we have the following.

$$
\begin{gather*}
d=\sqrt{\left(\sqrt{x^{2}+y^{2}}-l_{i 1}\right)^{2}+z^{2}}  \tag{5}\\
l_{i 3}=\sqrt{l_{i 3 a}^{2}+l_{i 3 b}^{2}-2 l_{i 3 a} l_{i 3 b} \cos \frac{5 \pi}{6}} \tag{6}
\end{gather*}
$$

$$
\begin{gather*}
\cos \beta=\frac{d^{2}+l_{i 2}^{2}-l_{i 3}^{2}}{2 l_{i 2} d}  \tag{7}\\
\cos \gamma=\frac{l_{i 2}^{2}+l_{i 3}^{2}-d^{2}}{2 l_{i 2} l_{i 3}}  \tag{8}\\
\cos \sigma=\frac{l_{i 3}^{2}+l_{i 3 a}^{2}-l_{i 3 b}^{2}}{2 l_{i 3} l_{i 3 a}},  \tag{9}\\
\sin \alpha=\frac{-z}{d} \tag{10}
\end{gather*}
$$



Figure 5. The leg's diagram for the solution of inverse kinematics.
Thus, the inverse kinematics can be easily obtained as follows.

$$
\left\{\begin{array}{l}
\theta_{1}=\arctan \frac{y}{x},  \tag{11}\\
\theta_{2}=\beta-\alpha=\arccos \frac{d^{2}+l_{i 2}{ }^{2}-l_{i 3}{ }^{2}}{2 l_{i 2}{ }^{2}}+\arcsin \frac{z}{d} \\
\theta_{3}=\pi-\gamma-\sigma \\
=\pi-\arccos \frac{l_{i 2}{ }^{2}+l_{i 3}{ }^{2}-d^{2}}{2 l_{i 2} l_{i 3}}-\arccos \frac{l_{i 3}{ }^{2}+l_{i 33}{ }^{2}-l_{i 3 b}{ }^{2}}{2 l_{i 3} l_{i 3 a}}
\end{array}\right.
$$

## 4. The Three-Element Trajectory Determination Method

For a hexapod robot, planning its foot trajectory is very important, and it will affect the robot's flexibility and stability. While moving, the robot's leg may be in the support phase in order to drive the robot towards a certain direction or off the ground and in the transfer phase. The gait is then realized by switching between the support phase and transfer phase in different sequences. For each leg, its trajectory planning is worth studying in order to enrich the movement of legged robots.

In this paper, we design a three-element trajectory determination method to help the robot plan its foot's movement. The three elements used are the start point in support phase $P_{0}=\left(x_{0}, y_{0}, z_{0}\right)$, the end point in support phase $P_{1}=\left(x_{1}, y_{1}, z_{1}\right)$, and the joint angle changes in transfer phase $\Delta \theta=\left[\Delta \theta_{1}, \Delta \theta_{2}, \Delta \theta_{3}\right] . P_{0}$ and $P_{1}$ are used to control the height, distance, and the direction of the movement, while $\Delta \theta$ is used to make decisions on the lifting motion of the leg. Applying this method to legged robots, this paper transfers the six variables of $P_{0}$ and $P_{1}$ to another three variables that are related to the movement of legged robots, which are height, direction, and distance. Such a transfer is based on some restrictions such as symmetry, equal altitude, vertical landing, etc. $\Delta \theta$ is set according to the feedback information from the foot. The trajectory planning methods in the support phase and transfer phase are different, and they are elaborated separately.

### 4.1. Trajectory Planning in Support Phase

By using MATLAB, Figure 6 simulates the trajectory planning process in the support phase, where $J_{1}, J_{2}$, and $J_{3}$ represent the hip joint, the knee joint, and the ankle joint, respectively, while $J_{5}$ represents the foot tip. $J_{4}$ is fixed in $\operatorname{Link}_{i 3}$. In Figure 6a, $P_{0}$ and $P_{1}$ are the start point and the end point of the foot, while $O_{0}$ and $O_{1}$ are the start point and the end point of the hip joint in Figure 6b.


Figure 6. Trajectory planning in support phase.
Traditionally, during the hexapod robot's movement, the angles of the knee joint $J_{2}$ and the ankle joint $J_{3}$ are always fixed and not considered. Then, based on the forward kinematics model, the foot will rotate around the hip joint $J_{1}$, and its trajectory is $\overparen{P_{0} P_{1}}$, as shown in Figure 6a. When the foot is on the ground, the body needs to move forward with the foot $J_{5}$ as the fulcrum, and the joint $J_{1}$ will then move along the trajectory $\widehat{O_{0} \mathrm{O}_{1}}$, as shown in Figure 6b. As the relative position of the hip joint to the robot's body center remains unchanged, the center of the robot will also move according to $\widehat{O_{0} \mathrm{O}_{1}}$, which means the robot will shake. Therefore, to ensure accuracy in direction as well as stability while
moving, the hexapod robot's foot trajectory in the support phase should better be a straight line $\overline{P_{0} P_{1}}$, as shown in Figure 6a. Then, $J_{1}$ will move along $\overline{O_{0} O_{1}}$, as shown in Figure 6 b . Here, the robot's moving direction keeps constant to ensure that the robot moves in a straight line.

According to the inverse kinematics model, the foot's trajectory in straight line is planned in Cartesian space. To ensure the robot's speed, the trajectory's continuity, and the servo motor's angular velocity, a spline of linear function with parabolic blends is used in (12).

$$
F(t)=\left\{\begin{array}{cc}
a_{f} t^{2}+b_{f} t+c_{f}, & 0 \leq t \leq T_{b}  \tag{12}\\
k_{f} t+d_{f}, & T_{b}<t \leq T_{f}-T_{b} \\
e_{f} t^{2}+m_{f} t+n_{f}, & T_{f}-T_{b}<t \leq T_{f}
\end{array}\right.
$$

$F(t)$ can be $X(t), Y(t)$, and $Z(t)$, which are the foot's coordinates in $X$ axis, $Y$ axis, and $Z$ axis, respectively. $a_{f}$ to $n_{f}$ are the parameters, and they are different for different axes. $T_{b}$ is the movement time of the parabola phase, and it is the same for $X(t), Y(t)$, and $Z(t)$ in order to guarantee the stabilization of movement acceleration. $T_{f}$ is the time of the total support phase. Some restricted conditions are set at the same time in (13).

$$
\left\{\begin{array}{l}
\lim _{t \rightarrow T_{b}-} F(t)=\lim _{t \rightarrow T_{b}+} F(t),  \tag{13}\\
\lim _{t \rightarrow T_{b}-} F^{\prime}(t)=\lim _{t \rightarrow T_{b}^{+}} F^{\prime}(t), \\
\lim _{t \rightarrow\left(T_{f}-T_{b}\right)^{-}} F(t)=\lim _{t \rightarrow\left(T_{f}-T_{b}\right)^{+}} F(t), \\
\lim _{t \rightarrow\left(T_{f}-T_{b}\right)^{-}} F^{\prime}(t)=\lim _{t \rightarrow\left(T_{f}-T_{b}\right)^{+}} F^{\prime}(t), \\
F^{\prime}(0)=0, \\
F^{\prime}\left(T_{f}\right)=0 .
\end{array}\right.
$$

Take $X(t)$ as an example, as $P_{0}=\left(x_{0}, y_{0}, z_{0}\right)$ and $P_{1}=\left(x_{1}, y_{1}, z_{1}\right)$; according to (13), we have the following.

$$
\left\{\begin{array}{l}
X(0)=c_{x}=x_{0}  \tag{14}\\
X\left(T_{f}\right)=e_{x} T_{f}^{2}+m_{x} T_{f}+n_{x}=x_{1}
\end{array}\right.
$$

By combining all of the restricted conditions, we have the following.

$$
\left\{\begin{array}{l}
a_{x} T_{b}^{2}+b_{x} T_{b}+c_{x}=k_{x} T_{b}+d_{x}  \tag{15}\\
\frac{1}{2} a_{x} T_{b}+b_{x}=k_{x} \\
e_{x}\left(T_{f}-T_{b}\right)^{2}+m_{x}\left(T_{f}-T_{b}\right)+n_{x}=k_{x}\left(T_{f}-T_{b}\right)+d_{x} \\
\frac{1}{2} e_{x}\left(T_{f}-T_{b}\right)+m_{x}=k_{x} \\
b_{x}=0 \\
\frac{1}{2} e_{x} T_{f}+m_{x}=0
\end{array}\right.
$$

For a given robot, when $T_{b}$ and $T_{f}$ are set, the equations above can be solved. The same can be performed for $Y(t)$ and $Z(t)$, and the trajectory of the foot in support phase can be obtained and is defined as $G(t)=[X(t), Y(t), Z(t)]$. According to the inverse kinematics model in (11), the angle function of the three joints can be obtained and is defined as $\theta_{\mathrm{S}}(t)=\left[\theta_{1}(t), \theta_{2}(t), \theta_{3}(t)\right]$.

### 4.2. Trajectory Planning in Transfer Phase

Transfer phase is the phase when the foot is in the air and moves from the end point of one movement period to the start point of the next movement period. Compared with support phase, the transfer phase has fewer restrictions. The only requirement is that the foot should complete its trajectory in time $T_{f}$.

The trajectory planning in transfer phase is performed in joint-space. Considering computational simplicity as well as the trajectory's reliability, this paper designs trajectory planning to occur in this phase as the superposition of two functions: one is what we
call the joint angle reverse-chronological function and the other is the joint angle changes interpolation function.

### 4.2.1. Joint Angle Reverse-Chronological Function

We named it as reverse-chronological function because the trajectory planned based on this function is symmetrical with the trajectory in the support phase along the time $t=T_{f}$. As it is planned in joint-space, we provide the joint angle reverse-chronological function as Equation (16).

$$
\begin{equation*}
\theta_{\mathrm{B}}(t)=\theta_{\mathrm{S}}\left(2 T_{f}-t\right)=\left[\theta_{1}\left(2 T_{f}-t\right), \theta_{2}\left(2 T_{f}-t\right), \theta_{3}\left(2 T_{f}-t\right)\right] \tag{16}
\end{equation*}
$$

### 4.2.2. Joint Angle Changes Interpolation Function

The joint angle changes interpolation function is defined as $\theta_{\mathrm{P}}(t)=\left[\theta_{\mathrm{P}_{-} 1}(t), \theta_{\mathrm{P} \_2}(t), \theta_{\mathrm{P}_{-} 3}(t)\right]$, where $\theta_{\mathrm{P}_{-}}(t),(j=1,2,3)$ is the angle changes interpolation function for the $j t h$ joint. Considering the continuity of the velocity as well as the acceleration, for each joint, $\theta_{\mathrm{P}_{-} j}(t)$ is a quartic polynomial, as described in Equation (17):

$$
\begin{equation*}
\theta_{\mathrm{P}_{-} j}(t)=a_{4} t^{4}+a_{3} t^{3}+a_{2} t^{2}+a_{1} t+a_{0} . \tag{17}
\end{equation*}
$$

where $a_{0}$ to $a_{4}$ are the parameters of $\theta_{\mathrm{P}_{j} j}(t)$ and will be different according to different joints.
To ensure the continuity of the joint angle, the joint angle changes at the start and end time should be zero. To ensure the stability of the joint rotation, the velocity of the joint angle changes at the start, and the end time should also be zero.

$$
\left\{\begin{array}{l}
\theta_{\mathrm{P}^{\prime} j}(t)\left(T_{f}\right)=0,  \tag{18}\\
\theta_{\mathrm{P}_{j} j}(t)\left(2 T_{f}\right)=0, \\
\theta_{\mathrm{P}_{j} j}(t)\left(T_{f}\right)=0, \\
\theta_{\mathrm{P}^{\prime} j}(t)^{\prime}\left(2 T_{f}\right)=0 .
\end{array}\right.
$$

To realize the symmetry of the angle changes, we hope that $\theta_{\mathrm{P}_{-} j}(t)$ arrives at the set joint angle change $\Delta \theta_{j}$ at the middle time of this phase; thus, we have the following.

$$
\begin{equation*}
\theta_{\mathrm{P}_{-} j}\left(\frac{3}{2} T_{f}\right)=\Delta \theta_{j} . \tag{19}
\end{equation*}
$$

Then, the relationship matrices (20) and (21) can be obtained as follows.

$$
\begin{align*}
& {\left[\begin{array}{c}
0 \\
\Delta \theta_{j} \\
0 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{ccccc}
T_{f}^{4} & T_{f}^{3} & T_{f}^{2} & T_{f} & 1 \\
\left(\frac{3}{2} T_{f}\right)^{4} & \left(\frac{3}{2} T_{f}\right)^{3} & \left(\frac{3}{2} T_{f}\right)^{2} & \frac{3}{2} T_{f} & 1 \\
\left(2 T_{f}\right)^{4} & \left(2 T_{f}\right)^{3} & \left(2 T_{f}\right)^{2} & 2 T_{f} & 1 \\
4 T_{f}{ }^{3} & 3 T_{f}^{2} & 2 T_{f} & 1 & 0 \\
4\left(2 T_{f}\right)^{3} & 3\left(2 T_{f}\right)^{2} & 2\left(2 T_{f}\right) & 1 & 0
\end{array}\right]\left[\begin{array}{c}
a_{4} \\
a_{3} \\
a_{2} \\
a_{1} \\
a_{0}
\end{array}\right] .}  \tag{20}\\
& {\left[\begin{array}{c}
a_{4} \\
a_{3} \\
a_{2} \\
a_{1} \\
a_{0}
\end{array}\right]=\left[\begin{array}{ccccc}
T_{f}^{4} & T_{f}^{3} & T_{f}^{2} & T_{f} & 1 \\
\left(\frac{3}{2} T_{f}\right)^{4} & \left(\frac{3}{2} T_{f}\right)^{3} & \left(\frac{3}{2} T_{f}\right)^{2} & \frac{3}{2} T_{f} & 1 \\
\left(2 T_{f}\right)^{4} & \left(2 T_{f}\right)^{3} & \left(2 T_{f}\right)^{2} & 2 T_{f} & 1 \\
4 T_{f}^{3} & 3 T_{f}^{2} & 2 T_{f} & 1 & 0 \\
4\left(2 T_{f}\right)^{3} & 3\left(2 T_{f}\right)^{2} & 2\left(2 T_{f}\right) & 1 & 0
\end{array}\right]^{-1}\left[\begin{array}{c}
0 \\
\Delta \theta_{j} \\
0 \\
0 \\
0
\end{array}\right] .} \tag{21}
\end{align*}
$$

$\Delta \theta_{j}$ is set according to the real terrain situation. Based on Formula (21), the parameters $a_{0}$ to $a_{4}$ can be solved, and $\theta_{\mathrm{P}_{-} j}(t)$ is obtained.

By superimposing $\theta_{\mathrm{B}}(t)$ and $\theta_{\mathrm{P}}(t)$, the trajectory function of the transfer phase $\theta_{\mathrm{T}}(t)$ in joint-space is described as follows (22).

$$
\begin{equation*}
\theta_{\mathrm{T}}(t)=\theta_{\mathrm{B}}(t)+\theta_{\mathrm{P}}(t)=\left[\theta_{1}\left(2 T_{f}-t\right)+\theta_{\mathrm{P}_{-} 1}(t), \theta_{2}\left(2 T_{f}-t\right)+\theta_{\mathrm{P} \_2}(t), \theta_{3}\left(2 T_{f}-t\right)+\theta_{\mathrm{P}_{-} 3}(t)\right] . \tag{22}
\end{equation*}
$$

By combining $\theta_{\mathrm{S}}(\mathrm{t})$ in support phase and $\theta_{\mathrm{T}}(\mathrm{t})$ in transfer phase together, the total trajectory of one joint during a movement period in joint-space is defined as the dotted line in Figure 7. The red dotted line is $\theta_{\mathrm{S}}(\mathrm{t})$. The blue dotted line is $\theta_{\mathrm{T}}(\mathrm{t})$, and it is the superposition of the green line $\theta_{\mathrm{B}}(t)$ and the pink line $\theta_{\mathrm{P}}(t)$.


Figure 7. Trajectory in joint-space.

### 4.3. Verification of the Three-Element Trajectory Determination Method

The trajectory of one foot based on the three-element trajectory determination method during one movement period in Cartesian space is simulated in Figure 8, in which counter clockwise is selected as the positive direction and $T_{b}=0.2, T_{f}=1$.

From Figure 8a, it can be observed that, during the time $t \in\left(0, T_{f}\right)$, the foot's coordinates in $X$ and $Z$ axes remain unchanged, and the robot only moves along the $Y$ axis, which confirms that the robot is moving in a straight line. Figure 8 b is the foot's trajectory in space, the straight line is the trajectory in support phase, and the arc line is the trajectory in transfer phase.


Figure 8. Trajectory in Cartesian space.
Here, we also provide the angle curve of the three joints as in Figure 9. We can observe that, while moving, all of the three angle curves are continuous and smooth, which further demonstrates the stability and practicability of our trajectory planning method for legged robots.


Figure 9. Joints' angle curve.

## 5. The Three-Element Trajectory Determination Method in Triangle Gait

The advantage of our designed trajectory method is reflected in the realization that the robot's horizontal posture is maintained during movements. For the three elements, $\Delta \theta$ is set according to the feedback information from the foot. What else needs to be performed is to select the start point $P_{0}$ and the end point $P_{1}$. Supposing the target height of the robot's body is $Z$, target moving direction is $\theta_{a}$, and the moving step is $D$, then it can be divided into three steps for our method. The details are described by combining Figure 10.


Figure 10. Start and end points selection geometric sketch.

### 5.1. Stable Point Determination

First of all, to improve our method's stability and flexibility in triangle gait, in this paper, we treat the stable posture for a legged robot as the posture where $\operatorname{link}_{i 3}$ in Figure 1b is perpendicular to the ground and the hip joint's angle $\theta_{1}$ in Figure 5 is simultaneously zero. The foot's point is now called a stable point. As in Figure 10, the points on the line $\overline{M N}$ are all stable points. As $\operatorname{lin} k_{i 3}$ is perpendicular to the ground, by geometric knowledge, we obtain the following.

$$
\begin{equation*}
\theta_{3}=\theta_{2}+\frac{\pi}{3} \tag{23}
\end{equation*}
$$

For the foot's inverse kinematics in (11), with the above conditions, there will be only one degree of freedom. To help the hexapod robot adapt to rugged terrains, we set $Z$ as input so that we can obtain the expected stable point $P$.

### 5.2. Start Point and End Point Selection

After the stable point $P$ is determined, what also needs to be performed is to select the start point $P_{\mathrm{s}}$ and the end point $P_{\mathrm{e}}$ of the support phase. For a hexapod robot, it is symmetric, and the triangle gait is simultaneously repetitive. Thus, the stable point during movement will be the middle point of the trajectory in the support phase. Supposing that the target moving direction is $\theta_{a}$, the trajectory in the support phase is along the line $\overline{P_{0} P_{1}}$, as shown in Figure 10. Ideally, $\left|P P_{0}\right|=\left|P P_{1}\right|=\frac{D}{2}$, and the coordinates of $P_{0}$ and $P_{1}$ can be computed. In reality, the feet can only reach a limited range (as in Figure 10, the foot of Leg6 can only arrive at the points between the two dotted arc lines); thus, the selection of $P_{\mathrm{s}}$ and $P_{\mathrm{e}}$ should depend on specific conditions.

Extend $P P_{0}$ and intersect it with the outer arc at point $H$. Extend $P P_{1}$ and intersect it with the inner arc at point $G$. If $\min \{|P H|,|P G|\} \geq \frac{D}{2}$, this means both of the points $P_{0}$ and $P_{1}$ can be reached, and they can be the selected points. Then, the priority is given to movement stability, and all feet move equidistant around their respective stable points. If $|P H| \geq \frac{D}{2},|P G|<\frac{D}{2}$, this means the point $P_{1}$ cannot be reached, and the selected points are $P_{0}$ and $G$. If $|P H|<\frac{D}{2},|P G| \geq \frac{D}{2}$, this means the point $P_{0}$ cannot be reached, then the selected points are $H$ and $P_{1}$. If $\max \{|P H|,|P G|\}<\frac{D}{2}$, then the trajectory will be the line $\overline{H G}$. Thus, we have the following.

$$
\left\{\begin{align*}
\text { If } \min \{|P H|,|P G|\} \geq \frac{D}{2}, & P_{\mathrm{s}}=P_{0} \text { and } P_{\mathrm{e}}=P_{1}  \tag{24}\\
\text { If }|P H| \geq \frac{D}{2},|P G|<\frac{D}{2}, & P_{\mathrm{s}}=P_{0} \text { and } P_{\mathrm{e}}=G \\
\text { If }|P H|<\frac{D}{2},|P G| \geq \frac{D}{2}, & P_{\mathrm{s}}=H \text { and } P_{\mathrm{e}}=P_{1} \\
\text { If } \max \{|P H|,|P G|\}<\frac{D}{2}, & P_{\mathrm{s}}=H \text { and } P_{\mathrm{e}}=G
\end{align*}\right.
$$

Transform the start point $\left(x_{P_{s}}, y_{P_{s}}, z_{P_{\mathrm{s}}}\right)$ and the end point $\left(x_{P_{\mathrm{e}}}, y_{P_{\mathrm{e}}}, z_{P_{\mathrm{e}}}\right)$ that were obtained above under the world coordinate to the coordinate $\left\{O_{i 0}\right\}$. Then, the trajectory of each foot can be planned by using the method in Section IV.

## 6. Experiment on Physical Robot in Real Environment

### 6.1. Triangle Gait Designed in Practice

Traditionally, the movement of a foot can be divided into support phase in $\left(0, T_{f}\right)$ and transfer phase in $\left(T_{f}, 2 T_{f}\right)$. For the triangle gait [24], when the feet of group A move as the support phase, the feet of group B move as the transfer phase and vice versa. In this paper, to better apply our trajectory method for legged robots in complex environments, we added an adjustment phase (AP) at the end of transfer phase so that the robot can adjust its foot position for trajectory planning in the next period to guarantee the accuracy of the movement. The triangle gait then, in practice, is designed as in Figure 11. For different terrains, the time for the adjustment phase $\Delta t_{i}$ can be different. However, when the feet of one group is in the adjustment phase, the feet of the other group will still be in the support phase in order to leave the following planning process unaffected.


Figure 11. Triangle gait designed in practice.

### 6.2. Movement Control Flowchart

The movement control flowchart based on the above triangle gait is shown in Figure 12. For any leg, the follow situations may happen. When the leg is in the support phase, judging whether this phase has been completed needs to be performed. If not, keep moving along the planned trajectory; if it is performed, this means that the leg is ready for phase changing. When the foot is not in the support phase but already on the ground, this means that the foot touches the ground or obstacles in advance; here, the foot needs to replan its trajectory based on the ground's height information, which is sensed by the designed foot sensing structure. When the foot is not on the ground, one situation is that the leg is in the transfer phase, then the foot moves along the planned trajectory. The other situation is that the leg has already finished the transfer phase but has not touched the ground, this situation happens when the ground's height is lower than planned. Then, a new height $Z=Z+\Delta Z$ is set, and the foot needs to perform new trajectory planning in the adjustment phase based on $Z$ information. When all legs are ready for phase changing, the phase is changed, and the robot keeps moving.


Figure 12. The movement control flowchart.

### 6.3. Experimental Results and Analysis

To prove the effectiveness of our method in complex environment, we situate the robot in two different real scenes.

### 6.3.1. Slope Experiment

The first scene that we chose is a slope outside with the angle of $7^{\circ}$. In Figure 13a-c, take Foot5 as an example; its trajectory planning is given as the red curve. This curve is similar to the simulated trajectory in Figure 8b except that the heights of the start point and the end point in support phase are not the same. At $t=12 \mathrm{~s}$, the Foot5 is on the ground, and it is ready for the transfer phase. At $t=13 \mathrm{~s}$, we can observe that Foot5 arrives at the top of the planned trajectory. At $t=14 \mathrm{~s}$, it falls to the ground and enters to the next support phase. This is a typical trajectory planning process. Figure 13d-f show the gait mode. In Figure 13f, at time $t=27 \mathrm{~s}$, the Leg2, Leg4, and Leg6 are in the air (transfer phase), while the other three legs are on the ground (support phase). At time $t=34 \mathrm{~s}$, as in Figure 13e, the phases are switched, the Leg1, Leg3, and Leg5 are in the transfer phase, and the Leg2, Leg4, and Leg6 are in support phase. The situation in Figure 13f is the same as the one in Figure 13d.

During the robot's slope climbing, we mark its posture with a yellow line. What is worth pointing out is that, during all the movement, the robot can always keep its body horizontal, which is proof of the stability of our method.

Although this experiment is performed on a slope with the angle of $7^{\circ}$, after conducting a lot of tests, it is proved that the robot can adapt to a slope with any angle as long as the friction is sufficient.


Figure 13. Hexapod robot's movement on a slope.

### 6.3.2. Obstacle Experiment

To further show the robot's strong movement ability, we situate the robot in an obstacle environment, as shown in Figure 14, where two obstacles with different height are placed inside. The robot's movement is shown as in Figure 14. For the sake of description, we divide Leg1, Leg3, and Leg5 as the A group and Leg2, Leg4, and Leg6 as the B group.

In Figure 14a-c, we can observe that the A group is in the transfer phase. The Leg1 lifts up at the time $t=10 \mathrm{~s}$ and touches the obstacle at time $t=12 \mathrm{~s}$. As the ground's height information changes, there is an adjustment process for Leg1 as stated in the control flowchart in Figure 12. From Figure 14d on, the A group is in support phase, and the B group is in the transfer phase. This process finishes in Figure 14 f at time $t=15 \mathrm{~s}$. In Figure 14g,h, the Leg1 moves on the top of obstacle 1. In Figure 14i, Leg1 starts to walk down the obstacle. Here, the foot tries to sense where the ground is based on the designed foot sensing structure in Figure 2. At the time $t=34 \mathrm{~s}$, the Leg1 touches the ground, and landing information is fed back. Figure 141-p show the process of leaping over obstacle 2. In Figure 14 p, all legs and feet are marked to help better understand the robot's movement.

In this experiment, we also mark the robot's posture. Results show that, although in a very complex environment, the robot with our trajectory planning method can still maintain horizontal posture.


(e) $t=14 \mathrm{~s}$

(g) $\mathrm{t}=23 \mathrm{~s}$

(i) $\mathrm{t}=31 \mathrm{~s}$

(k) $t=34 \mathrm{~s}$

(m) $t=47 \mathrm{~s}$

(o) $t=63 \mathrm{~s}$

(f) $t=15 \mathrm{~s}$

(h) $\mathrm{t}=24 \mathrm{~s}$

(j) $t=33 \mathrm{~s}$

(l) $t=43 \mathrm{~s}$

(n) $t=52 \mathrm{~s}$

(p) $\mathrm{t}=69 \mathrm{~s}$

Figure 14. Hexapod robot's movement with obstacles.

## 7. Conclusions

Legged robots have high movement flexibility, which makes them more suitable for various complex terrains. However, the complex control algorithm and trajectory planning also accompany the robot. Reasonable trajectory planning methods will greatly reduce the difficulty of control algorithm designs. Thus, this paper designs a new trajectory planning method for legged robots named the three-element trajectory determination method. Meanwhile, to realize this method's application on a physical robot, this paper creates a new design of the legged robot's foot sensing structure in order to help obtain landing information. To show how the method works, the details of its application in a triangle gait are given. Indicated by the observation of our experiments, this paper makes an improvement of the traditional triangle gait, where an adjustment phase is added at the end of transfer phase to help the robot adjust its foot position when it deviates from the original planned trajectory because of changing terrain. A control flowchart with the introduced adjustment phase is also given. Experiments are carried out in a slope environment and an obstacle environment. The results prove that our method is effective and stable in practice .

Hexapod robots have extensive prospect and are worth studying. In this paper, the improvement of the movement of hexapod robots mainly focuses on the trajectory planning method. In the future, we plan to take attitude information into account in order to develop novel control algorithm designs.
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#### Abstract

The Simultaneous Localization and Mapping (SLAM) algorithm is a hotspot in robot application research with the ability to help mobile robots solve the most fundamental problems of "localization" and "mapping". The visual semantic SLAM algorithm fused with semantic information enables robots to understand the surrounding environment better, thus dealing with complexity and variability of real application scenarios. DS-SLAM (Semantic SLAM towards Dynamic Environment), one of the representative works in visual semantic SLAM, enhances the robustness in the dynamic scene through semantic information. However, the introduction of deep learning increases the complexity of the system, which makes it a considerable challenge to achieve the real-time semantic SLAM system on the low-power embedded platform. In this paper, we realized the high energy-efficiency DS-SLAM algorithm on the Field Programmable Gate Array (FPGA) based heterogeneous platform through the optimization co-design of software and hardware with the help of OpenCL (Open Computing Language) development flow. Compared with Intel i7 CPU on the TUM dataset, our accelerator achieves up to $13 \times$ frame rate improvement, and up to $18 \times$ energy efficiency improvement, without significant loss in accuracy.


Keywords: visual semantic SLAM; semantic segmentation; FPGA; hardware acceleration; mobile robots

## 1. Introduction

Mobile robots are not only widely used in fields such as industry, agriculture, medical and services [1,2], but are also well used in dangerous situations such as urban security [3], national defense [4] and space detection [5,6]. With the development of artificial intelligence technology, mobile robots perform complex algorithms to complete more advanced tasks. The insufficient computing capability and limited energy of traditional computing platforms has become the bottleneck of intelligent robot development $[7,8]$.

Mobile robots not only need to perceive the information of the surrounding environment but to also clearly determine their position, which leads to the SLAM (Simultaneous Localization and Mapping) algorithm. Nowadays, the visual SLAM framework is quite mature, mainly composed of critical parts such as visual odometry, optimization, loop closing and mapping. However, visual SLAM has some problems with the dynamic environment and the demand for advanced tasks, such as the lack of understanding about environmental information and the stability of the system in dynamic environments [9]

Semantic information introduced through deep learning is more and more tightly integrated with SLAM to solve these problems. On the one hand, semantic SLAM can improve human-computer interaction ability and help robots understand the surrounding environment as human beings do. On the other hand, the result of semantic segmentation can help to remove additional feature points and improve the accuracy of mapping. As a new development direction, there is a series of semantic SLAM represented by DS-SLAM (Semantic SLAM towards Dynamic Environment) [9]. DS-SLAM introduces SegNet [10] network for semantic segmentation in the front-end visual odometry to solve the problems of location caused by moving objects in the environment. Compared with ORB (Oriented Fast and Rotated Brief)-SLAM2 [11], the accuracy of the localization in dynamic scenes has been improved by an order of magnitude.

However, the addition of a semantic segmentation module increases the computational complexity of the system and cannot be processed on the CPU (Central Processing Unit) in real-time. When paired with the high-performance GPU (Graphics Processing Unit) for computing acceleration, the system consumes a lot of energy and increases the hardware costs, which limits the actual deployment on the terminal devices and mobile robots with limited battery capacity. The FPGA (Field Programmable Gate Array) platform has been widely used in Convolutional Neural Network (CNN) acceleration because it is reconfigurable, energy-efficient, and parallelizable.

For the design of FPGA, traditional development is mainly based on the RTL (Register Transfer Level) [12,13], which has a long development cycle and complicated debugging. This article uses the high-level synthesis tool OpenCL [14] to realize algorithm acceleration. OpenCL works with the host-device model and its code is divided into two parts-the host program and device kernel. The host program is used to obtain device information, set memory objects and execute kernels. In order to control the device, users need to build the host programming code, which meets the OpenCL development specification. The device kernel mainly writes functions that need to be accelerated and these functions are compiled into the accelerator. In the OpenCL development environment, FPGA compiler and synthesis and kernel simulation and debugging are used to get the image for FPGA execution. It can automatically compile from the high-level programming language ( $\mathrm{C} / \mathrm{C}++$ ) to the low-level RTL design, provide a faster hardware development cycle and be easily integrated with the applications.

As an industry standard, OpenCL can program heterogeneous computing platforms supported by many suppliers and is not limited by the hardware device. The processing platform used in this article is shown in Figure 1, which is composed of the Turtlebot2 robot, the Kincet camera and the HERO (Heterogeneous Extensible Robot Open) platform. Turtlebot2 is a small, low-cost, fully programmable, ROS (Robot Operating System) based mobile robot with simple operation and strong scalability. HERO is the heterogeneous extensible robot open platform provided by Intel [15]. It has high-quality features such as low power consumption, high performance and small size ( $18 \mathrm{~cm} \times 14 \mathrm{~cm} \times 7.5 \mathrm{~cm}$ ). The whole of the HERO platform is composed of the host system and the external FPGA acceleration card. In the whole hardware system, CPU has rich IO (Input/Output) functions, provides various high-speed and low-speed interfaces, and its performance is enough to meet that of the simple algorithms. FPGA integrates abundant logic and computing units, storage and routing resources, which ensures the performance acceleration of FPGA in neural network inference. Besides, there is an 8 -channel PCIe Gen 3 interface that provides a bandwidth of $7.88 \mathrm{~GB} / \mathrm{s}$ to perform transmission and communication [15].

The main contributions of this work are summarized below:

1. The quantization strategy of combining convolution and batch normalization into one operation and grouping convolution filters with different data distribution is proposed to solve the problem of the large model and long execution time of a semantic segmentation network.
2. A function configurable pipeline design method and a multi-level memory access optimization scheme for the convolutional Encoder-Decoder architecture of semantic segmentation networks is put forward.
3. The high energy-efficient hardware acceleration solution of the DS-SLAM algorithm on a heterogeneous computing platform is proposed, which can be utilized for the functional module to provide mobile robots with autonomous localization.


Figure 1. The processing platform.
The remainder of this paper is organized as follows-Section 2 provides an overview of the current implementation of different SLAM algorithms on the embedded platform. In Section 3, we give a brief description of DS-SLAM algorithms and the SegNet semantic segmentation network, as well as our proposed quantization strategy. Section 4 presents the framework of our FPGA accelerator and some optimization methods. Subsequently, Section 5 provides the experimental results of the proposed energy-efficient DS-SLAM implementation. Finally, a brief conclusion is provided in Section 6.

## 2. Related Work

As the SLAM algorithm of mobile robots becomes more and more complex, the general processors on traditional mobile platforms cannot meet the requirements of real-time and energy consumption. The hardware acceleration for the SLAM algorithm has become vital research in the field of robotics.

In [16], an accelerator implemented in FPGA can expand the actual EKF-SLAM (Extended Kalman Filter SLAM) system and observe and correct up to 45 landmarks under the real-time constraints. However, because the complexity of the EKF-SLAM algorithm increases with conversion landmarks, it is not suitable for large-scale environments. Most of the operations are executed sequentially; thus, the parallel architecture's advantages cannot be reflected.

For the LSD-SLAM (Large Scale Direct monocular SLAM) algorithm, Konstantinos Boikos et al. propose a hardware implementation based on an FPGA SoC (System-on-aChip) [17]. The design shows that an FPGA SoC can introduce a more intensive SLAM algorithm into embedded low-power devices, and has a higher performance than other solutions. However, the SLAM algorithm implemented in this work is relatively simple, which limits the actual deployment of the system in complex scenarios.
M. Abouzahir et al. use OpenCL to implement the large-scale parallel processing on the FPGA to achieve the Fast-SLAM system [18]. Compared with the GPU-based implementation, the processing time is accelerated by 7.5 times. The research shows that real-time SLAM systems can be implemented on heterogeneous embedded platforms using software and hardware co-design methods.

The eSLAM is proposed by Runze Liu et al. [19]. On a heterogeneous platform based on the ARM (Advanced RISC Machine) processor and FPGA board, a highly energyefficient ORB-SLAM (Oriented Fast and Rotated Brief SLAM) system is implemented. This work puts the most time-consuming feature extraction and matching process on the FPGA for acceleration, while the remaining threads are executed on the ARM processor. The eSLAM proposes an improved rotationally symmetric BRIEF (Binary Robust Independent Elementary Features) descriptor. By reducing the operation of rotating test locations, the calculation and storage consumption are significantly reduced. Simultaneously, through the pipeline design, the throughput is further improved and the memory is reduced.

It can be seen that the SLAM algorithm implemented on embedded platforms is relatively simple and the related work is still lacking on semantic SLAM hardware implementation. So, this paper proposes a method to achieve the semantic SLAM algorithm based on the HERO platform.

## 3. Algorithm Implementation

### 3.1. DS-SLAM Overview

The DS-SLAM algorithm introduces semantic information through deep learning, which endows the robot with learning ability to understand the surrounding environment and reduces the impact of dynamic objects. As can be seen from the algorithm in Figure 2, the DS-SLAM algorithm is a five-thread parallel architecture, including tracking, semantic segmentation, local mapping, loop closure and dense mapping creation. The core idea is to extract ORB feature points from the tracking thread and then check these feature points to get potential dynamic points through a moving mobile consistency check. At the same time, the segmentation results are obtained in parallel with a semantic segmentation thread. Finally, dynamic objects are removed by combining the results of two threads. Table 1 shows the processing time of some major modules in the corresponding thread. The results show that the semantic segmentation thread, whether running on CPU or GPU, is the bottleneck that affects the system's real-time performance. Figure 2 shows the overall framework of the DS-SLAM algorithm based on the HERO platform. Firstly, the images and model parameters are read from CPU. The computationally complex semantic segmentation thread can be accelerated on FPGA with the help of Intel OpenCL SDK (Software Development Kit) and BSP (Board Support Package). Finally, the output is transmitted back to CPU to complete the other threads, enough for real-time processing.

Table 1. Execution time of different modules in the Semantic Simultaneous Localization and Mapping towards Dynamic Environment (DS-SLAM) algorithm [9].

| Module | ORB Feature Extraction | Moving Consistency Check | Semantic Segmentation |  |
| :---: | :---: | :---: | :---: | :---: |
| Thread | Tracking | Tracking | Semantic segmentation |  |
| Platform | Intel Core | Intel Core | Intel Core | NVIDIA Quadro P4000 |
|  | i7-6800K | i7-6800K | i7-8750H | GPU |
|  | CPU | CPU | CPU |  |
| Time (ms) | 9.37 | 29.5 | 2582 | 37.6 |



Figure 2. The DS-SLAM framework on Heterogeneous Extensible Robot Open (HERO).
The extraction of semantic information is realized by the semantic segmentation network. In order to reduce the complexity of the whole system and ensure the accuracy and real-time, the SegNet algorithm is selected to achieve semantic segmentation. It is a typical convolutional encoder-decoder architecture.

### 3.2. Quantization Strategy

The model size of SegNet is 112.3 MB , which should be compressed by pruning, quantization, coding and other means [20] before running on the embedded platform to reduce the computational cost and storage consumption. The method used in this paper is linear quantization, and the overall process is shown in Figure 3.

First, convolution and Batch Normalization (BN) are combined into one operation, because the model parameters are fixed during inference. For SegNet, each convolution layer is followed by a BN layer. Merging these two layers can reduce the use of computing resources and precision loss and improve the inference speed. Next, the data distribution of filters in a convolution layer is calculated. Filters with similar data distribution are merged into one group, corresponding to the same scale factor $f$. The $f$ determines the decimal point position of the quantized dynamic fixed-point number. Equations (1) and (2) take the weight as an example to introduce the calculation of the $f$. The $w$ and $w^{\prime}$ represent the weight before and after quantization, and $N$ represents the bit width of the fixed-point number. $f$ is designed as the integer power of 2 , so that the shift can be used instead of the multiplication, which is well implemented on FPGA. Load the preprocessed input image for convolution, and the generated output activations are arranged in the channel dimension. Use the same method described above to calculate the decimal position of the output activation $f_{o}$, and the $f_{o}$ of the current layer is the $f_{i}$ (decimal position of the input data) of the next layer. To ensure the following correct calculation, a set of $1 \times 1$ filter is used to complete the reordering of feature maps. Subsequent pooling and unpooling operations are unchanged. After the final convolution layer, the quantized model and the corresponding scale factor are exported. The whole quantization operation is processed
in the host CPU in advance, and will not increase the inference latency on FPGA. The 8 -bit quantized SegNet algorithm is evaluated on the Pascal VOC dataset [21]. The global accuracy is $87.3 \%$, the class accuracy is $69.4 \%$, and the mean IoU is $51.5 \%$, which is $0.8 \%$, $1.1 \%$, and $1.6 \%$ lower than the original model. The quantized model dramatically reduces the storage requirements and computational complexity without significant precision loss.

$$
\begin{gather*}
f_{w}=\operatorname{ceil}\left(\log _{2} \frac{2^{N}-1}{\max (|w|)}\right)  \tag{1}\\
w^{\prime}=\operatorname{round}\left(\frac{w}{2^{-f_{w}}}\right) \tag{2}
\end{gather*}
$$



Figure 3. The process of quantization.

## 4. Proposed Method

The semantic segmentation thread implemented by SegNet is the most time-consuming part of the DS-SLAM algorithm and needs to be accelerated. In [9], SegNet runs on GPU but its high power consumption is not suitable for actual deployment on battery-powered mobile robots. Therefore, this paper will accelerate the inference of semantic segmentation network on FPGA to improve the real-time performance and energy efficiency of the DS-SLAM system.

### 4.1. Arria 10 FPGA Description

The Arria 10 GX 1150 FPGA board used in this paper adopts TSMC 20 nm technology and has rich design resources. The adaptive logic module (ALM) is the basic component of the FPGA logic structure and 427,200 ALMs can be equivalent to 1,150,000 logic elements (LE) [22], so this FPGA board is named GX 1150. One thousand five hundred and eighteen precision adjustable DSPs (Digital Signal Processings) have encapsulated as hardcore IP (intellectual property) for developers to call, supporting high-performance multiplication and addition operations. Memory can be divided into two types; one is the M20k module, the size of a single module is 20 KB ; the other is memory logic array block (MLAB), the size of a single module is 0.64 kb . The M20k module is the best choice for larger memory arrays and provides a large number of independent ports. MLAB is the best choice for the wide and shallow memory array, which can realize shift register and a small FIFO (first in first out) buffer.

### 4.2. Accelerator Architecture

Through the OpenCL development process, the overall architecture $[23,24]$ of the SegNet accelerator implemented on Arria 10 GX 1150 FPGA is shown in Figure 4. The storage module is mainly divided into two parts. One is off-chip DRAM as the global memory, which is used to store model parameters (weights, bias, and decimal position generated by quantization), pooling indices caused by maximum value pooling and operation data of input and output. Another part is the on-chip local buffer as the local memory, which is used to store the input feature map and weights of the current calculation layer, as well as the output activation value. On-chip memory can be further subdivided into channels and registers, which, together with off-chip DRAM, form a multi-level memory access structure. The channel extension defined by OpenCL is widely used between local buffer and kernel, as well as between kernel and kernel. It acts like FIFO and allows the transfers on chip to reduce latency. The dataflow determines what data is read into which level of memory structure and when it is processed. Compared with on-chip memory, DRAM consumes more energy per access. Therefore, we should increase the data reuse of on-chip memory to reduce access to high-cost memory. In this paper, each weight is read from DRAM to local buffer and stays stationary for data reused and the input feature maps are broadcast to different CUs, then the partial sums are accumulated. Weight reuse minimizes the energy consumption of reading weights. Currently, the DRAM access bandwidth is $1234 \mathrm{MB} / \mathrm{s}$.

OpenCL uses a host-device model, and the design is divided into two parts-the host program and the device kernel. The host program includes an API (Application Programming Interface) to define and control the platform, which is used to obtain device information. Besides, the host program operates memory objects and creates a command queue and executes kernel queues. The design of the device kernel is based on the standard C language with some restrictions and extensions. The kernel program mainly includes the function that needs to be accelerated and these functions are compiled into the accelerator. For the SegNet network, this paper mainly designs convolution kernel, pooling kernel and unpooling kernel for SegNet, and the ReLU activation function is integrated into the convolution kernel. Through a 2-bit control flag, the different combinations of kernels realize a function configurable pipeline. There are four modes in total, shown in Figure 5.


Figure 4. The architecture of the SegNet accelerator.
The 00 mode pipeline only executes convolution operation, shown in Figure 5a. The weight and decimal point of one layer are read from DRAM to the local buffer at one time and then they are pressed into the channel continuously and transferred to the convolution kernel for operation. However, the input feature map of the convolution layer is read in batches. The on-chip read buffer improves data transmission efficiency by Ping-Pong operation. Two buffers of Ping-Pong operation are designed on the chip. When one buffer transmits characteristics, the other buffer reads the input characteristic group of the next stage from the off-chip DRAM at the same time, so as to improve the throughput. Convolution operations have different computing units to execute in parallel. The result is transferred back to off-chip DRAM, through the quantification and ReLU (Rectified Linear Unit). Since there is no dependency between the result of off-chip DRAM, multiple work items are executed in parallel to write the result back.

In the 01 mode pipeline, convolution and pooling operations are executed in parallel. Part of the convolution results are passed to the pooling kernel through the channel, avoiding the data transmission delay caused by multiple access to DRAM to maintain a high-speed processing efficiency. The pooling results and pooling indices are passed to the local buffer through the channel and finally written back to the off-chip DRAM. The input and output memory are used alternately and the output memory of the current operation will become the input memory of the next operation. The data flow is shown in Figure 5b.

The 10 mode pipeline is a combination of convolution and unpooling, shown in Figure 5c. For the unpooling operation, the input not only has the calculation results of the previous kernel but also has the pooling indices with location information. Pooling indices need to be read from the off-chip DRAM to on-chip local buffer, which will cause unnecessary delay. Therefore, we prepare the required pooling indices in advance through data pre-reading. When the convolution results are transmitted to the unpooling kernel with the help of the channel, the operation can be executed directly without waiting time. This design method is beneficial for the encoder-decoder network, with a connection between the front and back layers. As shown in Figure 5d, the 11 mode pipeline performs all of the kernels, including convolution, pooling, and unpooling operations. The pooling indices required by unpooling are directly obtained from the last kernel through the channel without accessing off-chip DRAM.


Figure 5. Four pipeline modes with configurable functions. (a) Mode 00: convolution; (b) Mode 01: convolution + pooling; (c) Mode 10: convolution + unpooling; (d) Mode 11: convolution + pooling + unpooling.

Each pipeline mode completes an iteration of "data reading in, computing, and writing back." Then multiple iterations are combined in an orderly way to realize the whole network. For example, to implement SegNet, the combination is in sequence of "00-01-$00-01-00-00-01-00-00-01-00-00-11-00-00-10-00-00-10-00-00-10-00-10-00-00$ ". The benefit of this design approach is that using multiple pipeline loops in different patterns allows us to implement different network frameworks flexibly. This kind of function configurable pipeline architecture has a certain expansibility. By designing and replacing different kernels, we can flexibly implement other convolutional neural networks. In the process of implementing other neural networks, we should evaluate the boards' resources in advance and focus on the use of local memory. We must pay attention to the kernel design and follow the coding rules of OpenCL, so as to improve the efficiency of the hardware implementation.

### 4.3. Softmax Optimization

In addition to the inference part of FPGA, the result of segmentation also needs to be accelerated on CPU in the implementation of the semantic segmentation thread. Softmax operation, as the last layer of the SegNet network, is used to realize multi classification. It maps the output of multiple neurons to the ( $0 \sim 1$ ) range. The sum of the mapped values is 1 , which can be regarded as the probability value. In the calculation of softmax, the maximum probability is taken as the final prediction result, as shown in Figure 6. This operation only normalizes the result and does not change the numerical relationship, so the operation can be omitted. Softmax is relatively complex because of its exponential operation, which affects the real-time performance of the system. After removing softmax, the speed of semantic segmentation is improved by nearly 77 ms .


Figure 6. Softmax operation diagram.

## 5. Experimental Results

### 5.1. HERO Platform Description

The proposed DS-SLAM accelerator is implemented on the HERO platform, which contains an Intel i5-7260U CPU as a host side and an Arria 10 GX 1150 FPGA as an acceleration board. The semantic segmentation thread that needs to be accelerated is deployed on FPGA, and the others run on CPU. We use the OpenCL development process to implement the SegNet network through the Intel FPGA SDK. The clock frequency of the FPGA is 202 MHz and the hardware resource utilization is shown in Table 2. It can be seen that the utilization rate of DSP reaches $100 \%$, almost all of which is used to realize convolution operation.

Table 2. Hardware resource utilization of Arria 10 Field Programmable Gate Array (FPGA).

|  | ALMS | Registers | M20Ks | DSPs |
| :---: | :---: | :---: | :---: | :---: |
| Utilization | $24 \%$ | $12 \%$ | $63 \%$ | $100 \%$ |

The energy-efficient DS-SLAM system implemented on a heterogeneous computing platform is evaluated on the TUM RGB-D dataset [25]. The TUM dataset is mainly for office scenes. Its "walking" sequence contains dynamic objects, which are two moving people.

### 5.2. Performance Evaluation

In Table 3, the execution time of semantic segmentation thread and the whole DSSLAM algorithm, frame rate, the power consumption and the energy efficiency of the proposed method in this paper are compared with the software implementations on the Intel i7-8750H CPU and the NVIDIA P4000 GPU. In contrast with CPU, our acceleration platform achieves up to $13 \times$ frame rate improvement and up to $18 \times$ energy efficiency improvement. The GPU server has more computing resources, thus achieves a higher real-time performance than ours. An important application of mobile robots is to provide indoor services. In order to ensure human safety, the moving speed is relatively slow, so the real-time performance of 5.3 fps can meet the application requirements. In [9], the experimental platform is Intel i7-6800K CPU with NVIDIA P4000 GPU and the overall power consumption is 245 W , which is unacceptable for energy-limited applications. Mobile robots are usually powered by batteries, so it is essential to reduce the power consumption of the processor. The HERO is a low power platform, and the proposed accelerator implemented on it is 2.2 times more energy-efficient than GPU.

Table 3. Execution time, frame rate, power consumption, and energy efficiency comparison results.

|  | Software Implementations |  | Our Work | Improvements (vs. CPU) |
| :---: | :---: | :---: | :---: | :---: |
| Platform | i7-8750H CPU | $\begin{aligned} & \text { i7-6800K CPU + } \\ & \text { P4000 GPU } \end{aligned}$ | HERO | - |
| Power | 45W | 245 W | 35 W | 22.2\% |
| Execution time of semantic segmentation | 2582 ms | 37.6 ms | 155 ms | 94.0\% |
| Execution time of the whole DS-SLAM | 2600 ms | 59.4 ms | 190 ms | 92.7\% |
| Frame rate | 0.38 fps | 16.8 fps | 5.3 fps | $13 \times$ |
| Energy efficiency | $0.008 \mathrm{fps} / \mathrm{W}$ | $0.068 \mathrm{fps} / \mathrm{W}$ | $0.151 \mathrm{fps} / \mathrm{W}$ | $18 \times$ |

The proposed high energy efficiency accelerator provides the feasibility of deploying the DS-SLAM algorithm on mobile robots. The SegNet network, which is used by the semantic segmentation thread, can be used for 21 kinds of objects including indoor and outdoor scenes, and well supports the semantic segmentation of the datasets used in the SLAM algorithm. The evaluation results on the TUM dataset are shown in Figure 7 and the objects are well segmented. As the dynamic object, people will be eliminated in the final mapping to improve the localization accuracy.


Figure 7. The result of semantic segmentation on the TUM dataset.

### 5.3. Accuracy Analysis

The TUM dataset provides the ground truth of the real trajectory for the convenience of comparison with the experimental results. The indicators to evaluate the accuracy of DSSLAM implemented in this paper are ATE (Absolute Trajectory Error) and RPE (Relative Pose Error). ATE is the direct difference between estimated pose and real pose, which can directly reflect the accuracy of the algorithm and the global consistency of the trajectory RPE is used to evaluate the drift of the system. In this paper, we present the values of Root Mean Squared Error (RMSE), Mean Error, Median Error, and Standard Deviation (S.D.). The experimental results are shown in Tables 4 and 5, comparing the accuracy of ORB-SLAM2, DS-SLAM software algorithm and hardware implementation DS-SLAM proposed in this paper under different data sequences. Figure 8 shows ATE and RPE plots from ORB-SLAM2 and hardware implementation DS-SLAM in high dynamic sequence (fr3_walking_xyz) respectively. The ATE results show that black is the true value of the trajectory, blue is the estimated trajectory, and red is the error between the two.

Table 4. The results of metric absolute trajectory error (ATE).

| Sequences | ORB-SLAM2 |  |  |  | DS-SLAM |  |  |  | Our Work |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RMSE | Mean | Median | S.D. | RMSE | Mean | Median | S.D. | RMSE | Mean | Median | S.D. |
| Fr3_walking_xyz | 0.7521 | 0.6492 | 0.5857 | 0.3759 | 0.0247 | 0.0186 | 0.0151 | 0.0161 | 0.0316 | 0.0176 | 0.0129 | 0.0262 |
| Fr3_walking_static | 0.3900 | 0.3554 | 0.3087 | 0.1602 | 0.0081 | 0.0073 | 0.0067 | 0.0036 | 0.0078 | 0.0069 | 0.0063 | 0.0035 |
| Fr3_walking_rpy | 0.8705 | 0.7425 | 0.7059 | 0.4520 | 0.4442 | 0.3768 | 0.2835 | 0.2350 | 0.5031 | 0.4276 | 0.3066 | 0.2646 |
| Fr3_walking_half | 0.4863 | 0.4272 | 0.3964 | 0.2290 | 0.0303 | 0.0258 | 0.0222 | 0.0159 | 0.0292 | 0.0250 | 0.0214 | 0.0151 |
| Fr3_sitting_static | 0.0087 | 0.0076 | 0.0066 | 0.0043 | 0.0065 | 0.0055 | 0.0049 | 0.0033 | 0.0060 | 0.0052 | 0.0046 | 0.0030 |

Table 5. The results of metric translational drift (RPE).

| Sequences | ORB-SLAM2 |  |  |  | DS-SLAM |  |  |  | Our Work |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RMSE | Mean | Median | S.D. | RMSE | Mean | Median | S.D. | RMSE | Mean | Median | S.D. |
| Fr3_walking_xyz | 0.4124 | 0.3110 | 0.2465 | 0.2684 | 0.0333 | 0.0238 | 0.0181 | 0.0229 | 0.0459 | 0.0275 | 0.0198 | 0.0367 |
| Fr3_walking_static | 0.2162 | 0.0905 | 0.0155 | 0.1962 | 0.0102 | 0.0091 | 0.0082 | 0.0048 | 0.0115 | 0.0104 | 0.0099 | 0.0048 |
| Fr3_walking_rpy | 0.4249 | 0.2825 | 0.1487 | 0.3166 | 0.1503 | 0.0942 | 0.0457 | 0.1168 | 0.1903 | 0.1076 | 0.0436 | 0.1570 |
| Fr3_walking_half | 0.3550 | 0.2161 | 0.0774 | 0.2810 | 0.0297 | 0.0256 | 0.0226 | 0.0152 | 0.0414 | 0.0363 | 0.0335 | 0.0198 |
| Fr3_sitting_static | 0.0095 | 0.0083 | 0.0073 | 0.0046 | 0.0078 | 0.0068 | 0.0061 | 0.0038 | 0.0089 | 0.0079 | 0.0071 | 0.0042 |



Figure 8. Visual experimental results: (a) ATE and RPE from ORB-SLAM2, (b) ATE and RPE from our work.
Compared with ORB-SLAM2, the introduction of semantic information in DS-SLAM can eliminate the interference of moving objects and significantly improve the accuracy in thr dynamic environment. The accuracy of our work is in the same order of magnitude as DS-SLAM, but it is slightly reduced because of model quantization. We have made a trade-off between accuracy and energy consumption, sacrificing a little precision to improve the energy efficiency of the system, providing a solution for the actual deployment of DS-SLAM on mobile robots.

## 6. Conclusions

In this paper, an energy-efficient DS-SLAM based semantic SLAM system is proposed on the HERO heterogeneous platform. The model of SegNet for extracting semantic information is first quantized to the 8 -bits dynamic fixed-point number. The proposed quantization strategy reduces the storage requirements and computational complexity, and only loses $0.8 \%$ of the global accuracy on the Pascal VOC dataset. Meanwhile, as the most time-consuming part, the semantic segmentation thread is accelerated on the FPGA to reduce the latency. A function configurable pipeline architecture with expansibility is proposed. By designing and replacing kernels, other convolutional neural networks can be implemented flexibly. Compared with Intel i7 CPU, our DS-SLAM accelerator on HERO platform achieves up to $13 \times$ frame rate improvement and $18 \times$ energy efficiency improvement. Moreover, there is a minute localization accuracy loss on the TUM dataset. The proposed energy- efficient DS-SLAM accelerator fundamentally solves the dependence of the algorithm on high energy consumption GPU. It increases the working time of batterypowered robots, which can be utilized as a functional module to provide mobile robots with autonomous localization.
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#### Abstract

This article describes the dynamics of a manipulator with two degrees of freedom, while the dynamic model of the manipulator's arm is derived using Lagrangian formalism, which considers the difference between the kinetic and potential energy of the system. The compiled dynamic model was implemented in Matlab, taking into account the physical parameters of the manipulator and friction term. Physical parameters were exported from the 3D CAD model. A scheme (model) was compiled in the Simulink, which was used for the subsequent validation process. The outputs of the validations were compared with measured data of joint angles from the system (expected condition) obtained by using gravity tests. For obtaining better results were parameters of the model optimizing by using the Trust Region Algorithm for Nonlinear Least Squares optimization method. Therefore, the aim of the research described in the article is the comparison of the model with the parameters that come from CAD and its improvement by estimating the parameters based on gravitational measurements. The model with estimated parameters achieved an improvement in the results of the Normal Root Mean Square Error compared to the model with CAD parameters. For link 1 was an improvement from $28.49 \%$ to $67.93 \%$ depending on the initial joint angle, and for link 2 , from $63.84 \%$ to $66.46 \%$.


Keywords: planar robotic arm; pneumatic artificial muscle (PAM); gravity test; dynamic model; validation; optimization; trust region algorithm

## 1. Introduction and Related Works

Robotics has been an area of research that has attracted the attention of scientists around the world for many decades, but in recent years has enjoyed enormous interest, especially in the safe interaction between humans and robots [1]. The robotic system may be assigned tasks that a person cannot perform in some respects, e.g., if the operations are physically demanding for a person, or if the activity requires high accuracy of movement, or last but not least, the operating and working conditions are not suitable for human work in the vicinity of such a mechanism. All these facts give researchers from different fields many actuations to progress in the research and development of robots and manipulators, whether in the process of designing [2,3], production or the actual application of robots [4-7]. Ref. [4] describes the application of robots, and thus, in particular, the topic of self-employed robots so that its interaction is safe in a dynamic environment. In [5], are described, several types of robots, robot drives, sensors, control methods, as well as industrial applications are described in several sections. Ref. [6], using Lab Activities, helps to understand the parallel between the theory and the application of industrial robotics. Advances in robotics are reflected in every single application area of robotics. This is the case with rehabilitation robotics too, which is described in [7]. Current advances in robotics (with a focus on explaining new concepts) are also described in more detail in [8].

Behind the effective movement of the robot or manipulator are many aspects that have to be mastered in motion control (detailed characteristics of manipulator properties, complex process of motion simulation, correct derivation of kinematic and dynamic models, or last but not least, correct identification of control algorithm). Therefore, the manipulator control will not be correct until the system described in the form of a model is correct. In the publications [9-11], which are manuals in the field of robotics, it is in some chapters to the introduction of kinetic and dynamic methods of modeling such systems. For example, in [9], Chapter 3 is devoted to Inverse Kinematics, and Chapters 4 and 5 are oriented to Newton-Euler Dynamics and Lagrangian Dynamics. Ref. [10], in the introductory parts, describes the basic topics of robotics, and then, among other things, one part is devoted to various areas of application of robotics. Another more comprehensive publication is [11], which explains the constructions, drives, principles of operation of robots and applications of robots, so that the work helps not only researchers but also potential enthusiasts and students of robotics. Publication [12] summarizes the most basic information on the design, but also the control of mechatronic systems, focusing on the needs of engineers and designers who develop and apply their machines to the industrial environment. The part of the work is devoted to robotics, including the dynamic modeling of systems.

Modeling of kinematics and dynamics of manipulators plays an important role in the control accuracy of these devices. For example, in the publication [13], the kinematics and dynamics of the Hyundai HS165 robot are described, which is one of the industrial robots used for spot welding. A large part of the article is devoted to the modeling of kinematics and dynamics, where the load capacity of the manipulator is monitored. Another article [14], in turn, describes a mathematical model of a mobile manipulation robot, where a kinematic model is used for the draft regulation, and a dynamic model is used to monitor (compensate for errors) the speed of the robot. Additionally, the publication [15] describes dynamic modeling, but for a manipulator, which is designed for underwater work and is driven by an electric motor. The manipulator has heterogeneous arms, while each joint of the arm behaves differently within the kinematics. By identifying the minimum number of parameters, the model is experimentally validated on an underwater hybrid remotecontrolled vehicle Ifremer Ariane. In [16] is described the dynamic characteristics of the arm of a manipulator that is driven by pneumatic artificial muscles. In addition to the dynamics of the manipulator, the article also deals with the dynamics of the drive. It is validated the model using measured data from a real device. The created complex model of system dynamics is to be used for control.

Dynamic modeling is generally used to describe the basic relationship between two parameters of the system, namely between force and motion. The dynamic model of the system can be derived within the dynamic modeling based on two basic principles, which are described in the publication [17]. The first is the Euler-Lagrange formulation. This method assesses the system as a whole based on the total kinetic and potential energy (or the difference between these energies). On the contrary, the Newton-Euler formulation describes each member of the system separately. It is necessary to take into account when choosing a method, e.g., number of joints in the manipulator (number of degrees of freedom), location of joints and other mechanical parts, and others. In [18], the dynamic modeling of a robotic manipulator is described using the Euler-Lagrange formulation. The robot has four degrees of freedom, and the location of the base is oriented to the ground/floor (horizontal mounting upwards). In addition to analyzing the properties of this model, they suggest using a PID controller to control the position of the manipulator. In [19], a combination of the Lagrange equation and the Morison formula is used to derive a dynamic model of a manipulator with 3 DOF, which can be used in a hydrostatic environment, while during modeling, they had to take into, for example, other forces acting on the joints when working with the manipulator underwater. The next publication [20] used the Euler-Lagrange method to derive dynamic equations for the prototypes of a four-legged robot-Mini-Bot-where they tracked the position and angular velocity of each leg in the Cartesian coordinate system. They used the Matlab-Mupad software tool as
a tool for deriving dynamic equations. The Newton-Euler formulation was used in the publication [21] to derive object equations, while a recursive Gibbs-Appell formulation was used to obtain the dynamic equations of a flexible, cooperative manipulator. The manipulator consists of two arms, which have two flexible links. Two limitations had to be taken into account in the simulations, namely dynamic and kinematic limitations resulting from the placement of the object on a non-holonomic mobile platform. In the article [22], the research of the derivation of a dynamic model using a Newton-Euler formulation for a rigid manipulator is described, which consists of two links.

Some papers also present new methods in their publications that can be used for the dynamic modeling of manipulators. For example, [23] proposes a new method for derivate a dynamic model of a manipulator with 6 DOF. The hysteresis effect of friction in the joints is described using a centrosymmetric static friction model. The dynamic parameters of the six joints were identified using a hybrid whale optimization algorithm and a genetic algorithm. One of the most recent publications [24], contains another new approach to deriving equations of motion, called Pseudo-Symbolic Dynamic Modeling. It is a numerical algorithm whose task is to create functions that form the basis for the inverse dynamics of the manipulator. The result is simplified dynamic models, while this algorithm has been implemented in Matlab and can be applied to manipulators up to 7 degrees of freedom of movement.

To achieve better results of the modeling, models can be optimized using numerical iteration methods, for example, algorithms as, e.g., the Levenberg-Marquardt method or the Trust Region Algorithm. In [25], the Levenberg-Marquardt method for the unconstrained optimization problem is studied, whereas the method of convergence technique (using line search) is proposed. In one of the publication's chapters [26], the LevenbergMarquardt method is used to determine the minimum volume of the longitudinal cooling fin. The Trust Region Algorithm is also used to solve nonlinear problems. At present, its popularity is higher than with the previously mentioned method. Many researchers describe algorithms that are derived from the Trust Region Algorithm. The aim is to increase its reliability and convergence properties. For example, in [27], two trust-region algorithms are proposed that examine trust outside the specified area. In [28] is described the application of the algorithm to the online estimation of tire/road friction parameters in real-time. In addition, a new LuGre model-based nonlinear least-squares parameter estimation algorithm is presented in this work.

The aim of the research described in the article is to use an optimization method to estimate parameters of the model (improve the results of validation) and the comparison of the model with the parameters that come from CAD and its improvement by estimating the parameters based on gravitational measurements. The article describes the dynamics of a manipulator with two degrees of freedom, while the dynamic model of the manipulator's arm is derived using Lagrangian formalism. The compiled model was implemented in Matlab, taking into account the physical parameters of the manipulator. A scheme (model) was compiled in the Simulink, which was used for the subsequent validation process. The article is divided some parts, where the introduction is followed by the dynamic model of the kinematic structure of a planar arm. Next follows the characteristics of the experimental manipulator. Data measured from the system using gravity test are described in chapter Measured Data. A simulation model was developed for the validation process, and the results of the validation with CAD parameters are described in the fifth chapter. To achieve better results were estimated the parameters of the model. The sixth chapter described the optimization algorithm used to estimate parameters of the model (Trust Region Algorithm for Nonlinear Least Squares), and in the next chapter are summarized results of validation with estimated parameters. The last part consists of a discussion, in which the results of validation and estimation of parameters, based on statistical indicators MAE and NRMSE.

## 2. Dynamic Model of the System

The experimental system represents one of the most basic kinematic structures (a planar arm with two rotating joints moving in the $x-y$ plane). The schematic diagram of the kinematic structure of the manipulator shown in Figure 1 serves to show the basic elements, their location within the whole system, but also the basic parameters. Two rigid arms, lengths $l_{1}$ and $l_{2}$, have a mass of $m_{1}$ and $m_{2}$. The distance from the axis of rotation of the joint to the center of gravity of the arm is denoted as $c_{1}$ and $c_{2} . I_{1}$ and $I_{2}$ represent the moments of inertia of the bodies (arms) concerning an axis that passes through the center of gravity of the body and is parallel to the horizontal axis $x$. The deflection of the arm from the zero position (the angle of rotation of the joint is not equal to $0^{\circ}$ ) is indicated by the angles $\varphi_{1}, \varphi_{2}$, which represent the degrees of freedom of the manipulator. The deflection of the arm in the positive direction from the vertical $y$-axis is expressed by the angle of rotation of the joint $\varphi_{1}$. The angle $\varphi_{2}$ indicates the angle of rotation of the second joint, but concerning the axis of the first deflected link.


Figure 1. Scheme of kinematic structure of experimental system.
Lagrange's equations were used to derivate a dynamic model of the described system, which has two degrees of freedom [29]. The general formulation for a robot with 2 degrees of freedom is given in Equation (1), where $L$ is Lagrangian, $\varphi_{i}$ is joint positions, derivation of the joint position is joint velocities, and $\tau_{i}$ is force term.

$$
\begin{equation*}
\frac{d}{d t}\left[\frac{\partial L}{\partial \dot{\varphi}_{i}}\right]-\frac{\partial L}{\partial \varphi_{i}}=\tau_{i} \quad i=1,2 \tag{1}
\end{equation*}
$$

The Lagrangian is given by the difference of kinetic and potential energy, and therefore Equation (2) applies to its determination. Member $E_{k}(\varphi, \dot{\varphi})$ expresses the kinetic energy of the manipulator and is formed by the sum of individual kinetic energies of members 1 and

2 ( $E_{k 1}$ and $E_{k 2}$ ). Member $E_{p}(\varphi)$ characterizes the energy of the manipulator concerning its position and is given by the sum of individual potential energies of arms 1 and $2\left(E_{p 1}\right.$ and $\left.E_{p 2}\right)$.

$$
\begin{equation*}
L(\varphi, \dot{\varphi})=E_{k}(\varphi, \dot{\varphi})-E_{p}(\varphi) \tag{2}
\end{equation*}
$$

## Determination Lagrange's Equations

By calculating the Lagrangian and applying Equation (1), two nonlinear differential equations are obtained, which represent the equations of the manipulator dynamics. For link 1 , the force component $\tau_{1}$ is determined in the final form:

$$
\begin{align*}
\tau_{1}= & {\left[m_{1} \cdot c_{1}^{2}+m_{2} \cdot c_{2}^{2}+m_{2} \cdot l_{1}^{2}+2 m_{2} \cdot c_{2} \cdot l_{1} \cdot \cos \varphi_{2}+I_{1}+I_{2}\right] \cdot \ddot{\varphi}_{1} } \\
& +\left[m_{2} \cdot c_{2}^{2}+m_{2} \cdot c_{2} \cdot l_{1} \cdot \cos \varphi_{2}+I_{2}\right] \cdot \ddot{\varphi}_{2}-2 m_{2} \cdot c_{2} \cdot l_{1} \cdot \sin \varphi_{2} \cdot \dot{\varphi}_{1} \cdot \dot{\varphi}_{2} \\
& -m_{2} \cdot c_{2} \cdot l_{1} \cdot \sin \varphi_{2} \cdot \dot{\varphi}_{2}^{2}+m_{2} \cdot g \cdot c_{2} \cdot \sin \left(\varphi_{1}+\varphi_{2}\right)  \tag{3}\\
& +\left[m_{1} \cdot c_{1}+m_{2} \cdot l_{1}\right] \cdot g \cdot \sin \left(\varphi_{1}\right)
\end{align*}
$$

and for link 2 , the force component $\tau_{2}$ is defined:

$$
\begin{align*}
\tau_{2}=[ & \left.m_{2} \cdot c_{2}^{2}+m_{2} \cdot c_{2} \cdot l_{1} \cdot \cos \varphi_{2}+I_{2}\right] \cdot \ddot{\varphi}_{1}+\left[m_{2} \cdot c_{2}^{2}+I_{2}\right] \cdot \ddot{\varphi}_{2} \\
& +m_{2} \cdot c_{2} \cdot l_{1} \cdot \sin \varphi_{2} \cdot \dot{\varphi}_{1}^{2}+m_{2} \cdot g \cdot c_{2} \cdot \sin \left(\varphi_{1}+\varphi_{2}\right) \tag{4}
\end{align*}
$$

The Lagrangian dynamic model expressed by Equations (3) and (4) can be written in a compact form, and when extended by the friction component $F$ then has the form of Equation (5).

$$
\begin{equation*}
M(\varphi) \ddot{\varphi}+C(\varphi, \dot{\varphi}) \dot{\varphi}+G(\varphi)+F(\dot{\varphi})=\tau \tag{5}
\end{equation*}
$$

The friction component $F$ can be defined by Equation (6), where $\omega$ represents the angular velocity in [rad/s]; Tc is the Coulomb friction magnitude is given in [ $\mathrm{N} \cdot \mathrm{m}$ ]; the Viscous friction coefficient $\beta$ has given in units [ $\mathrm{N} \cdot \mathrm{m} \cdot \mathrm{s} / \mathrm{rad}$ ]. This whole expression on the right side of the equation is also called Coulomb and Viscous friction [30].

$$
\begin{equation*}
F=\operatorname{sgn}(\omega) \cdot T c+\beta \cdot \omega \tag{6}
\end{equation*}
$$

## 3. Experimental System—Planar Robotic Arm

The object of the research was a planar robotic arm of the manipulator, which is driven by an unconventional type of actuators (pneumatic artificial muscles) and has two degrees of freedom. The manipulator is shown in Figure 2. The construction of the manipulator consists of metal profiles, which ensure the stability of the manipulator and the attachment of the upper arm of the manipulator to the upper base of the structure. A load weighing 3.34 kg is attached to the other arm of the manipulator. The type of pneumatic drive was chosen for the manipulator drive-fluid muscles from the manufacturer FESTO. If these muscles are pressurized, their activation occurs, as a muscle contraction, which causes the translational tensile force of the muscle. However, since the muscles within the manipulator are antagonistically involved, and also the chain-sprocket and joint subsystems are present within the system, the resulting movement is rotational (the subsystems ensure the transmission of torque). During the research, the angle of rotation of the joint was monitored as an output parameter. An incremental sensor was installed in the manipulator to be able to read this parameter. To achieve the required outputs with the manipulator, the pressure in the muscles must be regulated-electronic pressure regulators (one for each muscle) are used for this. In addition to the possibility of pressure coordination, the regulators contain built-in pressure sensors. An AMD Athlon X2 computer with a 5 GB RAM processor was used as a control unit to control the manipulator. The software support of the stand consisted of the use of the Matlab and Matlab Simulink programs, while the control signals were operated with a Humusoft MF624 card.


Figure 2. Experimental system—planar robotic arm with 2-DOF and actuated with PAMs.
Table 1 contains an overview of the main components used in the experimental system. In addition to the name of the component, its basic parameters are also given. A total of 4 fluid muscles of the same size and diameter were used. Each muscle had one electronic pressure regulator (a total of four were used). An incremental sensor was used to read the output variable. The mechanical parts of the stand (except the structure) consist of two arms, two joints, two chains and two sprockets with a diameter of 0.07 m .

Table 1. The list of main components used in experimental system.

| Component | Parameter Name | Value | Component | Parameter Name | Value |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Fluid muscle FESTO MAS-20-250N-AA-MC-K | Diameter Length <br> Max. muscle force Max. working pressure | $\begin{gathered} 0.02 \mathrm{~m} \\ 0.25 \mathrm{~m} \\ 1200 \mathrm{~N} \\ 6 \mathrm{bar} \end{gathered}$ | Incremental encoder KUBLER 3610 | Power supply Max. resolution | 5-30 V DC <br> 2500 pulse/rev. |
| Electronic pressure regulator MATRIX EPR50 | Input signal <br> Input pressure <br> Max. flow <br> Power supply <br> Output pressure <br> Response <br> Reaction time | $4-20 \mathrm{~mA}$ $1-8 \mathrm{bar}$ $60 \mathrm{~L} / \mathrm{min}$ $24 \mathrm{~V} \text { DC }$ $0-7 \text { bar }$ <br> $60-100 \mathrm{~ms}$ <br> less than 5 ms | Compressor FIAC LEONARDO | Max. pressure Flow Power | $\begin{gathered} 8 \mathrm{bar} \\ 105 \mathrm{~L} / \mathrm{min} \\ 750 \mathrm{~W} \end{gathered}$ |

## 4. Measured Data

Measurements were performed by using gravity experimental tests, the task of which was to obtain the waveforms of the output monitored parameter-the joint angle of the manipulator's arm. The first measurement started at a joint rotation angle of $10^{\circ}$, i.e., the arm was moved from the zero position by $10^{\circ}$. Then, it was released, and the values of the joint rotation angle were recorded by incremental sensors until the moment when the arm stopped. Thus, measurements were subsequently performed for the joint angle $20^{\circ}, 30^{\circ}$ and $40^{\circ}$ too. The total number of measurements for one initial angle was 20, with the tests being performed in both directions. During the processing, all waveforms were converted to one side based on a simplified assumption of symmetry of the arm dynamics. The tests were performed independently for link 1 and link 2 . The total measurement time was different for each initial joint angle, but the sampling was the same at 0.005 s .

### 4.1. Measured Data—Link 1

Figure 3 shows 4 boxplots (when viewed from left to right for an initial joint angle of $10^{\circ}-40^{\circ}$ ), which show how the initial values of the joint angle have changed in 4 different measurement cases. Each boxplot was processed based on the measured initial joint angles in 20 measurements. It can be seen from the graphs that the mean of the 20 measured initial values (red line) approaches the required input at most in the case of an angle of $20^{\circ}$ (the second graph from the left with mean value $20.016^{\circ}$ ), where it is not possible to see the 25 th and 75 th percentiles (blue rectangle) is present. Only one different value is also a remote value of $19.872^{\circ}$ (shown in the second graph on the left by a red cross). It is possible also to observe a remote measured value of $40.464^{\circ}$ in the fourth graph from the left when the initial angle was set to the reference value of $40^{\circ}$. The largest difference between the minimum and maximum set input value (black horizontal line) can be observed for an initial joint angle of $10^{\circ}$ (first graph from the left).


Figure 3. Boxplots of initial values of joint angles-link 1.
From the 20 measured time courses of the joint angle, where the initial joint angle is $10^{\circ}$, the angles were set for individual measurements in the interval $\left\langle 9.216^{\circ} ; 10.08^{\circ}\right\rangle$. The
maximum value of the interval represents the statistic parameter Mode. Figure 4 represents the mean response (red curve) and standard deviation (the grey area) from measured data.


Figure 4. The mean response and standard deviation for the joint angle $10^{\circ}$-link 1.
The interval of the initial angles of rotation of the joint with a reference value of $20^{\circ}$ was $\left.<19.872^{\circ} ; 20.016^{\circ}\right\rangle$. Such a small range was caused by the fact that out of 20 measurements, the value $20.016^{\circ}$ was set 19 times. Waveforms of standard deviation and mean response of data are shown in Figure 5.


Figure 5. The mean response and standard deviation for the joint angle $20^{\circ}$-link 1 .
Figure 6 shows the waveform of mean response at a joint angle of $30^{\circ}$ for link 1 , where the initial values of the joint angle were set in the range $<29.808^{\circ} ; 30.24^{\circ}>$. More than half of the measurements started from $30.096^{\circ}$. Figure 6 shows a more pronounced standard deviation also (compared to the deviation for angles of $10^{\circ}$ and $20^{\circ}$ ).


Figure 6. The mean response and standard deviation for the joint angle $30^{\circ}$-link 1.

The last group within link 1 is closed by the curve mean response and standard deviation if the initial angle was $40^{\circ}$, as shown in Figure 7 (respectively, in reality, the initial angles were set in the interval $<39.888^{\circ} ; 40.464^{\circ}>$ during the measurements). Half of the measurements were started at a joint rotation angle of $40.032^{\circ}$.


Figure 7. The mean response and standard deviation for the joint angle $40^{\circ}$ —link 1 .

### 4.2. Measured Data—Link 2

Figure 8 shows four boxplots for link 2 (when viewed from left to right for an initial joint angle of $10^{\circ}$ to $40^{\circ}$ ). In these graphs, in comparison with the graphs for link 1, it can be seen that the minimum and maximum values of the set initial angles are much further apart, which results in a more significant shift of the mean value from the desired initial angle (especially for the angle $-40^{\circ}$, fourth graph from the left). The remote value was measured only for an angle of $20^{\circ}$ (red crosses, second graph from the left), two times $\left(-17.28^{\circ}\right.$ and $\left.-14.832^{\circ}\right)$.


Figure 8. The boxplots of initial values of joint angles-link 2.

While for link 1 , the initial angles were set in the range of up to $1^{\circ}$, the setting of the initial joint angle for the measurements of link 2 was more difficult in terms of constraints in the construction of the system. Figure 9 graphically presents the mean response (red curve) and standard deviation (grey area) when the initial angle was set to $-10^{\circ}$. The total interval of the initial values of the angle of rotation was $\left\langle-7.92^{\circ} ;-10.08^{\circ}\right\rangle$, the Mode from the twenty initially set angles was $-8.928^{\circ}$.


Figure 9. The mean response and standard deviation for the joint angle $10^{\circ}$-link 2.
As the joint angle for link 2 increases, the range of the intervals of the initial values of the joint angle also increases (it is also visible in the area of the standard deviation parameter in Figure 10). The interval for the initial value of the joint rotation angle $-20^{\circ}$ is $\left.<-14.832^{\circ} ;-21.888^{\circ}\right\rangle$, where the difference between the minimum and maximum value of the interval already exceeds $7^{\circ}$. Nevertheless, the value of the Mode parameter $\left(-20.736^{\circ}\right)$ is close to the reference value.


Figure 10. The mean response and standard deviation for the joint angle $20^{\circ}$-link 2.
The interval for the reference value $-30^{\circ}$ for link 2 was $\left\langle-23.904^{\circ} ;-31.248^{\circ}\right\rangle$, where from the range of initial values, it is possible to monitor a more significant value of the parameter Mode $\left(-24.048^{\circ}\right)$ in comparison with the reference value. The shift of the beginning of the mean response curve (Figure 11) and the standard deviation area itself is caused by one of the measurements when the initially set value was $-23.904^{\circ}$.


Figure 11. The mean response and standard deviation for the joint angle $30^{\circ}$-link 2.
The last measured data was for the initial joint angle was $-40^{\circ}$. The total interval of the initial values of the joint angle was $\left\langle-32.976^{\circ} ;-42.192^{\circ}\right\rangle$, the Mode of these twenty values was $-38.736^{\circ}$. In Figure 12, it is possible to see the fact that the variance in the measurements is the most expressive, which of course, was reflected in the standard deviation.


Figure 12. The mean response and standard deviation for the joint angle $40^{\circ}$-link 2.
Gravity tests showed that within link 1, the time course of mean response of the joint angle was more uniform with gradual stabilization to the value of the zero joint angle. For link 2, it is clear from the graphic waveforms that the course is different compared to link 1. A more pronounced stabilization for link 2 for each initial joint angle begins only after a certain amplitude has been exceeded. Additionally, in the case of graphical dependencies, link 2 can see more significant friction, which can affect the validation process. Further, from the sample mean responses and standard deviations for link 1 and link 2, it can be presented that for initial joint angles of $10^{\circ}$ and $20^{\circ}$, the standard deviation range is narrower than for $30^{\circ}$ and $40^{\circ}$ for both axes, which means that at higher initial joint angles, the deviation from the mean response is more pronounced. This could be caused by the stronger manifestation of unmodeled effects, such as additional oscillations of the structure, which was not tightly fastened to the floor (itself slightly uneven). In addition, the larger dispersion of the initial angles had an impact on the wider standard deviation band for link 2 compared to link 1. At the same time, it can be seen from the mean response that the arm stabilization was not completed at $0^{\circ}$ in any case due to the effect of friction being more pronounced for this axis. The most visible deviation is for a joint rotation of $20^{\circ}$ and $30^{\circ}$ for link 1 (Figures 5 and 6). After the phase of implementation of gravity tests and analysis of measured data, the stage of validation in the Matlab and Simulink followed.

In research were used only experiments (not simulation) obtained through gravity tests as a validating agent. However, in the first case, are used parameters values that could be obtained from CAD, and thus could directly be used for simulation without the need for experiments (nevertheless, even in this case, this was validated using the
measurements-Chapter 5). In the second case, these parameter values were used as initial values for parameter optimization to obtain an improved model that includes the effects not incorporated in the model with CAD parameters-Chapter 7 (such as fluidic muscles, chains, etc.).

## 5. Validation

Based on the dynamic model presented in the section Dynamic Model of The System, a simulation scheme in the Simulink was created for the validation process. The basic physical parameters of the system (mass, length, a moment of inertia and distance from the axis of rotation of the joint to the center of gravity for link 1 and link 2) were exported from the CAD software, which was used to make a 3D model of the system. The coefficients viscous friction coefficient and Coulomb friction magnitude were determined experimentally. An overview of these parameters (with parameter designation, value and unit) is summarized in Table 2.

Table 2. The list of input parameters of the Simulink model.

| Notation | Description | Value and Unit |
| :---: | :---: | :---: |
| $\mathrm{m}_{1}$ | Mass-link 1 | 5.914 kg |
| $\mathrm{~m}_{2}$ | Mass-link 2 | 3.437 kg |
| $\mathrm{l}_{1}$ | Length—link 1 | 0.615 m |
| $\mathrm{c}_{1}$ | Distance to the center of mass-link 1 | 0.293 m |
| $\mathrm{c}_{2}$ | Distance to the center of mass-link 2 | 0.19 m |
| $\mathrm{I}_{1}$ | Moment of inertia-link 1 | $0.357 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ |
| $\mathrm{I}_{2}$ | Moment of inertia-link 2 | $0.013 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ |
| $\mathrm{f}_{\mathrm{c} 1}$ | Viscous friction coefficient—link 1 | $0.35 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s} \cdot \mathrm{rad}^{-1}$ |
| $\mathrm{f}_{\mathrm{c} 2}$ | Viscous friction coefficient-link 2 | $0.35 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s} \cdot \mathrm{rad}^{-1}$ |
| $\mathrm{f}_{\mathrm{d} 1}$ | Coulomb friction magnitude—link 1 | $0.35 \mathrm{~N} \cdot \mathrm{~m}$ |
| $\mathrm{f}_{\mathrm{d} 2}$ | Coulomb friction magnitude—link 2 | $0.35 \mathrm{~N} \cdot \mathrm{~m}$ |

The validation outputs were evaluated based on the MAE (Mean Absolute Error) and NRMSE (Normal Root Mean Square Error) statistical indicators. The indicators are used to compare the output of the model with the outputs of the system. The MAE indicator by a numerical value represents the error that occurred during the validation compared to the measured data. The general mathematical formulation of MAE is given in Equation (7), where $y_{j}$ represents the output of the system on the k-th sample and $\bar{y}_{j}$ represents the output of the model on the k-th sample. The NRMSE, unlike the MAE, compares the degree of agreement of the simulated output with the measured data (Equation (8)). The desired value is for NRMSE $=100 \%$ when the model output corresponds $100 \%$ to the system output.

$$
\begin{gather*}
M A E=\frac{1}{n} \sum_{j=1}^{n}\left|y_{j}-\hat{y}_{j}\right|  \tag{7}\\
F_{g o f}=\left(1-\frac{\sqrt{\sum_{j=1}^{n}\left[y_{j}-\hat{y}_{j}\right]^{2}}}{\sqrt{\sum_{j=1}^{n}\left[y_{j}-\frac{1}{n} \sum_{j=1}^{n} y_{j}\right]^{2}}}\right) \times 100 \% \tag{8}
\end{gather*}
$$

### 5.1. Results of Validation—Link 1

The validation results based on the selected MAE and NRMSE criteria for link 1 are summarized in Table 3. The model output for link 1 achieved the best result based on both statistical indicators at an initial joint angle of $10^{\circ}$ (MAE $=1.0932$ and $\mathrm{NRMSE}=35.47 \%$ ). However, even with the best model, the results represent that the agreement of the model output with the measured data is low and insufficient.

Table 3. Results of validation for link 1.

| Angle of Rotation | MAE | NRMSE |
| :---: | :---: | :---: |
| $10^{\circ}$ | 1.0932 | $35.47 \%$ |
| $20^{\circ}$ | 2.9180 | $20.29 \%$ |
| $30^{\circ}$ | 3.2550 | $34.37 \%$ |
| $40^{\circ}$ | 6.1717 | $16.69 \%$ |

Figures $13-16$ show the model outputs for the joint $10^{\circ}-40^{\circ}$ for link 1 . It can be seen from the waveforms that the model outputs (blue solid line) are largely unable to simulate an expected output represent by mean responses (red dashed line) at the specified input parameters. The error (black dotted line) for a joint angle of $10^{\circ}$ has a decreasing tendency with a gradual approach to zero (Figure 13). The error waveforms for the joint angles $20-40^{\circ}$ (Figures 14-16) are initially smaller but then increase over time, and at the moment when the mean response and thus the output model approaches zero, the value of the error is minimized.


Figure 13. Model output of validation for the joint angle $10^{\circ}$-link 1.


Figure 14. Model output of validation for the joint angle $20^{\circ}$-link 1.


Figure 15. Model output of validation for the joint angle $30^{\circ}$-link 1.


Figure 16. Model output of validation for the joint angle $40^{\circ}$ —link 1.

### 5.2. Results of Validation—Link 2

From the analysis of the validation results for link 2 (Table 4) based on the above indicators, it is clear that the values of the indicators achieve even worse results than in the case of link 1 (this may be due to oscillations that originate from the interconnection of individual parts of the system for link 2 as for link 1). The highest value of the indicator NRMSE $=18.14 \%$ was achieved for the model when the input joint angle was $30^{\circ}$, but MAE achieved the best result at the initial joint angle of $10^{\circ}(\mathrm{MAE}=0.5655)$.

Table 4. Results of validation for link 2.

| Angle of Rotation | MAE | NRMSE |
| :---: | :---: | :---: |
| $10^{\circ}$ | 0.5655 | $14.94 \%$ |
| $20^{\circ}$ | 1.1078 | $16.36 \%$ |
| $30^{\circ}$ | 1.7524 | $18.14 \%$ |
| $40^{\circ}$ | 2.8270 | $16.88 \%$ |

Since the course of the measured data for link 2 has a different character compared to the courses of link 1, and at the same time, a larger oscillation is present, these facts are also reflected in the actual outputs of the model. In Figures 17-20, where the model outputs of validation for the joint angle $10-40^{\circ}$ for link 2 are presented, it is possible to see to what extent over time the model output (blue solid line) was able to approach an average of the measured values (red dashed line). Since the output of the model moves many times close to the zero value of the joint angle, in all cases, the shape of the error (black dotted line) is similar to the course of the mean response. Similarly, for both link 1 and link 2, at the moment when the mean response and thus also the output model approaches zero, the error value is minimized.


Figure 17. Model output of validation for the joint angle $10^{\circ}$ —link 2.


Figure 18. Model output of validation for the joint angle $20^{\circ}$-link 2.


Figure 19. Model output of validation for the joint angle $30^{\circ}$ —link 2.


Figure 20. Model output of validation for the joint angle $40^{\circ}$ —link 2.

Based on the insufficient results obtained in the validation phase and presented either in the form of MAE and NRMSE criteria parameters or by time dependences of the model outputs alone, compared to the average of measured values and the error between model output and real setpoint, was as next step selected estimation of model parameters. Parameter estimation is an efficient tool that uses mathematical models to accurately describe the behavior of systems. This phase is described in the following two sections.

## 6. Parameter Estimation of 2-DOF Planar Arm

To estimate the parameters of the model given in Equations (9) and (10), one has to formulate this as an optimization problem. Based on [31], the parameter estimation problem can be formulated as follows: assuming it is a vector of measured values of joint angle $\lambda \in \Re^{n_{\lambda}}$ consisting of $K$ samples, a vector of model parameters $\bar{\theta} \in \Re^{n_{\theta}}$ has to be found using an optimization algorithm and properly defined objective function. The objective function used in the experiments was a sum-squared type of error function defined as:

$$
\begin{equation*}
(\lambda)=\sum_{k=1}^{K}[\bar{\theta}(k)-\theta(k, \lambda)]^{T}[\bar{\theta}(k)-\theta(k, \lambda)] \tag{9}
\end{equation*}
$$

The purpose of the optimization algorithm is to find the values of parameter vector $\hat{\lambda} \in \Re^{n_{\lambda}}$ so that

$$
\begin{equation*}
\hat{\lambda} \in \arg \min _{\lambda \in L}(\lambda) \tag{10}
\end{equation*}
$$

where $L \subset \Re^{n_{\lambda}}$ is the parameter space.

## Trust Region Algorithm for Nonlinear Least Squares

Nonlinear optimization is the minimization of a function according to the following formulation:

$$
\begin{equation*}
\min _{x \in R^{n}} f(x) \tag{11}
\end{equation*}
$$

subject to $c_{i}(x)=0$ for $i=1,2, \ldots, m_{e}$ and $c_{i}(x) \geq 0$ for $i=m_{e}+1, \ldots, m$. Functions $f(x)$ and $c_{i}(x)$ hold that they are real, defined in $R^{n}$; at least one of them is nonlinear; for the coefficients $m$ and $m_{e}$, it holds that are nonnegative integers, and $m \geq m_{e}$. It holds that, if $m=m_{e}=0$, the function (Equation (11)) presents an unconstrained optimization problem. If this condition does not apply, then Equation (11) is a constrained optimization problem.

Optimization problems are solved by numerical iteration methods, which means that the approximate solution of the function at the point $x_{k}$ is in the k-th iteration. The new point (approach to the solution) $x_{k+1}$ is determined computationally based on an algorithm. Such approximation to the solution is applied until the solution is acceptable. An important aspect in the direction of the search, whereby solving subtasks it is verified whether the points are approaching, resp. do not come close to the solution. One of the algorithms that can be applied is the Trust Region Algorithm [32-35]. The Trust Region Algorithm for Nonlinear Least Squares is similar to the method Levenberg-Marquardt [25,36] used to solve nonlinear functions. Although it is a newer algorithm (compared to LevenbergMarquardt), it brings advantages such as robustness, reliability and convergence properties. In this algorithm, the model is said to be trusted if the area is close to the solution. Such an area is called a trust region and is modified at each subsequent iteration. This means that if in a certain iteration the approximate model is not good enough (it, therefore, contains a bad point), the area of confidence will not be increased but, on the contrary, will decrease.

After a nonlinear optimization problem was defined using Equation (12), if this problem were unconstrained, the algorithm model could be constructed under the condition that the trial step in the k-th iteration would be determined as [34]:

$$
\begin{align*}
\min _{d \in R^{n}} g_{k}^{T} d+\frac{1}{2} d^{T} b_{k} d & =\varphi_{k}(d)  \tag{12}\\
\text { Subject to }\|d\|_{2} & \leq \Delta_{k} \tag{13}
\end{align*}
$$

where $b_{k}$ is a symmetric matrix of dimension $n \mathrm{x} n$ approaching the Hessian of the function $f(x) ; g_{k}$ represents the gradient at the current iteration $x_{k} ; \Delta_{k}$ is greater than zero and represents the trust-region radius.

If Equation (13) is subtracted from Equation (12), then the difference is $S_{k}$. Subsequently, if the difference $\varphi_{k}(0)-\varphi_{k}\left(S_{k}\right)$ is determined, the result is $P_{k}$, which represents the predicted reduction. For $P_{k}$, holds it is positive if $x_{k}$ is a stationary point and $b_{k}$ is a positive semi-definite. Actual reduction $A_{k}$ (reduction in objective function) can be determined as Algorithm 1 [34]:

$$
\begin{equation*}
A_{k}=f\left(x_{k}\right)-f\left(x_{k}+S_{k}\right) \tag{14}
\end{equation*}
$$

If the ratio is the actual reduction $A_{k}$ and the predicted reduction $P_{k}$, it is obtained an important ratio $r_{k}$, which firstly expresses whether the test step is acceptable and secondly determines the adaptation of the new trust-region radius.

$\tau_{i}$ is chosen by the user (usually $\tau_{0}=0, \tau_{1}=2, \tau_{2}=\tau_{3}=0.25, \tau_{4}=0.5$ ). Normally, $\tau_{0}$ is chosen to be zero, but if $\tau_{0}>0$, count of $\lim _{k \rightarrow \infty} \inf \left\|g_{k}\right\|_{2}=0$ will be stronger. As a satisfactory optimal criterion for terminating the algorithm at point $x_{k}$ is $\left\|g_{k}\right\|_{2} \leq \epsilon$.

## 7. Parameter Estimation of Simulink Model

Within the estimation of model parameters, attention, in this case, was focused on the parameter estimation of the Simulink model, where the task is to process the input/output data used for the testing phase. In the validation phase, tests were performed separately for link 1 and link 2 and at the same time for each axis at four different initial joint angles. However, when estimating the model parameters, the estimation takes place simultaneously for link 1 and link 2 for the specified joint angle. To create the experiment, it was necessary to select the measured outputs-the matrix of the required measured outputs depending on time. Specifically, in this case, it was the time dependence of the mean response obtained from the measured data. Another important step in configuring the experiment was to choose which parameters to estimate. In the performed experiment, all physical parameters of the system were selected for estimation, which are listed in Table 5. At the same time, it was necessary to determine the limits of the set parameter. The limits were set to $\pm 30 \%$ of the original parameter values obtained from the CAD software (excluding friction). The basis of parameter estimation is an optimization method and algorithm that determine the sequence of steps in which the estimation takes place and what criteria for parameter estimation are chosen. Based on what was mentioned in Section 4, the Trust Region Algorithm for Nonlinear Least Squares was chosen.

Table 5. The list of the number of samples and the parameters' spaces.

| Angle of Rotation | $\mathbf{K}$ | Notation | Parameter Estimation Bounds |
| :---: | :---: | :---: | :---: |
| $10^{\circ}$ | 2100 | $\mathrm{~m}_{1}$ | $5-7 \mathrm{~kg}$ |
| $20^{\circ}$ | 3182 | $\mathrm{~m}_{2}$ | $3-5 \mathrm{~kg}$ |
| $30^{\circ}$ | 4546 | $\mathrm{l}_{1}$ | $0.5-0.7 \mathrm{~m}$ |
| $40^{\circ}$ | 5028 | $\mathrm{c}_{1}$ | $0.2-0.4 \mathrm{~m}$ |
|  | $\mathrm{c}_{2}$ | $0.13-0.25 \mathrm{~m}$ |  |
|  | $\mathrm{I}_{1}$ | $0.25-0.45 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ |  |
|  | $\mathrm{I}_{2}$ | $0.009-0.017 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ |  |
|  | $\mathrm{f}_{\mathrm{c} 1}$ | $0.00001-20 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s} \cdot \mathrm{rad}^{-1}$ |  |
|  | $\mathrm{f}_{\mathrm{c} 2}$ | $0.00001-20 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s} \cdot \mathrm{rad}^{-1}$ |  |
|  |  | $\mathrm{f}_{\mathrm{d} 1}$ | $0.00001-20 \mathrm{~N} \cdot \mathrm{~m}$ |
|  |  | $\mathrm{f}_{\mathrm{d} 2}$ | $0.00001-20 \mathrm{~N} \cdot \mathrm{~m}$ |

The result of parameter estimation is new estimated values of selected model parameters, which were reused for validation to obtain better model results. An overview of these parameters is summarized in the list of model parameters after parameter estimation in Table 6. The simulation scheme in Simulink was modified with new detected parameters, and the process of output validation based on measured data was performed as in section Validation. The results of the validation after estimating the parameters are divided into two parts-for link 1 and link 2.

Table 6. The list of model parameters after parameter estimation.

| Notation | Value and Unit | Notation | Value and Unit |
| :---: | :---: | :---: | :---: |
| $\mathrm{m}_{1}$ | 6.813 kg | $\mathrm{I}_{1}$ | $0.264 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ |
| $\mathrm{~m}_{2}$ | 3.361 kg | $\mathrm{I}_{2}$ | $0.012 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ |
| $\mathrm{l}_{1}$ | 0.552 m | $\mathrm{f}_{\mathrm{c} 1}$ | $0.335 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s} \cdot \mathrm{rad}^{-1}$ |
| $\mathrm{c}_{1}$ | 0.346 m | $\mathrm{f}_{\mathrm{c} 2}$ | $0.279 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s} \cdot \mathrm{rad}^{-1}$ |
| $\mathrm{c}_{2}$ | 0.212 m | $\mathrm{f}_{\mathrm{d} 1}$ | $0.203 \mathrm{~N} \cdot \mathrm{~m}$ |
|  |  | $\mathrm{f}_{\mathrm{d} 2}$ | $0.076 \mathrm{~N} \cdot \mathrm{~m}$ |

### 7.1. Results of Validation after Parameter Estimation—Link 1

The results of validation after the estimation of parameters were assessed based on the same statistical criteria as in the validation before estimation. Table 7 provides an overview of the MAE and NRMSE indicators for link 1. From the results, it can be seen that based on the MAE indicator, the model at the initial joint angle of $10^{\circ}$ (MAE $=0.6076$ ) is the best, while based on the NRMSE indicator, it is the model at an initial joint angle of $40^{\circ}$, with NRMSE $=84.62 \%$.

Table 7. Results of validation after parameter estimation for link 1.

| Angle of Rotation | MAE | NRMSE |
| :---: | :---: | :---: |
| $10^{\circ}$ | 0.6076 | $63.96 \%$ |
| $20^{\circ}$ | 0.9420 | $75.27 \%$ |
| $30^{\circ}$ | 1.0382 | $81.61 \%$ |
| $40^{\circ}$ | 1.1045 | $84.62 \%$ |

The improvement of the model results is obvious also from the graphic curves. Figures 21-24 show the model outputs after parameter estimation for the joint $10^{\circ}-40^{\circ}$ for link 1. The model output (blue solid line) approaches the required mean response (red dashed line) with increasing initial joint angle, which also indicates an increase in the value of the NRMSE indicator in Table 7. Before estimating the parameters, the model output had the problem of achieving mean response amplitudes and also the peaks of the model output amplitudes that were shifted for the time axis.


Figure 21. Model output after parameter estimation for the joint angle $10^{\circ}$-link 1.


Figure 22. Model output after parameter estimation for the joint angle $20^{\circ}$-link 1.


Figure 23. Model output after parameter estimation for the joint angle $30^{\circ}$-link 1.


Figure 24. Model output after parameter estimation for the joint angle $40^{\circ}$-link 1.

### 7.2. Results of Validation after Parameter Estimation—Link 2

The results of the validation before estimating the parameters were significantly worse for link 2 compared to the results for link 1 . However, after estimating the parameters and performing the validation again, the models were able to produce much better model outputs, as evidenced by the MAE and NRMSE values in Table 8. The MAE indicator had a value of less than one for each initial joint angle, with the best output of the model obtained at an initial joint angle of $10^{\circ}(\mathrm{MAE}=0.2407)$. The value of the NRMSE indicator was around $80 \%$ at all initial joint angles examined, with the model achieving the best result at an angle of $20^{\circ}$ (NRMSE $=82.82 \%$ ).

Table 8. Results of validation after parameter estimation for link 2.

| Angle of Rotation | MAE | NRMSE |
| :---: | :---: | :---: |
| $10^{\circ}$ | 0.2407 | $79.64 \%$ |
| $20^{\circ}$ | 0.3401 | $82.82 \%$ |
| $30^{\circ}$ | 0.5159 | $81.98 \%$ |
| $40^{\circ}$ | 0.7207 | $82.69 \%$ |

This significant difference in the improvement of the model results after parameter estimation is especially visible in Figures 25-28. The model before parameter estimation had the biggest problem for link 2 with data in the time zone 0 to 2.5 s when there are significant fluctuations of the manipulator's arm. However, these jumps are followed by more pronounced damping. However, the model after estimation can simulate the output (blue solid line) at this time with high accuracy to the mean response (red dashed line) for each initial joint angle, which is of course also reflected by the change in the curve error (black dotted line).


Figure 25. Model output after parameter estimation for the joint angle $10^{\circ}$ —link 2.


Figure 26. Model output after parameter estimation for the joint angle $20^{\circ}$ —link 2.


Figure 27. Model output after parameter estimation for the joint angle $30^{\circ}$-link 2.


Figure 28. Model output after parameter estimation for the joint angle $40^{\circ}$-link 2.

## 8. Discussion

The estimation of model parameters using the Trust Region Algorithm for Nonlinear Least Squares optimization method for the known structure of the planar kinematic system model derived based on Lagrange formalism was intended to improve the validation results. As mentioned above, the limits of the estimated parameters were set to $\pm 30 \%$ of the original value of each parameter (excluding friction). This value was set because deviations could occur within the parameters specified by the CAD software, e.g., the resulting weights can be skewed, as an element, such as a chain or muscles, is not included in the CAD. CAD, therefore, determined the parameters only based on the modeled construction. A summary and comparison of validation results before and after parameter estimation is given in Table 9 for link 1 and in Table 10 for link 2. It is clear from the indicators that the estimation of parameters significantly helped to achieve better model
outputs in the process validation. If the indicators for link 1 are compared, the most significant improvement occurred at the initial joint angle $40^{\circ}$, when the original output of the model reached MAE $=6.1717$ and NRMSE $=16.69 \%$, while after estimation, the output of the model was obtained at MAE $=1.1045$ and NRMSE $=84.62 \%$. For link 2, the results in the initial validation were even worse than for link 1. As mentioned above, the cause could be a more pronounced oscillation in this axis. Therefore, this fact was expected to play a role in the results even after optimization. However, it is clear from the results that the optimization within the parameter estimation helped the model so much that the outputs not only achieved much better results than before the estimation, but within the NRMSE indicator, they were also similar in value (stable) at different initial rotation angles. However, the most significant change after the determination occurred at an initial angle of $40^{\circ}$ (taking into account the values of both indicators).

Table 9. Comparison of results validation before and after parameter estimation for link 1.

|  | Before |  | After |  |
| :---: | :---: | :---: | :---: | :---: |
| Angle of Rotation | MAE | NRMSE | MAE | NRMSE |
| $10^{\circ}$ | 1.0932 | $35.47 \%$ | 0.6076 | $63.96 \%$ |
| $20^{\circ}$ | 2.9180 | $20.29 \%$ | 0.9420 | $75.27 \%$ |
| $30^{\circ}$ | 3.2550 | $34.37 \%$ | 1.0382 | $81.61 \%$ |
| $40^{\circ}$ | 6.1717 | $16.69 \%$ | 1.1045 | $84.62 \%$ |

Table 10. Comparison of results validation before and after parameter estimation for link 2.

|  | Before |  | After |  |
| :---: | :---: | :---: | :---: | :---: |
| Angle of Rotation | MAE | NRMSE | MAE | NRMSE |
| $10^{\circ}$ | 0.5655 | $14.94 \%$ | 0.2407 | $79.64 \%$ |
| $20^{\circ}$ | 1.1078 | $16.36 \%$ | 0.3401 | $82.82 \%$ |
| $30^{\circ}$ | 1.7524 | $18.14 \%$ | 0.5159 | $81.98 \%$ |
| $40^{\circ}$ | 2.8270 | $16.88 \%$ | 0.7207 | $82.69 \%$ |

Since the process of estimating the parameters took place simultaneously for both axis 1 and axis 2 , from the results of the estimation, it was necessary to select the model that achieved the best results as a whole (not separately for axis 1 and axis 2 ). As already mentioned at the beginning of this chapter, the most significant progress in the results occurred at the initial angle of rotation of the joint of $40^{\circ}$, so this model was chosen as the best. Figure 29 shows the time courses of the joint angle for both axes at the initial joint angle of $40^{\circ}$ before the model optimization process. For both axes, you can see that the output model (blue solid curve) is different compared to the required mean response (red dashed curve). After optimizing the model, however, significant differences (improvements) for both axes can be seen in the model outputs in Figure 30. The output of the model no outrun the required output (this phenomenon was visible especially for axis 1 before estimation). The model also achieves the amplitude of the measured values much better (especially with axis 2 before estimation, this problem is visible).


Figure 29. The best model output before parameter estimation for the joint angle $40^{\circ}$.


Figure 30. The best model output after parameter estimation for the joint angle $40^{\circ}$.
Since the essence of the optimization of the model was the estimation of the model parameters using the chosen algorithm, it is important to analyze the estimated parameters themselves, which ensured the improvement of the results. These were the parameters of the manipulator together with the coefficients found in the friction components. In connection with this, it should be noted that since the goal was set in the validations-the best possible model outputs and results within the indicators. Therefore the arm parame-
ters, such as length, weight, etc., were also included in the estimation. Table 11 shows a comparison of the values of these parameters before estimation and after estimation.

Table 11. Comparison of parameters before and after parameter estimation.

| Notation | Value and Unit <br> before Estimation | Value and Unit <br> after Estimation |
| :---: | :---: | :---: |
| $\mathrm{m}_{1}$ | 5.914 kg | 6.813 kg |
| $\mathrm{~m}_{2}$ | 3.437 kg | 3.361 kg |
| $\mathrm{l}_{1}$ | 0.615 m | 0.552 m |
| $\mathrm{c}_{1}$ | 0.293 m | 0.346 m |
| $\mathrm{c}_{2}$ | 0.19 m | 0.212 m |
| $\mathrm{I}_{1}$ | $0.357 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ | $0.264 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ |
| $\mathrm{I}_{2}$ | $0.013 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ | $0.012 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ |
| $\mathrm{f}_{\mathrm{c} 1}$ | $0.35 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s} \cdot \mathrm{rad}^{-1}$ | $0.335 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s} \cdot \mathrm{rad}^{-1}$ |
| $\mathrm{f}_{\mathrm{c} 2}$ | $0.35 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s} \cdot \mathrm{rad}^{-1}$ | $0.279 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s} \cdot \mathrm{rad}^{-1}$ |
| $\mathrm{f}_{\mathrm{d} 1}$ | $0.35 \mathrm{~N} \cdot \mathrm{~m}$ | $0.203 \mathrm{~N} \cdot \mathrm{~m}^{2}$ |
| $\mathrm{f}_{\mathrm{d} 2}$ | $0.35 \mathrm{~N} \cdot \mathrm{~m}$ | $0.076 \mathrm{~N} \cdot \mathrm{~m}^{2}$ |

The weights of the arm parts $m_{1}$ and $m_{2}$ were changed by the estimation-the weight of the upper part of the arm was estimated to 0.9 kg extra, while the weight of the lower part of the arm was estimated to be 0.076 kg less. The parameter, Distance to the center of mass, for both links were increased by a value of 0.053 m for $c_{1}$ and a value of 0.022 m for $c_{2}$. The length of the arm on axis 1 is less by 0.063 m . Due to these changes, of course, the values of the moments of inertia $I_{1}$ and $I_{2}$ have also changed. The Viscous friction coefficient and Coulomb friction magnitude were set experimentally before the validations. However, after optimization, the values of the Viscous friction coefficient and Coulomb friction magnitude are smaller than the initial value of 0.35 (especially the value of $f_{d 2}$ ).

The parameters that were the subject of estimation and used for the subsequent optimization of the model were estimated in the Parameter Estimator. During the estimation process, this tool (among other things) offers the possibility to monitor how the values of the parameters are estimated (changed) depending on the iterations until all the values of the estimated parameters are stabilized. The result of this phase from the given toolbox can be seen in Figures 31 and 32. During the estimation, only one graph could be viewed, where the waveforms of all 11 estimated parameters were. However, since the masses $m_{1}$ and $m_{2}$ are represented by much higher values than the remaining parameters, the mass curves were exported to the second graph for better clarity. Based on the waveforms of Figure 32, it can be seen that the smallest changes in the parameter estimation occurred in the parameters $c_{2}$ (Distance to the center of mass for link 2) and $I z_{2}$ (Moment of inertia for link 2). On the contrary, significant changes took place in the values of Coulomb friction magnitude $f_{d 1}, f_{d 2}$. In Figure 31, it is possible to observe how the weight estimate has changed. From the course of estimating the mass $m_{2}$, it can be seen how the weight changed in the first iterations, but the result of the estimation in the last iteration was, in the end, very similar to the original value.


Figure 31. Estimation parameters-part 1.


Figure 32. Estimation parameters-part 2.
Significant estimates and changes in some parameters can be evaluated based on the following hypotheses:

- The weights $m_{1}$ and $m_{2}$ that were exported from the CAD software did not take into account the total weight of the arms even with connected muscles, chain, etc. Based on which the resulting weight could increase by estimation (this phenomenon is visible especially for axis 1 -weight $m_{1}$ ).
- Given the first hypothesis, it is possible to follow up. By changing the weight and shape of the arm, its length, the estimation of the parameter Distance to the center of mass for link 1 and $2-c_{1}$ and $c_{2}$ (a visible increase of these parameters during estimation) is influenced.
- Changes in the estimation of the moment of inertia parameters $I_{z 1}$ and $I_{z 2}$ may also be closely related to the change in mass and the shift of the center of gravity.
- In terms of the use of a chain and a sprocket, it was assumed that the friction would be more pronounced (than if another gear had been used), so the value of the coefficients was set to 0.35 . However, it is clear from the estimation that the experimentally determined initial values of the friction coefficients were oversized, as evidenced by the courses of the estimated parameters $f_{c 1}, f_{c 2}$ and $f_{d 1}, f_{d 2}$.


## 9. Conclusions

The research described in this article aimed to compare the model with the parameters that come from CAD and its improvement by estimating the parameters based on gravitational measurements. An improvements model could be subsequently applied to the control phase.

The study described in this article can be summarized in four stages:

- Obtain a representative set of joint angle data by performing gravity tests.
- Creation of a simulation model in the Matlab and Simulink, which presented the dynamics of a real system-a planar robotic arm with two degrees of freedom (taking into account the friction component).
- The validation of a dynamic model built based on Lagrange formalism. However, at this stage, the expected results based on the MAE and NRMSE indicators were not achieved.
- The estimation of parameters-as the initial results of validation were insufficient, the research was extended to the estimation of model parameters using the Trust Region Algorithm, which helped to significantly improve the values of MAE and NRSME.
Based on the results of parameter validation and estimation, it can be stated that the values of system parameters, which serve as input data for the model, significantly affect the validation results, which was demonstrated after estimating these parameters significantly affected the results. Within the course of the estimated parameters, a certain connection between the parameters was seen, which gives rise to the assumption that the values of the parameters not only influence the results of the validation but also interact with each other. The more accurate the system parameters are obtained in the step, the more accurate the validation results will be. By reducing the oscillations (especially for link 2 and at higher initial rotation angles) which occur in the system due to the individual structural bonds, it would be possible to achieve a more accurate stabilization of the arm movement to zero, and thus to improve the validation results.

In further research, the authors would like to extend this research to the following parts:

- Accurate identification of system parameter values, including drive parameters.
- The inclusion of drive dynamics, which would create a more complex dynamic system model.
- The addition of a part of the drives to the simulation scheme in Simulink, the use of other tools, such as SimMechanics.
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#### Abstract

The need of improving the quality of professions led to the idea of simplification of processes during chimney sweeping. These processes have been essentially the same for tens of years. The goal of this paper is to bring an automation element into the chimney sweeping process, making the job easier for the chimney sweeper. In this paper, an essentially in-pipe robot is presented, which uses brushes to move while simultaneously cleaning the chimney or pipeline. The problem of the robot motion was reduced using an in-pipe robot due to the environments and obstacles that the robot has to face. An approach of using a pneumatic actuator for motion is presented along with the mechanical design. The next part of this paper is focused on the mathematical model of the robot motion, as well as its simulation and testing in the experimental pipeline. The simulations were compared with the experimental measurements and a few analyses were conducted describing the simulation model and its differences with the real robot, as well as considering certain parameters and their impact on the performance of the robot. The results are discussed at the end of the paper.
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## 1. Introduction

The increasing trend of automation, the introduction of robotic systems into various professions, is on its way across all fields. However, one of the professions that has remained unchanged since its very beginning is the chimney-cleaning profession. The process of chimney sweeping has been essentially the same since the 18th century. Nowadays, the main concerns of the chimney-cleaning process are the safety of the chimney cleaner and the fact that it is a physically demanding process. This knowledge led to the idea of designing a system for locomotion inside the chimney as well as cleaning it, thereby improving the whole process. To start off, the problem was generalized into an in-pipe robotic system, due to the similarities of the environments that the robot is going to move in.

In the following sections of this paper, a brief overview of the related works that inspired our design process is presented. These works represent innovations in the area of in-pipe robots. In the subsequent section, the paper focuses on the principle of motion that is used for the actuation of this robotic system. Further, the mechanical design is developed, as well as a mathematical model that describes the forces involved in the actuation process of this robot. To prove the concept of this robot, a computer simulation was created, determining travel distance at certain frequencies of the actuation. To evaluate the created simulations, the verification of the proposed robotic system was carried out, and the results were evaluated in the conclusion of this paper.

## 2. Related Works

The problem of robots that are able to move inside of a chimney is very similar to the problem of in-pipe robots. Throughout the years, there have been many different approaches to the design of these kinds of robots.

Previous research in our Cognitics Lab in this area was focused on monitoring and inspection tasks in pipelines. On the one hand, we developed an in-pipe bristle-based mechanisms [1] for narrow pipelines. On the other hand, we developed several snake robots for a more complex type of pipeline, such as [2], where the travelling wave locomotion was experimentally analyzed. The concertina locomotion of the snake robot was experimentally analyzed using the digital image correlation method in [3], for the pipes with a rectangular and circular cross-section. Considering in-pipe locomotion, snake robots have many advantages in comparison with wheeled or bristled mechanisms, due to their kinematic redundancy [4], which may be used for optimization tasks [5].

One of the notable in-pipe robots is AIRO-II, which stands for multi-link articulated inspection robot, as presented in [6]. Its unique design consists of four units that are connected by spring joints, along with five sets of wheels, of which two are hemispherical and not actuated and three are so-called omni-directional wheels. Two sets of omni-directional wheels are actuated, and one set is passive. Because of the spring joints, the whole robot is in a zigzag shape, which pushes the wheels against the walls of the pipeline, allowing the robot to move both horizontally and vertically. AIRO was designed to be used in dust-, gas-, and water-filled environments; therefore, it is well protected against outer influences. The robot is also equipped with various sensors and cameras that are used for the inspection of the pipeline. Another novel approach was introduced in [7], using an electromagnetic linear actuator. In this paper, the authors proposed a micro robotic system actuated by the electromagnetic actuator. The system consists of the main body, head, and fins or legs. The novel approach of this system relies on its unique tubular linear permanent magnet actuator. In this actuator, the permanent magnets are in the center, moving in one axis, back and forth, according to the applied voltage that is being supplied into the coil, which is static and is around the permanent magnets. The coil does not move and is positioned on the stator. The principle of the movement is based on the contraction of the bellows seal, which is contracting as the actuator is moving, thereby moving the robot in the desired direction. In [8], a device without external moving parts was introduced. The proposed robot was based on a capsule robot with the actuator placed inside of a capsule. The actuator was based on a controlled motion of mass inside the capsule. The main feature of this actuator lies in the collision of the inner mass and the capsule of the robot. As the mass moves, it collides with the capsule and creates the energy necessary for overcoming the friction force between the robot and the ground or pipeline. A similar type of robot was also analyzed in [9]. In this paper, the authors focused on a small bristled robot, where they analyzed its movement. The actuation of this robot was based on vibration and its frequency. The authors created a model where they analyzed the frequencies of these vibrations that actuated the robot and were able to determine at which frequencies the robot switches the direction of the movement. The bristle type of robot is also analyzed in [10]. In this paper, a miniature bristle robot is introduced. The actuation of this robot is based on the inertial stepping principle. The actuator consists of a permanent magnet, electromagnet, and a spring. The locomotion is divided into three phases, where the permanent magnet is repelled from the electromagnet and compresses the bottom spring. After this phase, the electromagnet is turned off and the permanent magnet travels in the opposite direction, as before. In the last phase, the permanent magnet collides with the drive body and creates an energy that is greater than the frictional force between the bristles and walls of the pipeline, thus enabling the movement of the robot. An in-pipe inspection robot was also presented in paper [11]. Here, the authors presented the robot for visual and non-destructive testing of the pipeline networks, based on a pneumatic actuator. The robot structure consisted of a pneumatic actuator, elastic elements to hold the robot in the pipeline, and a damper. Since the pneumatic actuator was being actuated with the compressed air, it caused the vibration of the robot as it was being stopped by the damper. These vibrations caused the robot's movement in the pipeline. Another approach of an in-pipe robot, that is, using compressed air, was introduced in the [12]. As described in [12], there are several general types of in-pipe robots. In that paper, the introduced
robot used the mechanism of both inchworm and wall press types of robot. The robot consisted of two clamping devices, one on top and one on the bottom, and a pneumatic cylinder between them. When the clamping devices were actuated, they were pushed against the walls of the pipeline, holding the robot in place. The translation movement of the robot inside the pipeline was arranged by the pneumatic valve using the inchworm principle. A similar application of compressed air was also presented in [13]. In paper [13], an application of bristle-based robots was presented. The proposed motion principle is based on the pneumatic cylinder that was connected to two brushes, each on one end of the cylinder. As the pneumatic actuator was actuated, the brush moved with the cylinder, causing the robot to move in the desired direction based on differential friction. In this paper, a bristle traction model was extensively studied and tested. At the end, the proposed principle of the movement was tested on several robots. Three of the robots were tested in sewer pipelines with different diameters of brushes, and one modified robot with guidance wheels was tested in the gas pipeline. The aim of the proposed robots was to demonstrate the flexibility and adaptability of the bristle robots in ill-constraint pipelines and to help with the inspection process. The adaptability of the robot was also considered in [14]. In the presented paper, the MIRINSPECT V robot was introduced. The aim of this robot was to move in pipelines and adapt its control to the shapes of the pipelines. It was designed for pipelines with an 8-inch inner diameter, and it consisted of three driving units responsible for locomotion and one center unit connecting the driving units. The driving unit was comprised of four wheels, clutch, gears, and an electric motor. The focus in this paper was on the selective drive mechanism, which allowed the robot to use as many electric motors as it needed, depending on the situation. This algorithm therefore increased power efficiency and improved the ability to pass difficult spots in certain situations. Another approach to an in-pipe robot was presented in [15]. The proposed system consisted of three tracks that were distributed equally around the main body of the robot. By pressing the tracks against the walls, the robot finds enough traction to move forward. In order to determine the correct pressing force, an algorithm was created along with the PD controller, which helped in adapting the force to the variable pipe diameter. The experimentation was carried out in a horizontal, 30-degree-slope pipeline. In paper [16], a similar approach to the design of an in-pipe inspection robot was presented. In this paper, a robot for the inspection of oil pipelines was created. The presented robot therefore moved in large-diameter pipelines. It consisted of six sets of wheels that pressed against the walls and the center part carrying batteries and the control box with microcontroller as well as other circuitry required for the control of the robot and the inspection of the pipeline. The inspection was carried out via a camera unit and laser detection device recording the geometrical dimensions. The proposed robot was tested in the actual oil pipeline on various slopes. The importance of the inspection of oil and gas lines has led to the creation of devices or robots called 'pigs'. Pigs are robots or devices specifically developed for various applications such as cleaning and inspecting large-diameter oil and gas pipelines, but also other specific applications. The construction of each robot can be different; however, they have some common traits. The general construction of such robots consists of a main body and sealing discs [17-22]. The main body houses the equipment necessary for the inspection and the discs are important for the movement of the robot. In general, these robots do not use any kind of actuators for locomotion; they use the fluids that are inside of the pipelines to move them [20]. The purpose of these robots is cleaning and inspection of the pipeline. Because the number of the sensors used can be too much for one unit to handle, they can be composed for several units [22].

The above-mentioned studies led to the idea behind this paper. In this paper, the focus is on essentially in-pipe robots, whose main objective is to clean chimneys. Since the crosssection of the chimney is circular, the problems that in-pipe robots face are fairly similar. Due to the existence of soot in the chimney, the idea of robots with wheels or tracks [6,14-16] was abandoned. Seeing successful prototypes, using fins or bristles in [1,7-11], led to the idea of using chimney brushes instead. The brushes allow the robot to move and clean
at the same time. By simply changing the size of the brushes, the robot can adapt to a variety of chimney diameters and be more modular. More in-depth analysis of the robot is presented in the following section.

The contributions of this paper are as follows. First is the development of a robot with a new concept, based on a single-acting pneumatic actuator, for chimney-cleaning and monitoring purposes. The principle of motion is based on pneumatic piston crash. Besides the utilization of compressed air for actuation, it can be also used for soot removal by high-pressure air. The next contribution of this paper is a numerical simulation model with an analysis of individual parameters for an optimal robot design. The experimental analysis proves the numerical simulation and verifies the functionality of the developed robot. To the best of our knowledge, the presented contributions have not been yet published.

## 3. Development of Chimney Robot

The following section introduces the principle of robot motion and its mechanical design.

### 3.1. Principle of Motion

The main principle of the motion of this robot relies on the inertial stepping principle. The main characteristic of this principle is based on the mass that is connected to a mechanical capacitor that pulls/pushes the mass. The mass subsequently collides with another mass or element that is connected to the body of the robot. Collision in the desired direction of the robot's motion is the key moment in the motion of the robot. At this moment, the required energy for the motion is translated into the robot, enabling the translation motion of the whole robot.

For the proposed robot, there were several configurations of the actuator, and using a pneumatic actuator was one of them. Based on the inertial stepping principle, there are several possible configurations of the actuator that were tested. This can be seen in Figure 1, where the pneumatic actuator hits the surface in front of it. The question raised during the initial testing of this idea was where to position the collision insert in order to achieve sufficient energy for the movement of the robot, at the contact of the collision insert and the actuator end mass. The number of different distances between the collision insert and end piece were tested and, as the result, the travel distance of 23.5 mm was chosen. This distance was chosen based on a number of criteria such as the travel time of the piston, the frequency of the supplied air, and the motion of the robot with the chosen travel distance.


Figure 1. Motion phases of the proposed robot.
The principle of motion is shown in Figure 1. The motion consists of three phases. During the first phase, the cylinder extends until it hits the collision insert. The collision of these two objects represents the second phase. During this phase, the robot moves forward due to the impact force caused by collision. The red dashed line represents the initial position of the robot. During the third phase, the cylinder moves to its initial position. By repeating these three phases at a certain frequency, the robot moves forward.

### 3.2. Mechanical Design

In the previous section, the main principle of the robot motion was introduced. Here, the overall design of the proposed robot will be introduced. The basic structure of the robot consists of the actuator unit and the robot's body with brushes. The overall scheme of the robot can be seen in Figure 2.


Figure 2. The robot's configuration.
As seen in Figure 2, at the top of the robot is a cap that could be made of plastic or aluminum, for the purpose of weight reduction, whose main job is to keep the robot straight during the motion. Since the service entrance of the chimney is often under the area where other appliances might be connected to the main chimney, the robot could derail and get stuck. Hence, the cap's job is to slide the brushes or the robot back to the mainline and, at the same time, to reject any excessive weight to the robot's body. The cap could be printed by a 3D printer. Immediately under the cap is a chimney brush, which is a regular chimney brush with a nut welded to the centre part of the brush so that the brush could be attached to the robot. It is then screwed to the end piece, which is connected to the body of the robot with fasteners. The purpose of this plug is to hold the brush and encapsulate the actuator so that it is shielded from any debris that is released from the walls of the chimney during the movement of the robot. Below that is a collision insert. The main purpose of this collision insert is in the actuation of the robot. This collision insert collides with the actuator end mass, and, during this process, the energy necessary for the motion is created. It is connected to the robot body with the fasteners in order to ensure stability. The actuator end mass is screwed on the end of the pneumatic actuator shaft that is moving according to the supplied pressure. As mentioned before, it collides with the collision insert and actuates the robot. Another part, as can be seen in Figure 2, is the holding piece 1 and 2. These pieces hold the pneumatic actuator in place so that it does not move during its actuation. Both of these pieces are again connected to the robot body with fasteners.

When it comes to brushes, it is assumed that the regular chimney brushes that are commercially available could be used, with some slight alterations such as welding the nut to them or, if required, cutting the length of the bristle. The assumption of using these brushes was made in regard to the overall price of the device because brushes are widely available in all different sizes. After the nut is welded onto the bottom part of the brush, the brush can be screwed onto the end piece that seals the main body. Another advantage of using regular, widely available chimney brushes is that they come in different sizes; therefore, by swapping the brushes, the robot could be used in various diameters of the pipelines or chimneys.

In the design of the robot, there are two end pieces, one at each end of the robot's body, so that the actuator inside is shielded away from the debris in the chimney. Both of the end pieces are 8 mm tall and 44 mm in diameter. Their other function is to hold the brushes attached to the robot's body. For that, there are four holes opposite each other on the sides of the end pieces in order for the fasteners to connect them with the main body and to keep them in place. Both of the end pieces were printed on a 3D printer with a $60 \%$
infill of the material to make them more rigid. The material used for printing was ST-PLA, which is a strengthened PLA. The body of the robot is printed with a 3D printer using the same ST-PLA, as it is the case with the other parts. The body is 50 mm in diameter, with 3 mm thick walls and $45 \%$ infill of the material. The holes for connecting all the inner parts were drilled afterwards and were not made during 3D printing. The only other hole that was also drilled was the service hole for connecting the pneumatic line with the pneumatic actuator.

The whole motion of this robot relies on the pneumatic actuator, which is inside the robot's body. It is held in place with two holding pieces, printed on a 3D printer. The pneumatic actuator used in this robot is an SMC CD85E10-50s-B. This pneumatic actuator is a single-acting actuator, where the piston is pushed out by the supplied air and pushed back by the spring inside of the actuator. At the end of the moving piston of this actuator, there is a 3D printed part that is pushed repetitively against the collision inset, which is connected to the main body of the robot, hence conducting the motion of the robot

The pneumatic scheme of the proposed chimney robot is shown in Figure 3. The robot uses polyurethane pipelines with an inner diameter of 4 mm and an electromagnetic valve controlled by PLC.


Figure 3. Pneumatic scheme of the robot.

### 3.3. Concept of the Proposed System

The concept of the proposed robot system is based on the premise of improving the chimney-sweeping process that has been stagnant for quite some time. By implementing a robotic system into this process, new data could be gained. The proposed robot is intended to carry a camera and make a recording that could help evaluate the condition of the chimney. A comprehensive concept of the developed system is shown in Figure 4.

The robot can be connected to a remote computer, where the operator can monitor the operation of the robot system and the camera feed from the robot. By using suitable sensors, the robot can become diagnosable, which is an important point of mechatronic systems [23]. This inspection process can also be important for insurance purposes because the recording can prove the condition of the chimney. Another important part of this concept is the cleaning of the chimney. Cleaning is an intentional collateral process of the movement of the robot. Another collateral process that is also helping to clean the chimney is the exhausting air from the pneumatic actuator. The use of compressed air can be also implemented on the top or bottom of the robot, where it can blow air and facilitate the cleaning process. The design of the robot system allows the interchangeability of the brushes, which can affect the cleaning performance but also the speed of the robot system and several parameters. This modularity is also an advantage when it comes to adaptability to different diameters of the chimneys.


Figure 4. Concept of the chimney robot system.

## 4. Numerical Simulations and Experiments

### 4.1. Mathematical Model of the Proposed Solution

In the previous sections, the principle of the movement was introduced, along with the design of the proposed robot. To confirm the proposed principle of motion, a mathematical model is developed in this section, which will be further used for numerical simulation of the robot motion.

As mentioned, the robot motion is based on the collision of two masses. For this reason, the moment of collision can be modelled as a spring-damper mechanism [24-27].

Considering Figure 1, each phase of motion can be mathematically described as follows. During the first phase of motion, the actuator end mass moves forward according to Newton's law

$$
\begin{equation*}
m_{1} \frac{d v_{1}}{d t}=F_{C}-G_{1} \tag{1}
\end{equation*}
$$

where $F_{C}$ is the force of pneumatic cylinder and $G_{1}$ is the gravity of mass $m_{1}$. The mass $m_{1}$ represents the actuator end mass, which collides with the collision insert. The velocity of the mass $m_{1}$ is limited by the velocity of the pneumatic cylinder, which is $1.5 \mathrm{~ms}^{-1}$. At the moment, when the pneumatic cylinder reaches its maximum set distance, in our case 23.5 mm , the model is changed to the spring-damper system, which imitates collision of the two masses. This can be expressed as

$$
\begin{equation*}
m_{2} \frac{d v_{2}}{d t}=\left(y_{1}-y_{1 \max }\right) c+d y_{1} b+F_{f}-G_{2} \tag{2}
\end{equation*}
$$

where $F_{f}$ represents Coulomb friction force between brushes of the robot and the wall of the chimney, $c$ is a coefficient of imaginary spring stiffness, $b$ is the imaginary coefficient of damper, $y_{1}$ is the position of pneumatic piston relating to its initial position, $y_{1 \text { max }}$ is the distance between the initial position of the pneumatic piston and collision insert, and $d y_{1}$ is the velocity of the actuator end mass connected to the pneumatic piston. The value of $F_{f}$ was determined experimentally. It should be noted that this phase lasts a very short time, and the time of this phase was determined by a set of simulations. The mass $m_{1}$ provides the energy for the mass of the robot. After the moment of collision, as described by Equation (2), which takes a very short time, the next phase follows. During this phase, the pneumatic piston comes to its initial position, while the robot moves forward or not, depending on the frequency of extension/insertion of the pneumatic piston.

### 4.2. Numerical Simulation

In this part, the focus is on the implementation of the mathematical background of the robot (mentioned in the previous section) into the numerical simulation and comparing the simulation with the real robot motion. For the simulation, MATLAB R2019b software was used.

The robot motion can be described by the following Algorithm 1.

```
Algorithm 1 Numerical simulation
    Initialization of variables and constants
    FOR cycle \(=1\) TO Number of required cycles BY 1
        FOR \(\mathrm{i}=0\) TO T BY dt / / Forward motion of pneumatic piston
            IF (i > valveDelay) THEN
                \(F_{C}=F_{\max }\)
            END
            Computation of mass 1 acceleration, velocity, position
            IF (contact \(<\rho\) ) AND \(\left(y_{1}>y_{1 \max }\right)\) THEN
                contact++
                    \(F_{R}=\left(y_{1}-y_{1 \max }\right) c+d y_{1} b\)
            ELSEIF (contact \(==\rho\) ) AND \(\left(y_{1}>y_{1 \text { max }}\right)\) THEN
                \(F_{C}=F_{R}=d v_{1}=d y_{1}=0\)
            ELSEIF (contact==0) AND \(\left(y_{1}<y_{1 \text { max }}\right)\) THEN
                \(F_{R}=0\)
            END
                    \(m_{2} \frac{d v_{2}}{d t}=F_{R}+F_{f}-G_{2}\)
            Computation of mass 2 acceleration, velocity, position
        END
        FOR \(\mathrm{i}=0\) TO T BY dt / / Backward motion of pneumatic piston
            IF (i > valveDelay) THEN
                \(F_{C}=F_{\max }\)
            END
            Computation of mass 1 acceleration, velocity, position
            IF \(\left(y_{1} \leq 0\right)\) THEN
                \(d v_{1}=d y_{1}=y_{1}=0\)
            END
            Computation of mass 2 acceleration, velocity, position
        END
    END
```

The algorithm is divided into two parts. The first part deals with the extension of the pneumatic piston, and the second part deals with the insertion of the piston. The algorithm uses mathematical background, which is described in the previous section. The constant valveDelay is the value from the datasheet of the pneumatic valve. It is the time delay of the used pneumatic valve. The force $F_{\max }$ represents the maximal force of the used pneumatic cylinder, which is given by the datasheet. As can be seen from the algorithm, there is variable contact, which stands for the simulation of the time period in which two masses are in contact. The value of this variable was empirically determined as constant $\rho$. The simulations use the constants given in the Table 1.

Choosing the correct damping and stiffness coefficients is very important for a successful simulation. In our case, the spring and damper do not represent the actual springs and dampers; hence, the theoretical approach of determining the values was chosen. Following the approach in [25], the stiffness of the contact can be calculated with the following equation:

$$
\begin{equation*}
c=4 \pi^{2} f^{2} m \tag{3}
\end{equation*}
$$

The damping coefficient $b_{1}$ is also selected by a similar approach [26]. In this equation, the recommended value of $\beta$ lies between 0.1 and 0.4 .

$$
\begin{equation*}
b=2 \beta \sqrt{\mathrm{~km}} \tag{4}
\end{equation*}
$$

Table 1. Simulation constants.

| Parameter | Value (Units) |
| :---: | :---: |
| Mass 1 | $0.05(\mathrm{~kg})$ |
| Mass 2 | $1(\mathrm{~kg})$ |
| Maximum piston speed | $1.5\left(\mathrm{~ms}^{-1}\right)$ |
| Maximum piston extension | $0.0235(\mathrm{~m})$ |
| Maximum piston force | $62.8(\mathrm{~N})$ |
| Time delay of valve | $0.005(\mathrm{~s})$ |
| Time step | $0.0001(\mathrm{~s})$ |
| Spring stiffness | $800\left(\mathrm{Nm}^{-1}\right)$ |
| Damping coefficient | $240\left(\mathrm{Nm}^{-1} \mathrm{~s}\right)$ |
| Time period of impact | $0.0006(\mathrm{~s})$ |
| Forward friction coefficient | $0.8 \times 50(\mathrm{~N})$ |
| Backward friction coefficient | $50(\mathrm{~N})$ |

The calculated stiffness and damping coefficient have to be checked with the simulation and, if necessary, adjusted. Note that the higher the stiffness of the contact is, the slower the calculations in the simulations will be. This means that the goal here is to choose the proper constant as low as possible while keeping the plausibility of the simulation.

In the first cycle, the algorithm starts with the calculations of the acceleration and velocity of the moving mass at the end of the pneumatic piston, which is changes as the piston extends toward the point of contact between the moving mass and the collision insert that is connected to the robot's body. The next step in the first cycle is the simulation of the contact between the moving mass and the collision insert. This contact is represented in the mathematical model with the damper and spring. The collision that happens is simulated by creating an impulse contact force that is the sum of the forces created by the spring and the damper, as described in Section 4.1. Initially, before the robot starts the motion, the gravitational force that pulls the robot down equals the friction force of the brushes and walls of the chimney/pipeline, which is why the robot stands still and does not fall toward the ground. The impulse force created at the contact triggers the start of the robot motion, as the equilibrium between the forces is disrupted by this impulse In the last step of this cycle, the acceleration of the robot is calculated using Equation (2). From here, the velocity and the displacement of the robot can be calculated numerically based on the Euler integration method as well. The next part of the last step of this cycle is the calculation of the friction force that is acting between the brushes and the walls of the chimney / pipeline. This force is calculated using the following equation:

$$
\begin{equation*}
F_{f}=-\mu F_{f \max } \operatorname{sign}\left(d y_{2}\right) \tag{5}
\end{equation*}
$$

Of course, the Coulomb friction model is dependent on the velocity direction. This is taken into consideration by the algorithm, and the force is switched accordingly. In the forward direction of the motion, toward the top of the chimney, the actual friction force is slightly lower than in the opposite direction, due to the angle of the brushes that is naturally caused by the motion. The friction force in the opposite direction uses the same Equation (5), although with the coefficient $\mu=1$.

In the second cycle, the algorithm looks very similar. However, there is no contact between the moving mass and the collision insert. The moving mass travels in a reversed direction compared to the previous cycle because the pneumatic piston is being retracted. After this, the whole process starts again and is repeated until it reaches the overall predefined time of the simulation.

### 4.3. Experiments

To evaluate the simulation model of the proposed robotic system and its plausibility, a set of experiments had to be carried out. The robot was built as described in Section 3 and can be seen in Figure 5. The main difference between a laboratory pipeline made from plexiglass and a real chimney is the absence of filth and dirt. Of course, the choice of suitable brushes with sufficient hardness is related to this point.


Figure 5. The developed chimney robot.
This section describes the objectives of the experiments, the experimental setup, and the results. The main objectives of the experiments are:

- Verification of the functionality and the principle of the motion of the designed robot moving in the pipeline similar to a chimney. The focus is on the functionality of the robot not on the quality of the motion. In other words, this objective is not focused on the maximum speed of the robot.
- Comparison of the experimental results with the simulation data in order to verify the quality and accuracy of the simulation model. Several measurements will be carried out, with different frequency of extension/insertion of the pneumatic piston. The travelled distance of the robot with changing frequency will be then compared with the simulated travelled distance.
Positive results of the mentioned experimental objectives have the potential to offer interesting contributions in the area of designing and modeling of in-pipe robots and mechanisms.

The testing setup can be seen in Figure 5. For the measurements and a better ability to track the movement of the robot, a transparent plexiglass pipeline was used, which was positioned vertically to imitate the movement of the robot inside of the chimney. This can be seen in Figure 5. For the actual measurement of the movement of the robot, a linear resistive sensor, Megatron MBH K r7.5k, was used. The linear resistive sensor acts as a potentiometer
with a slider. The output of this sensor was fed right into the MATLAB/Simulink software through the measuring card Humusoft MF634; by creating the calibration characteristics of this sensor, it was possible to gain the travelled distance of the robot, in mm , as the result of the measurement.

Figure 6 shows the number of frames from the actual measurement of the proposed robot system. As can be seen from these frames, the increase of the travelled distance is gradual. The measurements were carried out in a controlled environment of $21^{\circ} \mathrm{C}$ and atmospheric pressure. In order to gain reasonable data, it was opted to measure the travelled distance of the robot that was actuated with 20 different frequencies of actuation of the pneumatic actuator, which is responsible for the actuation of the robot. The supplied air was 0.8 MPa , and the duration of each measurement was 60 s , which allowed us to obtain a wide range of data. The overall mass of the robot with the brushes was measured at 1 kg , the mass of the actuator end mass was 0.05 kg , the delay of the electronic valve was 0.005 s , the force of the pneumatic cylinder was 62.5 N , the travel distance of the actuator end mass was 0.0235 m , and maximal velocity of the pneumatic cylinder was $1.5 \mathrm{~m} / \mathrm{s}$.


Figure 6. Video sequence of robot motion.
The example of travelled distance measurement during 60 s is shown in Figure 7. As mentioned earlier, both the simulation and measurement were tested on 20 different frequencies, starting with the frequency of 1 Hz and incrementing it by 1 ; therefore, a total of 20 measurements were carried out in order to evaluate the proposed concept of the robot. This frequency represents the frequency of switching between the extension and insertion of the pneumatic actuator, which is responsible for how often the pneumatic valve is turned on and off.


Figure 7. Example of measurement: the traveled distance of the robot, with an actuation frequency of 10 Hz .

In Figure 8, a comparison of the travelled distance, considering the experimental data and the simulation data, is shown. In Figure 8, the black line represents the measured data and the red line shows the results of the simulation. Further, it can be observed that the simulation follows the real measurement up until the frequency of 10 Hz , where the measured data start to deviate from the data obtained by the simulation. At this point, with frequencies above 10 Hz , the lack of supplied air starts to show, and the curve of the measured data starts to decrease. As frequency rises from this point, the air has not enough time to be supplied to the pneumatic piston, extend it, and escape from the pneumatic actuator. This effect results in a substantial decrease in the efficiency of the robot motion from this point on. This could be solved by increasing the diameter of the hose with the supplied air and the valve, which controls the air and shortens the length of the hose. However, this would cause difficulties if the device is used in a real setting, make the device usable only for laboratories. Another option is to put a smaller valve into the device; however, the flow would be again small, which would not solve the situation. Another possible option would be to add some small reservoirs in the device itself in order to compensate for the lack of flow; however, this solution would increase the mass, which would affect the travelled distance of the robot. Therefore, if the valve is bigger and the diameter of the hose is larger, then its length must be shorter due to the flow issue; and if the valve is smaller and can be placed on the robot, its flow is again smaller, which does not solve the problem. Because of these reasons, all of the following analyses are limited to 10 Hz , where the measurements and simulation match up.


Figure 8. Comparison of experimental and simulation data.

### 4.4. Results of the Simulations and Analyses

The following section analyzes the influence of individual robot parameters to its motion. The first analysis focuses on the alteration of the robot mass and the mass of the actuator end mass or striking element mass and their impact on the travelled distance of the robot. For this analysis, the frequencies range from 1 to 10 Hz so that the simulation is still valid for these frequencies. The other parameters of the simulation remain the same, as described earlier in Table 1. The evaluation of the impact of the mass alterations are shown in Figure 9. On the $y$ axis, the actuator end mass ranged from 0 to 1 kg . This mass was incremented by 0.01 kg on each iteration. The mass of the robot ranged from 0.5 to 5 kg because the mass of the robot is inevitably larger. This mass was incremented by 0.5 kg on each iteration. As can be seen in Figure 9, the changes in the mass of both bodies had quite some impact on the performance of the robot. In both cases, the impact was notable; however, the variation in the mass of the robot's body had a greater impact. This leads to the notion that by shaving off some mass from the robot's body, the travel distance of the robot can be further improved, which shows the significance of the robot's mass in regard to the travelled distance.


Figure 9. Correlation between the mass of the robot, actuator end mass, and the travelled distance.
Further, the influence of the friction force is shown in Figure 10. On the $z$ axis, the travelled distance of the robot can be seen. On the $y$ axis, the friction force is in the backward direction, meaning the robot would go down. On the $x$ axis, the friction force is in forward direction, meaning the robot would go up. The force on the $y$ axis is displayed in N and the force on the $x$ axis is displayed in the percentage of the friction force in the backward direction.


Figure 10. Correlation between the magnitude of the friction forces, the direction of the friction forces, and the distance travelled.

This was caried out due to the fact that the forward friction force is smaller due to the slope of the bristles, which are forced to bend into an angle due to the direction of the robot motion. The parameters of the simulation remain the same as in the previous analyses. In this figure, it can be observed that, in the given time, the smaller the forward friction is, the further the robot travels. This observation can be also confirmed in the mathematical model because the friction force is acting against the direction of the robot motion. Therefore, by decreasing it, the driving force has more influence over the travelled distance of the robot. The friction in the forward direction is highly influenced by the aforementioned slope of the bristles and by the material of the bristles and the wall. Of course, friction has also another purpose, which is to hold the robot in place and to stop it from falling when the robot is not being actuated. For these reasons, it cannot be smaller than the gravitational force pulling the robot down.

The last analysis was carried out to analyze the correlation between the velocity of the piston, its force, and their influence on the travelled distance of the robot. As can be seen in Figure 11, the $y$ axis represents the velocity of the piston, $x$ represents the piston's force, and the $z$ axis represents the travelled distance of the robot. It can be observed that the piston's velocity has the most impact on the travelled distance. The distance gradually increases together with the increasing speed. The speed of the piston can be influenced, for example, by the change of airflow to the pneumatic cylinder. This cannot be said about the force. After a certain point of increasing the force, the travelled distance is not affected as much as in the case of increasing velocity. By increasing the velocity of the pneumatic piston, the frequency could be potentially increased. This is consistent with the simulation, where it could be seen that with the increasing frequency, the travelled distance increased, and so more hits per second could be executed with the actuator end mass. However, there are some hardware limitations of the pneumatic actuator as well as the pressurized air delivery system.


Figure 11. Correlation between the piston's velocity, the piston's force, and the travelled distance of the robot.

## 5. Results and Discussion

The proposed actuation of the robot is based on the inertial stepping principle, which is based on the collision of two masses. This collision causes the robot's forward motion. Since the possibility of using wheels or tracks for the movement was limited, we opted for using brushes instead. This way, the brushes acted instead of wheels and kept the robot inside the chimney, while cleaning the chimney as the robot moved. To validate the proposed design, a number of measurements with a real robot and a number of computer simulations were executed. The simulations and measurements were tested on 20 different frequencies, ranging from 1 to 20 Hz . The simulations followed the measurement up to 10 Hz . At this point, the measurements started to deviate from the simulation quite significantly, which was caused by the air supply chain. After the frequency of 10 Hz , the air was not
supplied quick enough, and the flow of the air was limited. This resulted in the difference between the values that were measured and the ones that were simulated. To further validate the robot and the simulations, analyses of certain attributes were carried out, and their impact on the robot's travelled distance was investigated. One of the analyses was focused on the general mass of the robot, and the mass of the striking end mass. The analysis resulted in the conclusion that the variation in the robot's mass had a greater impact on the robot's performance compared with the variation in the mass of the striking end mass. This means that if the mass was further reduced, the performance could be improved. The following analysis investigates the influence of the friction force in both directions and their influence on the travelled distance of the robot. By decreasing the friction force in the forward direction, the travelled distance increases. This force cannot be decreased infinitely, because too small a friction force would result in the robot's falling. This force has to be at least at the level of the gravitational force that is acting on the robot; these two forces would cancel each other out, and the robot would stand still when it is not being actuated. The last analysis investigates the correlation of the piston force, its velocity, and the travelled distance. It shows that the importance of maximizing the piston's velocity is much higher than the importance of increasing the piston's force.

This paper contributed to the improvement of chimney sweeping using in-pipe robots. The novelty and contributions of this paper are as follows. As presented in the paper, the robot system based on a new concept, by using compressed air, has the ability to move vertically while at the same time cleaning the pipeline or a chimney. Having considered the previous works, as described in Section 2, one of the novelties of this paper is the principle of motion. Other robots' motion, as we have mentioned, is based on electromagnetic actuating with body impact; smooth piston extrusion without body impact and friction difference; wheel-based actuating; SMA-based actuating; and snake robot locomotion. However, our robot uses the impact of the bodies caused by a single-acting pneumatic cylinder. It uses the friction difference of the brushes to keep the robot in the chimney. Of course, the brushes also serve as cleaners of the chimney during the robot motion.

The next contribution of the paper is a model of numerical simulation. Some of the previous works introduced a mathematical model for the robot motion. However, a detailed view on the simulation model was absent. Our paper offers a detailed algorithm of numerical simulation, which was also experimentally verified. Thanks to the numerical simulation model, many of the analyses can be carried out without the need to of having an experimental model.

The next contribution of the paper is the provided analyses, which are based on the numerical simulation model. The analyses offer a deeper insight into the designing of chimney sweeping robots, showing the influence of individual parameters of the robot on its final motion properties.

The last contribution of the paper is an experimentally verified prototype of a proposed robot that is able to move vertically inside of the chimney/pipeline.

## 6. Conclusions

The paper investigates a chimney-robot's motion in the pipeline. We introduced a novel design of the robot, whose motion is ensured by single-acting pneumatic cylinder. Due to the impacting of the robot's collision insert by pneumatic piston, the robot performs a forward motion while it simultaneously cleans the chimney/pipeline. The paper also offers a detailed algorithm of the numerical simulation model, by which several analyses of the robot motion have been presented. Moreover, the influence of the robot mass and actuator end mass on the speed of the robot has been shown. The analyses also offer a view on the influence of friction and piston speed/force on the robot's final travelled distance per time. The experimental analysis proved, on the one hand, the functionality of the developed robot. On the other hand, it showed the accuracy of the developed numerical simulation model. The weakest element of the robot is between the pneumatic valve and the pneumatic cylinder. If the valve is placed in the robot, it needs to be small, which also
causes a small air flow through it. Due to this fact, the pneumatic cylinder cannot work with the high frequency of piston extension/insertion, resulting in a slow robot speed. On the other hand, if the pneumatic valve has a high air flow, it needs to be outside of the robot (out of the chimney). For this reason, the pneumatic pipeline from the valve to the cylinder needs to be sufficiently long (especially in the case of a high chimney). This, again, results in the low frequency of piston extension/insertion.

The future work of this robot lies in the improvement of the air supply system, which greatly influences performance. By improving this part of the system, greater frequencies could be achieved, which should result in better performance. Another interesting area of research could be the ability to influence the friction force between the brushes and the walls of the chimney/pipeline. Being able to adjust the slope of the brushes could be another important area of improvement. Our next aim is also to secure the reverse motion of the robot.
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#### Abstract

Current efforts are focused on assembling new constructions while applying non-conventional actuators, for example, artificial pneumatic muscles, in engineering manufacturing processes. The reason is to eliminate stiffness and inflexibility of equipment structures that make sharing the working space of the technological equipment complicated. This article presents the results of experimental measurements of pressures in artificial muscles and rotations of the actuator with artificial muscles at various loads, using a testing device of an antagonistic actuator. The measurement results were used to create the function of the course of the static property of the antagonistic actuator with artificial muscles of the Festo type and to determine a mathematical model of the actuator dynamics, while applying the method of least squares.
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## 1. Introduction

In the recent past, a rather fast growth of automated and robotised technological workplaces has been observed in various industries, including the logistics processes which have been, until now, avoided by automation and robotisation [1]. Paper [2] deals with the results of the application of a speed signal averaging device and the acceleration loop. This device is applied in electric servo systems as well as electric servo systems of industrial robots. By applying this circuit, the robot positioning uncertainty was reduced by as much as $47 \%$ [2]. Manipulation equipment used in automated technological processes is rather accurate and efficient. Its disadvantage is a heavy weight and stiff and inflexible structure. Such drawbacks may be partially solved by applying pneumatic artificial muscles (PAMs) [3]. Pneumatic artificial muscles are referred to in the literature by different terms, such as Air Muscle, Fluidic Muscle, Pneumatic Muscle Actuator, Fluid Actuator, FluidDriven Tension Actuator, Axially Contractible Actuator, Tension Actuator, and Braided Pneumatic Muscle Actuator [4-6], whereas, from a structural point of view, in most cases it is in principle the McKibben's pneumatic artificial muscle. As for its structure, it is a rather simple device consisting, in its basic form, of the internal layer, external layer, and end pieces [7]. Generally, it is a braided artificial muscle. Its behaviour depends on its shape, contraction, and force when pressurised. These muscles are usually of a cylindrical shape [8]. In addition to significant hysteresis of properties and insensitivity, the conventional McKibben's pneumatic artificial muscle has also a short service life.

In an effort to eliminate these drawbacks, several improvements have been suggested to substantially increase the applicability of PAMs as actuators in the field of industrial robotics. J. M. Winters [9] published a muscle with external braiding. It differs from the McKibben's muscle in the internal layer structure. The main advantage of this muscle is the simplicity of assembly. J. M. Yarlott has patented the mesh artificial muscle [10]. It
consists of an elastomer tube and a series of fibres stretched axially to both muscle ends that transform the pressure energy into the tensile energy. Unlike braided muscles, meshed artificial muscles are of lower density of the mesh surrounding the membrane. The mesh has larger openings and is more adjoined to the membrane. Meshed muscles can thus only stand lower pressures. M. Kukolj [11] has patented the artificial muscle. As compared to the McKibben's muscle, it has a different external layer. McKibben's muscle has a thick membrane braid, while Kukolj uses open openings, whereas the fibres are at certain spots firmly connected together and form a mesh. In the non-pressurised state, the openings are visible, but after the pressurisation, the openings disappear because all the layers will adjoin to each other. The problem of friction between the elastic layer and the braid is solved by lubrication. The reason for creating such muscle was the finding that a thick mesh tends to constrict faster than the membrane. G. Immeg and M. Kukolj [12] have patented a robotically active component based on an artificial muscle (Robotic Muscle Actuator). It is not reminiscent of any of the previous muscles. It is made of non-elastic material consisting of plenty of juts. The muscle coating is characterised with high tensile stiffness and flexibility. Friction is minimal and, therefore, it can develop a greater force. Such force approaches to the maximum theoretical value; it excels in high relative shortening and minimum hysteresis.

A disadvantage of the conventional structure of the McKibben's pneumatic artificial muscle is the formation of rather high friction between the fibres in the external layer and the rubber wall of the tube in the internal layer. Such friction reduces the force developed by the muscle and is also manifested as hysteresis that complicates the muscle control. This type of muscle is typical for threshold insensitivity when the pressure increases. Muscle contraction occurs only after a certain level of pressure increase is achieved [13,14]. The elimination of such friction and thus also of hysteresis will facilitate the muscle control by reducing its threshold insensitivity. It was achieved by constructing a membrane with longitudinal grooves. The grooves are free to broaden due to radial pressure when the muscle is being filled. Tensile forces are transmitted through extremely strong polymer fibres located in every groove of the membrane [15-17]. Such pneumatic artificial muscle was named the Pleated Pneumatic Artificial Muscles-PPAM. Increasing the service life by eliminating the effect of dry friction between the tube and the fibres, as well as between the fibres themselves, represents the connection of the elastic tube and glass fibres into a single unit. This facilitates a much smaller width of hysteresis and a narrower insensitivity zone [18]. This principle is applied in MAS-20 pneumatic artificial muscles that appear to be very appropriate for applications in industry due to their robust structure. Properties, shapes, and behaviour of pneumatic artificial muscles are comparable to human muscles; this makes them easy to combine into more complex manipulation mechanisms. Other important properties of pneumatic artificial muscles are listed in papers $[19,20]$ and their basic drawbacks are described by Mižáková [21] and Wickramatunge et al. [22] The basic principle of their action is presented by Trojanova and Čakurda [23], Hošovský et al. [24], Tóthová and Pitel' [25], and Sárosi et al. [26].

Behind the effective movement of the robot or manipulator are many aspects that have to be mastered in motion control. Modelling of kinematics and dynamics of manipulators plays an important role in the control accuracy of these devices. Trojanova et al. in [27] describe the dynamics of a manipulator with two degrees of freedom, while the dynamic model of the manipulator's arm is derived using Lagrangian formalism, which considers the difference between the kinetic and potential energy of the system. In [28], Nezhad and Korayem described the dynamic and kinematic model of industrial manipulator Hyundai HS165. The kinematic model is obtained using the D-H parameters. The obtained model is compared to the simulations and the experimental test. The difference between the computed and real load is slight, which indicates that the dynamic model is quite accurate. Ref. [29] describes the kinematic model of a five-DOF spatial manipulator used in robotassisted surgery. In [30], the dynamic model of a robotic manipulator is described using
the Euler-Lagrange formulation. Sung et al. [31] derived the exact solution of kinematics, and they provide geometry intuition and meaning of kinematics equations.

The manuscript deals with improvement of the layer coating technology of painting robots, resulting in the formation of a new painting robot concept. Requirements for painting robots with low energy demands lead ultimately to a solution of a light robotic arm driven by pneumatic artificial muscles in an antagonistic configuration (pneumatic actuator). Its application in robotics is directly dependent on the perfection of a computerized control system. Designed original control was carried out on the real system through a PC using the software Matlab/Simulink. The concept of the control system ensures maximum stiffness of actuator mechanism.

## 2. Materials and Methods

### 2.1. Problem Formulation

Engaging pneumatic artificial muscles in antagonistic connection facilitates the regulation of their own stiffness/compliance, which is not usual in conventional types of actuators. The primary problem is complicated modelling and control while using pneumatic artificial muscles. Complicated modelling and control are caused by non-linear muscle properties, medium compressibility, and friction of the internal structure. Modelling and simulation of actuators based on pneumatic artificial muscles require the knowledge of the mathematical relationship between the muscle strength and its contraction at various pressures in the muscle. For this purpose, we carried out the measurements of static properties of the MAS-20 pneumatic artificial muscle used in experiments [32].

### 2.2. Experimental Material

Experimental research was focused on MAS-20 pneumatic artificial muscles (PAM) with a robust structure The internal layer of this type of PAM consists of a rubber tube and the external layer is formed by fibres. The layers are interconnected to minimise the friction between the fibres and the tube that causes hysteresis (Figure 1). Materials typically used for the manufacture thereof are chloroprene and aramid.


Figure 1. Pneumatic artificial muscle of MAS-20 type (1) connecting matrices (wrought aluminium alloy); (2) flange (wrought aluminium alloy); (3) internal cone (wrought aluminium alloy); (4) disc springs (steel); (5) sealing ring (nitrile rubber); (6) tube (chloroprene and aramid) [33].

The elastic tube and the glass fibres of MAS-20 are connected into a single unit. This facilitates a much smaller width of hysteresis and a narrower insensitivity zone. MAS-20 artificial muscles were chosen as the research object because in terms of their application in industry, they appear to be highly applicable due to their long service life, as compared to other types of PAM.

### 2.3. Testing Device

The testing device is the experimental actuator with pneumatic artificial muscles in antagonistic connection. The actuator with PAMs in antagonistic connection (Figure 2)
consists of two artificial muscles interconnected with a roller chain. The chain transmits the forces from the muscles to the gear wheel that is firmly attached to the output shaft performing a rotary motion (not depicted). An experimental actuator based on PAM with one distance level (Figure 2) was designed at the Department of Industrial Engineering and Informatics, Faculty of Manufacturing Technologies with a Seat in Prešov, Technical University of Košice.


Figure 2. Experimental actuator based on PAM—An antagonistic connection of pneumatic artificial muscle.

The actuator is a kinematic structure consisting of two antagonistic pneumatic artificial muscles (Figure 2), interconnected with a pull chain that carries the gear wheel mounted on and attached to the output revolving shaft. Rotation (position) of the shaft is proportional to the difference in pressures in individual muscles. The stiffness of the shaft's position in the respective direction is determined by the magnitude of the pressure in the respective pneumatic muscle that is subjected to tension.

The experiments were carried out with the actuator comprising a pair of pneumatic artificial muscles of the MAS-20 type; their movement is transmitted through a pulley with a chain gear. An arm with a load is attached to the shaft. The active component consists of two pairs of directly controlled two-way electromagnetic valves, for each muscle 1 inlet and 1 outlet valve, MATRIX EMX 821.104C224. The arm's position is measured by the IRC 120 incremental encoder with 2500 pulses/rev. The pressure in artificial muscles is sensed by pressure transducers PMD 60G with an analogue output signal of 0-10 V DC.

### 2.4. Experiment Methodology

The basic component of the control unit was a PC with an Intel Core 2 Quad processor with a clock frequency of 2.33 GHz and a 4 GB operating memory. The main component for interconnecting the real system with the computer was the input-output measuring card of the MF 624 type by Humusoft. It contains a 14-bit A/D converter with a simple shaper, 4 software-adjustable ranges, and an 8 -channel multiplexer at the inlet, 8 independent

14-bit D/A converters with a double buffer, 8-bit numerical input and 8-bit numerical output, and 4 inputs for an incremental sensor (simple or differential). One of them is used in one mode. It is supplied with the Real Time Toolbox for Matlab. The card is intended for a PCI slot. Four bits of numerical output, compatible with TTL logic circuits, were used for the control. Analogue outputs use 4 voltage ranges ( $\pm 10 \mathrm{~V}, \pm 5 \mathrm{~V}, 0-10 \mathrm{~V}, 0-5 \mathrm{~V}$ ) selected by the software. A signal from the analogue output is normed into the range of $\pm 1$. The maximum sampling frequency determined by the used hardware was 500 Hz . Although this hardware facilitated increasing the sampling frequency, it would require using input blocks with the buffer. These are only applicable in the control because it is possible to use delayed processing of the obtained specimens by the software. With regard to the requirement of continuous control of the actuator, such blocks could not be used; nevertheless, the above-mentioned sampling frequency was sufficient. The control block also included a module with the EPAM (Electro-Pneumatic Action Module) working designation, facilitating adjustments of the control parameters from the measuring card output for the valve inputs (the voltage of the signal corresponding to the logic unit was 5 V , the control voltage of valves was 24 V ). Within the implementation of automatic control using a computer, the interface with manual control was maintained; it proved to be very useful for adjusting the basic status of the actuator as well as fast verification of functionality. Schematic diagram of the experimental platform is depicted in Figure 3.


Figure 3. Schematic diagram of the experimental platform.

## 3. Theory/Calculation

### 3.1. Physical Fundamentals

The principle of the action of such an actuator with artificial muscles (AMs) in antagonistic connection can be explained by Figure 4.


Figure 4. Pneumatic artificial muscles in antagonistic connection.
If we have two identical muscles, AM1 and AM2, in antagonistic connection (Figure 2), and these muscles are filled with an identically large amount of compressed air, they shorten to the length $l_{0}$, and the following applies [33]:

$$
\begin{equation*}
l_{0}=l_{\max } \frac{\Delta l_{\max }}{2} \tag{1}
\end{equation*}
$$

where:
$l_{\text {max }}$-maximum AM length,
$\Delta l$-change in AM length.
AM1 has the tensile force $F_{m 1}$ which is transmitted through a pulley to the AM2 muscle that develops the tensile force $F_{m 2}$. With identical filling pressures in AM1 and AM2, tensile forces become identical at identical values of their contractions and the actuator's arm stabilises in the initial position. In such an initial position, the actuator stiffness is the highest if air pressure in both muscles is at its maximum.

At non-identical filling pressures in the muscles (Figure 4), the actuator's arm stabilises in the position corresponding to the equality of tensile forces in both muscles. The angular displacement $\beta$ for the arm exposed to the external load with the mass $m$ depends on the pulley radius $r_{k l}$ for identical changes in the length of pneumatic artificial muscles. The rotation of the arm is subject to the equation:

$$
\begin{equation*}
\beta=\frac{\Delta l}{r_{k l}} \tag{2}
\end{equation*}
$$

If we designate the derivation of the muscle volume according to the length $d V / d l$ generally as a non-linear function $f$, for the two muscles we can write the following:

$$
\begin{equation*}
F_{m 1}=-P_{1} f_{1}\left(l_{10}-\Delta l\right), F_{m 2}=-P_{2} f_{2}\left(l_{20}+\Delta l\right) \tag{3}
\end{equation*}
$$

where:
$P_{1}, P_{2}$-pressure in the respective muscle,
$l_{10}, l_{20}$-initial lengths of both muscles.
The above-mentioned equation (3) indicates that the length of each muscle was changed in the same value $\Delta l$, while the shortening of one muscle became larger and of the other muscle became smaller (Figure 4). It is interesting that the stiffness of such a mechanism can be changed according to the determined requirement, as the arm's position is proportionate to the difference in pressures in the muscles, whereas the stiffness is proportionate to the sum of pressures in the muscles. Hence, the same pressure difference may be achieved at different values of their sum, i.e., the same arm displacement can be
achieved at various resulting stiffnesses. The stiffness of the mechanism may be derived on the basis of the expression of the total force affecting the load, as follows:

$$
\begin{equation*}
F=F_{m 1}-F_{m 2}=-P_{1} \frac{d V_{1}}{d l_{1}}+P_{2} \frac{d V_{2}}{d l_{2}}=P_{1} \frac{d V_{1}}{d(\Delta l)}+P_{2} \frac{d V_{2}}{d(\Delta l)} . \tag{4}
\end{equation*}
$$

In which case, the following applies to the stiffness:

$$
\begin{equation*}
K=\frac{d F}{d(\Delta l)}=-\frac{d P_{1}}{d V_{1}}\left(\frac{d V_{1}}{d(\Delta l)}\right)^{2}-\frac{d P_{2}}{d V_{2}}\left(\frac{d V_{2}}{d(\Delta l)}\right)^{2}-P_{1} \frac{d^{2} V_{1}}{d(\Delta l)^{2}}+P_{2} \frac{d^{2} V_{2}}{d(\Delta l)^{2}} . \tag{5}
\end{equation*}
$$

According to the new concept of actuator action prepared by the authors, if we change the pressure only in one muscle, we distinguish between active and passive AM. The active muscle is always the muscle with a variable air pressure. The passive muscle serves as a non-linear spring at constant air pressure, thus ensuring the stiffness of the actuator's mechanism and equality of forces for every actuator position. When the air pressure changes (decreases), for example, in the AM2 muscle, the muscle contraction changes (decreases) as well (active muscle). As a result, the mass of the load on the arm attached to the pulley axis makes a rotary motion. Such motion direction is regarded as positive (+) with regard to the initial point. Negative position values $(-)$ are achieved by the actuator in the same manner. Only the roles of the muscles are switched. The air pressure of AM1 is variable; AM2 serves as a non-linear pneumatic spring.

Dependencies of the end position of the actuator represent a non-linear function of the filling air pressure in AMs and their courses are different at different values of actuator load. This follows from non-linear muscle properties. It is also necessary to respect a nonidentical tensile force (or the torque) of the actuator, the magnitude of which changes with the value of angular displacement of the actuator pulley shaft (or AM contraction, AM displacement). This property causes also non-identical mechanism stiffness at different position values, whereas the highest and two-side symmetrical stiffness of the actuator is reached in the reference point, when the pressures in AMs are identical and reach the maximum. Besides overcoming the forces from the load, the active muscle must also overcome the variable directive force of the passive muscle. That is why the requirements put on nominal parameters (tensile force) of artificial muscles are higher than those that would only be based on the load size. With regard to the need for appropriate mechanism stiffness, the forces of the actuator muscles are expected to be higher than the (maximum) load force.

### 3.2. Model Formation

The pneumatic artificial muscle AM2 extends its length while the compressed air is released, and at the same time it exerts the tensile force $F_{m 2}$, the value of which gradually decreases. The relationship between the tensile force $F_{m}$, the air pressure $p$, and the length $l$ (contraction k magnitude) of this artificial muscle is expressed by the properties presented in Figure 5 that are depicted together with the property of the AM1 artificial muscle.

In the case of this artificial muscle, the air pressure does not change, so only one of its properties is depicted, the one corresponding to the initial filling pressure $p_{m}$. The property is drawn so that it describes antagonistic forces of AM1 against AM2. The AM1 muscle serves as a non-linear pneumatic spring. This ensures equality of forces for every position of the positive position value. It also provides stiffness of the actuator's mechanism. Property intersection points in the EC section correspond to the course of increasing concentration of the passive AM of AM1 during a gradual pressure decrease in the active AM of AM2. The above-described procedure facilitates achieving an arbitrary positive value $l_{d}$ (up to $l_{d \max }$ ). Actuator's negative position values are reached through the same procedure as described in the previous paragraph. Only the roles of individual muscles are switched. AM1 has a variable air pressure; AM2 serves as a non-linear pneumatic spring.


Figure 5. Static properties of PAMs in antagonistic connection at variable filling pressure.
In the configuration of the antagonistic actuator, as shown in Figure 5 (position in the reference point E), while identical pneumatic artificial muscles are used, their non-linear functions $g_{N}$ will be identical too, as well as their tensile forces:

$$
\begin{equation*}
F_{m 1}=g_{N}\left(l_{1}\right)=F_{m 2}=g_{N}\left(l_{2}\right)=F_{0} \tag{6}
\end{equation*}
$$

At the same time, the following applies: $l_{1}=l_{2}=l_{0}$ and $p_{1}=p_{2}=p_{m}$.
In the configuration of the antagonistic actuator, as shown in Figure 5, while identical pneumatic artificial muscles are used, their grids of non-linear functions $g_{M}$ will be identical, as well as their tensile forces (position in the reference point E ):

$$
\begin{equation*}
F_{m 1}=g_{M}\left(l_{1}, p_{1}\right)=F_{m 2}=g_{M}\left(l_{2}, p_{2}\right) \tag{7}
\end{equation*}
$$

while the following applies: $l_{1}<>l_{2}$ and $p_{1}<>p_{2}$ and $k_{A M 1}+k_{A M 2}=k_{\max }\left(k_{A M 1}\right.$ is contraction of the actuator AM1, $k_{A M 2}$ is contraction of the actuator AM2 and $k_{\max }$ is maximum contraction of the AMs antagonistic connection).

If in Equation (7), we know the non-linear function $g_{M}(l, p)$, then on the basis of the given equality of forces we can express the relationship between the output from the actuator (length $l$ or $l_{d}$ ) and its input (air pressure $p$ ) in the form of a non-linear function $f_{N}$ :

$$
\begin{gather*}
a b s\left(l_{d}\right)=f_{N}(p),  \tag{8}\\
a b s(\beta)=\frac{l_{d}}{r_{k l}}=\frac{f_{N}(p)}{r_{k l}} . \tag{9}
\end{gather*}
$$

Equations (8) and (9) clearly indicate that the values of respective parameters $\beta$ and $l_{d}$ will be achieved with a positive and a negative polarity. Therefore, the value of the input pressure $p$ must also have assigned both polarities, despite the fact that the pressures into individual muscles have positive values ( $p_{A M 1}>0$ and $p_{A M 2}>0$ ). This procedure is carried out depending on the sign of the required displacement of $\mathrm{AM} l_{d D}$ or the required angular displacement $\beta_{D}$ as follows:
if $\operatorname{sign} \beta_{D}=+$, then $p=p_{A M 2} \cdot \operatorname{sign} \beta_{D}>0$ whereas $\operatorname{sign} \beta=+$ and $p_{A M 1}=$ const $>0$,
if $\operatorname{sign} \beta_{D}=-$, then $p=p_{A M 1} \cdot \operatorname{sign} \beta_{D}<0$ whereas $\operatorname{sign} \beta=-$ and $p_{A M 2}=$ const $>0$.
Such requirements for the angular displacement $\beta$ apply also to the displacement of $\mathrm{AM} l_{d}$, instead of $\operatorname{sign} \beta_{D}$ the requirements contain sign $l_{d D}$ :
if $\operatorname{sign} l_{d D}=+$, then $p=p_{A M 2} \cdot \operatorname{sign} l_{d D}>0$ whereas $\operatorname{sign} l_{d}=+$ and $p_{A M 1}=$ const $>0$,
if sign $l_{d D}=-$, then $p=p_{A M 2} \cdot \operatorname{sign} l_{d D}<0$ whereas $\operatorname{sign} l_{d}=-$ and $p_{A M 2}=$ const $>0$.

The following shall apply to the total angular displacement of the actuator pulley shaft:

$$
\begin{gather*}
\beta=\frac{l_{d}}{r_{k l}}=\frac{\operatorname{abs}\left(l_{d}\right) \cdot \operatorname{sign}\left(l_{d}\right)}{r_{k l}},  \tag{10}\\
\beta=\operatorname{abs}(\beta) \cdot \operatorname{sign}(\beta) \tag{11}
\end{gather*}
$$

whereas the following applies to the displacement and the total length of the respective AM of the actuator:

$$
\begin{gather*}
l_{d}=\operatorname{abs}\left(l_{d}\right) \cdot \operatorname{sign}\left(l_{d}\right)  \tag{12}\\
l=l_{0}+l_{d}=l_{0}+\operatorname{abs}\left(l_{d}\right) \cdot \operatorname{sign}\left(l_{d}\right) \tag{13}
\end{gather*}
$$

additionally, the following applies to the magnitude of the actuator AM contraction $k$ :

$$
\begin{equation*}
k=l_{\max }-l=l_{\max }-l_{0}-\operatorname{abs}\left(l_{d}\right) \cdot \operatorname{sign}\left(l_{d}\right), \tag{14}
\end{equation*}
$$

Displacement $l_{d}$, as compared to the reference point E , will correspond to the intersection of relevant AM properties. For example, in Figure 5 they are points 1-4. The figure depicts a situation in which AM1 has a constant air pressure and the pressure of AM2 changes from the maximum to the zero value. At that moment, the actuator arm reaches the position of point $C$, i.e., the maximum positive displacement from the reference point E . The same procedure can also be applied in the case of opposite distribution of air pressures in the AM. Then, the actuator arm reaches the position of point $D$, i.e., the maximum negative displacement. With changing pressure in individual muscles, the working point of the actuator position will move from the initial reference point $E$ along the relevant property with pressure pm either to point C or to point D .

## 4. Results and Discussion

### 4.1. Creation of the Model of Static Property of PAMs in Antagonistic Connection

The calculation of the function of the course of the measured static property of the actuator was carried out using the course of one half of the static property quadrant 1 (Figure 6) [33]. A general form of the equation for the solution of the linear regression task (by the method of least squares) in the matrix form for the basic form (without expressing the error) is:

$$
\begin{equation*}
y=a_{0}+a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{k} x_{k} \tag{15}
\end{equation*}
$$

and in the matrix form

$$
\begin{equation*}
\mathrm{X}=\mathrm{XA} \tag{16}
\end{equation*}
$$

with the dimensions $\mathrm{Y}=N x_{1}, \mathrm{X}=N x(1+k), \mathrm{A}=(1+k) x_{1}$, where $N$ is the number of measured values.


Figure 6. Approximation of the actuator static characteristic by exponential function.

The selected function form was

$$
\begin{equation*}
y=a_{0}+a_{1} e^{-x}+a_{2} x e^{-x} \tag{17}
\end{equation*}
$$

If in the following expression of the relationship between the actuator arm displacement at the input air pressure into the AM, according to Function (17), we introduce for the given physical parameters by the substitution:

$$
\begin{gather*}
y=\beta  \tag{18}\\
x=p_{s v d}=p_{1}-p_{2} \tag{19}
\end{gather*}
$$

whereas the given parameters may have the following values:

$$
\begin{gather*}
\alpha=\left(\beta_{1}, \beta_{2}, \ldots \beta_{3}\right)  \tag{20}\\
p_{s v d}=\left(p_{1}, p_{2}, \ldots p_{3}\right) \tag{21}
\end{gather*}
$$

The set of equations in the matrix form then has the following form

$$
\left[\begin{array}{l}
\beta_{1}  \tag{22}\\
\beta_{2} \\
\cdots \\
\beta_{3}
\end{array}\right]=\left[\begin{array}{ccc}
1 & e^{-p_{1}} & p_{1} e^{-p_{1}} \\
1 & e^{-p_{2}} & p_{2} e^{-p_{2}} \\
\cdots & \cdots & \cdots \\
1 & e^{-p_{3}} & p_{3} e^{-p_{3}}
\end{array}\right] \cdot\left[\begin{array}{l}
a_{0} \\
a_{1} \\
a_{2}
\end{array}\right]
$$

By solving this set of equations, the following values of coefficients were obtained for the used AMs

$$
\begin{aligned}
& a_{0}=35.135 \\
& a_{1}=-34.4443 \\
& a_{2}=5.470
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\beta\left(p_{s v d}\right)=35.135-34.4443 e^{-p_{s v d}}+5.470 p_{s v d} e^{-p_{s v d}} \tag{23}
\end{equation*}
$$

As the antagonistic actuator with two AM moves, depending on the sign of pressure $p_{s v d}$ in two directions from the initial (reference) point, corresponding to the equality of maximum pressures in both muscles, the static property of such an actuator will be fourquadrant and symmetric. It is assumed that the properties of both AMs are approximately the same.

### 4.2. Creation of the Model of the Dynamic Model Section

The model creation was based on experimental measurements of pressures in AMs and actuator rotation at various loads and at large step changes in the input pressure. Results of measurements are listed in Table 1 and graphical responses are in Figure 7. Results of measurements at various loads and at small step changes in the input pressure are listed in Table 2 and graphical responses are in Figure 8.

Table 1. Values of pressures in MAS 20-250 and actuator rotation at large step changes of the input pressure.

| Measurement <br> No. | $p_{1}$ <br> $[\mathrm{kPa}]$ | $p_{2}$ <br> $[\mathrm{kPa}]$ | $p_{\text {svd }}$ <br> $[\mathrm{kPa}]$ | Load <br> $[\mathrm{kg}]$ | $\beta$ <br> $[$ Increment] $]$ | $\beta$ <br> $[\mathrm{deg}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 487 | 0 | 487 | 0 | 253 | 36.43 |
| 2 | 0 | 489 | -489 | 0 | -254.4 | -36.63 |
| 3 | 49 | 0 | 490 | 1.2 | 255.5 | 36.80 |
| 4 | 0 | 464 | -464 | 1.2 | 252 | -36.29 |
| 5 | 454 | 0 | 454 | 2.14 | 250 | 36.00 |
| 6 | 0 | 455 | -455 | 2.14 | -245 | -35.28 |

Table 1. Cont.

| Measurement <br> No. | $p_{1}$ <br> $[\mathbf{k P a}]$ | $p_{2}$ <br> $[\mathbf{k P a}]$ | $p_{\text {svd }}$ <br> $[\mathbf{k P a}]$ | Load <br> $[\mathbf{k g}]$ | $\beta$ <br> [Increment] | $\beta$ <br> $[\mathrm{deg}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 7 | 216 | 0 | 216 | 2.14 | 183.3 | 26.40 |
| 8 | 0 | 226 | -226 | 2.14 | -192 | -27.65 |
| 9 | 220 | 0 | 220 | 1.2 | 183.3 | 26.39 |
| 10 | 0 | 229 | -229 | 1.2 | -190 | -27.36 |
| 11 | 227 | 0 | 227 | 0 | 183.3 | 26.39 |
| 12 | 0 | 232 | -232 | 0 | -197 | -28.37 |



Figure 7. The actuator responses measured at large step changes of the input pressure.
Table 2. Values of pressures in MAS 20-250 and actuator rotation at small step changes of the input pressure.

| Measurement <br> No. | $p_{1}$ <br> $[\mathbf{k P a}]$ | $p_{2}$ <br> $[\mathbf{k P a}]$ | $p_{\text {svd }}$ <br> $[\mathbf{k P a}]$ | Load <br> $[\mathbf{k g}]$ | $\beta$ <br> [Increment] | $\beta$ <br> $[\mathrm{deg}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 13 | 247 | 160 | 87 | 2.14 | 121.43 | 17.48 |
| 14 | 155 | 198 | -43 | 2.14 | -48.21 | -6.94 |
| 15 | 190 | 123 | 67 | 1.2 | 71.69 | 10.32 |
| 16 | 121 | 178 | -57 | 1.2 | -56.43 | -8.12 |
| 17 | 171 | 108 | 63 | 0 | 67.41 | 9.70 |
| 18 | 105 | 167 | -62 | 0 | -65.00 | -9.36 |
| 19 | 446 | 339 | 107 | 0 | 124.99 | 17.99 |
| 20 | 332 | 375 | -43 | 0 | -53.57 | -7.71 |
| 21 | 459 | 371 | 88 | 1.2 | 121.14 | 17.44 |
| 22 | 247 | 160 | 87 | 2.14 | 121.43 | 17.48 |
| 23 | 155 | 198 | -43 | 2.14 | -48.21 | -6.94 |
| 24 | 190 | 123 | 67 | 1.2 | 71.69 | 10.32 |

The comparison of actuator responses at low, moderate, and high input pressure values clearly indicates that in the case of first two types of input, the responses are monotonous, whereas at low inputs and the concurrent impact of a failure, these responses contain oscillations prior to the stabilisation. They are probably caused by the effects of the failure gravitation with a constant effect acting in the same direction causing, together with the air compressibility in the AM, the formation of a short-term damped marginal cycle
prior to the stabilisation of the moment equilibrium on the actuator axis. Therefore, the determination of the mathematical model of the actuator dynamics was carried out while considering mainly the responses at great input changes, without the effects of failures; however, a general expression of the model must contain also the properties manifested at small inputs and failures.


Figure 8. The actuator responses measured at small step changes of the input pressure.
The resulting transfer function would have the following form:

$$
\begin{equation*}
G_{1}(s)=\frac{K_{p}}{T s+1} \text { or } G_{2}(s)=\frac{K_{p}}{\left(T_{1} s+1\right)\left(T_{2} s+1\right)} \tag{24}
\end{equation*}
$$

The model might be identified while applying the method of least squares (in a discrete form), provided that the differential equation is as follows:

$$
\begin{equation*}
y(t)=-a_{1} y(t-1)-\cdots-a_{n} y(t-n)+b_{1} u(t-1)+\cdots+b_{m} u(t-m) \tag{25}
\end{equation*}
$$

where $y(t)$ is the output from the system, $a_{1}, \ldots, a_{n}$ are the output coefficients, $u(t)$ is the input to the system, and $b_{1}, \ldots, b_{m}$ are input coefficients. The vector form is then as follows

$$
\begin{gather*}
\theta=\left[\begin{array}{lllllll}
a_{1} & \cdots & a_{n} & b_{1} & \cdots & b_{m}
\end{array}\right]^{T}  \tag{26}\\
\phi(t)=\left[\begin{array}{ccccc}
-y(t-1) & \cdots & -y(t-n) & u(t-1) & \cdots \\
u(t-m)
\end{array}\right]^{T}
\end{gather*}
$$

where $\theta$ represents a parametric vector and $\phi(t)$ represents a regression vector. The task is to minimise the argument of the function $V_{N}\left(\theta, Z^{N}\right)$ by identifying relevant values of coefficients if $Z^{N}=\{u(1), y(1), \cdots, u(N), y(N)\}$ (i.e., $N$ input-output pairs), while applying the known procedure.

Then, we obtain

$$
\begin{equation*}
V_{N}\left(\theta, Z^{N}\right)=\frac{1}{N} \sum_{t=1}^{N}(y(t)-\hat{y}(t \mid \theta))^{2}=\frac{1}{N} \sum_{t=1}^{N}\left(y(t)-\phi^{T}(t) \theta\right)^{2} \tag{27}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\theta}_{N}=\underset{\theta}{\operatorname{argmin}} V_{N}\left(\theta, Z^{N}\right) \tag{28}
\end{equation*}
$$

If we set the derivation $V_{N}\left(\theta, Z^{N}\right)$ as equal to zero and after editing, we obtain an estimation of the parametric vector

$$
\begin{equation*}
\hat{\theta}=\left[\sum_{t=1}^{N} \phi(t) \phi^{T}(t)\right]^{-1} \sum_{t=1}^{N} \phi(t) y(t) . \tag{29}
\end{equation*}
$$

Then, the actuator can be described by the first order transfer function

$$
\begin{equation*}
G_{1}(\mathrm{~s})=\frac{1}{0.64595 \mathrm{~s}+1} \tag{30}
\end{equation*}
$$

or by the second order transfer function

$$
\begin{equation*}
G_{2}(s)=\frac{1}{(0.090314 s+1)(0.57873 \mathrm{~s}+1)}=\frac{1}{0.052267 \mathrm{~s}^{2}+0.669 \mathrm{~s}+1} \tag{31}
\end{equation*}
$$

Responses of the linear model of the first and second orders after the identification are presented in Figure 9.


Figure 9. Responses of the linear model of the first and second orders after the identification.
The actuator consisting of pneumatic artificial muscles in an antagonistic arrangement has, in each half of the angular displacement of the pulley shaft, regulated air pressure only in one artificial muscle. The other artificial muscle has a constant pressure and serves as a non-linear and pneumatic spring. Such an actuator is a non-linear system with the end position being a non-linear centrally symmetrical function of the filling air pressure in artificial muscles.

With decreasing pressure in the active AM , the angular displacement of the actuator pulley shaft increases along the curve with a decreasing inclination. The static property of such a system proves by its course that actuator strengthening depends on the arm's position which depends on pressures and forces in individual artificial muscles. Actuator configuration, together with a simple control system, facilitates the construction of a rather simple positional servo system with adequate control requirements and execution costs.

Dependencies of the actuator end position represent a non-linear function of the filling air pressure in the artificial muscle and their courses are different at different values of actuator load. This follows from non-linear properties of artificial muscles. It is also necessary to respect a non-identical tensile force (or torque) of the actuator, the magnitude
of which is changing with the value of angular displacement of the actuator pulley shaft (or artificial muscle contraction or displacement). This property also causes non-identical mechanism stiffness at different position values, whereas the highest and two-side symmetrical stiffness is reached in the reference point, when the pressures in the AMs are identical and reach the maximum.

## 5. Conclusions

The ability of artificial muscles to work in antagonistic connection facilitates the regulation of their own stiffness, thus providing a number of benefits in individual applications of actuators based on pneumatic artificial muscles. It offers the possibility to create various concepts for the control of systems comprising pneumatic artificial muscles and the use thereof in industry, under an assumption of minimum contact between the manipulation equipment and staff.

Mathematical modelling of PAM is important for the simulation of the dynamics of the movements of pneumatic actuators with artificial muscles, applied in the designing and execution stages, as well as for the creation of algorithms for the control of this type of actuators. In the creation of a mathematical model, it is important to know the geometrical properties of PAM and physical phenomena running inside the muscle. A significant role in PAM modelling is also played by the flexibility of materials used within the muscle assembly. Additionally, in this type of muscle, there is dry friction between the rubber tube and the braid; this indicates that PAM is regarded as a non-linear component with the insensitivity zone and hysteresis. Due to incomplete knowledge of all physical phenomena running inside the PAM, it is not possible to construct a perfect mathematical model thereof. It is therefore necessary to design deterministically a mathematical model of the lowest possible sensitivity to uncertainties, able to also provide the required responses in the event of changed parameters and failures.

Besides overcoming the forces from the load, the active muscle must also overcome the variable directive force of the passive muscle. That is why the requirements put on nominal parameters (tensile force) of artificial muscles are higher than those that would only be based on the load size. With regard to the need of appropriate mechanism stiffness, the forces of the actuator muscles are expected to be higher than the (maximum) load force.
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#### Abstract

The article concerns the condition of automation and robotization of underground mining in Poland. Attention has been focused on the specific character of the mining industry. This limits the possibility of using robotization, and sometimes even the mechanization of certain processes. In recent years, robotic and automated machines and machine system solutions have been developed and applied in Poland. They are autonomous to a various degree, depending on the branch. The type of automation and artificial intelligence depends on the specific use. Some examples presently being used include the MIKRUS automated longwall system and autonomous device(s) for breaking rocks or mining rescue work. In Poland, fully automated plow systems produced by foreign companies are also used. Companies in Poland and international research centers are also actively engaged in the development of underwater and space mining. where robotization is of key importance. Research is also being undertaken by Robotics in Mining, euRobotics and PERASPERA as well as Space Mining Conference.
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## 1. Introduction

Underground mining exploits various useful minerals. The exploitation and transport of minerals are mostly mechanized. Some machines are automated and, to varying degrees, autonomous [1,2]. In Poland, the largest market for underground mining machinery is the mining of hard coal. This is followed by mining for copper ores and other raw materials, such as rock salt or zinc and lead ores. The share of mining for these other raw materials is small. Difficult conditions of machine operation have resulted in noticeable changes in the approach to safety and comfort at work. This is the reason for seeking a method to eliminate or reduce human participation in mining operations. The progress in mobile control and navigation techniques has led to an interest in automation and robotization. Measurable economic benefits have been obtained by using such solutions. Another important consideration is increasing the safety and comfort of underground workers. Robotization can contribute to enhanced safety when withdrawing people from the most threatened zones. These zones are where mining usually takes place. A separate and increasing need is using robots in underground rescue operations [3].

Coal mines are difficult workplaces, not only for humans, but also for machines. Natural hazards, limited space, a lack of natural light, dustiness, humidity, high temperature and mine atmosphere hinder mechanization. Despite these adversities, Poland boasts many solutions developed in national research centers in cooperation with machine manufacturers. The state of underground mining automation and robotization in Poland will be presented through several selected examples.

## 2. Solutions Applied to Mining in Poland

In Poland, various solutions for mining machines and machine systems with varying degrees of autonomy are designed and manufactured. Several such examples will be briefly described.

### 2.1. MIKRUS Automated Longwall System

Raw materials found in coal seams are exploited by means of mechanized longwall systems [4]. Longwall systems are systems of compatible and cooperating machines that simultaneously carry out the process of mining (loading and hauling of mined rock) as well as securing the roof. The extraction from ever-thinner seams causes working conditions which make manual control difficult [5,6]. Therefore, automated longwall systems need to be developed. The American company Caterpillar Inc. is the leader in the field of automatic plowing systems. Their most advanced product, GH1600, is used by two coal companies in Poland. A competitive longwall technique is the shearer technology, which has been fully automated for use in thin seams. The KOPEX S.A. group (Katowice, Poland) has developed and constructed a longwall system for thin seams. Currently, the solution belongs to the FAMUR S.A group. The system, called MIKRUS ("midget" in Polish), is equipped with a GUŁ-500 (stands for Polish words głowica urabiająco-ładująca) cutting and loading head with two cutting drums. GUL-500 is moved by a longwall conveyor along the coal side wall by means of a cable system under the powered roof support units (Figure 1).


Figure 1. MIKRUS system produced by FAMUR S.A.
The whole complex is powered and controlled by an integrated system located on the surface of the mine (Figure 2). In addition, in the event of a failure, the complex is equipped with a central desktop at the operator's station, which is located in the haulage heading. Trouble-free, automatic and optimal operation is ensured by the EH-WallControl (Elgór + Hansen WallControl) automation system. Information on the work of all longwall face machines is supplied to the automation system. Based on this information, the system generates signals to the control systems of machines (shearer, conveyors, support units, pumps). In the event that information about hazards or pre-emergency conditions appears in individual devices, the system signals it at the operator's workstation. If the permissible operating parameters are exceeded or pre-emergency conditions occur, the system will turn off individual devices or will stop the entire system. For security reasons, the operator can start up individual devices even if there is a risk of failure. Such a status is separately and clearly recorded.

All the data about the operation of longwall equipment are available in particular menus called on the operator's command and are visualized at his workstation. In the automatic work cycle, the operator only controls the speed of the loading cutterhead feed, while the work of other devices is controlled by the master system of the longwall automation complex. The operator can switch over to manual control and change the operating parameters of the devices at any time. The combination of the features of plow and longwall shearer systems in the MIKRUS complex translates into increased operational efficiency in low faces. Moreover, the use of advanced control and diagnostic systems has enabled the construction of a fully automated longwall complex. The MIKRUS longwall system for mining thin seams is a unique solution on a global scale. The MIKRUS longwall system allows for
profitable and safe extraction in thin coal seams. Innovative solutions based on automation contribute to employees' comfort [7,8].


Figure 2. Cabin for monitoring the automatic operation of the MIKRUS system from the surface [8].

### 2.2. Mine Master Self-Propelled Mining Machines

In ore mines, such as KGHM Polska Miedź S.A. (Lubin, Poland), the useful mineral is usually mined by means of explosives. Self-propelled drilling machines are used for harsh operating conditions, characterized by an ambient temperature exceeding $35^{\circ}$ Celsius and air humidity up to $98 \%$. The machines are operated at depths ranging from 600 m to 1200 m , where there are strong saline watercourses, which force the use of subassemblies with high IP 67 (International Protection). In such extreme conditions, the human factor is increasingly often an unreliable element, so a chance to improve work efficiency is seen in the automation and monitoring of mining processes. Mine Master, in cooperation with the AGH University of Science and Technology, based on joint experiences in drilling process automation, designed two modular drilling machine monitoring systems. The system was implemented jointly with the machine user-KGHM Polska Miedź-which works on selected Face Master 1.7 machines [9-11]. Monitoring of drilling machines was first introduced for systems that have a decisive impact on achieving the assumed productivity by machines. In the case of Face Master 1.7 drill rigs, it was a system for monitoring the drilling parameters and drilling frame settings in accordance with the assumed blasting pattern (Figure 3). The natural consequence of monitoring was the implementation of systems for diagnosing the drive system and the hydraulic system of machines. Monitoring has control over the machine, not only during the process of drilling, but also when traveling to and from the workplace on roads with a slope of up to $15^{\circ}$.


Figure 3. Face Master 1.7 machine with a control panel and a view of the Feeder Guide System (FGS) drill rig positioning system [9].

Monitoring systems for drilling machines used in underground conditions of KGHM Polska Miedź, which successfully completed their tasks, include the following scope:

- Mapping of the blast pattern on the heading face and its visualization on the operator's panel;
- Repeatability of the drilling process in the face geometry;
- Monitoring and control of drilling parameters;
- Quick diagnosis of the drilling system;
- Increased work efficiency;
- Recording of work done;
- USB or WiFi data transfer;
- Generating reports on the work performed (Figure 4);
- Work "in the background" of systems so that their possible failure will not limit the basic functions of the machines;
- Increasing the availability of machines through more precise and faster damage diagnostics.

The FGS system (Feeder Guide System) is the successor of the DMS system (Drilling Monitoring System). DMS monitored only drilling parameters, such as speed, depth or pressure in the hydraulic system.

The basic element of the system is the operator's panel, which contains software that controls the drilling support process. The operator's panel is resistant to operating conditions and has a high-contrast display with built-in function buttons or a touch screen facilitating correct readings. The operator's panel is additionally equipped with an integrated USB port, which enables data transfer. Another element necessary for the proper operation of the FGS system is sensors, the basic task of which is to determine the drill rig's position between the positioning and measuring elements. Thus, it is possible to reflect the position of the drilling frame in the system and the control panel. The software allows employees to create 3D blasting patterns, including the preparation of previous patterns and their uploading via a USB flash drive. The FGS system allows obtaining one plane of the face regardless of the initial state. The length of individual holes is calculated by the system in such a way that they end in one plane. Obtaining this effect with manual control is not possible. The program for creating blasting patterns enables changing the direction of the excavation. The result is the program choosing the appropriate length of the holes. The FGS system in drilling machines has
contributed to the improvement of drill rigs performance in the area where tests were carried out at Polkowice-Sieroszowice mine, KGHM Polska Miedź S.A. The FGS system has also enhanced work safety for persons staying in the faces. This repeatability in the drilling process results in the proper geometry of the face.


Figure 4. FGS report on drilling with a comparison of the assumed (black) with actually completed blasting pattern (blue) [9].

### 2.3. Famur Roadheader

Making drifts in underground mines is one of the most important processes. In most cases, headings are made with roadheaders controlled locally by the operator. This work is dangerous due to falling rocks, dust, noise and temperature. It was, therefore, decided to withdraw the staff from the area of shearer operation and introduce systems for supervising and automating its work. Elgór-Hanses S.A., which is part of the FAMUR S.A. group(Katowice, Poland), developed and implemented a shearer remote control system. EH-RemoteHeadControl v2 is a system enabling the remote control of roadheaders designed for operation in particularly dangerous zones due to the risk of gas and rock outburst as well as rock burst hazards. The system allows the service staff to work in safe work conditions, as during the shearer operation, they stay in a non-hazardous area. The safety of underground miners is the most important issue of all matters related to the operation of underground mining plants [8].

The system consists of a few elements (Figure 5).

- Up to ca $50 \mathrm{~m}-100 \mathrm{~m}$ behind the shearer, a box with a laser shining parallel to the axis of the excavation is mounted on the roof. The laser position is corrected using a wireless remote control.
- The shearer has a set of devices for automatic positioning of the shearer in the heading. The devices include a set of cameras, sensors and a signal processing controller. A radar is used to communicate with the laser.
- In the safe zone outside the directly threatened area is an operator's workstation in the form of a cage with monitors with a remote-control panel. The operator's workstation is in the form of a cage with monitors and a remote-control panel located in a safe zone outside the directly threatened area.
- Diagnostic of head tools wear $[12,13]$.


Figure 5. Structure of the EH-RemoteHeadControl v2 system by Elgór + Hansen [8].
The operator's station is equipped with computers presenting diagnostic information and the image from the cameras installed on the shearer as well as visualizing the operation of the machine. The real-time graphic representation of the cutting head makes it easier for the operator to drill the right profile. Audio and video are transmitted from three cameras located in the shearer's surroundings. This allows the operator to better understand the current conditions of the machine. The laser is installed in the excavation every 100 m and gives a beam of light in two directions. The laser is set using a wireless remote control and/or PC application.

The data recorded by the laser sensor, radar sensor and cameras allow the visualization station to determine the position of the shearer and the head. It also checks the possibility of their movement on an ongoing basis and determining a possible collision. The 3D application additionally maps the state of cutting in the face. It uses various indicators and lights and provides information on the shearer's condition, including the signaling of warnings and emergencies (Figure 6). Data transmission to the surface of the mine enables generating reports on the operation of the system.


Figure 6. 3D application of the EH-RemoteHeadControl v2 system by Elgór + Hansen.

## 3. Research and Development in the Field of Robotization of Mining in Poland

Research centers in Poland are engaged in works in the field of mining robotization, which concern not only traditional mining, but also space and underwater mining. The effects of these works have, in most cases, been tested in underground mine conditions, and some of them have already been implemented.

### 3.1. Autonomous Machine for Breaking Rocks

The most important elements of the ore mining process have been presented earlier. In this process, the mined rock from the face is transported to the surface. The transport system includes non-continuous haulage to handling points, also referred to as transfer points, where the mined rock is loaded onto conveyor belts. Large lumps of mined rock can damage the conveyor, so the handling points are fitted with grates mounted by means of manipulators with hydraulic hammers. The operator manipulates the boom to clear the grate of mined rock in the quickest possible way. The operator is exposed to many adverse factors. First, a hammer remote control followed by an autonomous machine were developed and installed. The project was implemented by the consortium composed of KGHM ZANAM S.A., AGH University of Science and Technology and KGHM CUPRUM Sp. z o. o. (Wroclaw, Poland). Research and Development Centre [14-16]. The main goal of the project was to develop an automatic grate cleaning system.

Constructing an autonomous machine required equipping it with an automatic control system, which, based on information from a number of sensors, would react to changes in the environment and generate control signals in such a way that the main goal, i.e., the cleaning of the grate, could be achieved. The main element was a hydraulic boom with a hydraulic hammer attached at the end. The boom has 4 degrees of freedom. An analysis of the functioning of the existing manual system was carried out and consultations with future users of the transfer points were held. The conducted analyses enabled specifying the tasks to be performed by the machine. the most important restrictions and requirements formulated in the form of the following assumptions.

The control system should operate in an autonomous manner.

- The operator can take over control at any time and turn off the autonomous system.
- At least $80 \%$ of activities related to rock crushing will be performed by the machine automatically.
- The operator interfering with the situation on the grate $20 \%$ of the time.
- The process of clearing the grate of mined rock will last up to several minutes.
- Constructional changes must be as small as possible in relation to the existing equipment.

The system is, among other things, equipped with hydraulic cylinder sensors and a mined rock heap scanner. The system was installed at the test stand at KGHM ZANAM S.A. (Figure 7).

The stand was designed and constructed in a manner enabling its use in the underground mines of KGHM Polska Miedź S.A. The device should be adapted to work in the following conditions:

- Relative humidity up to $95 \%$ at a temperature of up to $+40^{\circ} \mathrm{C}$
- Degree of corrosive aggressiveness-C according to PN-71/H-04651
- Maximum relative humidity at a temperature of $+25^{\circ} \mathrm{C}$ or at lower temperatures with $100 \%$ steam condensation.


Figure 7. Station for testing; (a) autonomous equipment; (b) operator's panel; (c) GUI (Graphical User Interface) view.

The remote-controlled stand is monitored by cameras. It has been equipped with optical barriers and signaling devices to supervise and ensure traffic safety in the vicinity of the grate. The automation system controls the boom by means of signals determined by the current state of the system and the setpoint. This system consists of a master control layer and a direct control layer. In the superior layer, after identifying the shape and dimensions of the mined rock heap is identified (Figure 8). The control system generates a trajectory that will be implemented by the direct control system. The trajectory was developed using heuristic algorithms and observations of the grate cleaning process. The automatic control system consists of four main modules: mined rock identification, determination of hammer motion trajectory, inverse kinematics and direct control. After being equipped with a shape identification assembly, the device becomes a robot, which autonomously detects the position of mined rock on the grate and, then, starts removing it.


Figure 8. Analysis of the situation on the grate by the system: (a) view of mined rock on the grate; (b) view of the scan; (c) table of mined rock height on the grate [15].

This autonomous robot system for breaking rocks performs tasks in accordance with the assumptions. The systems of mined rock identification, trajectory determination and implementation work well. Research has shown that the system can clear the grate of large chunks of mined rock in a satisfactory manner [15]. The next step was to mount the system on a real grate in a mine. The works were completed successfully.

### 3.2. Research Projects and Prototype Solutions

Below we present some examples of projects and solutions that significantly contribute to increasing the level of mining robotization and pave the way for the future mine, which is to be fully robotic.

An interesting project has been implemented by the Space Research Centre of the Polish Academy of Sciences and the AGH University of Science and Technology-"Development of a model of an automatic core drilling rig for work in extreme conditions, in particular in the space environment." The aim of the project is to design, construct and test a model of an automatic core drilling rig, the task of which is the unmanned sampling of material from a depth of several meters. The expected operating environments of the machine are both hard-to-reach places on Earth as well as the surface of planets and asteroids. Specific requirements are related to available power and mass. In addition, work under vacuum causes difficulty. However, it can fill the market niche, especially in the context of Poland's accession to the European Space Agency [17].

Another interesting example of a project is the automation of the shaft support control and monitoring system. This solution was developed by the Central Mining Institute. The laser system of automatic geometry measurement has been tested in terms of the recording, visualization and signaling of emergencies. This system increases the operational safety of shaft equipment and allows for continuous supervision at lower costs than periodically performed classic geodetic measurements [18].

In the introduction, attention is drawn to threats occurring in underground mines, which are the main reason for interest in the robotics of mining works. However, the problem does not only concern regular, typical mining works, but also rescue operations. Robots equipped with sensors for measuring concentrations of dangerous gases and climatic conditions should also participate in rescue operations. Robots provide reconnaissance for rescue teams giving them advance information on the conditions prevailing in the excavation. Therefore, robots should ensure the greater safety of people. This necessity is recognized all over the world, as evidenced by the multitude of construction solutions of mining robots from various countries. Groundhog, Wolvarine V-2, Gemini-Scout robots developed in the US, Numbat and the Water Corporation robots constructed in Australia, or Telerescuer, implemented by an international consortium, are examples of some robots. Tangshan Kaicheng Electronic from China offers robots for the hard coal mining industry. As part of the project "Research and feasibility study of a model of the M1 category mobile inspection platform with electric drives for potentially explosive areas", implemented by the consortium of the Institute of Innovative Techniques EMAG and the Industrial Institute of Automation and Measurements PIAP, the Mobile Inspection Platform (MPI) was developed. The most important functionality of MPI is to measure the concentration and climate parameters of the mine atmosphere on a continuous basis or at the request of the operator. MPI also sends the measurement results to the control and measurement console. The measurement results are archived together with images from cameras operating in the visible and infrared band.

The MPI's place of operation is a potentially explosive zone. So, since the very beginning, the robot has been intended to work as a machine that meets the requirements of Directive 94/9/EC (ATEX), as well as the Machinery Directive 2006/42/EC (MD) and Directive 2004/108/EC(EMC). The robot has been designed to overcome various obstacles, such as debris, water, mud and mining floor railways [19]. The above-mentioned units have also developed the Mining Mobile Inspection Robot (GMRI) [20]. Figure 9 shows both MPI and GMRI mining inspection robots. These solutions are the first step for robots that will not only be able to reach casualties, but will also carry out basic activities related to the protection and removal of people from endangered areas.


Figure 9. Mining inspection robots: (a) MPI [19], (b) GMRI [20].

## 4. Activities Promoting Robotization in Mining

Poland is actively engaged in the development of robotization in underground and surface mining as well as in solutions for underwater and space mining. In addition to the three selected initiatives described in Sections 4.1-4.3, meetings, symposia and conferences are organized in Poland. An important direction of the development of robotization is also the Polish consortium, EX-PL, as well as the Centre for Space Studies of the Kozminski University.

## 4.1. euRobotics Topic Group on Mining

The well-known European association euRobotics has over 250 members. The aim of euRobotics is to increase European research, development and innovations in the field of robotics. euRobotics also supports its positive perception. The AGH University of Science and Technology leads the "Mining" group, one of 30 thematic groups in euRobotics. Thematic groups develop the content of the Strategic Research Agenda (SRA) and Multi-Annual Roadmap (MAR). Both SRA and MAR distributed by SPARC connects euRobotics with the European Commission in a public-private partnership. The SPARC partnership is the world's largest publicly funded robotics innovation program. Thematic groups (TG) identify the current challenges of their domain and describe the required progress in the capabilities of robots needed to meet these challenges. By connecting research, industry and end-users, TG can provide knowledge about the potential effects of robotics progress and enable knowledge transfer among the shareholders.

In 2014, AGH University of Science and Technology in Cracow took the initiative to create a new working group in the structures of the euRobotics association, in the field of mining (Robotics in Mining). The idea of this project was conceived during the First International MARG Conference. (MARG stands for Mechanizacja, Automatyzacja i Robotyzacja w Górnictwie). In March 2015, during the European Robotics Forum, TG Mining was officially appointed. The AGH University of Science and Technology in Cracow became its coordinator. A series of meetings for potential new members of the association and new members of TG Mining were organized in the first year. As a result of this activity, AGH in Cracow, as the coordinator, defined the Multi Annual Roadmap for mining for the coming years, which was submitted to the euRobotics association and, next, to the European Commission. In subsequent years, TG Mining members took part in conferences and forums organized in various places in Europe. Several European Robotics Forums (ERF) have taken place-ERF 2016 in Ljubljana, ERF 2017 in Edinburgh, ERF 2018 in Tamper and ERF 2019 in Bucharest. During ERF 2017, in some of these meetings, participants discussed the possibility of initiating cooperation between TG Mining and Construction Robotics, Nuclear Inspection, Inspection and Maintenance or Oil and Gas groups. However, this year's ERF 2020 meeting took place in March, in Malaga [21-23].

### 4.2. Space Mining Conference

In the middle of 2016, a team consisting of students and academic teachers enthusiastic about space exploration focused on the space industry. All its aspects related to mining were established at the AGH University of Science and Technology. Ideas for Space Mining Engineering (ISME) was created to prepare and conduct the Space Mining Conference organized by the AGH University of Science and Technology in Cracow. The first Student Space Mining Conference 2018 was a significant success and an important event. ISME organized a second conference in 2019. A third conference is being planned for 2020. The ISME Group (Krakow, Poland) covers all aspects (technological, mechanical, economic, legal and ethical) related to space exploration, including extra-terrestrial resource use. This initiative has attracted an increasing number of participants and listeners. Analyzing the speeches of the participants of these conferences, one can notice a great emphasis on the problems of automation and robotization of mining works as the only possibility of space exploitation. Although the topic is relatively new, it is rapidly developing. Current information can be found on the Conference website [24].

### 4.3. PERASPER Research Cluster

The PERASPERA project (in Latin "Per aspera ad astra" means "Through hardships to the stars"), created in 2014, is financed by the European Union under the Horizon 2020 program. The goal of the PERASPERA initiative is to support industry competence in Europe. The focus is planetary and orbital robotics, and to demonstrate key technologies related to these fields in space. In 2019, Poland joined the PERASPER Research Cluster. Poland's membership in the consortium may facilitate the participation
of domestic space sector entities in innovative space projects and cooperation with large European entities, as well as the testing of technologies in the field of orbital and planetary robotics in space. Polish companies, institutes and universities have extensive experience in the field of ground robotics and implemented projects related to space robotics systems. The field of space robotics in which Poles have the widest competence is underground exploration. This exploration includes devices for sampling, mechanisms working in vacuums, devices for underground testing as well as systems and control sensors. Experience and potential in the production of subsystems and components for orbit robotics systems are also evident in Poland. Servicing objects in orbit can be accomplished because of expertise in Poland with gripping and holding mechanisms, control systems, connectors, motion sensors and antenna systems [25].

## 5. Conclusions

The underground mining industry has difficult conditions and high costs of implementation. The development of new technical measures is exposed to high risk in terms of both technical and financial capabilities of the contractor. Research and development (R\&D) entail the necessity to carry out basic tests in the first phase, including design works. The second phase of R\&D involves carrying out field tests and implementing new machinery and equipment solutions. These tests need to be carried out under specific mining, geological, technical and organizational conditions. Tests must also comply with the regulations of the State Mining Authority (Poland) [26]. The existing solutions that have been used for many years in various industries cannot be easily transferred to underground mines. Robotic vehicles are currently able to respond to typical road situations, including pedestrians, traffic lights and traffic control by a police officer. However, underground loaders or dump trucks still do not have such autonomy. Moreover, typical anthropomorphic robotic solutions work well in the production process. These solutions include the implementation of assembly or welding processes, while the process of installing support arches in underground excavations has only been mechanized.

In mining, especially underground, the simplest solutions are the best. Difficult conditions and high costs sometimes limit the use of technical means to the necessary minimum. However, automation and robotization in mining are developing slowly and encounter many obstacles. Some solutions have already been implemented in mining practice. Solutions include systems supporting the work of self-propelled drilling carts and roadheaders, an autonomous machine for breaking rocks, automated longwall systems, and rescue works. The effects of implementing these solutions are tangible. The presented solutions make it possible to work in severe environment and conditions. People are not able to operate in these environments and conditions. For more specific effects, more research and analyses need to be conducted.

Poland has many underground mining plants and producers of mining machinery and equipment. Poland is good training ground for the development and testing of automated as well as robotic machines and machine systems. The establishment of TG Mining (part of euRobotics, a rapidly growing ISME group) organize space mining conferences. Other initiatives in Poland, like consortium EX-PL and the Centre for Space Studies of the Kozminski University, PERASPERA are also important for robotization.
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#### Abstract

The content of this article is the presentation of methods used to identify systems before actual control, namely decentralized control of systems with Two Inputs, Two Outputs (TITO) and with two interactions. First, theoretical assumptions and reasons for using these methods are given. Subsequently, two methods for systems identification are described. At the end of this article, these specific methods are presented as the pre-identification of the chosen example. The Introduction part of the paper deals with the description of decentralized control, adaptive control, decentralized control in robotics and problem formulation (fixing the identification time at the existing decentralized self-tuning controller at the beginning of control and at the beginning of any set-point change) with the goal of a new method of identification. The Materials and methods section describes the used decentralized control method, recursive identification using approximation polynomials and least-squares with directional forgetting, recursive instrumental variable, self-tuning controller and suboptimal quadratic tracking controller, so all methods described in the section are those ones that already exist. Another section, named Assumptions, newly formulates the necessary background information, such as decentralized controllability and the system model, for the new identification method formulated in Pre-identification section. This section is followed by a section showing the results obtained by simulations and in real-time on a Coupled Drives model in the laboratory.


Keywords: pre-identification; least squares method; instrumental variable method; robotics; sensor

## 1. Introduction

Most processes in practice are processes that have multiple inputs and multiple outputs, and these are influenced by interactions. These systems can be controlled by a centralized or decentralized controller. The main advantages of decentralization include simplifying the overall task by dividing it into a set of sub-tasks. Decentralized control is very often used in practice. Decentralized charge control of electric vehicles is a nice application. There was introduced a fully decentralized and participatory learning mechanism for privacy-preserving coordinated charging control of electric vehicles that regulates three Smart Grid socio-technical aspects: (i) reliability, (ii) discomfort and (iii) fairness [1]. Another good application of decentralized control is a quadrocopter, namely outdoor flocking of quadcopter drones with decentralized model predictive control [2]. From the theoretical point of view, there was proposed a decentralized explicit (closed-form) iterative formula that solves convex programming problems with linear equality constraints and interval bounds on the decision variables [3], or decentralized control problem for non-affine large-scale systems with nonaffine functions possibly being discontinuous [4], or decentralized adaptive tracking control strategy consisting of a steady-state controller and modified optimal feedback controller. Design parameters-dependent feasibility conditions
were formulated by using Lyapunov theory to guarantee the existence of the proposed decentralized control scheme [5]. Decentralized voltage control is another example of a decentralized strategy. It includes network partitioning strategy for the optimal voltage control of Active Distribution Networks actuated by means of a limited number of Distributed Energy Storage Systems [6]. Another paper is concerned with the problem of decentralized event-triggered dynamic output feedback control for large-scale systems with unknown interconnections. By using a modified cyclic-small gain condition and introducing a free-matrix-based integral inequality, a sufficient condition was derived to ensure that the overall closed-loop system is asymptotically stable with a prescribed $\mathrm{H} \infty$ performance [7]. There was also implemented fuzzy decentralized control, for example an adaptive fuzzy decentralized control approach for a class of nonlinear systems with unknown control direction and different performance constraints. In the control design, the different performance constraints, that were the prescribed performance error constraints for some subsystems and the asymmetric time-varying output constraints for the others, could be unified as one form by selecting proper performance functions [8]. Adaptive control is another area that has expanded the use of decentralized control, and here are at least a few such examples. A minimal-neural-networks-based design approach was presented for the decentralized output feedback tracking of uncertain interconnected strictfeedback nonlinear systems with unknown time varying delayed interactions unmatched in control inputs [9]. The decentralized output-feedback adaptive backstepping control scheme was also proposed for a class of interconnected nonlinear systems with unknown actuator failures by introducing a kind of high gain K-filters [10], or decentralized outputfeedback adaptive control scheme for a class of interconnected nonlinear systems with input quantization. Both logarithmic quantizers and improved hysteretic quantizers were studied, and a linear time-varying model was introduced to handle the difficulty caused by quantization [11]. A decentralized adaptive backstepping control scheme was also proposed for a class of interconnected systems with nonlinear multisource disturbances and actuator faults. The nonlinear multisource disturbances comprised two parts: one was the time-varying parameterized uncertainty; the other was the dynamic unexpected signal formulated by a nonlinear exogenous system [12]. Additionally, the problem of decentralized adaptive backstepping control for a class of large-scale stochastic nonlinear time-delay systems with asymmetric saturation actuators and output constraints was also solved [13]. It can be mentioned that a backstepping-based robust decentralized adaptive neural $\mathrm{H} \infty$ tracking control method was addressed for a class of large-scale strict feedback nonlinear systems with uncertain disturbances [14]. Decentralized control was implemented in robotics. The example where a discrete-time decentralized neural identification and control for large-scale uncertain nonlinear systems at a two degree of freedom planar robot was implemented can be mentioned [15], or the work that investigated the use of a decentralized control system for suppressing the vibration of a multi-link flexible robotic manipulator using embedded smart piezoelectric transducers [16]. Decentralized motion coordination algorithms were proposed for the robots so that they collectively moved in a rectangular lattice pattern from any initial position [17]. Mobile robot formations differ in accordance to the mission, environment and robot abilities. In the case of decentralized control, the ability to achieve the shapes of these formations has to be built in the controllers of each autonomous robot [18]. A decentralized control algorithm for the robots to accomplish the sweep coverage was also proposed. The sweep coverage was achieved by coordinating the robots to move along a given path that was unknown to the vehicles a priori [19].

During the simulation experiments in the real-time laboratory in recent years, we reveal the fact that some time is needed to get the appropriate behaviour of control when the self-tuning controller is used. This time depends on the type of the controlled system. This is the known problem of self-tuning control because the controller needs the adequate model of the system. This is one problem that we solve by a new approach described in this paper, by the method named as pre-identification. Another problem comes from the
fact that we used the decentralized controllers for the control of multivariable systems. If one set-point changes its value, it influences all other main subsystems by interactions and therefore the model of subsystems changes. This could be also fixed by a self-tuning controller but some time is needed to obtain the stable model. Therefore, by the new method described in this paper, named as pre-identification, we also solved this problem.

## 2. Materials and Methods

### 2.1. Decentralized Control

Using the decentralized approach, the control is divided into a set of sub-tasks that are matched by simple controllers. These partial tasks will then give us the overall course of control. The main advantages of decentralized control are primarily that a more complex system is divided into a set of simple tasks and the resulting controller is more flexible [20].

A special example of multidimensional systems is a system with two inputs and two outputs. This can be realized by the so-called P structure, see Figure 1. In this case, the inputs to the systems describing the interactions are the values of the action signals of the SISO controllers and their outputs are added to the opposite outputs of the main diagonal systems. From this figure, we get the transfer function equations of the model in the form

$$
\begin{align*}
G_{S 1} & =\frac{Y_{1}}{U_{1}}=G_{S 11}-\frac{G_{S 21} G_{S 12} G_{R 22}}{1+G_{S 22} G_{R 22}}  \tag{1}\\
G_{S 2} & =\frac{Y_{2}}{U_{2}}=G_{S 22}-\frac{G_{S 21} G_{S 12} G_{R 11}}{1+G_{S 11} G_{R 11}} \tag{2}
\end{align*}
$$



Figure 1. Decentralized system control with two inputs and two outputs, the so-called P structure.

### 2.2. Recursive Identification Using Approximation Polynomials

A prerequisite for good control is the most accurate description of the regulated system. Identification is the procedure by which the mathematical model of a system is obtained. The beginnings of identification based on continuous models date back to the middle of the 20th century. For continuous-time identification, the identified model is in the form of the differential equations. Differential equations contain expressions with derivatives over time that are not measurable. It is possible to replace the segment by an approximation polynomial whose derivatives can be calculated analytically in advance and then calculated numerically, see Figure 2. This approach was for example used by Perutka [20].


Figure 2. Identification scheme for continuous-time systems.
2.3. Least Squares Method with Exponential Forgetting

The estimation of model parameters is computed as

$$
\begin{equation*}
\hat{\theta}(k)=\hat{\theta}(k-1)+K(k) \hat{e}(k) \tag{3}
\end{equation*}
$$

The gain vector is calculated as

$$
\begin{equation*}
K(k)=\frac{C(k-1) \phi(k)}{1+\phi^{T}(k) C(k-1) \phi(k)} \tag{4}
\end{equation*}
$$

and covariance matrix

$$
\begin{equation*}
C(k)=C(k-1)-\frac{C(k-1) \phi(k) \phi^{T}(k) C(k-1)}{1+\phi^{T}(k) C(k-1) \phi(k)} \tag{5}
\end{equation*}
$$

The following applies to the calculation of the prediction error

$$
\begin{equation*}
\hat{e}(k)=y(k)-\phi^{T}(k) \hat{\theta}(k-1) \tag{6}
\end{equation*}
$$

In the case of exponential forgetting, the criterion of identification is

$$
\begin{equation*}
J=\sum_{i=k_{0}}^{k}\left(\varphi^{k-i} e(i)\right)^{2} \tag{7}
\end{equation*}
$$

where the exponential forgetting factor is chosen in the range of 0 to 1 , the most common near 1.

If

$$
\begin{equation*}
\phi^{T}(k) C(k-1) \phi(k)>0 \tag{8}
\end{equation*}
$$

Then

$$
\begin{equation*}
C(k)=C(k-1)-\frac{C(k-1) \phi(k) \phi^{T}(k) C(k-1)}{\eta^{-1}+\phi^{T}(k) C(k-1) \phi(k)} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta(k)=\varphi(k)-\frac{1-\varphi(k)}{\xi(k)} \tag{10}
\end{equation*}
$$

If

$$
\begin{equation*}
\phi^{T}(k) C(k-1) \phi(k)=0 \tag{11}
\end{equation*}
$$

Then

$$
\begin{equation*}
C(k)=C(k-1) \tag{12}
\end{equation*}
$$

Furthermore

$$
\begin{gather*}
\varphi(k)=\left\{1+(1+\rho)[\ln (1+\xi(k-1))]+\left[\frac{(v(k-1)+1) \eta(k-1)}{1+\xi(k-1)+\eta(k-1)}-1\right] \frac{\xi(k-1)}{1+\xi(k-1)}\right\}^{-1}  \tag{13}\\
\eta(k)=\frac{e^{2}(k)}{\lambda(k)}  \tag{14}\\
v(k)=\varphi(k)[v(k-1)+1]  \tag{15}\\
\lambda(k)=\varphi(k)\left[\lambda(k-1)+\frac{e^{2}(k)}{1+\xi(k-1)}\right]  \tag{16}\\
\xi(k)=\phi^{T}(k) C(k-1) \phi(k) \tag{17}
\end{gather*}
$$

The parameters estimation vector is in the form

$$
\begin{equation*}
\hat{\theta}^{T}(k)=\left(\hat{a}_{0}, \hat{a}_{1}, \ldots, \hat{a}_{\operatorname{deg}(a)}, \hat{b}_{0}, \hat{b}_{1}, \ldots, \hat{b}_{\operatorname{deg}(b)}, d\right) \tag{18}
\end{equation*}
$$

and regressor

$$
\begin{equation*}
\phi^{T}(k)=\left(-y\left(t_{k}\right), \ldots,-y_{L}^{(n-1)}\left(t_{k}\right), u\left(t_{k}\right), \ldots, u_{L}^{(m)}\left(t_{k}\right), 1\right) \tag{19}
\end{equation*}
$$

### 2.4. Self-Tuning Controller

The main reason for using adaptive control is that the systems change over time or the characteristics of the controlled system are unknown. The basic principle of adaptive systems is to change the characteristics of the controller based on the characteristics of the controlled process [21]. The general scheme of the self-tuning controller is shown in Figure 3.


Figure 3. The general scheme of the self-tuning controller.

### 2.5. Suboptimal Linear Quadratic Tracking Controller

The method was introduced by Dostál [22]. If the system of Figure 4 is considered


Figure 4. System with feedback controller.
Let us minimize a quadratic functional with two penalty constants

$$
\begin{equation*}
J=\int_{0}^{\infty}\left\{\mu e^{2}(t)+\varphi \widetilde{u}^{2}(t)\right\} d t \tag{20}
\end{equation*}
$$

The Laplace image of the set point holds

$$
\begin{equation*}
w(s)=\frac{h_{w}(s)}{s f_{w}(s)} \tag{21}
\end{equation*}
$$

It holds for degrees of polynomials

$$
\begin{equation*}
\operatorname{deg}\left(h_{w}\right) \leq \operatorname{deg}\left(f_{w}\right), f_{w}(0) \neq 0 \tag{22}
\end{equation*}
$$

We calculate stable polynomials $g$ and $n$ as results of spectral factorizations

$$
\begin{equation*}
(a s) * \varphi a s+b * \mu b=g * g, n * n=a * a \tag{23}
\end{equation*}
$$

We solve the following diophantine equation

$$
\begin{equation*}
a s p+b q=g n \tag{24}
\end{equation*}
$$

Considering the transfer function of the system

$$
\begin{equation*}
G(s)=\frac{b_{0}}{s^{2}+a_{1} s+a_{0}} \tag{25}
\end{equation*}
$$

then the controller is

$$
\begin{equation*}
F(s) Q(s)=\frac{q_{2} s^{2}+q_{1} s+q_{0}}{s\left(p_{2} s^{2}+p_{1} s+p_{0}\right)} \tag{26}
\end{equation*}
$$

In this case, the polynomials have the form

$$
\begin{gather*}
g(s)=g_{3} s^{3}+g_{2} s^{2}+g_{1} s+g_{0}  \tag{27}\\
n(s)=s^{2}+n_{1} s+n_{0} \tag{28}
\end{gather*}
$$

and to calculate their coefficients obtained by spectral factorization

$$
\begin{gather*}
g_{0}=\sqrt{\mu b_{0}^{2}}  \tag{29}\\
g_{1}=\sqrt{2 g_{2} g_{0}+\varphi a_{0}^{2}}  \tag{30}\\
g_{2}=\sqrt{2 g_{3} g_{1}+\varphi\left(a_{1}^{2}-2 a_{0}\right)}  \tag{31}\\
g_{3}=\sqrt{\varphi}  \tag{32}\\
n_{0}=\sqrt{a_{2}^{0}} \tag{33}
\end{gather*}
$$

$$
\begin{equation*}
n_{1}=\sqrt{2 n_{0}-a_{1}^{2}-2 a_{0}} \tag{34}
\end{equation*}
$$

### 2.6. Calculation of Derivatives Using Approximation Functions

To calculate the derivatives, we approximate the closest neighborhood for a given time by the approximation function. For example, we will use the Lagrange polynomial in the form

$$
\begin{equation*}
P_{2}(x)=\frac{(x-b)(x-c)}{(a-b)(a-c)} f(a)+\frac{(x-a)(x-c)}{(b-a)(b-c)} f(b)+\frac{(x-b)(x-b)}{(c-a)(c-b)} f(a c) \tag{35}
\end{equation*}
$$

whose first derivative is

$$
\begin{align*}
f^{\prime}(x) \cong P_{2}^{\prime}(x)= & \frac{2 x-(b+c)}{(a-b)(a-c)} f(a)+\frac{2 x-(a+c)}{(b-a)(b-c)} f(b)  \tag{36}\\
& +\frac{2 x-(a+b)}{(c-a)(c-b)} f(c)
\end{align*}
$$

and second derivative is

$$
\begin{equation*}
f^{\prime /}(x) \cong P_{2}^{/ /}(x)=\frac{2 f(a)}{(a-b)(a-c)}+\frac{2 f(b)}{(b-a)(b-c)}+\frac{2 f(c)}{(c-a)(c-b)} \tag{37}
\end{equation*}
$$

### 2.7. Recursive Instrumental Variable Method

The instrumental variable method is a modification of the least squares method. The least squares method uses the quadratic criterion and the existence of one global minimum. However, a prerequisite for successful least-squares modelling is that the fault is represented by white noise with zero mean value. The instrumental variable method does not make it possible to determine the noise properties, but is based on weaker assumptions than the least squares method. The identification proceeds according to number 5. As with the least squares method, the method of the instrumental variable can also be formulated recursively [22-25]. The parameter estimation vector has the form

$$
\begin{equation*}
\hat{\theta}^{T}(k)=\left(\hat{a}_{0}, \hat{a}_{1}, \ldots, \hat{a}_{\operatorname{deg}(a)}, \hat{b}_{0}, \hat{b}_{1}, \ldots, \hat{b}_{\operatorname{deg}(b)}, d\right) \tag{38}
\end{equation*}
$$

and data vector

$$
\begin{equation*}
\hat{\theta}^{T}(k)=\left(-y\left(t_{k}\right), \ldots-y_{L}^{(n-1)}\left(t_{k}\right), u\left(t_{k}\right), \ldots, u_{L}^{(m)}\left(t_{k}\right), 1\right. \tag{39}
\end{equation*}
$$

The gain vector is calculated by relation

$$
\begin{equation*}
L(k)=\frac{C(k-1) z(k)}{1+\phi^{T}(k) C(k-1) z(k-1)} \tag{40}
\end{equation*}
$$

In addition to the data vector, it is necessary to know the covariance matrix

$$
\begin{equation*}
C(k)=C(k-1)-\frac{C(k-1) z(k) \phi^{T}(k) C(k-1)}{1+\phi^{T}(k) C(k-1) z(k)} \tag{41}
\end{equation*}
$$

and instrument vector

$$
\begin{equation*}
z(k)=\left(u\left(t_{k}\right), u\left(t_{k-1}\right), \ldots, u\left(t_{k-n-m}\right)\right. \tag{42}
\end{equation*}
$$

which we choose as a set of delayed inputs. The prediction error is calculated by

$$
\begin{equation*}
\hat{e}(k)=y(k)-\phi^{T}(k) \hat{\theta}(k-1) \tag{43}
\end{equation*}
$$

and estimating the parameters according to

$$
\begin{equation*}
\hat{\theta}(k)=\hat{\theta}(k-1)+L(k) \hat{e}(k) \tag{44}
\end{equation*}
$$

## 3. Assumptions

### 3.1. Decentralized Controllability

Assume the existence of a stable minimum phase Linear Time Invariant (LTI) in time of a continuous multidimensional system of the dimension $N \times N$. Its Laplace transformation $S(s): S(t)>S(s)$, which we call the transformed system is in the form

$$
S(s)=\left(\begin{array}{ccc}
S_{11}(s) S_{12}(s) & \cdots & S_{1 N}(s)  \tag{45}\\
\vdots & \ddots & \vdots \\
S_{N 1}(s) S_{N 2}(s) & \cdots & S_{N N}(s)
\end{array}\right)
$$

where $S_{i j}(s), \quad i=1,2, \ldots, N, \quad j=1,2, \ldots$ is Laplace transformation of the $i j$-th subset of $S_{i j}(t)$ of the transformed system $S(s)$. The transformed system $S(s)$ je is decentrally controllable only when its main diagonal is dominant.

### 3.2. System Model and Shape of Reference Signal

Suppose there exists a system $S(t)$ and a transformed system $S(s)$ as described above. Then we formulate a model created for the purpose of decentralized control, which we call $M(t)$, and its Laplace transformation $M(s)$. Consider $M(s)$ as a stable minimum phase linear time invariant multivariate diagonal matrix in the form

$$
M(s)=\left(\begin{array}{cccc}
M(s) & 0 & \cdots & 0  \tag{46}\\
0 & M(s) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & M_{N(s)}
\end{array}\right)
$$

where $M_{i}(s), \quad i=1,2, \ldots, N$ is the Laplace transformation of the $i$-th submodule $M_{i}(t)$ of the model $M(t)$ of the transformed system $S(s)$. This assumes minimal impact of extra-diagonal transmissions, which is important because of the deployment of a decentralized controller. Simplification of the N -dimensional system to N -dimensional systems is simplified.

Furthermore, suppose that the Laplace transformation of the reference signal vector $r(s)$ is always in the form

$$
\begin{equation*}
r(s)=\left(R_{1}(s), R_{2}(s), \ldots, R_{N}(s)\right) \tag{47}
\end{equation*}
$$

where $R_{i}(s), i=1,2 \ldots, N$ is the $i$-th Laplace reference signal of Laplace transformation of the reference signal vector $r(s)$ and has the form

$$
\begin{equation*}
R_{i}(s)=\frac{h_{i}}{s} \tag{48}
\end{equation*}
$$

where $h_{i} \in R, i=1,2, \ldots, N$, is the $i$-th part by constant function, i.e., reference signal, which is only a combination of $p-l$ step changes of the signal of its different constant values

$$
h_{i}=\left\{\begin{array}{c}
j_{i 1} \text { for } t \in\left\langle 0, t_{i 1}\right)  \tag{49}\\
j_{i 2} \text { for } t \in\left\langle t_{i 1}, t_{i 2}\right) \\
\vdots \\
j_{i p} \text { for } t \in\left\langle t_{i p-1}, t_{i p}\right)
\end{array}, 0<t_{i 1}<t_{i 2}<\cdots<t_{i p-1}<t_{i p}\right.
$$

where $j_{i l} \in R, \quad i=1,2, \ldots, N, \quad l=1,2, \ldots, p$, the $l$-th constant function $i$-th in parts by the constant function $h_{i}, t$ is the time $t_{i l} \in R^{+}, \quad i=1,2, \ldots, N, \quad l=1,2, \ldots, p$, the $l$-th moment of the $i$-th in portions of the constant function $h_{i}$. This means that each non-zero element of the matrix $M(s)$ has exactly one non-zero element of the vector $r(s)$, i.e., that each partial transmission of the overall system model has a reference signal defined for it. As for the form of the reference signal, it is a constant function in parts. This function
is approximated from an arbitrary but predetermined number of $p$ segments of a different but concise value, i.e., it varies over time.

## 4. Pre-Identification

Consider the validity of the assumption of decentralized controllability, system description and system model. Then, the transformed system $S(s)$ can be viewed as a black box model, and let it be identified by direct and/or indirect time-continuous algorithms. In time, continuous model identification can be realized by following steps: The controller is not connected in the closed circuit. The values of the vector of difference of output quantities and reference signals $\mathrm{E}(t)$ are sent to the input of the system $\mathrm{S}(t)$. The values of the reference signals are the same and at the same time as those that will be used during regulation.

1. The controller is not connected in the closed circuit. The values of the vector of difference of output quantities and reference signals $\mathrm{E}(t)$ are sent to the input of the system $S(t)$. The values of the reference signals are the same and at the same time as those that will be used during regulation.
2. If switching control is considered, each time interval of the control of the system $S(s)$ at which all reference signals have a constant value is identified separately, in so-called Identification Elements (IE).
3. Each identification element is identified several times, each time by a different identification algorithm, and the obtained model can be verified by comparison with the measured data. The obtained model, which is most consistent with the measured data, is then used for control. Let us call this method of Identification More Than One Method (IMTOM).

The system $S(s)$ is completely identified by the above procedure before the actual regulation begins, therefore identification during the regulation is not necessary. This procedure is suitable for processes where the same procedure is repeated many times.

## 5. Results

### 5.1. Simulation Results

The verified system is described as

$$
G_{S}(s)=\left(\begin{array}{cc}
\frac{3.7}{s^{2}+5.2 s+4.6} & \frac{0.4}{s^{2}+4.4 s+3.8}  \tag{50}\\
\frac{0.6}{s^{2}+10.6 s+10.2} & \frac{8.7}{s^{2}+7.4 s+8.2}
\end{array}\right)
$$

Since it is the system with two inputs and two outputs, we obtained two suboptimal linear quadratic controllers in the form that was described in the previous section. These controllers had the following penalty constants

$$
\begin{equation*}
\mu_{1}=1, \varphi_{1}=30, \mu_{2}=1, \varphi_{2}=30 \tag{51}
\end{equation*}
$$

We used our algorithm, pre-identification, at this system and we obtained the following results, see Figures 5-8. First, we performed system response on the given set-points depicted in Figure 5. Together with this system response, we obtained the system preidentified parameters shown in Figure 6, for the first subsystem in the left one and for the second subsystem in the right one. According to these pre-identified parameters we performed the simulation of control which is shown in Figure 7. During the control, the controller parameters were changing, and they are recorded in Figure 8, for the first controller in left one and and for the second controller in the right one.


Figure 5. System response (green and cyan) on the given set-points (blue and red).


Figure 6. System pre-identification using recursive intrumental variable—1st subsystem (left), 2nd (right).


Figure 7. Output of control.


Figure 8. Controllers parameters during simulation-1st (left), 2nd (right).

### 5.2. Results in Real-Time at Laboratory Model

We verified the presented method in real-time control using MATLAB at CE108 Coupled Drives Apparatus Model [26] which is shown in the Figure 9. The laboratory model CE108 allows solving practical problems of tensioning and speed of material movement in continuous processes. An example is the speed and tension of the thread when rewinding from one spool to another, which must be controlled. This situation is adapted for laboratory measurements so that the elastic band is mounted on three wheels. The lower two wheels are fixed, their speed can be measured and regulated. The third wheel can move (located on a movable arm suspended on a spring) and simulates a workstation along with tension and speed measurements. Two servomotors control the speed of movement and tensioning of the belt. The speed is $0-3000 \mathrm{rpm}$, which corresponds to a voltage of $0-10 \mathrm{~V}$. Tension measurement is indirect through the angle of the movable arm, from $-10^{\circ}$ to $10^{\circ}$, which corresponds to a voltage from -10 V to 10 V . Inputs and outputs are located on the front panel of the device; it is the control voltage to the servomotor amplifiers, which are bidirectional, and which are inputs. There are four outputs, the voltage corresponding to the speed of the two servomotors and the voltage corresponding to the tension and the speed of the belt.


Figure 9. Photo of CE108 Coupled Drives Apparatus model connected with PC with MATLAB.

Using the pre-identification method and fully implementing interactions in the main plants, we obtained the following mathematical model to be used at control of speed

$$
G_{S}(s)=\left(\begin{array}{cc}
\frac{0.78}{s^{2}+2.66 s+1.33} & 0  \tag{52}\\
0 & \frac{4.16}{s^{2}+11.66 s+16.66}
\end{array}\right)
$$

Since it is the system with two inputs and two outputs, we obtained two suboptimal linear quadratic controllers in the form that was described in the previous section. These controllers had the following penalty constants

$$
\begin{equation*}
\mu_{1}=1, \varphi_{1}=1, \mu_{2}=1, \varphi_{2}=0.85 \tag{53}
\end{equation*}
$$

We used our algorithm, pre-identification, at this system and we obtained the following results, see Figures 10-13. First, we performed system response on the given set-points depicted in Figure 10. Together with this system response, we obtained the system preidentified parameters shown in Figure 11, for the first subsystem in the left one and for the second subsystem in the right one. According to these pre-identified parameters we performed the simulation of control which is shown in Figure 12. During the control, the controller parameters were changing, and they are recorded in Figure 13, for the first controller in left one and and for the second controller in the right one.


Figure 10. System response (green and cyan) on the given set-points (blue and red).


Figure 11. System pre-identification using recursive instrumental variable-1st subsystem (left), 2nd (right).


Figure 12. Output of control.


Figure 13. Controllers parameters during simulation-1st (left), 2nd (right).

## 6. Conclusions

This paper presents the new method of identification named as pre-identification on the theoretical level and subsequently verified it by simulations and in the real-time experiments at Coupled Drives model in the laboratory. The results confirm that the method can be successfully used and future work will focus on the verification of this method on more examples both in simulation and in laboratory conditions. This new method enhances the usage of a decentralized self-tuning controller in the way that it fixes the time the adaptive controller needs to adapt its model.
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#### Abstract

This paper deals with various automated milling strategies and their influence on the accuracy of produced parts. Among the most important factors for surface quality is the automated milling strategy. Milling strategies were generated from two different programs, CAM system SolidCAM, with the help of workshop programming in the control system Heidenhain TNC 426. In the first step, simulations of different toolpaths were conducted. Using geometric tolerance is becoming increasingly important in robotized production, but its proper application requires a deeper understanding. This article presents the measurement of selected planes of robotized production to evaluate their flatness, parallelism and perpendicularity deviations after milling on the coordinate measuring machine Carl Zeiss Contura G2. Total average deviations, including all geometric tolerances, were 0.020 mm for SolidCAM and 0.016 mm for Heidenhain TNC 426 . The result is significantly affected by the flatness of measured planes, where the overlap parameter of the tools has a significant impact on the flatness of the surface. With interchangeable cutter plate tools, it is better to use higher overlap to achieve better flatness. There is a significant difference in production time, with SolidCAM 25 min and 30 s , and Heidenhain 48 min and 19 s . In accordance with these findings, the SolidCAM system is more suitable for production.


Keywords: automated machining; milling strategies; geometrical tolerances

## 1. Introduction

Industrial production has been accompanied by the development and innovation of manufactured products and manufacturing technologies with the primary aim of overcoming the implemented limits for the whole history. Due to this fact, innovations are an important aspect of competitiveness, which leads to the cycle of acquiring and implementing new knowledge in the practice [1]. Today's trend is to increase productivity and reduce machining costs [2].

Although a level of automation has been achieved in the process planning of 3-axis milling, the present implementation can be improved with the incorporation of some added functionalities. Appropriate tool selection is needed to determine the optimal tool sequences and to adapt the automated feed/speed selection [3]. This technology is increasingly required in practice in automated or robotic form, where computer-assisted technology is increasingly used. These modern technologies are used in various branches of development and production [4].

The importance of the implementation of CAD CAM systems is often described in the literature. The basic sign of CAM is to minimize human intervention in the course of the production process by the exploitation of computer data processed in the main elements of activities [5].

When machining parts, we encounter several factors, the result of which is a lack of precision of parts. These are factors resulting from the CAM system that are caused by the approximation toolpaths. We can also define an error as any deviation in the actual position of the cutting edge of the cutter from the position that was theoretically programmed for the production of the part within the required tolerance [6].

At present, there is an increasing demand for higher dimensional and geometric accuracy and surface treatment of manufactured parts in various areas of the industry. Among the industries that require tighter tolerances to be achieved, typical examples constitute the automotive, aerospace and medical devices industries, including manufacturing trends such as automatic assembly and micro manufacturing. In this regard, realization of the desired part accuracy imposes criteria in the selection of manufacturing systems, e.g., machine tools. Part accuracy is closely related to machining system capability, which in turn is determined by the interaction between machine tool and cutting processes. These are mainly interfaces between the tool and the workpiece, where positional, static, thermal and dynamic accuracy has a significant effect [7]. The manufacturing of high-accuracy parts sets the basic requirement of a robust machining system able to manufacture within the specified tolerances. Although a controlled and repeatable process is important for maintaining quality, machining system accuracy and precision have a determinant role in part accuracy.

Among the challenges that machine and device parts producers face nowadays is the necessity to guarantee a high quality of machined surfaces. Obtaining a high-quality product is an extremely difficult and complex task that entails fulfilling several crucial requirements [8]. The machining parameters are an important part of process plan performance. Equally important in machining is the confidence in the measuring tools, from which part quality characteristics are ascertained [9]. Due to the importance of the finishing stage in the manufacturing processes, the face milling process is the solution that can be used to achieve good surface quality and high accuracy in a short period of time. To achieve the high quality of the desired parts, studying the tool path strategies is inevitable too.

Surface properties constitute a significant measure of the finished component quality, because they influence features such as dimensional accuracy, friction coefficient, wear, post processing requirements, appearance and cost. The quality of the surface produced by milling depends on various technological parameters, such as the cutting conditions as well as the cutting tool and the workpiece specification [10].

Lopez de Lacalle et al. [11] describe the stages of preparation of the milling process and factors impacting the optimization of cutting strategies.

To develop an effective milling process, the programmer must choose the right strategies. Appropriate selection of the tool path is important because it defines the axial depth of cut, which influences the maximum cutting force during machining. Its correct definition controls the overall productivity of the machining process and can usually be influenced by computer production systems. Likewise, the method of milling up or down together with the direction of rotation of the spindle also controls the direction of chip removal [12,13]. When choosing a milling strategy, various factors must be considered, for example, surface roughness or form deviation. The geometry of the tool-related parameters (feed and cutting speed) is equally essential to achieve quality after machining [14].

Among the most used strategies in the production of parts by milling is strategy zigzag, and contour, which we can define using a computer-aided manufacturing system [15]. The zigzag strategy, known as the raster strategy of milling, is a strategy in which the milling cutter moves back and forth along the workpiece in the $\mathrm{X}-\mathrm{Y}$ plane. In the machining process, we may encounter another problem, such as the generation of toolpaths, which affects not only the performance of the production process but also the quality of machined surfaces [8].

The machining strategy is the methodology used to calculate the operation, where the purpose is to obtain the desired geometric entity in its final form [16]. The efficiency of using a particular toolpath is related to the time required to complete the machining process. The lower limit of the total cutting time for a 2D area is the area divided by the cutting width and the cutting feed rate [17]. Part of the production process is a postprocessor, which provides information about the position of the tool and process parameters [18].

An inseparable part of each manufacturing process is its control. The assessment of manufacturing correctness allows us to define the compatibility between the manufactured product and design requirements. It also allows us to verify the correctness of operation of stages of the manufacturing process $[19,20]$. Depending on expectations, one can choose the measuring devices which can give metrologically correct results for required time limits. These requirements apply to all control processes connected with the measurement of mass, time or geometrical quantities [21].

In industry, dimensional and geometric accuracy is checked after the end of the production process. A widely used machines for manufacturing process control is the coordinate measuring machine (CMM) [21]. The increasing importance of geometric tolerances points out many questions related to the mathematical method of evaluation, the point sampling strategies in CMM and the manufacturing possibilities and constraints.

Among the most used basic elements/features of a mechanical part are planar elements. The relations between features are defined by dimensions and geometric tolerances, such as flatness, parallelism, perpendicularity and straightness. During the production of the part, dimensional and form deviations from the prescribed value are present [22].

The most used form of deviation for controlling the milling process and checking the machine tools is the flatness [8]. A key issue in flatness measurements is the definition of an appropriate reference plane [16]. Ideally, all points of the measured plane are in one plane [23].

The different types of tolerances show the allowed errors. Considering the errors, the most often used tolerances are the dimensional tolerance, the surface roughness, the shape, position and orientation tolerances (geometric tolerances).

Mikó et al. [24] investigate the dependency between roughness and flatness measured by 12 methods of point sampling strategies. The results show that the evaluated parameters are dependent.

Hazarika et al. [25] studied the influence of surface roughness on parallelism and perpendicularity in milling. The results from the experiment show that surface roughness affects the parallelism and perpendicularity errors, thus confirming the results of Mikó [24].

Mikó and Farkas [26] state the impact of milling machines (milling machine and CNC machining center) on flatness and surface roughness. The results are represented with values of parameters and with the topographical distribution of deviations.

Gapinski et al. [27] evaluate dimensions and geometric tolerances on different types of measuring machines-optical, roundscan, contour measuring machine, CMM and computed tomography. The results clearly show the strengths and weaknesses of measuring devices. The most versatile device is the coordinate measuring machine.

Modern CNC machines or new cutting tool designs provide many possibilities for improving the accuracy of the workpiece surface. In practice, we often encounter the optimization of the machining process, in which, for example, by changing the depth of cut, changing the feed rate, or analyzing the orientation of the workpiece, it is possible to achieve a change in the flatness of the part [28].

Dobrzynski et al. [29] present in their research the impact of machining direction on surface flatness. The result show that length of the face milled section affects the values of flatness deviations; the flatness deviation grows with machining length.

Various contributions examining the flatness of machined surfaces after milling have proven their justification in choosing the right machining strategy for surface quality [30].

Sheth and George [31] investigate the effect of machining parameters on surface roughness and flatness. For the prediction of machining parameters, the results were analyzed by ANOVA. The error of predicted surface roughness was up to $11 \%$ and flatness $7 \%$.

Gapinski et al. [32] evaluate the suitability of a coordinate measuring machine to measure the circle radius, position of the center and roundness. For element creation, different fitting methods and numbers of measuring points were used. The authors state that the uncertainty of CMM is the limiting factor.

There are always certain differences between the designed and realized properties that occur during the production process. They are caused by changes in various parameters, such as the machine tool, material, human factors, measuring devices or process parameters. The number of factors affecting the deviation can be reduced by quality control and by the planning of the production process. The acceptable level of deviations is defined as the tolerance of dimensions and geometry. During the measurement with a coordinate measuring machine or any other suitable measuring device, the measuring strategy defines the number of recorded points and the created element [33].

Mikó and Drégelyi-Kiss [34], in three types of milling machines, investigated flatness, perpendicularity and parallelism. The results show that the cutting tool and machine rigidity affect the values of form and shape errors, and the flatness of vertical and horizontal planes is affected by the depth of cut. Additionally, the machine tool, the direction of milling and the position of the surface also affect geometric errors.

Lakota and Görög [35], in their research, analyze the measurement of flatness with seven single- and multi-point measuring methods. The results show that the value of flatness is also affected by the orientation of the profile lines with respect to the machining path and data filtration.

Kawalec and Magdziak [36] investigate the influence of the number of measurement points on the accuracy of the CNC machine tool. The numerical investigation uses from 4 to 200 points, and the results show that the minimum number of points to achieve the minimum deviation is 50 .

Mikó [37] presents the factors affecting the measurement of flatness (machining method, strategy, milling parameters, etc.) and the influence of the number of measuring points. The results show that the flatness values are in the range from $0.124-0.0572 \mathrm{~mm}$.

Nowakowski et al. [38] present, in their research, the impact of the depth of cut on surface flatness. Results show the flatness deviation was $6.7 \mu \mathrm{~m}$ between the cutting strategies. The maximum deviation was reported at the beginning and end of the cutting process.

The milling strategy, known as raster, and the use of offset paths, as claimed by Sarma [17], have their advantages and disadvantages. When milling with raster, a shorter toolpath is created, but it is not possible to completely remove traces known as scallop height. By contrast, using a strategy known as offset, it is possible to remove the remaining scallop height to obtain a smooth surface. Toh [39] also described a comprehensive overview of the most common strategies used in the machining process, offset and zig-zag, in his publications.

The aim of the research, conducted by the authors of this work, was to provide the result of a comparison of milling strategies in two different programs and evaluated geometric characteristics of the produced test specimens. The article presents the results of the evaluation of the deviation of flatness, perpendicularity and parallelism. In two different programs, two parts were produced with the same cutting conditions. The main difference was only in the overlap of the tool. The question is the following: What is the relationship among the influence of the program, the control system of the accuracy of part production (dimensional accuracy) and tool overlap in selected geometric deviations? As part of our results, the flatness was determined based on 1945 points by least square (LS). The aim of the article was to verify the effect of the combination of the tools for finishing operations and their overlap.

## 2. Plan of Experiment

### 2.1. Materials

In this work, two identical workpieces were produced. The 1st design of the test sample was created in the CAD system SolidWorks and the 2nd in the control system Heidenhain TNC 426. Stock dimensions were programmed in the control system Heidenhain TNC 426 at the beginning of the program in line with stock marked as command BLK FORM.

Test samples were made of aluminum alloy ( AlCu 4 Mg ); the dimensions are shown in Figure 1. Table 1 lists the chemical composition of the aluminum alloy. The selected mechanical properties of AlCu 4 Mg are the following: tensile strength $=105.8 \mathrm{MPa}$; yield strength $=92.4 \mathrm{MPa}$; hardness $=73.5 \mathrm{BHN}$.


Figure 1. The dimensions and geometrical tolerances of test sample.
Table 1. Chemical composition of AlCu 4 Mg alloy [17].

| Chemical Composition | Content [\%] |
| :---: | :---: |
| Cu | 4.30 |
| Mg | 0.79 |
| Fe | 0.26 |
| Si | 0.24 |
| Mn | 0.3 |
| Ti | 0.04 |
| Zn | 0.04 |
| Al | balance |

### 2.2. Machining Device, Cutting Tools and Cutting Parameters

The machining of aluminum parts was carried out on the 3-axis milling machine EMCO Concept Mill 155 (EMCO MAIER Ges.m.b.H., Hallein/AUSTRIA) with control system Heidenhain TNC 426 (JOHANNES HEIDENHAIN GmbH, Germany). CAM software
today offers several possibilities of strategies for distributing the tool path in the domain of the designed part. Table 2 shows a list of cutting tools and cutting parameters for milling of the AlCu 4 Mg alloy. The methodology for selecting cutting parameters was chosen based on the recommendations of the tool manufacturer and concerning the parameters of the CNC machine. The maximum RPM of the machine EMCO MILL 155 was 5000. The tool of $\varnothing 18 \mathrm{~mm}$ in diameter was produced by Korloy (designation AMS 2018S) with two interchangeable cutters plates marked APXT11T3PDR-MA. The other tools were produced by ZPS-FN.

Table 2. Cutting tools and cutting parameters for milling of AlCu4Mg alloy.

| Tool Diameter <br> $[\mathbf{m m}]$ | Cutting Speed <br> $\left[\mathbf{m} \cdot \mathbf{m i n}^{\mathbf{- 1}]}\right.$ | Feed per Tooth <br> $[\mathbf{m m}]$ | Spindle <br> Frequency $[\mathbf{R P M}]$ | Tool Producer | Tool Code |
| :---: | :---: | :---: | :---: | :---: | :---: |
| End Mill D 18 | 270 | 0.125 | 4800 | Korloy | AMS2018S |
| End Mill D 14 | 299 | 0.021 | 4800 | ZPS-FN | 120517 |
| End Mill D 10 | 232 | 0.03 | 4800 | ZPS-FN | 270618 |
| End Mill D 6 | 259 | 0.03 | 4600 | ZPS-FN | 273618 |

The manufacturing process of the part was performed by the face milling, roughing and finishing strategies (Figure 2). For both produced test samples, the same roughing and finishing strategies were used. The coordinate system defined for the milling process is shown in Figure 1 (blue cross). The production of samples is described in the following steps:

- Face milling of the top surface marked Plane C, in Figure 3, where the strategy zig-zag was used.
- Milling (roughing) a flat side surface marked Plane A, A-PER, where strategy contour with offset was used. After this operation, an allowance of 0.3 mm was left, which was removed by a tool with a smaller diameter.
- Milling (roughing) a two-sided surface marked Plane B1, B1-PER_long, Cyl1, B1_short, Plane B2, B2-PER_long, Cyl2, B2_short. After this operation, the allowance of 0.3 mm was left too and was removed by a tool with a smaller diameter.


Figure 2. The manufacturing processes.


Figure 3. Surfaces used for measuring.
For production two different programs were used. The first was the CAM system Solidcam and the second was the control system Heidenhain TNC 426. The tool path of the tool for the milling of this part was programmed manually in the control system Heidenhain TNC 426. For the produced test samples, both programs used the same strategies and the same cutting parameters. The shape of parts was obtained in two stages: roughing and finishing. After each roughing operation, an allowance of 0.3 mm and a depth of cut for each operation of ap $=1.5 \mathrm{~mm}$ were implemented on the surface.

We compared two different programs, where the strategies were programmed, and their effect on the quality of the surface of test samples was evaluated. Surface quality is influenced by several process parameters, such as tool diameter, cutting parameters, work piece material properties, clamping of the part and milling strategy. Among the most important factors is the milling strategy, which influences produced part accuracy.

### 2.3. Programming NC Program

HEIDENHAIN TNC uses programmable controls that allow the user to define paths for creating contours and pockets for drilling operations, etc. It is possible to program these conventional operations directly on the machine by defining cycles. It is also possible to change the angular position of the spindle, which also corresponds to the definition of certain cycles. In this case, it is a simple creation of programs, where the graphics illustrate all the steps of the machining process of the selected part.

System SolidCAM, on the other hand, is an additional CAD model of the Solidworks system. This computer aided manufacture system offers solutions for all CNC applications. In our case, the solution used was known as 2.5D Milling.

## 3. Measurement of Geometrical Characteristics

The most popular method of geometrical dimension control is the coordinate measuring technique. This measurement strategy plays an important role in the accuracy of obtained results $[23,24]$. The number of points collected during the measurement, the calculation of geometric element, filtering and outlier eliminations are the most influencing factors. The setting of these parameters is mostly left to the operator, and significantly affects the value of the flatness and the associated uncertainty [13]. The measurement of surface quality obtained from the CAM system SolidCAM and control system Heidenhain TNC 426 was conducted. After that, geometric characteristics of the produced part were measured with the use of the coordinate measuring machine Carl Zeiss Contura G 2 with an RDS articulating probe holder and VAST XXT scanning sensor. The maximum permissible
error $\left(M P E_{E}\right)$ of machine was calculated according to ISO 10360-2, where $L$ is the measured length dimension in mm .

$$
\begin{equation*}
M P E_{E}=\left(1.8+\frac{L}{300}\right)(\mu \mathrm{m}) \tag{1}
\end{equation*}
$$

The elements used in the measurement are defined in Figure 3.
Dimension and geometric tolerance evaluation was performed with a coordinate base system consisting of PlaneA (Spatial rotation, Z origin), the PER-A plane (X origin) and the symmetry of the B1-PER_long and B2-PER_long planes (Planar rotation, Y origin). The origin is shown in Figure 1 (green color). In the analysis of production, one length dimension in four ways and 20 geometric tolerances were evaluated. The measured surfaces (Figure 3) describe their identification, surface types and deviations. Two styli were used for the measurement of test samples.

The 1st stylus was used for the measurement of all dimensions and geometrical tolerances except cylindricity. The probe diameter $=1 \mathrm{~mm}$, and the length of stylus $=20 \mathrm{~mm}$. For the measurement, a 50 mm extension was used, because the minimum recommended stylus length is 40 mm . The 2nd stylus with a diameter of 3 mm and length of 50 mm was used for measurement of cylindricity.

## 4. Evaluations of Geometrical Characteristics

The deviation results obtained by CMM for individual test samples are shown in Table 3. All data are given as deviations from the nominal value. The nominal values for dimension and geometrical tolerances are shown in Figure 1.

Table 3. Coordinate measuring machine (CMM) results.

| Name | Deviation SolidCam [mm] | Deviation Heidenhain [mm] |
| :---: | :---: | :---: |
| FLT_Plane_A | 0.0079 | 0.0085 |
| FLT_Plane_C | 0.0406 | 0.0139 |
| PAR_C_pd_A | 0.0389 | 0.0379 |
| FLT_Plane_B1 | 0.0210 | 0.0093 |
| FLT_Plane_B2 | 0.0233 | 0.0106 |
| FLT_A-PER | 0.0056 | 0.0107 |
| PER_A_per | 0.0092 | 0.0159 |
| Distance_LSQ_1X_Y | -0.2299 | -0.2056 |
| Distance_LSQ_4X_Y | -0.2179 | -0.2486 |
| Distance_LSQ_1Z_Y | -0.2400 | -0.2471 |
| Distance_LSQ_10Z_Y | -0.2455 | -0.2477 |
| FLT_B1-PER_long | 0.0315 | 0.0156 |
| FLT_B2-PER_long | 0.0167 | 0.0256 |
| PAR_B1_per-long_1 | 0.0063 | 0.0045 |
| PAR_B1_per-long_2 | 0.0081 | 0.0141 |
| PAR_B1_per-long_3 | 0.0152 | 0.0127 |
| PAR_B1_per-long_4 | 0.0054 | 0.0126 |
| PER_Plane_B1_PER_long_pd_PER | 0.0355 | 0.0266 |
| PER_B1_short_pd_B1 | 0.0362 | 0.0431 |
| PER_B2_short_pd_B2 | 0.0395 | 0.0463 |
| PER_Cyl1_Par_to_Plane_A_PER | 0.0167 | 0.0054 |
| PER_Cyl_Per_to_Plane_A_PER | 0.0131 | 0.0146 |
| PER_Cyl2_Par_to_Plane_A_PER | 0.0116 | 0.0154 |
| PER_Cyl2_Per_to_Plane_A_PER | 0.0012 | 0.0035 |

According to the same cutting parameters for the parts produced in the CAM system and in the control system Heidenhain TNC 426, the evaluation was divided into six groups:

- Flatness-horizontal planes;
- Flatness-vertical planes;
- Perpendicularity-planes;
- Perpendicularity-cylinders;
- Parallelism;
- Distance.

For the comparison of production, graphs were created in accordance with separate groups, which include the comparison characteristics for both systems. The green color represents SolidCAM, and blue represents the control system Heidenhain TNC 426. The results of flatness measured on the horizontal planes are shown in Figure 4.


Figure 4. Deviation for flatness-horizontal.
Results of the deviations in three characteristics are higher for SolidCAM than for Heidenhain TNC 426. The smaller deviation is only by $0.6 \mu \mathrm{~m}$ of Plane_A. The surface flatness is marked as Plane_C for both systems, SolidCAM and Heidenhain TNC 426 (Figure 5).


Figure 5. Flatness for Plane_C.
The flatness was measured at a speed of $8 \mathrm{~mm} / \mathrm{s}$ along a defined path (polyline) without data filtration and outlier elimination. In both cases, the scale was over 1000: 1. The maximum and minimum values of the flatness deviation are marked with red marks. In the case of the Heidenhain system, the process of deviations had no significant differences compared to the SolidCAM system. In both cases, the trajectory of the cutting tool was clearly visible (decrease in the values of deviations in one line).

When comparing the two systems, the difference in the deviations of the flatness can be observed. In both systems, the trajectory of the cutting tool was visible (see Figure 5). In the CAM system, SolidCAM, where the tool overlap was $50 \%$, the trajectory of the cutting tool was clearly visible, marked with lines, but in the Heidenhain control system, where a tool overlap of $70 \%$ was used, the height difference was slight. The Heidenhain control system showed a more even distribution of flatness deviations, which can be explained by the overlapping of the tool during the milling process. The denser overlap of the toolpaths during machining increased the number of passes to machine the surface, which increased the milling time, but the surface showed better results in terms of flatness. The comparison
between flatness and vertical planes is shown in Figure 6. Flatness measurement tolerances were measured at a speed of $8 \mathrm{~mm} / \mathrm{s}$ along a defined path (polyline), and a spline filter with wavelength $\mathrm{Lc}=2.5 \mathrm{~mm}$ was used (roughness $\mathrm{Ra}=0.4-3.2 \mu \mathrm{~m}$ ).


Figure 6. Deviation for flatness-vertical.
In two cases, flatness was better for the CAM system SolidCAM and in one case for Heidenhain TNC 426. After all flatness deviations were compared, globally smaller deviations for Heidenhain TNC 426 were found in four cases and for system SolidCAM in three cases. In the case of the evaluation of perpendicularity, it was necessary to define the reference plane to which the given tolerance would be evaluated.

Table 4 describes the evaluated geometric tolerances and reference planes for the perpendicularity of the planes. All perpendicularity tolerances were measured at a speed of $8 \mathrm{~mm} / \mathrm{s}$ along a defined path (polyline) and a spline filter with wavelength $L c=2.5 \mathrm{~mm}$.

Table 4. Evaluated geometric tolerances and reference planes for the perpendicularity of the planes.

|  | Evaluated Plane | Reference Plane |
| :---: | :---: | :---: |
| PER_A_per | A-PER | Plane_A |
| PER_Plane_B1_PER_long_pd_PER | B1-PER_long | Plane_A |
| PER_B1_short_pd_B1 | B1_short | Plane_B1 |
| PER_B1_short_pd_B2 | B2_short | Plane_B2 |

The evaluation of the perpendicularity of the planes showed that the plane PER_A_per had the lowest perpendicular deviation, and planes B1_short a B2_short had the highest. Three deviations of four SolidCAM systems had a smaller deviation. The difference between systems SolidCAM and Heidenhain TNC 426 was less than 0.01 mm (Figure 7).


Figure 7. Deviation for perpendicularity—planes. Equal signs: PER_PLANE_B1_PER_long_pd_PER = PER_PLANE_B1, PER_B1_short_pd_B1 = PER_B1_short, PER_B1_short_pd_B2 = PER_B2_short.

The perpendicularity of cylinders was evaluated in two methods: as the perpendicularity of the cylinder to the primary reference plane Plane_A in parallel direction to the secondary reference plane A-PER and as the perpendicularity of the cylinder to the primary reference plane Plane_A in the perpendicular direction to the secondary reference plane A-PER. In three cases, the deviation (Figure 8) was smaller for the SolidCAM system, although only minimally (maximum difference was 0.0038 mm ).


Figure 8. Deviations for perpendicularity—cylinders. Equal signs: PER_Cyl1_Par_to_Plane_A_PER = PER_Cyl1_Par, PER_Cyl1_Per_to_Plane_A_PER = PER_Cyl1_Per, PER_Cyl2_Par_to_Plane_A_PER = PER_Cyl2_Par, PER_Cyl2_Per_to_Plane_A_PER = PER_Cyl2_Per.

The parameters of plane parallelism evaluations are shown in Table 5. The parallelism was measured at a speed of $8 \mathrm{~mm} / \mathrm{s}$ along a defined path (polyline), and a spline filter with wavelength $L c=2.5 \mathrm{~mm}$ (roughness $\mathrm{Ra}=0.4-3.2 \mu \mathrm{~m}$ ) was used.

Table 5. Parameters of planes parallelism evaluations.

|  | Evaluated Plane | Reference Plane |
| :---: | :---: | :---: |
| PAR_C_pd_A | Plane_C | Plane_A |
| PAR_B1_per-long_1 | B2-PER_long | B1-PER_long |
| PAR_B1_per-long_2 | B2-PER_long | B1-PER_long |
| PAR_B1_per-long_3 | B2-PER_long | B1-PER_long |
| PAR_B1_per-long_4 | B2-PER_long | B1-PER_long |

The parallelism deviation of the two horizontal planes (PAR_C_pd_A) showed a significantly higher value than area B2_long to area B1_long. The plane PAR_C_pd_A was measured by the polyline path. The main difference was in the form of a deviation of parallelism. The SolidCAM system showed larger differences than the Heidenhain system.

The parallelism of PAR_B1_per-long was measured using 4 lines. The parallelism of each line from plane B2_long to plane B1_long was evaluated. In two cases, the SolidCAM system had a smaller deviation (Figure 9), and in two cases, it was Heidenhain TNC 426 The maximum difference was less than 0.0072 mm . When comparing the two systems on the PAR_C_pd_A plane, no significant difference in parallel deviations or in their distribution was visible (Figure 10). With the CAM system SOLIDCAM, where the tool overlap was $50 \%$, a more pronounced tool path on the surface could be seen than in the Heidenhain system, where the tool overlap was $70 \%$.


Figure 9. Parallelism of plane PAR_C_pd_A.


Figure 10. Parallelism of plane PAR_C_pd_A.
When comparing the two systems, the difference in deviations of the parallelism could be seen. In the CAM system SolidCAM, where the tool overlap was $50 \%$, a greater surface waviness was observed than in the case of the Heidenhain system, where the tool overlap was $70 \%$. The Heidenhain control system showed a lower surface waviness of the measured deviations of parallelism compared to the CAM system SolidCAM, where the surface was machined earlier, but the deviations of parallelism were larger in this case. This is demonstrated by the greater surface waviness of the machined surface.

One dimension on the part was evaluated, namely, the distance between planes B1_long and B2_long. The LSQ Featured method was used for measurement. When measuring Distance_LSQ_1X_Y and Distance_LSQ_4X_Y, 4 horizontal lines were created on the given surfaces. The distance between them in the $y$-axis was evaluated. When measuring Distance_LSQ_1Z_Y and Distance_LSQ_10Z_Y, 10 vertical lines were created on the given surfaces. The results are shown in Figure 11.

The difference between results for measuring horizontal lines was minimal, and for perpendicular lines, the difference was close to zero.


Figure 11. Distance Plane_B1 and Plane_B2.

## 5. Results

Based on the measurement of the defined elements performed on a coordinate measuring machine, values were obtained for the prescribed dimensions and geometric tolerances of the designed test part. The obtained results led to the following conclusions:

1. The flatness comparison of the surfaces showed that the average flatness value for all surfaces was 0.023 mm for SolidCAM and 0.011 mm for Heidenhain. Average deviations in CAM system were significantly influenced by the flatness of plane Plane_C, which was higher than in system Heidenhain TNC 426. The comparison of the two systems in Plane_C showed the difference in the height deviations of flatness. In the CAM system, SolidCAM, where the tool overlap was $50 \%$, the trajectory of the cutting tool was clearly visible. In the control system Heidenhain, where a tool overlap of $70 \%$ was used, the trajectory of tool was still visible, but the deviations from ideal plane were smaller. The Heidenhain control system showed more even height differences, which can be explained by the overlapping of the tool only during the milling process. The denser overlap of the toolpaths during machining increased the number of passes to machine the surface, which increased the milling time, but the surface showed better results in terms of flatness.
2. The comparison of the geometric tolerances of perpendicularity showed that the average value for the SolidCAM system was 0.020 mm and for the Heidenhain TNC 426 system 0.020 mm , so there were no significant differences between them.
3. The parallelism comparison in a global view also did not show a significant difference between the systems. For SolidCAM, the average deviation was 0.015 mm , and for Heidenhain, 0.016 mm . The comparison of the two systems in PAR_C_pd_A showed the difference in the distribution of deviations of parallelism. In the CAM system, SolidCAM, where the tool overlap was $50 \%$, a greater surface waviness was observed than in the case of the Heidenhain system, where the tool overlap was $70 \%$. The Heidenhain control system showed a lower surface waviness of the measured deviations of parallelism compared to the CAM system, SolidCAM, where the surface was machined earlier, but the deviations of parallelism were larger in this case. This was demonstrated by the greater surface waviness of the machined surface.
4. The total average deviation, including all geometric tolerances, was 0.020 mm for SolidCAM and 0.016 mm for Heidenhain TNC 426. The result was significantly affected by flatness, where the SolidCAM system showed significantly higher values in all other comparisons than Heidenhain.
5. For dimensional control, measurements between parallel surfaces B1_per-long and B2_per-long were realized. The average deviation for SolidCam was -0.233 mm , and for Heidenhain, -0.237 mm , so this was an inappreciable difference.
6. There was a significant difference in production time, with SolidCAM 25 min and 30 s , and Heidenhain 48 min and 19 s . In accordance with these findings, the SolidCAM system is more suitable for production.

## 6. Conclusions

The paper deals with the production accuracy comparison of two different CNC programming systems. Results showed that the highest impact on accuracy is defined by tool overlap in the reference plane.

In the system comparison, the total sample production time was longer in the SolidCAM system than in Heidenhain TNC 426. The reason for this is that SolidCAM generated the tool path of the tool with the whole model (geometry, shape of the model, accuracy tolerance, etc.) in accordance with Heidenhain TNC 426, where to define the strategy, the system used concrete types of the cycles, which are included in this system.

According to the obtained results, the future plan is to provide further measurements of larger numbers of samples; select another material; and extend the measurements by other types of deviations, such as angularity, position and profile of a surface.

Therefore, it would also be interesting to monitor the impact of milling strategies on the roughness supported by measuring cutting forces.
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