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Preface to ”The Artificial Intelligence in Digital
Pathology and Digital Radiology: Where Are We?”

As a result of the incredible advances brought about by information and communication

technology, as seen today in eHealth and mHealth, many new applications of both organ and cellular

diagnostics are now possible. In the era of digitalization, we can focus specifically on the prospects of

digital radiology and digital pathology.

Digital radiology includes the use of diagnostic imaging tools for organs based on

systems compatible with digital imaging and communications in medicine (DICOM), known as

DICOM-compliant. This comprehends not only instruments whose image formation processes are

based on fields of interaction that use ionizing radiations, but also instruments based on ultrasound

and magnetic fields (nuclear magnetic resonance), for example.

Digital pathology, on the other hand, includes the use of digital processes related to

instrumentation for cell diagnostics, which mainly take two forms: histological and cytological. In

this case, we refer to digital histology and digital cytology. However, other processes for digitizing

information in biomedical laboratories are also included in this area, such as those relating to the

integration of cytometric reports.

Artificial intelligence is extending into the world of both digital radiology and digital pathology,

and involves many scholars in the areas of biomedicine, technology, and bioethics. These scholars are

interested in the potential applications of artificial intelligence in feature recognition, diagnostics,

automatic recognition, quality control, and other fields, including the limits and the associated

problems. There is a particular need for scholars to focus on innovations in this field and the problems

hampering integration in the health domain into a robust and effective process in stable health care

models. Many professionals involved in these fields of digital health were encouraged to contribute

with their experiences. This book contains contributions from various experts across different fields.

Aspects of the integration in the health domain have been addressed. Particular space was dedicated

to overviewing the challenges, opportunities, and problems in both radiology and pathology. Clinal

deepens are available in cardiology, breast cancer, and colonoscopy. Dedicated studies based on

surveys investigated students and insiders, opinions, attitudes, and self-perception on the integration

of artificial intelligence in this field. We dedicate this book to all those involved with different roles in

radiology and pathology processes in healthcare.

Daniele Giansanti

Editor
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1. The Digital Radiology and Digital Pathology

Thanks to the incredible changes promoted by Information and Communication
Technology (ICT) conveyed today by electronic-health (eHealth) and mobile-health (mHealth),
many new applications of both organ and cellular diagnostics are now possible. Today,
in the era of digitalization, we prefer to speak specifically about the prospects of digital
radiology and digital pathology.

The first one includes the use of diagnostic imaging tools for organs and/or body
functions based on systems compatible with Digital Imaging and COmmunications in Medicine
(DICOM), or as it is commonly said, DICOM-compliant. In particular, digital radiology (DR)
includes not only those instruments whose image formation processes are based on the
interaction fields that use ionizing radiation, but also instruments of different types such as,
for example, those instruments based on ultrasound (ultrasound) or magnetic fields [1,2]
(nuclear magnetic resonance).

The second one, digital pathology (DP) includes the use of digital processes related to
instrumentation for cellular diagnostics, mainly (but not only) in two forms: histological
and cytological [3,4]. We can also speak of digital histology and digital cytology as the two
major components of the DP, however, the DP also includes other processes for digitizing
information in a biomedical laboratory such as by way of non-exhaustive example such as
those relating to the integration of cytometric reports.

2. General Actual Developments of Digital Radiology, Digital Pathology, and the
Artificial Intelligence

Of course, a detailed analysis of the perspectives of the DR and the DP would deserve
two separate treatments. However, in light of the objective of this contribution, brief
considerations of a fundamental nature are reported. In recent years, the DR has opened
up both to new forms of construction and/or reconstruction applications of artificial reality
and artificial intelligence (also related).

As far as artificial reality is concerned, we are seeing more and more applications of
augmented and/or virtual reality. For example, in [5,6], they are some available ones that
use the DICOM file from computed tomography) and/or magnetic resonance imaging to
return to the surgeon on support augmented reality viewers during an operation (as for a
fighter pilot), for example, the exact placement of blood vessels or a nerve. Virtual reality
applications in the so-called virtual colonoscopy or in all those endo-cavitary diagnostic
applications, where it is possible to create a real virtual journey (thanks to the processing of
voxels starting from the file saved in DICOM), are now routine. This possibility of processing
voxels to create environments of artificial reality also finds wide application today in the two
sectors of three-dimensional reconstruction (3D) and simulation and training in surgery. In
fact, by processing the voxels, it is possible to transform the DICOM file into a file of the
standard format for the 3D printing called stereolithography (STL) and to print models of
organs and tissues (e.g., bones). For example, it is now routine to print skeletal parts to
design replacement bioengineering parts. An example of such applications can be found
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in the treatment of pelvic fractures caused by osteoporosis or bone cancer: the 3D model
of the pelvis is printed and then bioengineering grafts are designed with biomaterials
on the same model. As for simulation and training in surgery, it is now possible to use
technologies for augmented and virtual reality combined with systems for restoring the
perception of force, called force-feedback. Therefore, the system will give a perception of
force-feedback associated, for example, with the liver to the surgeon who trains in liver
surgery. Furthermore, Artificial Intelligence (AI) is bursting into the world of the DR and is
affecting many scholars both in the world of technologies and bioethics. These scholars are
interested both in the potential of feature recognition, automatic recognition, and quality
control, but also in the limitations and related problems and the new applications in the
fields described above and the related research activities [7–9]. Surely, the evolutions of
digitalization processes in the world of the DP [3,4] are taking place at a slower rate than
in the world of DR, especially because the DP has not adapted to the DICOM standard
(DICOM WSI in this case) with the same readiness as the DR. However, it has been shown
how digitization processes in this area [4–6] can favor the decision processes and the
training, which uses a very strong component of mHealth in environments where training
is based on smartphone viewers to which the image is sent from a centralized digital
microscope. Furthermore, artificial reality can certainly be of support by providing tools to
navigate around cellular and/or tissue elements. Furthermore, the AI, as discussed for the
DR, is breaking into the world of the DP, and also in this case affecting many scholars both
in the world of innovative technologies [10] and bioethics.

3. What Future Awaits Us for Artificial Intelligence in Digital Radiology and
Digital Pathology?

Recent advances in AI have led to the conclusion that artificial intelligence could
be very useful in DR very soon in routine applications [7]. Researchers have developed
deep learning neural networks that can identify pathologies in radiological images such
as bone fractures and potentially cancerous lesions [8,9]. The deep learning is advancing
rapidly, and is a much better technology than previous approaches to medical imaging,
however, the best systems currently live up to human performance and are used only in
research environments. Radiological practice would certainly benefit from systems capable
of rapidly reading and interpreting multiple images because the number of images has
increased much faster in the last decade than the number of radiologists. It is evident
that in DR, the amount of work is very high, so every solution able to reduce it could
be welcome, decreasing the costs and improving the process. Like other AI systems,
systems used in radiology perform individual tasks and are trained and used for specific
image recognition tasks. However, thousands of activities are needed to fully identify all
potential outcomes in medical images, and only some of these can be performed by the AI
today. In addition, image interpretation work includes only a few of the tasks performed
by radiologists. They also consult with other doctors for diagnosis and treatment, treat
diseases, perform image-guided medical interventions, tailor the exam on the patient’s
needs, discuss outcomes, activities, and procedures with patients and many other activities.
Therefore, in DR it is important to understand what the role of AI is and the help it can provide
us. Scientists in DP benefit from combining histopathological data obtained, analyzed,
and shared with other sources of clinical data such as that obtained from omics, historical
clinical data, and demographic data. However, it is difficult to integrate the data collected in
different formats that do not combine in a useful way [3,4]. For example, medical records
are mostly kept in an unstructured text format. AI is helping to integrate information
from these multiple sources [5,6,10]. Natural language processing, a branch of AI, is being
used, for example, to extract pertinent details from written notes from the entire slide
representation. Methodologies of AI are being developed to help integrate data from all
sources, not just imaging. In addition, AI is being used to help decrease the errors that are
made in diagnostic pathology. Before the birth of DP, the diagnosis from tissue samples
always rested on the competence of medical professionals. AI can try to reduce the error
rate in the diagnostic processes.
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4. What Are the Aspects to Be Explored and to Deepen?

It is clear that AI, albeit with a different speed, is making a major breakthrough in
both DR and DP.

In both sectors:

• The development involves both the world of imaging diagnostics and the related ones described
above.

• A large number of image databases and in any case data patterns in general are being developed
on which researchers can build and test their models/architectures of AI.

• A new direction certainly concerns the fusion of the contemporary approach based on AI
on organ and cellular/histological diagnostics and affect both the radiology and biomedical
laboratory.

• There has been a tremendous research activity and impulse during the Covid-19 pandemic [11].
• mHealth is emerging through the use of targeted Apps.

This incredible development involves many scholars both from the world of technolo-
gies and bioethics. These scholars are interested in both the potential in applications of AI
in feature recognition, diagnostics, automatic recognition, integration in the new processes
including the quality control, but also to the limits and the related problems. It is important
to face and contribute to this, which has a broad spectrum ranging from the continuous
innovation aspects including the recent ones correlated to the Covid-19 pandemic up to
the problem of the last “yard” of the AI, depending on the acceptance of all actors from the
health operators up to the patients.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Digital technologies in health care, including artificial intelligence (AI) and robotics, con-
stantly increase. The aim of this study was to explore attitudes of 2020 medical students’ generation
towards various aspects of eHealth technologies with the focus on AI using an exploratory sequential
mixed-method analysis. Data from semi-structured interviews with 28 students from five medical
faculties were used to construct an online survey send to about 80,000 medical students in Germany.
Most students expressed positive attitudes towards digital applications in medicine. Students with a
problem-based curriculum (PBC) in contrast to those with a science-based curriculum (SBC) and male
undergraduate students think that AI solutions result in better diagnosis than those from physicians
(p < 0.001). Male undergraduate students had the most positive view of AI (p < 0.002). Around 38%
of the students felt ill-prepared and could not answer AI-related questions because digitization in
medicine and AI are not a formal part of the medical curriculum. AI rating regarding the usefulness
in diagnostics differed significantly between groups. Higher emphasis in medical curriculum of
digital solutions in patient care is postulated.

Keywords: medical students; perceptions; digitization in medicine; artificial intelligence

1. Introduction

Digitized health care systems require all players to acquire suitable knowledge of
how to use these technologies appropriately and to understand their implications on
patient management in general as well as on a case-by-case basis. Medical knowledge is
expanding exponentially and requires physicians to be constantly up-to-date and quickly
communicate, analyze, and recall medical information from numerous sources. Since
1955, artificial intelligence (AI) has had more and more support from stakeholders in the
medical field and elsewhere to generate and investigate digital data at a speed and precision
never seen before [1]. Digitization, including AI, changes not only the physician’s work
but requires also that medical education must align with these quite different health care
contexts compared to traditional teaching concepts [2]. Further, non-analytical, humanistic
aspects of medicine come under scrutiny and compete with digital technologies. The
acceptance of advanced technologies by students and health professionals and the weighing
of its usefulness is extremely important once this modality of healthcare delivery became
an integral part of mainstream healthcare. Acceptance, keenness to use the digital tools,
knowledge and skills, as well as an exuberance to utilize digital tools as an inherent way
of service delivery by healthcare professionals, particularly by doctors, help facilitate the
integration of eHealth and thus enhance the quality of health care [3]. This means that
among other institutions, such as universities, more and more should ensure that all active
players, including medical students, acquire knowledge, skills, and attributes to work with
these digital tools by an adaptation of curricula of education [4–7]. Although scientific
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publication on AI has increased since the beginning of this century, integration into medical
curriculum for better understanding of AI algorithms and how to maximize their use is
rudimentary [8].

Studies have demonstrated the usefulness of AI algorithms in various medical spe-
cialties, including radiology, ophthalmology, dermatology, pathology and pulmonary
medicine [9,10]. Regardless of the paucity of evidence to support digital tools, including
AI, in day-to-day routine in patient care and irrespective of the likeliness of the rapid
emergence of numerous AI applications, students’ contact with university and medical
courses teaching these concepts are rare. Surveys investigating students’ attitudes towards
field-specific AI are just emerging [9,11–14]. In some studies, students indicate their inten-
tion to abstain from medical fields, such as radiology, where AI was regarded as a potential
competitor to physicians’ work [9,11]. However, most wish for the integration of digital
applications and smart algorithms as well as their use in clinical practice and integration
into their curriculum [2,8,9,15,16].

No study has tested—to the best of the authors’ knowledge—whether students’ per-
ceptions regarding various aspects of eHealth (digitization including AI) depends on only
their personal beliefs or also on other confounding factors. Lee et al. (2021) found there
is little consensus on what and how to teach AI in medical education, requiring further
research to facilitate greater implementation of standardized aspects of digital medicine and
AI in the medical curriculum [17], while German universities offer medical studies either
a science-based focus (SBC, science-based curriculum) or a problem-based curriculum
(PBC), which gives the unique opportunity to evaluate students’ perceptions in this regard,
allowing the analysis of compounding factors not only regarding gender and training stage
but also the curriculum type.

2. Aim of the Study

The overall objective of this study was to investigate today’s medical students’ atti-
tudes towards AI and other digital working tools. We wanted to understand if age, gender,
semester level, and curriculum type influence their views. This study also assembled
information on students’ understanding of AI algorithms and digital applications in health
care and assessed their level of confidence in working alongside these tools after graduation
into patient care. It is our belief that this information may possess the means to employ
digital tools, including AI, into the curriculum of medical students efficiently, enhancing
their confidence in using them and therefore better equipping our future physicians with
sufficient knowledge.

3. Materials and Methods
3.1. Design

In order to best pursue the aim of this study, an exploratory mixed-method design
was used [18,19]. We used a sequential exploratory strategy in which a qualitative study
phase was followed by a quantitative survey [20–22]. The intention of the initial qualitative
component of the first study phase was to collect information about medical students’
perceptions regarding digitization and artificial intelligence (AI) in medicine. This was then
integrated into the second study phase consisting of a nationally representative sample of
the same sort of cohort. Thus, the first phase informed the next in an additive form, but it is
not a parallel design per se. This design is widely used to evaluate the effect of community
influence in which one method enriches the other method for comprehensibility [23]. For
the first phase, themes were extracted from the literature related to medical students’
perceptions regarding digitization in medicine, eHealth, and AI. The following topics
were extracted:

• Patient-related themes: digitization in patient self-management and interaction with
the health-care system;

• Physician-related themes: communication, information, managing health data, AI and
machine learning, and patient and administrative management;
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• Student-related themes: course of digitization and AI in medical school and attitudes
towards the digitization of medicine.

This information was then analyzed in two discussion group sessions among all
authors, and a resulting interview guide with a set of open questions about medical
students’ perceptions of digitization and artificial intelligence was constructed. This set
consisted of three main themes, and the authors agreed on adjunct questions for each
theme to probe explanations of the answers more deeply. The list was piloted with five
medical students, allowing further refinement prior to the interviews. The items are listed
in Table S1.

For the second, quantitative study phase, this findings were used to develop an
internet-based survey to confirm the results of the qualitative part quantitatively but not
to generate a formal theory [21,24]. Every item that was mentioned in more than two
interviews was translated into a question. All questions were reviewed by the authors
separately for content validity. This is seen as an objective judgment about the construct of
an instrument, ensuring the instrument’s relevance to the study’s aim and elucidating how
to express phrases, the wording of questions, and understanding the researcher’s intended
concept [25,26]. The items were then tested through a pilot study consisting of a group of
4 pre- and 4 clinical students, mediated by the authors to understand how they perceive the
subject of interest and in order to finalize the list of items. The comments and suggestions
were integrated, and overlaps were avoided, resulting in the final construct of questions.

3.2. Participants and Selection Criteria in Each Phase

In Germany, digitization and AI are not a formal part of the medical curriculum
although some medical students may have acquired relevant information about these
themes during courses with patient presentation (hidden curriculum). All in all, medical
students were, in terms of the curriculum, digitally naive. All participants of the first phase
were students from their 1st to 6th year (undergraduate, 1st to 2nd year; graduate, 3rd
to 6th year) from German universities. The inclusion criteria were their active study of
medicine and their agreement for their voluntarily participation. In the same way, the
exclusion criteria were suspension their studies as well as other exceptional situations. Prior
to start, informed consent was obtained, which was followed by the collection of telephone
numbers and email addresses. Convenience sampling was used. They were selected
purposely and consecutively, in part by snowball until theoretical saturation was reached.
All were approached personally by the authors. Once started, no interviewee dropped
out of the interview, which lasted about 30 min. Semester number and interview time
were comparable between the two groups. Table 1 summarizes the baseline characteristics
of all participants. All quotations in this paper are translations from German language
into English.

For the second, quantitative study phase, identical inclusion/exclusion criteria applied.
The online survey was sent to all medical faculties in Germany, from which most forwarded
the survey invitation by email to about 80,000 medical students to fulfill the principle of
maximum diversity through convenience sampling method. Each contained an invitation
letter and an information sheet. To avoid a potentially low response rate, 280 Amazon
vouchers, each for EUR 25 per completed survey, were offered as incentives, which were
distributed by way of a lottery. The samples of qualitative and quantitative studies are
comparable in age and percent number of PBC/SBC students but slightly different in
gender distribution and frequency of undergraduate or graduate semester (Table 1).

3.3. Analytical Strategy of the Qualitative Phase

The interviews consisted of semi-structured face-to-face or telephone interviews. They
took place between November 2019 and March 2020 at the Witten/Herdecke University.
Students replies were transcribed as verbatim texts and analyzed using an inductive coding
approach according to Mayring’s principles, as also exploited by others [27–29], aided by
the use of Quirkos 2.4 software (Quirkos, Edinburgh, United Kingdom www.quirkos.com
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accessed on 11 August 2021). A thematic analysis was performed by all authors and
themes linked and grouped to develop a schema for interpreting the data, ensuring rigor
in analysis [30]. When the perceptive content of the interviewees replicated itself, data
saturation was assumed, and the interview series was terminated. A.G. and J.E. read
each transcript up to three times to familiarize themselves with the contents and in order
to analyze the content properly. Data were then independently coded (Table 2). The
process involved the recognition of patterns and connections across the data and the
establishment of themes and sub themes that were pertinent and applicable to the whole
data set. Differences were discussed under the facilitation of TK until general consensus was
achieved. Reflexivity was maintained by the three researchers involved in the data analysis,
being cognizant throughout of their own personal context as, respectively, practicing
clinicians and educators and of any potential effect this may have had on their interpretation
of the data. Using this methodological approach, the authors followed a quantitative inquiry
approach, which is also the cornerstone of grounded theory [31].

Table 1. Characteristics of the study cohorts.

Parameter Specifics (Qualitative Study) Specifics (Quantitative Study)

Students n = 28 n = 1053
Age (years) 24.76 ± 3.05 23.7 ± 3.9

Gender distribution
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3.3. Analytical Strategy of the Qualitative Phase 
The interviews consisted of semi-structured face-to-face or telephone interviews. 

They took place between November 2019 and March 2020 at the Witten/Herdecke 
University. Students replies were transcribed as verbatim texts and analyzed using an 
inductive coding approach according to Mayring’s principles, as also exploited by others 
[27–29], aided by the use of Quirkos 2.4 software (Quirkos, Edinburgh, United Kingdom 
www.quirkos.com accessed on 11 August 2021). A thematic analysis was performed by 
all authors and themes linked and grouped to develop a schema for interpreting the data, 
ensuring rigor in analysis [30]. When the perceptive content of the interviewees replicated 
itself, data saturation was assumed, and the interview series was terminated. A.G. and J.E. 
read each transcript up to three times to familiarize themselves with the contents and in 
order to analyze the content properly. Data were then independently coded (Table 2). The 
process involved the recognition of patterns and connections across the data and the 
establishment of themes and sub themes that were pertinent and applicable to the whole 
data set. Differences were discussed under the facilitation of TK until general consensus 
was achieved. Reflexivity was maintained by the three researchers involved in the data 
analysis, being cognizant throughout of their own personal context as, respectively, 
practicing clinicians and educators and of any potential effect this may have had on their 
interpretation of the data. Using this methodological approach, the authors followed a 
quantitative inquiry approach, which is also the cornerstone of grounded theory [31]. 

Table 2. Codes used in the qualitative study part. 

Code Descriptors Subthemes 

Health Apps 

Professional health apps for 
medical decision finding 

Lay health apps giving diag-
nostic advise and therapeutic 

control 

Doctor’s competitor, Doctor’s assistant 
Technical challenges 

Erroneousness (misleading) 
Patient’s assistant 
Information tool 

Patient–doctor alienation 
Economization of consultations 

n = 17 (60.7%)
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inductive coding approach according to Mayring’s principles, as also exploited by others 
[27–29], aided by the use of Quirkos 2.4 software (Quirkos, Edinburgh, United Kingdom 
www.quirkos.com accessed on 11 August 2021). A thematic analysis was performed by 
all authors and themes linked and grouped to develop a schema for interpreting the data, 
ensuring rigor in analysis [30]. When the perceptive content of the interviewees replicated 
itself, data saturation was assumed, and the interview series was terminated. A.G. and J.E. 
read each transcript up to three times to familiarize themselves with the contents and in 
order to analyze the content properly. Data were then independently coded (Table 2). The 
process involved the recognition of patterns and connections across the data and the 
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Table 2. Codes used in the qualitative study part. 

Code Descriptors Subthemes 

Health Apps 

Professional health apps for 
medical decision finding 

Lay health apps giving diag-
nostic advise and therapeutic 

control 

Doctor’s competitor, Doctor’s assistant 
Technical challenges 

Erroneousness (misleading) 
Patient’s assistant 
Information tool 

Patient–doctor alienation 
Economization of consultations 

n = 11 (36.3%)
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practicing clinicians and educators and of any potential effect this may have had on their 
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quantitative inquiry approach, which is also the cornerstone of grounded theory [31]. 
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Code Descriptors Subthemes 

Health Apps 

Professional health apps for 
medical decision finding 

Lay health apps giving diag-
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They took place between November 2019 and March 2020 at the Witten/Herdecke 
University. Students replies were transcribed as verbatim texts and analyzed using an 
inductive coding approach according to Mayring’s principles, as also exploited by others 
[27–29], aided by the use of Quirkos 2.4 software (Quirkos, Edinburgh, United Kingdom 
www.quirkos.com accessed on 11 August 2021). A thematic analysis was performed by 
all authors and themes linked and grouped to develop a schema for interpreting the data, 
ensuring rigor in analysis [30]. When the perceptive content of the interviewees replicated 
itself, data saturation was assumed, and the interview series was terminated. A.G. and J.E. 
read each transcript up to three times to familiarize themselves with the contents and in 
order to analyze the content properly. Data were then independently coded (Table 2). The 
process involved the recognition of patterns and connections across the data and the 
establishment of themes and sub themes that were pertinent and applicable to the whole 
data set. Differences were discussed under the facilitation of TK until general consensus 
was achieved. Reflexivity was maintained by the three researchers involved in the data 
analysis, being cognizant throughout of their own personal context as, respectively, 
practicing clinicians and educators and of any potential effect this may have had on their 
interpretation of the data. Using this methodological approach, the authors followed a 
quantitative inquiry approach, which is also the cornerstone of grounded theory [31]. 

Table 2. Codes used in the qualitative study part. 

Code Descriptors Subthemes 

Health Apps 

Professional health apps for 
medical decision finding 

Lay health apps giving diag-
nostic advise and therapeutic 

control 

Doctor’s competitor, Doctor’s assistant 
Technical challenges 

Erroneousness (misleading) 
Patient’s assistant 
Information tool 

Patient–doctor alienation 
Economization of consultations 

n = 5 (38.5%),
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They took place between November 2019 and March 2020 at the Witten/Herdecke 
University. Students replies were transcribed as verbatim texts and analyzed using an 
inductive coding approach according to Mayring’s principles, as also exploited by others 
[27–29], aided by the use of Quirkos 2.4 software (Quirkos, Edinburgh, United Kingdom 
www.quirkos.com accessed on 11 August 2021). A thematic analysis was performed by 
all authors and themes linked and grouped to develop a schema for interpreting the data, 
ensuring rigor in analysis [30]. When the perceptive content of the interviewees replicated 
itself, data saturation was assumed, and the interview series was terminated. A.G. and J.E. 
read each transcript up to three times to familiarize themselves with the contents and in 
order to analyze the content properly. Data were then independently coded (Table 2). The 
process involved the recognition of patterns and connections across the data and the 
establishment of themes and sub themes that were pertinent and applicable to the whole 
data set. Differences were discussed under the facilitation of TK until general consensus 
was achieved. Reflexivity was maintained by the three researchers involved in the data 
analysis, being cognizant throughout of their own personal context as, respectively, 
practicing clinicians and educators and of any potential effect this may have had on their 
interpretation of the data. Using this methodological approach, the authors followed a 
quantitative inquiry approach, which is also the cornerstone of grounded theory [31]. 

Table 2. Codes used in the qualitative study part. 

Code Descriptors Subthemes 

Health Apps 

Professional health apps for 
medical decision finding 

Lay health apps giving diag-
nostic advise and therapeutic 

control 

Doctor’s competitor, Doctor’s assistant 
Technical challenges 

Erroneousness (misleading) 
Patient’s assistant 
Information tool 

Patient–doctor alienation 
Economization of consultations 

n = 8 (61.5%)
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data set. Differences were discussed under the facilitation of TK until general consensus 
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[27–29], aided by the use of Quirkos 2.4 software (Quirkos, Edinburgh, United Kingdom 
www.quirkos.com accessed on 11 August 2021). A thematic analysis was performed by 
all authors and themes linked and grouped to develop a schema for interpreting the data, 
ensuring rigor in analysis [30]. When the perceptive content of the interviewees replicated 
itself, data saturation was assumed, and the interview series was terminated. A.G. and J.E. 
read each transcript up to three times to familiarize themselves with the contents and in 
order to analyze the content properly. Data were then independently coded (Table 2). The 
process involved the recognition of patterns and connections across the data and the 
establishment of themes and sub themes that were pertinent and applicable to the whole 
data set. Differences were discussed under the facilitation of TK until general consensus 
was achieved. Reflexivity was maintained by the three researchers involved in the data 
analysis, being cognizant throughout of their own personal context as, respectively, 
practicing clinicians and educators and of any potential effect this may have had on their 
interpretation of the data. Using this methodological approach, the authors followed a 
quantitative inquiry approach, which is also the cornerstone of grounded theory [31]. 

Table 2. Codes used in the qualitative study part. 

Code Descriptors Subthemes 

Health Apps 

Professional health apps for 
medical decision finding 

Lay health apps giving diag-
nostic advise and therapeutic 

control 

Doctor’s competitor, Doctor’s assistant 
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3.4. Analytical Strategy of the Quantitative Phase

The questionnaire consists of a total of 71 questions in eight sections: (A) sociodemo-
graphics, (B) preliminary activity, (C) admission to medical studies, (D) medical studies,
(E) expectations of studies/profession, (F) learning, (G) future and digitization, and (H)
patient and error management. Likert scale questions (ranging from 0 = decline/do not
know to 7 = completely agree), questions with a percent scale from 0–100, and questions
with the option of three answers (do not know, false, fully agree) were used. An item
was considered a “firm perception” when the mean response was within one-third of the
lowest/highest possible answer scores. The survey took place between September 2020
and January 2021.

3.5. Statistics

Statistical analysis was performed in the quantitative study part using SPSS (V27).
Descriptive statistics are presented in percentages. An unpaired, two-tailed Wilcoxon
rank-sum test was carried out to compare the responses relating to perceptions in digi-
tization in medicine and AI. Group comparators were curriculum type (PBC vs. SBC),
gender (female vs. male), and semester levels. A p-value of less than 0.05 was considered
statistically significant.
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Table 2. Codes used in the qualitative study part.

Code Descriptors Subthemes

Health Apps

Professional health apps for medical
decision finding

Lay health apps giving diagnostic advise
and therapeutic control

Doctor’s competitor, Doctor’s assistant
Technical challenges

Erroneousness (misleading)
Patient’s assistant
Information tool

Patient–doctor alienation
Economization of consultations

Wearables Electronic devices to track physical
metrics, consumer wearables

Effects on self-determination
Medical device
Motivation tool
Self-controlling

Health consciences
Monitoring tool for physical fitness

Telemedicine Telecommunication technology for
remote health care

Simplification of doctor–patient interaction
Monitoring tool

24/7 surveillance
Amelioration of patient quality of life

Enhances patient’s independence

Digitization in patient
management

Electronic software solutions to aid the
health care

Peer-to-peer communication
Patient management

Patient records
Literature search

Data management and transfer
Digital literacy of users

Data protection Safeguarding of important information

Data misuse
Transparent patient

Unnecessary restrain
Patient health card

Robotics in medicine Use of computerized or automated
devices in health care

Doctor’s assistant
Doctor’s competitor

Support in diagnostic and analytic procedures
Alienation of patients
Legal responsibility

AI
Computer- or software-driven machines
to perform activities normally thought to

require intelligence

Doctor’s assistant
Doctor’s competitor

Support in diagnostic and analytic procedures
Legal responsibility

Distrust
Lack of information

4. Results

Students estimated that digital health cannot and will never replace traditional health
services and medical consultations in total, but it will change the way doctors and patients
will deal with each other.

“I think, in the digital age the personal contact is particularly important. Many
[patients] can easily search for information in the Internet using their mobile or smart-
phone. But it is something different when patients and doctors interact with each other
and communicate in person. The physician can do a physical examination, take care of
the patient directly which allows also emphatic interaction into the patient’s psyche”.

This perception is mirrored by the data from the quantitative study. Digitization in
general is not seen as a competition for doctors but as an accessory tool to improve their
performance, save time, and make their work easier. Male students are somewhat more
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skeptical than women (Table 3). Male students see AI more as an encumbrance than as
useful assistance.

Table 3. Response (sum ± STD) from Likert scale responses to given questions. Statistical group
comparison using the unpaired, two-tailed Wilcoxon rank-sum test.

Questions PBC
(n = 490)

SBC
(n = 563)

Male
(n = 274)

Female
(n = 779)

Undergraduate
(n = 438)

Graduate
(n = 615)

Digitization makes doctors in
diagnostic workup dispensable. 0

= do not know, 1 = false,
7 fully agreed.

2.50 ± 0.91 2.60 ± 1.00 2.72 ± 1.09 2.49 ± 0,91 2.54 ± 0.990 2.56 ± 0.94

group comparison p = 0.096 p = 0.007 (alpha = 0.003) p = 0.588

Medical decisions can be digitally
supported but must be finalized
through the doctors because only
they can fully assess the outcome.

0 = do not know, 1 = false,
7 fully agreed.

5.99 ± 1.29 5.91 ± 1.32 5.95 ± 1.43 6.00 ± 1.26 5.92 ± 1.45 6.02 ± 1.96

group comparison p = 0.971 p = 0.940 p = 0.925

Health apps and computer
algorithms are for patients

disturbing (0) or coherent (100).
50.1 ± 22.6 47.5 ± 22.4 51.4 ± 24.7 47.7 ± 21.6 45.4 ± 22.5 51.1 ± 22.2

Group comparison p = 0.066 p = 0.018 (*) p < 0.0001

Health apps/computer algorithms
are in medicine debilitating (0) or

supportive (100).
63.4 ± 18.9 60.5 ± 18.6 66.0 ± 20.4 60.4 ± 17.9 60.9 ± 19.3 62.62 ± 18.33

group comparison p = 0.003 p < 0.001 p = 0.325

Digital self-diagnostics are for
patients deleterious (0) or

useful (100).
38.1 ± 23.4 35.2 ± 20.8 38.0 ± 22.5 36.0 ± 21.9 33.2 ± 21.7 39.0 ± 22.0

group comparison p = 0.105 p = 0.244 p < 0.0001

The multiplicity of health apps
cause confusion. 0 = do not know,

1 = false, 7 fully agreed.
3.88 ± 1.96 4.25 ± 2.04 4.17 ± 1.96 4.02 ± 2.03 3.96 ± 2.02 4.16 ± 2.00

p = 0.001 p = 0.449 p = 0.083

Wearables can replace 24 h ECG
and others in medical diagnostics.

0 = do not know, 1 = false,
7 fully agreed.

2.74 ± 1.35 2.70 ± 1.30 2.84 ± 1.29 2.68 ± 1.29 2.75 ± 1.39 2.70 ± 1,28

Group comparison p = 0.540 p = 0.114 p = 0.753

* = non-significant after Bonverroni correction of alpha error.

Although the semi-structured interview was based only on three major topics, students
discussed six related sub-themes in lengths and with great enthusiasm, which were catego-
rized as the digital patient, digitization in doctor–patient interaction, technical aspects of
digitization, robotics in medicine, artificial intelligence (AI), and digitization in university.

4.1. The Digital Patient

Students show a well-balanced attitude or are even enthusiastic regarding the advan-
tages of internet-using patients (or “ePatients”, as Masters, 2017, put it [32]). Concerns
are related to potentially unreliable and non-certified internet sources eventually causing
confusion in the patient–doctor relationship, particularly when the doctor disagrees with
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the patient’s internet inquiry (Figure S1). In general, they believe that informed patients
can more easily be integrated into the doctor’s decision making.

“That means that the patient visits the doctor well informed. Informed patients
gave thoughts to their symptoms, in a positive but also possibly in a negative sense. As
a matter of principle I like informed patients as long as patients are open for further
suggestions and towards the doctor’s medical advice. On the flip side can such lay
information interfere with doctor’s intention because it cause a behavioral bias on the
patient side towards certain diagnostic procedures and therapies”.

Some doubt the reliability of health apps and the practical usefulness for doctors,
particularly those who lack the necessary willingness and technical understanding.

“But I must say, for example just for me, I am not very technically avid and only
partially trained or have only meager digital skills”.

Students emphasize that apps might be used as a useful information source for doctors
as well as for patients although they question the accuracy of mobile health applications
for patients [33], and they caution a possible fallout for the utilization on the health care
system (Table S2). Only a minority of the students knew that common activity trackers are
not certified medical devices, precluding them from being used as such. Students argue in
favor of the use of those devices, mainly citing the stimulating effect on a physical activity
and their perception of these devices as a positive motivation tool for healthy lifestyle
(Table S3).

Although the quantitative study part did not find ample differences, SBC students
tend to have slightly more restrictive attitude than PBC students towards patients’ use of
consumer health apps. They seem, although by and large having a more positive than
a timid attitude, more reluctant regarding the use of medical apps to aid diagnosis and
therapy by doctors. Interestingly, the perception for or against the use of digital applications
in medicine for patients and doctors seems to change. While undergraduate students have
more critical and restrained perceptions, graduate students see more of the positive side
most likely due to their comparably higher training level. Thus, group differences of
perceptions were mainly driven by semester rank rather than by gender or by educational
type (Table 3).

4.2. Digitization in Doctor–Patient Interaction

In interviews, participants verbalized indifferent knowledge of telemedicine inven-
tions. Positive aspects included the simplification of doctor consultations, particularly in
sparsely populated areas, possible 24/7 doctor access, and the medical on-the-spot sup-
port of paramedics (Table S3, supplement). They doubted that electronic communication
services would enhance the doctor–patient relationship because direct and physical doctor–
patient interaction will always be the cornerstone of patient care. However, increasing
electronic communications, in contrast to face-to-face contact between patients and the
doctor but also between stakeholders in medicine, is seen as unavoidable in modern days.
The computer screen might be on the verge of becoming more essential than the physical
presences of the patient, or personal interactions might weaken, such as the deterioration
of experience of physical examination and medical history taking due to the dominance of
electronic data and the loss of individual patient characteristics.

Students of the quantitative study part had positive attitudes toward telemedicine,
with women having the most favorable views. Digital communication and attentiveness
toward patients despite working with a computer and electronic networking were seen
neither overly optimistically nor pessimistically within all groups (Table 4). Interestingly,
all of them think that digital solutions in patient care might ease doctor–nurse commu-
nications but not personal doctor–patient interactions. Male students favor high-tech
medicine themes in the curriculum, while female students prefer the personal patient–
doctor-interaction and use their senses in physical examinations rather than relying on
impersonal technical tools for the diagnostic workup (Figure 1). All students, and particu-
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larly those at the graduate level, express their willingness to improve healthcare, including
its digital solution concepts.

Table 4. Response (sum ± STD) from Likert scale responses to given questions. Statistical group
comparison using the unpaired, two-tailed Wilcoxon rank-sum test.

Questions PBC
(n = 490)

SBC
(n = 563)

Male
(n = 274)

Female
(n = 779)

Undergraduate
(n = 438)

Graduate
(n = 615)

Digital networks (including
telemedicine) make
face-to-face medical

consultations unnecessary.
0 = do not know, 1 = false,

7 = fully agree.

2.40 ± 0.86 2.41 ± 0.84 2.57 ± 1.05 2.35 ± 0.76 2.43 ± 0.92 2.39 ± 0.80

Group comparison p = 0.567 p = 0.006 (alpha = 0.003) p = 0.925

Would it be problematic for
you as a doctor that you work
more at the computer instead
of directly interacting with the

patient? 1 = yes, 2 = no,
3 = do not know.

1.42 ± 0.73 1.41 ± 0.74 1.36 ± 0.70 1.44 ± 0.75 1.41 ± 0.74 1.42 ± 0.74

Group comparison p = 0.692 p = 0.116 p = 0.641

What do you think: Does
digitization in medicine

reduce (0) or enhance (100)
personal doctor–doctor

communication?

49.8 ± 26.2 49.2 ± 25.7 52.1 ± 27.4 48.6 ± 25.3 48.8 ± 25.8 50.0 ± 26.0

Group comparison p = 0.705 p = 0.076 p = 0.496

What do you think: Do digital
networks increase (0) or

decrease (100) doctor–nurse
communication?

40.5 ± 22.3 36.7 ± 20.7 40.3 ± 22.5 37.8 ± 21.2 37.5 ± 21.3 39.2 ± 21.8

Group comparison p = 0.010 * p = 0.213 p = 0.170

How do you deal with a
non-perfect health care system:
Do you try learn the pitfalls in
order to adapt yourself (0), or

do you try to improve an
imperfect system

actively (100)?

58.8 ± 24.6 57.4 ± 23.9 55.1 ± 26.2 59.1 ± 23.5 60.6 ± 23.6 56.2 ± 24.5

Group comparison p = 0.316 p = 0.068 p = 0.003

Digitization in medicine lacks
confidentiality and breaches
private data security. 0 = do

not know, 1 = false,
7 = fully agree.

3.08 ± 1.20 3.17 ± 1.26 3.07 ± 1.17 3.15 ± 1.25 3.22 ± 1.29 3.07 ± 1.18

Group comparison p = 0.296 p = 0.155 p = 0.025 *

Do you regard the statutory
health card susceptible for

fraud (0) or a tool to improve
quality of patient-centered

care (100)?

67.8 ± 20.1 66.7 ± 20.7 69.5 ± 21.1 66.4 ± 20.1 65.6 ± 19.9 68.4 ± 20.8

Group comparison p = 0.467 p = 0.011 * p = 0.007 *

* = non-significant after Bonverroni correction of alpha error.
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4.3. Technical Aspects of Digitization

Students had a balanced attitude towards technical and operational aspects of digiti-
zation in patient care, citing critical but also positive aspects as summarized in Table S5.
All students were aware of privacy issues and considered informed consent as essential.
However, they do not appear to give privacy issues a high ranking order because both
groups cite that many people easily give away personal information voluntarily, such as
in social media or while using open Internet access gates (Table S6). They even consider
privacy regulations as somewhat cumbersome for the doctors to whom patients have to
give private information anyway.

“I don’t know why data protection concerns in medicine are so widely discussed.
Well, I don’t care if my health insurance and physicians can see my diseases because they
get this information anyway. I you ask me . . . I tell my physician my medical problems
anyway which is a courtesy making life easier”.

Most students reject the notion that digitization interferes substantially with privacy.
They further regard data storage on personal health insurance cards as more helpful for
doctors’ work and as offering less vulnerability for abuses. They see a high potential for
enhancing medical quality, which out-weighs the risks. Students in earlier semesters view
cybersecurity and women in particular view insurance cards with more concern than do
graduate students or men, respectively (Table 4).

4.4. Robotics and AI in Medicine

The interviewees did not clearly distinguish robotics and machine learning from
other AI applications. Most students draw their knowledge about AI and medical robotic
systems either from personal experience or interest by citing the movie I, Robot, from casual
encounters during courses, or from reports in the general media. Particularly, SPC students
expressed critical attitudes against AI and robotic applications in medicine, which they
regard as inhuman. In contrast, PBC students saw AI and robotics as supportive, even
expressing excitement. Both groups strongly emphasized that AI and robots will never
replace doctors and the warm heartedness of human-to-human interaction although AI
might be a formidable competitor particularly in radiology, pathology, and other fields
were AI has been shown to outperform even specialists (Table S7).
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“I think, an intelligent android will never replace a physician because the human ele-
ment is always the most important component in a doctor-doctor-interaction. Solid social
contacts, empathy but also tactfulness is so important which can never be accomplished
by a robot”.

“I think, that’s difficult, because I feel a certain emotional suspiciousness towards
technical solutions and AI. But objectively and pragmatically seen, these digital assistance
solutions are as a matter of principle a good thing. But emotionally I am quite wary”.

“Yes, artificial intelligence is a very fascinating area of cutting edge new technological
developments. I think, the we can profit enormously from AI”.

Depending on the analyzed group, 10% to almost 40% of students felt uninformed about
AI and therefore could not answer the questions of the quantitative survey (Table 5A–C). More
PBC than SBC students and more graduate than undergraduate students (non-significant
after Bonverroni correction) believe that physicians will lose their medical skills through
AI applications. Around 70% of students think that to some extent, AI generates better
diagnoses in rare diseases. This study found significant differences between groups: SBC
students, women, and undergraduate students are less convinced that AI is superior to
physicians (comparison between all groups p < 0.001, Table 5B). In contrast to the qualitative
part, PBC and SBC students were equally uneasy to disapprove AI (Table 5C). Men as well
as undergraduate students had a significant more pessimistic perception towards AI than
their counterparts (p = 0.002 and p < 0.002, respectively).

Table 5. (A–C) Response (% in numeric columns) to given questions. Statistical group comparison
using the unpaired, two-tailed Wilcoxon rank-sum test (statistical calculation excluding column 1).

A

Comparator
groups

Artificial Intelligence (AI) Leads to Loss of Medical Skills. AI is “Addictive”. 1 = Do Not Know, Range of
Agreement: 2 = Rejection, up to 7 = Fully Agreement.

1 2 3 4 5 6 7 Mean ± STD p

PBC 13.3 16.7 22.4 16.1 20.0 8.2 3.3 3.50 ± 1.63 p = 0.033 *
(alpha = 0.016)SBC 9.9 18.5 21.1 16.2 16.5 23.5 4.3 3.68 ± 1.69

male 8.8 16.4 23.4 17.2 19.7 11.3 3.3 3.70 ± 1.59
p = 0.226

female 12.5 18.1 21.2 15.8 17.6 10.9 4.0 3.57 ± 1.69

undergraduate 13.9 18.9 21.5 13.9 18.7 9.4 3.7 3.47 ± 1.69
p = 0.033 *

graduate 9.8 16.7 22.0 17.7 17.7 12.2 3.9 3.69 ± 1.64

B

Comparator
groups

Particularly in diagnosing orphan diseases, AI outmatches physicians. 1 = Do Not Know, 2 = Range of
Agreement: 2 = Rejection, up to 7 = Fully Agreement.

1 2 3 4 5 6 7 Mean ± STD p

PBC 31.8 10.2 15.7 12.0 14.3 12.2 3.7 3.18 ± 1.93
p < 0.0001

SBC 32.7 13.7 13.5 12.6 16.3 8.3 2.8 3.03 ± 1.85

male 28.1 8.4 11.3 12.4 17.9 15.0 6.9 3.56 ± 2.05
p < 0.0001

female 33.8 13.4 15.7 12.3 14.5 8.5 1.9 2.94 ± 1.81

undergraduate 38.4 14.6 12.8 12.8 11.2 7.3 3.0 2.78 ± 1.83
p < 0.0001

graduate 28.0 10.2 15.8 12.0 18.4 12.2 3.4 3.33 ± 1.90
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Table 5. Cont.

C

Comparator
groups

AI will cause disaster rather than being useful. 1 = Do Not Know, Range of Agreement: 2 = Rejection, up to
7 = Full Agreement.

1 2 3 4 5 6 7 Mean ± STD p

PBC 19.0 25.9 30.6 14.5 5.3 3.5 1.2 2.77 ± 1.35
p = 0.158

SBC 17.8 26.1 25.4 17.2 7.5 4.1 2.0 2.91 ± 1.46

male 6.6 38.0 29.6 12.0 7.7 3.6 2.6 2.97 ± 1.35
p = 0.002

female 22.5 21.8 27.2 17.3 6.0 3.9 1.3 2.79 ± 1.43

undergraduate 21.5 21.2 24.4 17.4 8.4 4.3 2.7 2.94 ± 1.55
p < 0.001

graduate 16.1 29.4 30.2 15.0 5.0 3.4 0.8 2.88 ± 1.30

* = non-significant after Bonverroni correction of alpha error.

5. Discussion

This study, based on an exploratory sequential analysis consisting of two study parts,
investigated students’ attitudes towards various aspects of digitization in medicine with
the focus of AI. Germany and many other countries, there is a lack of AI and other digital
solutions for patient care in the curriculum, which provides only a cursory reference to AI
at the most despite its advantages and its more frequent use [32,34]. Therefore, this study
adds to our understanding of what medical students think about chances and challenges
of digital tools in patient management as well as the role and future of AI in medicine.
Without a structured curriculum, it is difficult to select a solid knowledge base on these
themes, which easily can explain the helplessness of some students of our online survey.
However, medicine still has to deal with the adoption of digital working tools, including
the integration of high-tech simulation into medical curriculum [2,35,36].

The students of the qualitative phase revealed that they drew their knowledge and
attitude regarding AI and robotics/machine learning, which they could not clearly dif-
ferentiate from media and films, and not from courses in the university. Regardless, the
qualitative interviews revealed a great array of detailed opinions ranging from AI as a
potential competitor in certain medical fields such as radiology, pathology, and others to
being supportive for physician’s work, liability, and data security. The quantitative study
part further revealed for the first time, to the authors knowledge, that students’ attitudes
are not to be contemplated from a standpoint of structural unity but that distinctive stances
exist. Significantly more PBC than SBC and more graduate than undergraduate students
think that AI will hamper medical skills of physicians, and significantly more PBC students,
male students, and graduate students are convinced of the superiority of AI in detecting
rare diseases. Although up 38% of our students could not answer the AI questions in the
quantitative survey—initially brought up in the interviews of the qualitative study part—it
seems encouraging in comparison to an earlier survey, which reported that about 70% of
respondents were unaware of AI topics in medicine [16]. Students of this study expressed
a great interest in integrate digitization, AI, and machine learning into the medical cur-
riculum, which is in concordance with earlier reports [9,14–16]. At least the qualitative
part of this study matches nicely, from the students’ perspective, the attitudes from fac-
ulty members in German medical faculties because both postulate an intensification of AI
competence in medical training [37].

Healthcare is currently undergoing a digital transformation. Therefore, it is imperative
to leverage digital technologies to further improve our understanding of disease pathogene-
sis, diagnosis, and therapy. Stakeholders in medicine need to believe that new technologies
provide an advantage to traditional working structures and are effortless to apply before
they will accept them [38,39]. Naturally, people fear that AI may replace clinicians or take
their jobs. This attitude might even guide students in their career choice [40,41]. Although
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this study found differences between groups where undergraduate male and SBC students
were significantly more pessimistic, the overall score was quite neutral. Education and
training in AI might further contribute to a differentiated view of the pros and cons of these
technologies, including smart algorithms in medical applications [42].

This study, nevertheless, has some limitations. This study was conducted at a single
institution although students from almost all medical faculties of German universities con-
tributed to this investigation. Self-selection bias may exist due to voluntarily participation.
Further, the quantitative survey consisted of about three-fourths women but only one-
fourth men, indicating a gender bias corresponding to the gender distributions of students
that reflects the situation in many medical faculties. The focus on the German educational
system and the fact that only a small fraction of the total number of medical students filled
out the online survey makes a generalization of the answers difficult. However, the thor-
ough literature research, the extraction of relevant themes, and the number of interviews
performed in the qualitative study phase were comparable to similar qualitative studies,
including the number of items included in the survey, which was also accomplished with
a similar level of substantiation [43]. The statements of the qualitative study part and
questions of the quantitative study part may not always reflect clarity and comprehension.
The reason is that those were entirely based on self-reported and subjective measures
and therefore did not necessarily follow scientific semantics. The questionnaire for the
quantitative study did not undergo a validated validation process. Instead, it underwent
a face-validity process by the authors and was pretested in a pilot study, which has been
used in other mixed-methods studies [18,36,43].

6. Conclusions

This study represents an important insight regarding digitization and AI-naive stu-
dents and their perceptions, anxiety, and notions, which were solely based on personal
interest, the participation of voluntary courses, or acquired from hidden curriculum. While
the attitudes towards digitization in medicine were well-balanced between curricula groups,
gender, and training stage, perceptions regarding AI were not. Although in comparison
to other studies, AI illiteracy was lower, still, up to almost 40% of participants could not
answer AI-related questions although differences in subgroups exist.

7. Implications

There is a broad understanding in the student cohort on the need to integrate education
and training in digital applications and AI technologies in medicine. Therefore, it is
recommended to integrate themes such as “digitization in medicine” as well as “AI” in
the medical curriculum due to their increasing importance in health care. To cope with
this aspect, the University Hospital Charité in Berlin started a project called “AI-Campus”,
which offers courses on a voluntary basis and can be used by every member of medical
faculty in Germany. Based on the results of our study, a more formal integration of AI and
eHealth themes into health education would not only fit today’s requirements of cutting-
edge patient care but would also suit medical students’ interests, as our study confirmed,
and might reduce students’ digital illiteracy, which, however, has to be elucidated in
another study.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/healthcare10040723/s1, Figure S1: Students’ perceptions on
“the internet-affine patient”; Table S1: Interview themes in 28 students of five German universities
(qualitative study part); Table S2: Students’ perceptions on health apps (lay and professional health
apps); Table S3: Students’ perceptions on wearables use by patients; Table S4: Students’ perceptions
on telemedicine; Table S5: Students’ perceptions on digitization in patient management (hospital,
ambulatory); Table S6: Students’ perceptions regarding data security; Table S7: Students’ perceptions
regarding robotic and intelligence (AI) in medicine.
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Abstract: The development of artificial intelligence (AI) during the COVID-19 pandemic is there for
all to see, and has undoubtedly mainly concerned the activities of digital radiology. Nevertheless, the
strong perception in the research and clinical application environment is that AI in radiology is like a
hammer in search of a nail. Notable developments and opportunities do not seem to be combined,
now, in the time of the COVID-19 pandemic, with a stable, effective, and concrete use in clinical
routine; the use of AI often seems limited to use in research applications. This study considers the
future perceived integration of AI with digital radiology after the COVID-19 pandemic and proposes
a methodology that, by means of a wide interaction of the involved actors, allows a positioning
exercise for acceptance evaluation using a general purpose electronic survey. The methodology was
tested on a first category of professionals, the medical radiology technicians (MRT), and allowed to (i)
collect their impressions on the issue in a structured way, and (ii) collect their suggestions and their
comments in order to create a specific tool for this professional figure to be used in scientific societies.
This study is useful for the stakeholders in the field, and yielded several noteworthy observations,
among them (iii) the perception of great development in thoracic radiography and CT, but a loss of
opportunity in integration with non-radiological technologies; (iv) the belief that it is appropriate to
invest in training and infrastructure dedicated to AI; and (v) the widespread idea that AI can become
a strong complementary tool to human activity. From a general point of view, the study is a clear
invitation to face the last yard of AI in digital radiology, a last yard that depends a lot on the opinion
and the ability to accept these technologies by the operators of digital radiology.

Keywords: eHealth; medical devices; mHealth; digital radiology; picture archive and communication
system; artificial intelligence; electronic surveys; chest CT; chest radiography

1. Introduction

As for all important diseases, for COVID-19, scholars and scientists have immedi-
ately focused on the search for a diagnostic methodology that could give an effective
identification response.

Since the first studies related to the appearance of COVID-19, it has been hypothesized
that radiography could represent a valid tool [1,2] in the diagnosis of COVID-19 cases.
However, it was initially thought that the image alone (therefore, without the application
of AI) could not be sufficient due to the possibility of confusion with other pathologies [3].
Scientists and stakeholders moved on to the reverse transcriptase-polymerase chain reac-
tion (abbreviated RT-PCR) [4,5], which was tested and inserted as a gold standard after
approval by the CDC and the WHO to identify the virus causing COVID-19. The RT-PCR
allows discrimination with other beta-coronaviruses [4,5], and in the context of molecu-
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lar diagnostics with an appropriate articulated laboratory set-up with certain technical
times [6,7], a genomic detection of the virus [8,9].

1.1. Problems with the Use of RT-PCR

This gold standard is not perfect [3], as some studies have reported false negatives [9],
and the process is not free from potential errors [10–15].

Furthermore, all health systems are stressed in the use of the gold standard RT-PCR
for the following obvious reasons:

1. The big demand is undermining supplies that are very complex due to complex kits
and materials to be found during the pandemic.

2. The type of test is particularly expensive due to both the kits and the materials used
(the handling difficulties in the COVID-19 era are further increasing in price), both for
man time in processing.

3. The reactions involved require important technical times. Time in the pandemic era
is showing itself as an important parameter, and is strongly correlated with contact
tracing. Longer time implies a higher risk of spreading the SARS-CoV-2 virus.

4. The type of test requires personnel trained in specific degree courses in biomedical
laboratory techniques and/or biology.

5. The specific training referred to in the previous point must be done in the presence of
others to train the staff in the use of laboratory instruments and kits, and this is very
difficult in the pandemic period, since many of the internship activities have been
limited and/or replaced with remote activity.

6. Focusing only on a type of test as a gold standard from the point of view of optimiza-
tion and resource management is required, and an equally effective solution is needed
as a backup technique.

We therefore began to seek an answer to the above critical issues by looking with
interest towards other solutions. In particular, we began to carefully observe the emerging
potential of the world of digital radiology and the world of digital radiology (DR), where
the emerging techniques of artificial intelligence, applied to the digital imaging and based
on powerful algorithms, seem to have the chance to give important answers point by point
to the criticalities reported above.

This is happening in both the X-ray and CT scan sectors.

1.2. Possible at the Moment to Investigate Answers That AI in Digital Radiology Could Give

It is clear that a test system based on AI used in these two sectors shows the follow-
ing features:

1. It has no supply-critical issues thanks to digital techniques (there are no longer the
problems of plate development).

2. It has no material cost problems (for the same reasons as above). In addition, AI can
greatly reduce man time with automation.

3. It has a response time that is immediate, which translates into important advantages
for contact tracing.

4. It requires trained personnel, but AI automation could make a strong contribution to
cost minimization.

5. It needs training, however, the training on diagnostic images can also be practiced
through remote techniques thanks to the exchange of images that can also be practiced
through telemedicine systems based on eHealth and mHealth.

6. It could represent an alternative and/or backup system.

The development of artificial intelligence (AI) during the COVID-19 pandemic is there
for all to see, and has undoubtedly mainly concerned the activities of digital radiology.
Since the beginning of the pandemic, the opportunities of AI as a diagnostic tool for
COVID-19 through chest CT (CCT) and chest radiography/radiology (CR) have begun
to echo.
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A simple search on Pubmed with key ((artificial intelligence) AND (chest radiography))
reports 246 studies in 2020 against 131 in 2019, equal to an increase of about 88%. An
in-depth analysis with research key ((artificial intelligence) AND (chest radiography) AND
(COVID-19) reports that 122 of these articles are focused on or connected to COVID-19.

A search on Pubmed with key ((artificial intelligence) AND (chest CT)) reports
168 studies in 2020 against 59 in 2019, equal to an increase of about 284%. An in-depth anal-
ysis with research key ((artificial intelligence) AND (chest CT) AND (COVID-19) reports
that 96 of these articles are focused on or connected to COVID-19.

It was also hoped that, through the aforementioned applications, an effective and
very fast diagnostic routine and alternative to the gold standard represented by the reverse
transcriptase-polymerase chain reaction (abbreviated RT-PCR) technique above reported
could be found.

The applications of AI in digital radiology have been remarkable in both sectors of
the CCT and CR, as highlighted in wide-ranging reviews by Alsharif et al. [16] and by
Ozhain et al. [17]. This was also achieved thanks to the dissemination of large public image
databases. Pham in his study reported the usefulness of these databases [18].

In particular, his research is based on three public databases of COVID-19 chest X-rays:

(1) COVID-19 Radiography Database [19],
(2) COVID-19 Chest X-ray Dataset Initiative [20], and
(3) IEEE8023/Covid Chest X-ray Dataset [21].

The first database [18,19] reports both positive and negative images of viral pneumonia.
The second database [18–20] reports only full-blown cases of pneumonia due to COVID-19.
The third database [18–21] reports positive or suspected cases of viral bacterial pneumonia
or COVID-19; besides the radiographic images, it also contains CT images.

As remarked by van Ginneken [22], in this field, numerous specific dedicated archi-
tectures have shown exceptional diagnostic performance, such as the DeepCOVID-XR
algorithm [23]; CAD4COVID-Xray [24]; and CV19-Net [25]. The use of three pre-trained
convolutional neural networks [18], AlexNet [26], Goog-LeNet [27], and SqueezeNet [28],
was shown to be successful by Pham [18]. Many more successful examples of artificial
intelligence in this area can be made, although the aim of the work is clearly not to find the
best application of AI.

Nevertheless, the strong perception in the research and clinical application environ-
ment is that AI in radiology is like a hammer in search of a nail [29]. Notable developments
and opportunities do not seem to be combined, now, in the time of the COVID-19 pan-
demic, with a stable, effective, and concrete use in clinical routine; the use of AI often
seems limited to use in research applications. The recurring question is how to raise AI to a
more important role in digital radiology, now in a full pandemic, and later at the end of
the pandemic.

2. Objective

We have seen that the debate on the use of artificial intelligence during the COVID-
19 pandemic is now underway, especially with the focus on the application in digital
radiology. We have seen that many recent studies have reported increasing interest on AI
in this specific field. Whether and how digital radiology will be affected by the fabulous
development achieved by AI during the pandemic is a very important aspect. Surely an
important role in this as in many other areas will be played by stakeholders, in our case
politicians, territorial governors, and directors of health systems. As mentioned in the
editorial [30] dedicated to the special issue entitled The Artificial Intelligence in Digital
Pathology and Digital Radiology: Where Are We? opened in the Healthcare (Basel) j, this is
one of the classic problems of the last yard of the introduction of AI. Stakeholders have
their own sensors on healthcare actors, or at least they should be. The chosen future, the
last yard, will depend a lot on the opinion of the actors. An inquiry into their opinion is
therefore essential.
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It is therefore necessary to focus on AI applied to digital radiology through the two
techniques described and to understand the opinion of the users and, in particular, the
opinion of the key figures.

In fact, in a top health system, the stakeholders who must direct technological and
financial resources must first of all start from the opinion of those who will materially have
to work with the renewal of the current process.

In non-pandemic times, a very useful tool was that of meetings with the so-called
focus group tool with associations and/or the survey tool.

In a pandemic period, it is almost impossible to develop targeted focus groups, and
the survey, perhaps particularly articulated and conducted remotely electronically, can
play in addition to the traditional role of collecting opinions (automatically and with the
maintenance of social distancing) that of the virtual focus group as well.

The main objective of the study is therefore to:

(a) Develop an electronic survey on this topic suitable for a multitude of healthcare professionals;
(b) Submit it and collect useful suggestions to carry out a specific survey by category use-

ful for subsequent monitoring and interactions with the related scientific companies;
(c) Apply it to a first category of health professionals.

3. Methods

In line with the aim of the study, we decided to develop a survey.
Preliminarily, we have addressed the aspects of privacy and data security.

3.1. Privacy Issues

As the privacy is a very basic issue in submissions of the public surveys we carefully
considered this issue.

The questionnaire is anonymous, and the topic did not concern clinical trials on
humans, but only opinions and expressions of their thoughts. In consideration of this, it
was not considered necessary to proceed with the approval procedures of the EBR.

However, in order to improve the privacy aspects, the workgroup after the suggestion
of experts decided not to proceed via e-mail and to avoid requesting the municipality of
residence (in small municipalities, this could lead to identification).

We therefore disseminated it capillary through social media, such as Facebook,
LinkedIn, Twitter, Instagram, and Whatsapp, association sites, and, in general, using a
peer-to-peer dissemination.

3.2. Data Protection Issues

Today, there are several electronic survey applications made available by the great IT
giants, such as Microsoft and Google. In this study, Microsoft Forms was chosen, which
is available in the Office 365 suite provided to the staff of the Istituto Superiore di Sanità
and which for this reason respects the IT security aspects required by current regulations
from a systems point of view. Therefore, the tool used for the survey was based solely on
resources internal to the system and protected in compliance with the regulations, and has
been used in other successful experiences [31–33]. Even if not necessary, since the data
in the records are anonymous, the database obtained is managed with care and attention
to the data and with the consequent security criteria identified by general rules of best
practice in accordance with the legislation.

3.3. Subjects and Perspectives

Regarding the address of the survey, we turned to health personnel.
However, in consideration of the objective of this study and the survey, we also

managed the survey as a focus group and developed the following reasoning.
We focused on key figures in interacting with tools and processes and exposure to the

Sars-Cov-2 virus. An RT-PCR study would have considered the biomedical lab technician
involved in culture preparation and process maintenance as a figure.
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Our study has focused more on the figures who legally have to do with radio-
logical processes and have, due to this role, a greater exposure with the virus in the
radiology environment.

These figures are those of the medical radiology technicians.
The survey was sent to a large number of subjects, as illustrated in the results, however,

the analysis, with the aim of the prospective article, focused on the figure of the medical
radiology technician (MRT).

4. Results and Discussion

The first result is represented by the environment with the core element eS.
Figure 1 shows the Quick Response code related to the eS with thefollowing link : https:

//forms.office.com/Pages/ResponsePage.aspx?id=DQSIkWdsW0yxEjajBLZtrQAAAAAAAAAAAAZ_
_gdk7kpUM1JaVENLN01ER0IwWFM0SDdHNjY4TzNKMi4u (accessed on 13 March 2021).
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Figure 1. The Quick Response code of the electronic survey.

Figure 2 shows the questions related to the perceived future of AI in DR after
the pandemic.

4.1. Numerical Outcome from the Survey

The second result is the outcome from the submission of the eS. At the moment,
we have submitted the survey, using the social networks, messaging tools, and other
multimedia tools, to a wide sample of 1418 healthcare professionals; among them, 1348
agreed to participate. The submission now is terminated; it lasted from 10 January up to 20
January, and the data analysis will be suitably deepened by means of a specific datamining.
Here, with the aim of the perspective overview of the article, we present the outcome
from 182 healthcare professionals and medical radiology technicians directly focused in
the interaction with the radiology infrastructure. It must also be considered that the survey
was designed as a general purpose survey, and with the analysis of the results from the
submission on MRTs, as well as validation of the suggestions, was intended to finalize a
routine review dedicated to scientific societies.

Figure 3 shows the answers to Likert scale item #16: “Please indicate your opinion on
the degree of AI development during the pandemic in the following areas”.

Figure 4 shows the answers to the Likert scale item #17: “Indicate in which areas of AI
application in radiological diagnostics you would invest after the pandemic”.
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Each question was assigned a score from 1 (min score) to 6 (max score).
Therefore, the threshold of agreement (TA) with a proposed aspect was set at 3.5.
The outcome from the Likert scale at question #16 (Figure 2) highlighted that:

• Both chest CT and radiography were considered diagnostic areas of great development
during the pandemic; both of the average values obtained were higher than TA.

• The other two areas of integration towards other non-radiological technologies were
not considered areas of great development, having both obtained a value below the
TA threshold.

The results related to the Likert scale at question #17 (Figure 2) highlighted that:

• Both training and infrastructure were considered areas to invest in as far as artificial
intelligence is concerned. The values obtained were in fact well above the TA threshold.

• The integration into eHealth and mHealth instead showed a value equal to 3.6, just
above the TA threshold.

Figure 5 shows the answers to the multiple choice question #18 (Figure 2): “What is
your opinion about the future of AI in digital radiology after the COVID-19 pandemic?”
The result showed that, with a very high percentage of 87%, it is believed that AI will make
a complementary contribution. Only 10% believed it will replace human decision. Only 3%
believed it has no future.

4.2. Validation of the Submission on a Second Sample of MRTs

With the aim of improving and/or proving the validity of the results, we resubmitted
the survey to those who did not participate in the first submission in the period from 16 to
21 February 2021 to an independent sample of 98 MRTs. Everyone joined. The repeated
analysis in this sample never showed a deviation of more than 1% regarding the values
illustrated in the previous analysis. The student t-test applied to each pair of mean values
of the two submissions never showed significance in the differences between the two
mean values.
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4.3. Comments and Observations from the Survey

As it is visible through the link of the survey, it is possible to insert free comments
and observations.

This is importan for collecting through the tool:

(1) Further useful information about the problem.
(2) Observations about the tool itself.

The second point is useful for preparing a further revision of the same survey that
will be used several times.

Among the comments (178 in total) that emerged, we found after an interpretative synthesis:

comm-1 Appreciation for the initiative in various forms (150 cases), which then led to the
creation of the article. In some cases, the MRT figure was particularly valued.

comm-2 The desire for the survey to be a stable and permanent monitoring tool (11 cases).

comm-3 Concern about the downsizing of one’s profession due to possible automatisms
(three cases).

comm-4 Lack of confidence in the ability to readjust work processes (four cases) on the
basis of AI.

comm-5 The request for further development of the survey on the needs for interaction
with AI (in addition to the training one has already foreseen) (four cases).

comm-6 The lack of clarity of the role played in a possible process of interaction with AI
(three cases).

comm-7 The clear separation between the world of research and the world of clinical
practice in reference to the topic (two cases).

comm-8 The non-usefulness of the questionnaire (one case).

Some of the suggestions and observations collected directly in the survey also emerged
in the peer review (see the online reports), and will be used to improve and specialize the
tool in the subsequent scheduled submissions specific for the scientific societies of the MRT.
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Figure 6 highlights in a logarithmic scale the outcome for each group of comments.
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Figure 6. Representation in a logarithmic scale of the comments after the classification.

5. Conclusions and Work in Progress
5.1. Highlights in the Study

Currently, the gold standard in the diagnosis of COVID-19 identified by the CDC
and the WHO is RT-PCR [3]. This test in not error free [10–15], and the process is not
free from potential errors [18–22]. Furthermore, all health systems are stressed in the
use of the gold-standard RT-PCR for the several reasons above described, ranging from
the costs to difficulties in supplies. This is pushing scholars and stakeholders to look to
other frontiers. The study builds on the frightening developments and the related echo of
artificial intelligence in digital radiology [16,17] during the COVID-19 pandemic, and asks
questions about the future developments. In particular, it (a) considers the future perceived
integration of AI with digital radiology after the COVID-19 pandemic and (b) proposes
a solution that, through a mechanism of electronic interaction (protected in the time of
COVID-19) with professionals, makes it possible to obtain the opinions and perceptions of
a key professional figure in medical radiology processes: the medical radiology technician.
This solution, suitably protected regarding the aspects of privacy and data security, made
it possible to automatically obtain and process such data for this figure, whose results have
been evaluated and discussed, and for other figures whose datamining is continuing. A first
added value is the electronic methodology, which has made it possible to prepare a survey
in a structured way and in fact also acts as a virtual focus group around the MRT figure.
The second added value is represented by the technological solution prepared, which is
expandable, even with modifications and specialization (A) both in radiological and other
non-radiological realities, such as the world of biomedical laboratory techniques, where AI
is also moving, and (B) to other future periods hopefully not marked by the emergency.
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The study in general and the data analysis from the survey yielded several note-
worthy observations.

From the study clearly emerges the following:

• Digital radiology consists of a management process of radiological techniques and a
decision-making process.

• The heart of the management process is the MRT, who interacts with the patient in the
radiology laboratory and who is also the figure most exposed to COVID-19.

• Certainly, artificial intelligence could simplify processes with automation, reducing
processing times (including exposure), decision times, and costs.

• Training in packages dedicated to AI applied to radiology could also be done with
tutorials and remote training and exercises carried out on large public databases
available, such as those shown in the study.

• The massive use of eHealth and/or mHealth solutions could make it easier to interact
and finalize the further decision-making and/or administrative processes of RIS
and HIS.

From the survey clearly emerges from the closed questions:

• The perception of a great development in thoracic radiography and CT, but a loss of
opportunity in integration with non-radiological technologies.

• The belief that it is appropriate to invest in training and infrastructure dedicated to AI.
• The widespread idea that AI can become a strong complementary tool to human activity.

We also deepened the open questions in a dedicated final space of the survey, from
which the appreciation for the initiative in various forms (which then led to the creation of
the article) for the highlighting the role of the MRT figure and the desire that the tool become
stable for future initiatives were most evident. In a few cases, this outcome highlights (i)
the concern about the downsizing of one’s profession due to possible automatisms, and
(ii) the lack of confidence in the ability to readjust work processes on the basis of AI. From
this analysis (iii) some useful suggestions were also highlighted (starting from the general
purpose survey) from a specialist survey focused on MRT to be used by scientific societies.

From a general point of view, the study is a clear invitation to face the last yard of AI
in digital radiology, an important issue that depends a lot on the opinion and the ability to
accept these technologies by the operators of digital radiology.

5.2. Work in Progress

From a general point of view, the questionnaire was a general purpose tool intended for
a wide category of professionals. In this study, the outcome of a category of strategic profes-
sionals in digital radiology, that of MRTs, was evaluated. From this outcome and the review
process, important considerations and suggestions emerged for the finalization of a specific
tool for this figure to be used in scientific societies. The link below allows you to access
and see some specializations prepared, and see the survey currently: https://forms.office.com/
Pages/ResponsePage.aspx?id=DQSIkWdsW0yxEjajBLZtrQAAAAAAAAAAAAZ__gdk7kpUQ0
01Nk5ORDVPMjk0M0g4RkdPQkdOOUwwSi4u (accessed on 13 March 2021).

Figure 7 shows a print screen of some changes made that allow, through two sets of
multiple choice questions and two open questions, to investigate aspects of this figure’s
wishes and expectations towards AI.
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Abstract: Artificial intelligence is having important developments in the world of digital radiology
also thanks to the boost given to the research sector by the COVID-19 pandemic. In the last two
years, there was an important development of studies focused on both challenges and acceptance and
consensus in the field of Artificial Intelligence. The challenges and acceptance and consensus are two
strategic aspects in the development and integration of technologies in the health domain. The study
conducted two narrative reviews by means of two parallel points of view to take stock both on the
ongoing challenges and on initiatives conducted to face the acceptance and consensus in this area.
The methodology of the review was based on: (I) search of PubMed and Scopus and (II) an eligibility
assessment, using parameters with 5 levels of score. The results have: (a) highlighted and categorized
the important challenges in place. (b) Illustrated the different types of studies conducted through
original questionnaires. The study suggests for future research based on questionnaires a better
calibration and inclusion of the challenges in place together with validation and administration paths
at an international level.

Keywords: digital radiology; radiology; picture archive and communication system; artificial intelligence

1. Introduction

We are witnessing the introduction of Artificial Intelligence in many areas of medicine.
Among these sectors, we find the sector of digital radiology and digital pathology. The po-
tential is very large. Although with different speeds and degrees of use, Artificial Intelli-
gence is proving useful in both sectors in many activities. The radiology and pathology
workflow can certainly benefit from a routine use of Artificial Intelligence. The advantages
that could derive from this seem important [1]. They range from lightening the workload to
quality control of the instrumentation. The hospital routine, however, has some mandatory
steps before the implementation. Among these passages, we certainly find those relating to
acceptance and consensus. The acceptance and consensus, with regards to the Artificial Intelli-
gence, are playing an increasing interest both in Digital Radiology and Digital Pathology
and are among the topics of strong attention of the Special Issue “The Artificial Intelligence
in Digital Pathology and Digital Radiology: Where Are We?” [2].

The recent experience of Artificial Intelligence in Digital Radiology, during the still
active pandemic, seems promising. The successful applications of Artificial Intelligence
in Chest Computerized Tomography/Radiography seem to bring the moment of the
introduction in the clinical routine ever closer [3,4].

This will certainly happen through an adequate transfer of Evidence-Based Medicine
to clinical practice and the health domain, by means of agreement tools. The Technology Assess-
ment tools, such as the Health Technology Assessment and the comparative effectiveness
research [5], will certainly be useful. Other methodologies, such as the Consensus Con-
ference methodologies [6], will be able to be implemented. Consensus Conferences are
currently used successfully in other emerging sectors using also Artificial Intelligence such
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as Robotics [7,8]. From future studies, useful guidelines for clinical dissemination will
presumably emerge [9].

Artificial Intelligence is subject to continuous challenges in the integration process
within the health domain [10]. To face a good process of integrating Artificial Intelligence with
Digital Radiology, it is necessary first: (a) to always creating new challenges “separating
Hope from Hype” and avoiding pitfalls [10]; (b) to ensure that processes of acceptance
and consensus of the insiders accompany these challenges, who will have to do with
these technologies in their workflow. Therefore, the challenges will have to be followed
by integration processes in the health domain, by means of agreement tools based also on
studies of acceptance and consensus.

2. Purpose

The purpose of the study was to focus on the Artificial Intelligence integration and:

(a) To examine the main challenges in the field in relation to integration in the health
domain. This point is addressed to answer the key question “What are the current
challenges to be faced in integrating these technologies into the health domain?”

(b) To deal with the topic of acceptance in the health domain and to address the relevant
state of implementation of the used tools to assess this on the insiders. This point
is addressed to answer the key question “What tools are currently used to evaluate the
acceptance of these technologies among insiders?”

(c) As a side objective, to analyse how the challenges and acceptance are connected to
each other and what are the possible ways to proceed to improve the integration
of consensus among insiders. This point is addressed to answer the key question
“What suggestions emerge from the study to improve the tools used to assess acceptance among
insiders, in light of what emerges in the previous points?”

3. Methods

According to the purpose, the study faced the three points of view.
Regarding the search of the studies, we considered that all points address the integra-

tion in the health domain. Therefore, we decided to orient ourselves first of all towards
a database that contains international peer-reviewed studies in this area.

We also considered the interdisciplinary aspects of the topic and we thought that the
search had to be deepened also using a multidisciplinary database, always considering
that the selection of the articles (see below) had to strongly consider the integration in the
health domain. We have chosen PubMed (an archive focusing primarily on the life sciences
and biomedical disciplines that contains Medline) as our main database. We have also
expanded our search to include Scopus, a multidisciplinary database; however, strictly
considering that we dealt with aspects of the health domain.

The first two points faced literature searches, with targeted keys and through an
eligibility process. The eligibility process was based on a scoring system (with different
parameters and a score with 5 levels) applied by the two experts (plus one adjudicator
in case of discordance), to include each reference. It is possible to assign a score to these
parameters ranging from a minimum score of one (minimum) up to a maximum of five
(maximun). Table 1 shows the scoring system.

The study was excluded, regardless of the score, if there were critical issues of con-
flict of interest (for example, it was conducted without guarantees of objectivity by the
system manufacturer).

The study was included in the review if all parameters were scored ≥ 3.0.
The third point is a point of reflection, based on what emerges in the previous points,

and therefore faced in the discussion.
The specific searches for the first two points are:
(First point of view) Search has been carried out in this area considering the key

in Table 2.
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Table 1. Parameters used for the qualification.

Parameter Description Score (1 = min; 5 = max)

1 Is the research design appropriate?

2 Are the methods adequately described?

3 Are the results clearly presented?

4 Are the conclusions supported by results

5 Added contribute to the field

6 Topicality level of the study

7 Focus on the health domain

Table 2. Keys used in the search (also with plurals).

Key
“artificial intelligence”[Title/Abstract] AND “radiology”[Title/Abstract] AND

(“challenges”[Title/Abstract] OR “future research”[Title/Abstract] OR “integration”[Title/Abstract] OR
“opportunity”[Title/Abstract] OR “future direction”[Title/Abstract])

(Second point of view) Search has been carried out in this area considering the keys
in Table 3.

Table 3. Keys used in the search related to the second point of view (also with plurals).

Key
“artificial intelligence”[Title/Abstract] AND (“radiology”[MeSH Terms] OR “radiology”[All Fields] OR

“radiography”[MeSH Terms] OR “radiography”[All Fields] OR “radiology s”[All Fields]) AND
(“accept”[All Fields] OR “acceptabilities”[All Fields] OR “acceptability”[All Fields] OR “acceptable”[All

Fields] OR “acceptably”[All Fields] OR “acceptance”[All Fields] OR “acceptances”[All Fields] OR
“acceptation”[All Fields] OR “accepted”[All Fields] OR “accepter”[All Fields] OR “accepters”[All Fields]

OR “accepting”[All Fields] OR “accepts”[All Fields])
(“consensual”[All Fields] OR “consensually”[All Fields] OR “consensus”[MeSH Terms] OR

“consensus”[All Fields]) AND “artificial intelligence”[Title/Abstract] AND “radiology”[Title/Abstract]

4. Results
4.1. The Challenges

In line with the first objective of the study, we analysed the main challenges in the
design and integration of Artificial Intelligence in digital radiology. The eligibility process
led to the choice of 20 papers [11–30], among which there are mainly reviews (15 in number)
(as it could be expected considering the broad topics covered) but also 5 recent scientific
articles/focus articles on very specific aspects [15,26,27,29,30].

The search highlighted how:

• The picture that emerged was that of a scientific production touching all aspects
relating to the challenges, from the challenges on algorithms [13] up to challenges on
the ethical and legal issues [14].

• These challenges according to the following thematic analysis are arranged into six
paragraphs with the synopsis of each paper.

4.1.1. Challenges on Algorithms

A first study by Fazal et al. [11], on this topic, was relating to the evolution and per-
spectives of use of algorithms. The study showed that, after an initial difficulty, due to
the limitation of the technology in 1960, the introduction of Artificial Intelligence-based
computer-aided detection software in the 1980s marked the advent of widespread integra-
tion of Artificial Intelligence within radiology reporting. The authors pointed out among
the macro areas of challenges in the algorithms: (a) to decrease the false-positive rates
causing a limitation for computer-aided detection, although this has strongly improved.
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(b) The better understanding of the Artificial Intelligence reasoning: (c) The well definition
of responsibility in case of the error caused by the algorithms.

Another study by Maowad et al. [12] specifically focused on the challenges of machine
learning and deep learning, subclasses of Artificial Intelligence that showed breakthrough
performance in image analysis. The authors discussed the current applications of machine
learning and deep learning in the field of diagnostic radiology. They highlighted that deep
learning applications could be divided into medical imaging analysis and applications
beyond analysis. The authors also highlighted how beyond image analysis, deep learning
could be used for quality control, workflow organization, and reporting revolutionizing
the activity of the insiders.

The study by Barragan-Montero et al. [27] faced the challenges for a safe and efficient
use of clinical Artificial Intelligence applications. They reported that this depended, in part,
on informed practitioners and reviewed the pillars of Artificial Intelligence, together with
state-of-the-art machine learning methods and their application to medical imaging.

They metaphorically depicted that artificial intelligence, machine learning, and deep
learning could be seen as matryoshkas nested in each other. Artificial intelligence gathered
both symbolic (top–down) and connectionist (bottom–up) approaches. Machine learning
was the dominant branch of connectionism, combining biological (neural networks) and
statistical (data-driven learning theory) influences. Deep learning focused mainly on large-
size neural networks, with functional specificities to process images. According to this,
they reported a very fine mapping between different learning frameworks and strategies
(together with some of the most popular algorithms or techniques used for each of them)
and specific medical applications, tabling in details. This mapping was divided into
three parts in the tabling: the basic learning frameworks (supervised, unsupervised and
reinforcement learning); the hybrid learning frameworks blending supervised and unsu-
pervised; and finally, common learning strategies solving consecutive learning problems or
combining several models together.

4.1.2. Challenges Focused on the Professionalism of the Radiologist

These innovations of Artificial Intelligence in Digital Radiology mainly revolve around
the professional aspects of the radiologist.

The study by Gampala el al. [16] highlighted the challenges around this professional
at the end of the medical decision chain. Artificial Intelligence could simplify every activity,
like ordering and scheduling, protocoling and acquisition, image interpretation, reporting,
communication, and billing. Therefore, Artificial Intelligence could be useful both in the
diagnosis (supporting the categorization activities with the image enhancement, feature
assessment and recognition) and in the patient management and workflow. Therefore,
the same way physicians were familiar with planning protocols or delineation guidelines,
the clinical teams should start being familiar with guiding principles for data management
and curation in the era of Artificial Intelligence.

In line with this study, the study by Barragan-Montero et al. [27] highlighted how
the Findability, Accessibility, Interoperability, and Reusability Data Principles [27] used in
digital radiology must be rethought through challenges around the radiologist, including
Artificial Intelligence.

The readjustment of these principles, according to the study by Banja et al. [26], encoun-
ters major challenges [26] regarding ethical and regulatory implications in the development
and use of algorithms. All three studies [16,26,27] showed in a complementary way how,
to support the radiologist, data science specialists should work on the development of
increasingly performing and targeted algorithms, calibrated considering the specificity of
the application, the decision-making protocols, and the physical process, which is different
from time to time in the formation of images. For this reason, it is important that the
radiologist talks with these scientific professionals, also involved in basic research, both to
give new stimuli and to give feedback on use.
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4.1.3. Challenges on the Tools, Datasets, and the Workflow

The challenges in Digital Radiology were also mentioned in the study by Ahmad [17],
in the study by Hamed et al. [18], and in the study by Kottler [19]. Particular emphasis was
dedicated to the challenges in the engineering and in the machine in terms of hardware,
software, and impact on the workflow. These studies [17–19] also reported important
new activities such as selecting Artificial Intelligence products and vendors; piloting ven-
dors’ Artificial Intelligence algorithms; creating our own Artificial Intelligence algorithms;
implementing, optimizing, and maintaining these algorithms.

The study by Martin-Noguerol et al. [20] specifically focused on the challenges on the
tools development. It reported the importance of the tools for the use cases and described
them, including clinical registries, tools validation, and assistance for radiology reporting.
In details, they reported a review of the tools required for successful implementation of the
use cases.

The study by Cushnan et al. [28] emphasized the importance of the use cases and the
experience of the National COVID-19 Chest Imaging Database, led by the British Society of
Thoracic Imaging, Royal Surrey National Health Service Foundation Trust and Faculty in
the collection of datasets on a national scale. This was a challenging experience to execute
for several reasons, including issues with data privacy, the lack of data reporting standards,
interoperable technologies, and distribution methods. The authors reported that this is
a key issue to advance the safe adoption of artificial intelligence in the health domain.

4.1.4. Challenges on the Teamwork

A wide-range teamwork should work on the Artificial Intelligence development in
digital radiology. The study by Martin-Noguerol et al. [20] reported the challenges in team-
work around these tools and, in particular, in the collaboration between engineers, systems
developers and radiologists. The communication between radiologists and data scientists
was considered crucial for successful collaborative work. There were emphasized the
specific skills that are inherent to radiological and medical training, critical for identifying
anatomical or clinical targets as well as for segmenting or labelling lesions. According to the
authors, these skills would then have to be transferred, explained, and taught to the data
science experts to facilitate their comprehension and integration algorithms. The study by
Pesapane et al. [21] reported how the role of the stakeholders was also considered strategic
in this team game. The authors reported that the stakeholders had the opinion that Artificial
Intelligence could improve the practice of radiology and that they considered the replace-
ment of radiologists unlikely. Furthermore, the study reported that stakeholders identified
the need for education and training on Artificial Intelligence, as well as collaborative efforts
to improve Artificial Intelligence implementation.

4.1.5. Challenges on the Education

The education and training were considered key factors for the integration of Artificial
Intelligence in the health domain in different studies [15,22,23,29,30].

The study by Pesapane et al. [22] highlighted that the training needed to be continuous,
specialized and based on a strong mobility on the territory, because it had to consider the
continuous evolution of Artificial Intelligence.

The study by Pianiykh et al. [23] stressed the importance of continuous training, tak-
ing into account that network-based algorithms follow continuous learning processes [23].
The study by Fischetti et al. [30] showed how, with the integration of artificial intelligence
within medicine, it was likely that the current medical trainee curricula could experience
the impact it had to offer both for education and for medical practice. The study deep-
ened the landscape of radiologic education within the current medical trainee curricula,
and faced how artificial intelligence could potentially influence the current and future
radiologic education model. From a specular point of view, the study by Reeder et al. [15]
highlighted how Artificial Intelligence could also have a negative impact on the university
choice of students. It underlined that Artificial Intelligence had a significantly negative
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impact on American medical students’ choice of radiology as a career, a phenomenon influ-
enced by both individual concerns and exposure to Artificial Intelligence from the medical
community. According to these authors, the challenge was also to avoid the impact of
misinformation on Artificial Intelligence. In line with this, the study by Morrison et al. [29]
reported the importance of education together with greater clarity of language. They
concluded this by means of a thematic analysis that considered both the education and
the clarity of language as favourable factors for eliminating the barriers to the adoption of
Artificial Intelligence in the National Health Service.

4.1.6. Challenges on the Ethical and Regulatory Issues

Among the challenges, there were also those of the impact of ethical aspects [14,24,25]
and of legal regulation [14,25]. In fact, with the growth in the use of Artificial Intelligence as
a medical device, alone or interconnected with the network, the adaptation and compliance
with the legislation was considered a fundamental challenge in terms of all aspects of use
in the free market.

The study by Pesapane et al. [14] analysed the regulation in the context of medical
device development, and the challenges to make Artificial Intelligence applications safe
and useful in the future. The authors analysed the legal framework regulating medical
devices and data protection in Europe and in the United States. The European Union
was reforming these fields with new legislation (General Data Protection Regulation, Cy-
bersecurity Directive, Medical Devices Regulation, In Vitro Diagnostic Medical Device
Regulation). As regards the United States, the Food and Drug Administration predomi-
nantly controlled the regulatory scene. The study highlighted these fundamental aspects:
-Artificial Intelligence applications were medical devices supporting detection/diagnosis,
workflow, cost-effectiveness. -Regulations for safety, privacy protection, and ethical use
of sensitive information were needed. -Europe and the United States had different ap-
proaches for approving and regulating new medical devices. -European laws considered
cyberattacks, incidents (notification and minimisation), and service continuity. -Laws in
the United Sates asked for opt-in data processing and use as well as for clear consumer
consent. The study by Jaremko et al. [25] provided a framework for study of the legal
and ethical issues on Artificial Intelligence in medical imaging, related to patient data
(privacy, confidentiality, ownership, and sharing); algorithms (levels of autonomy, liabil-
ity, and jurisprudence); practice (best practices and current legal framework); and finally,
opportunities in Artificial Intelligence from the perspective of a universal healthcare sys-
tem. The study by Akinci et al. [24] was entirely devoted to ethical aspects in radiology
applications. The ethical issues were discussed under the light of core biomedical ethics
principles and principles for Artificial Intelligence specific ethical challenges, while giving
an overview of the statements that were proposed for the ethics of Artificial Intelligence
applications in radiology.

4.2. The Tools Used to Assess the Acceptance

In line with the second objective of the study, we analysed the acceptance in the
integration into the health domain. Many studies were excluded after a first rapid screening
since the specific keys of research (e.g., acceptance) were not associated with content
developed on this topic, and/or were associated with other contexts and/or cited in
a single occurrence in a sentence.

After this quick first screening, the eligibility process led to the choice of 15 papers [31–44].
The analysis was arranged into two paragraphs. The first one reports the general

considerations that emerge in these studies. The second one reports a detailed analysis
with the synopsis of each paper.
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4.2.1. General Considerations on the Tools for the Acceptance

The search highlighted:

(a) that the selected papers showed that the tools were essentially based on question-
naires [31–44];

(b) that the interest into this theme is recent, since publications of studies have started
very recently, as the first ones are from 2019, and this reinforces the need for this study.

The selected papers [31–44] showed that the studies focused on some of the actors
in this area: radiologists, radiographers, primary care providers, developers, students,
and patients, that is, on both service providers and users, and on the subjects in training.

In some cases, comparative studies were carried out on the different actors.
Surveys were used to collect both interviews and structured data. In all identified

cases, questionnaires based on choice questions, Likert, graded questions (in a psychometric
scale), open questions were used.

The tools were nearly always based on original and not standardized questionnaires.
Consolidated standardized tools currently used in radiology per technologies that have
been consolidated for decades, such as the Picture Archive and Communication Sys-
tems [45] and the Technology Assessment Model, were not used, because they are unsuit-
able for unstable technologies undergoing evolution and development.

With very few exceptions, such as in [33], scholars preferred to use personal, original,
and not validated/standardized questionnaires to investigate the topic. In fact, they focused
on specific and new and never explored fields of the acceptance, from time to time different
and not uniform (according to the felt need to produce medical knowledge), with the
obvious impossibility of having specific tools ready and standardized to be reused, also
considering the very recent interest in this field illustrated reported above. With very few
exceptions, such as in [40,43,44], scientific societies were not involved.

4.2.2. The Tools for the Acceptance in Details

Three studies [31–33] dealt with the questionnaires on patients (i.e., the customer of
the service/final recipient).

The first study by Fischetti et al. [31] focused on the integration of the Artificial Intelli-
gence in the workflow. They collected opinions on several aspects of the use of Artificial
Intelligence in the medical workflow from the patient entry up to the medical report.

The second study by Zhang et al. [32] proposed interviews to extract considerations
on the use of the Artificial Intelligence specifically in diagnostics. The considerations were
positive. The study also suggested some concerns on cybersecurity.

The third study by Ongega et al. [33] focused on the perceived perspectives on the
Artificial Intelligence. The study showed: -the importance of the patients’ vision of Artificial
Intelligence. -The impact of the social factors. -The usefulness of the questionnaires
as sensors.

The study reported by Hendrix et al. [34] focused on a first important actor (for the
crucial role between the patient and the health domain): the primary care provider. The par-
ticipants highlighted the importance of the sensitivity and other parameters in the clinical
reports obtained with the Artificial Intelligence support. The use of Artificial Intelligence
was considered adequate in a “triage” role to screen probable not positives without the
need of the radiologist validation.

The studies reported in [35–40] investigated the opinion of other insiders, including
students during the training.

The studies in [35–37] reported three investigations based on surveys submitted
to radiographers.

In details, the study by Abuzaid et al. [35] dealt with the acceptance in the workflow.
The study showed: -a generalized enthusiasm for the integration of Artificial Intelligence
in the training programs. -Interest for the potential of Artificial Intelligence. -Concerns on
job security. -The importance of continuous education and training.
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The study by Abuzaid et al. [36] dealt with the Magnetic Resonance Imaging applica-
tions. A focus group and a questionnaire were proposed to the participants. Participants
thought that Artificial Intelligence could strongly improve the workflow. In addition, in this
study, the importance of the continuous education and tuned training was remarked.

The study by Giansanti et al. [37] collected opinions on the post-pandemic use of Arti-
ficial Intelligence and on the design of a structured questionnaire for the scientific societies.

The study by Abuzaid et al. [38] investigated radiologists and radiographers’ opinions
on the Artificial Intelligence integration into the radiology workflow. Results emphasized:
-A low information on Artificial Intelligence with regards to the integration into the ra-
diology workflow. -The importance of the design of appropriate training for both the
radiographers and radiologists, with a careful consideration of the workflow.

The study by Alelyani et al. [39] investigated the acceptance in terms of attitude on
radiologists, radiographers, technologists, and students. The study underlined: -The aware-
ness of the position of Artificial Intelligence in radiology. -A higher acculturation on the
Artificial Intelligence of the radiologists. -The importance of introducing specific training
in the courses at the medical schools.

The study by the European Society of Radiology [40] extended the investigation on
the international scene. It reported the results of a questionnaire submitted to the members
of the European Society of Radiology. Questions focused on the expectations in 5–10 years.
Results highlighted: -A general favorable position on Artificial Intelligence. -Detailed
information on the use of Artificial Intelligence. -Opinions on the responsibility.

The study by Caparros Galan et al. [41] dealt with the opinion of the students. The par-
ticipants were convinced that Artificial Intelligence could reform the radiology workflow.
They did not think that this could have a dangerous impact on the work ability of radi-
ologists. Also in this study, it was remarked the importance of the training programs on
Artificial Intelligence.

The study by Di Basilio et al. [42], our companion paper (Part 2), proposed a question-
naire submitted to three different professionals, with different workflow backgrounds: the
medical specialist, the medical physicist, and the specialist in data science. The study faced
both the training and the various sectors of application of Artificial Intelligence in imaging
and complementary activities. The study also highlighted the importance of the survey
administration procedure, and two different methods were applied, with a different degree
of interaction with the participants.

The studies in [43,44] reported two different survey administrations in this field,
sponsored by two different scientific societies, and submitted on two different professionals.

The first study by Diaz et al. [43] was an international survey on medical physicists,
through the related scientific society.

The second study by Coppola et al. [44] was a nationwide survey conducted on
radiologists by the Italian Society of Medical and Interventional Radiology.

The first study by Diaz et al. [43] dealt with the training aspects, the involvement in
Artificial Intelligence projects or activities, with the opinion on the introduction of Artificial
Intelligence, and on educational interests in this field.

The second study by Coppola et al. [44] was mainly dedicated to the interaction with
Artificial Intelligence (tasks by Artificial Intelligence, advantages, issues), the implications
(ethical problems, risk of job loss, needs of policies), and to opinions.

5. Discussion

A Sentiment analysis review conducted on Twitter showed an increasing attention
on the integration of Artificial Intelligence in Digital Radiology [46]. Other review studies
clearly showed that the pandemic represented an important engine for the development of
this field [47–49] and an important lesson on how to continue for the future, as highlighted
in the perspective reported in [37]. Other studies considered Artificial Intelligence in
Digital Radiology in terms of impact to equity [50]. There was a [50] belief that Artificial
Intelligence had the strength to either widen the health inequity divide or substantially
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reduce it. The authors [50] believed that, with a careful attention in the use: entirely realized,
Artificial Intelligence integrated in the health domain could be a part of the broader strategy
convergence on local, national, and global health equity.

We fully agree with these studies [46–50]. We believe that challenges and acceptance
of the integration of technology must be interconnected and go hand in hand so that
expectations are not disillusioned, and we can obtain Artificial Intelligence that offers us an
increasingly effective and health-oriented useful approach.

Our study in line with these considerations addressed two important points of view
of the introduction of artificial intelligence in the health domain.

The first point of view related to an analysis of the challenges in the development and
integration of Artificial Intelligence in the health domain.

The second point of view related to studies on the acceptance and consensus on the in-
tegration of Artificial Intelligence in the health domain mainly carried out through surveys.

5.1. The First Point of View: The Challenges

The first point of view reviewed the challenges and grouped them into six main
topics. The first topic is represented by the challenges in the design and employment
of the algorithms [11,12,27], in their performance improvement [11], in their potential,
not also limited to the imaging field [16], and their specific application based on the
solution [27]. A second topic was the revolution of the workflow [16] of the radiologist;
many activities could be possible in relation to imaging and many other activities in
relation to the administration of other phases of the patient management process (i.e.,
patient scheduling). The third topic related to the new spreading IT tools that could be
strategic in the health domain [17–19]. This determined (and hence the fourth topic) the
need to intensify the collaboration between [19–21] the insiders. The fifth topic is the need
of targeted training also including the mobility in the territory [22,30]. The latest topic is
related to the consolidation of the Artificial Intelligence system as a medical device and
the related regulatory framework, from which ethics and emerging risks could not be
excluded [14,24,25].

5.2. Limits and Recommendation for Future Deepening on the Challenges

Some limits and recommendation for future deepening (also because the argument
was very broad and heterogeneous) emerged.

If we dwell on the algorithms, it could be seen from the study in [27] how different
specific solutions based on Artificial Intelligence algorithms (suitably categorized by the au-
thors) were necessary for different applications. In subsequent studies, it will be necessary
to deepen this theme based on the categorization proposed by this study. This categorizing
certainly also had an impact on IT tools and training databases [17–19,28], which could be
appropriately addressed with further specific studies.

Particular attention in subsequent studies will need to be placed on the professional
aspect of the radiologist and on other insiders. It will be necessary to address in detail all
aspects of the change in the workflow in a specific way [16,26].

It will be essential to carry out studies on education, considering what has emerged [30],
also bearing in mind the national programs. Distorting factors, cultural mediation, and the
impact of training on the introduction of Artificial Intelligence will have to be investigated
with also considering their relationships [15,29].

Finally, further studies will have to deepen the regulatory challenges (including also
ethics) that now have been dealt with in a sectorial and patchy way [14,25].

5.3. The Second Point of View: The Tools for Investigating the Acceptance

The second point of view showed that, in the last two years, there was a notable
development of studies addressing acceptance and consensus on the introduction of Ar-
tificial Intelligence in radiology using surveys [31–44]. The review showed that these
studies considered different professionals (also with comparative studies between some
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professionals), such as radiologists, medical radiology technicians, primary care providers,
students, and patients, that is, they focused on both the service providers and users, but also
on subjects in training. The proposed surveys [31,32,34–44] were nearly always different
and original from each other and led to very specific results.

5.4. Limits and Recommendation for Future Deepening on the Tools for Acceptance

The study revealed various limitations and the need for future developments.
First, if we look at the studies, we see that the aspects related to the opportunities

and challenges have been addressed but patchy, never together and not in detail in each
questionnaire. Surveys should therefore be developed that address as much as possible
the aspects highlighted in the first point of view. They focused on specific, new, and never-
explored fields of the acceptance, from time to time different and not uniform (according to
the felt need to produce medical knowledge). In consideration of this and on the very recent
interest on this topic (the first publications are from 2019), scholars used nearly always not
validated surveys. Validation paths for the surveys are recommended for the future, also
to allow a common language to scholars. The support of scientific societies took place in
limited cases and was not always based on international initiatives [40,43]. The federations
of scientific societies should be more involved to provide greater support, as highlighted
in [42], since Artificial Intelligence is a crosscutting issue affecting various areas.

5.5. Limitation of the Study

The study was based on two narrative reviews dedicated to the two points of view.
It analysed the scientific production in the English language as regards the publications.
It did not analyse the publications in other languages (Spanish, French or Italian). The study
used only two databases (PubMed and Scopus) and peer reviewed studies. Expansions of
this type of survey could consider databases that include non-peer-reviewed conference
articles and preprint sites. Preprint databases could give a further idea of how scholars
are moving in this area by analysing articles undergoing peer review. The issue we have
faced is wide-ranging and includes sub-themes that would require in-depth studies of
specific studies (e.g., ethics, regulations, specificity of algorithms, just to name a few).
We therefore preferred not to develop a systematic review that would have been difficult,
complex and convoluted to implement, and we turned to other editorial categories admitted
by the journal. Future developments could include systematic reviews targeted in the
sub-themes identified.

6. Conclusions

There is great excitement around the introduction of Artificial Intelligence in the
health domain and, in particular, in Digital Radiology. The pandemic seems to have given
an important push towards the integration of Artificial Intelligence in Digital Radiology.
It is also important that the challenges in this area be accompanied by actions in the
direction of the integration of consensus conducted on insiders and citizens. The study
conducted two narrative reviews, with two points of view, in parallel to take stock of both
ongoing challenges and of initiatives conducted to face the acceptance and consensus in
this area. The first point of view highlighted that the challenges were multifaceted and
concerned various interconnected aspects. These aspects were: technological features,
changes in workflows, improvement of teamwork (e.g., among data science experts and
radiologists), the design of adequate training, cultural mediation actions to eliminate the
factors affecting the integration, the development of adequate regulations concerning the
use of Artificial Intelligence as a Medical Device in electronic health and mobile health and
ethics. Survey tools based on questionnaire could be of support to monitor each of the
aspects identified directly on the health domain. The second point of view showed how
several studies were produced based essentially on original, non-standard, non-validated
surveys, which addressed sectorial aspects on different professionals and on patients
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(almost always taken individually), often without the patronage of scientific societies and
with local (not international) initiatives.

The study recognizes the usefulness of the questionnaire tools but suggests that they
be better calibrated in order to better include all the ongoing challenges, the categories
concerned, and the federations of scientific societies potentially involved. It is also desir-
able that future studies produce validated questionnaires that could be disseminated via
international initiatives.
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Abstract: Background. The study deals with the introduction of the artificial intelligence in digital
radiology. There is a growing interest in this area of scientific research in acceptance and consensus
studies involving both insiders and the public, based on surveys focused mainly on single profession-
als. Purpose. The goal of the study is to perform a contemporary investigation on the acceptance and
the consensus of the three key professional figures approaching in this field of application: (1) Medical
specialists in image diagnostics: the medical specialists (MS)s; (2) experts in physical imaging pro-
cesses: the medical physicists (MP)s; (3) AI designers: specialists of applied sciences (SAS)s. Methods.
Participants (MSs = 92: 48 males/44 females, averaged age 37.9; MPs = 91: 43 males/48 females,
averaged age 36.1; SAS = 90: 47 males/43 females, averaged age 37.3) were properly recruited based
on specific training. An electronic survey was designed and submitted to the participants with a wide
range questions starting from the training and background up to the different applications of the AI
and the environment of application. Results. The results show that generally, the three professionals
show (a) a high degree of encouraging agreement on the introduction of AI both in imaging and
in non-imaging applications using both standalone applications and/or mHealth/eHealth, and (b) a
different consent on AI use depending on the training background. Conclusions. The study highlights
the usefulness of focusing on both the three key professionals and the usefulness of the investigation
schemes facing a wide range of issues. The study also suggests the importance of different methods
of administration to improve the adhesion and the need to continue these investigations both with
federated and specific initiatives.

Keywords: e-health; medical devices; m-health; digital-radiology; picture archive and communication
system; artificial-intelligence; electronic surveys; chest CT; chest radiography; acceptance; consensus

1. Introduction
Artificial Intelligence and Digital Radiology

The standardization of digital radiology caused important changes in the field of
organ and functional diagnostics. This regards both the diagnostics and the interventional
radiology [1,2]. It has led to exceptional changes in the organization of work and reporting
processes. Furthermore, it pushed the digitization and computerization [3,4]. This solved
and simplified many organizational problems, such as the organization of the archives, even
if new ones appeared, such as those related to cybersecurity [5,6]. Today, digital radiology
(DR) embraces a wide sector of diagnostic scenarios, also including sectors not directly
related with the ionizing radiation, such as magnetic resonance and echography [7–9].
Those imaging sectors using DICOM are united under the hat of digital radiology [10–13].
Now, we are facing the possible impact of research on the health domain [14]. An important
engine in this context is represented by the research efforts during the COVID-19 pandemic.
For example, research on chest CT/radiography has opened important discussions and
scenarios [15–18].
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AI, a field of computer science [19], when used in the health domain is considered a tool
able to perform tasks normally requiring human intelligence [20–23] that in recent years
have been applied in various health-related areas, such as cancer detection [24], dementia
classification [25], and drug design [26], to name a few.

If we consider the potential of AI in DR, the applications are multiple.
We need to consider four important points of view when we enter the field of DR [27,28]:

1. A first point of view is that DR includes different imaging sectors where it can po-
tentially be applied. If we exclude imaging processes that do not involve ionizing
radiation, we can identify the following sectors, both with reference to organ and total
body diagnostics:

a. Interventional radiology
b. Diagnostic radiology (radiology, CT)
c. Nuclear magnetic resonance
d. Positron emission tomography
e. amma chamber

2. A second point of view is represented by the transversal sectors that embrace these
disciplines in which AI can play an important role:

a. Therapy
b. Prevention
c. Quality control
d. Risk assessment

3. A third point of view is represented by the AI app distribution methods. In fact, we
must not forget that AI, in the context of DR, has a future of standardization related
to software for medical devices [29]. This software has different implications if it is
used standalone or on the network, and if it is networked through eHealth or mHealth
solutions. The implications also concern important aspects of cybersecurity [30].

4. A fourth point of view is represented by the specific training that must include AI and
also the related disciplines such as informatics, medical imaging and the technologies
for biomedical app.

The passage of the AI into the routine of the DR (including the above listed points of
view) must take place through an approach that provides for the transfer of evidence-based
medicine (EBM) to the operational processes of the health domain, using all the available
agreement tools, which include guidelines [31], technology assessment (TA) such as HTA
and CER [32], and consensus conferences [33]. The latest definition of EBM, by Eddy [34],
also considers the development of evidence-based policies in a multi-dimensional space of
the health domain, involving quality, acceptance, consensus, and cost-effectiveness analysis.
All the agreement tools will therefore also be based, as in other disciplines, on the acceptance
and consensus of both the insiders and the public who will help to express important
positions. A PubMed search in this area with the two keys [35,36]:

(acceptance) AND (artificial intelligence [Title/Abstract]) AND Radiology)

(consensus) AND (artificial intelligence [Title/Abstract]) AND Radiology)

shows (Figure 1) 83 results, of which 77 from 2019 to today for the acceptance and 23 results
for the consensus, all comprised from 2019 to today.

This means that acceptance and consensus have become a priority on this issue over
the past two years. Among the emerging tools in this area, we find the surveys useful
as sensors for stakeholders and managers in general. These surveys [37–47] focused on
some of the actors that revolve around this area: radiologists, radiographers, primary care
providers (PCP), students, and patients, that is, both on service providers and users, but
also on subjects in training. The studies on patients [37–39] have highlighted the curiosity
and non-opposition to these techniques, together with the need to create culture, the need to
educate on the issue and the fear for the aspects of cybersecurity in integration with eHealth
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and mHealth. The students [47] showed curiosity and optimism but complained about
a lack of adequate training and the need to integrate specific modules into the training
programs. Openings towards these solutions have emerged from studies on radiologists
and radiographers [41–46] accompanied by the strong desire to have an important role in
future work-flow modification processes and adequate training. In almost all studies, with
rare exceptions such as [39], free and non-standardized questionnaires were used through
validation processes, indicating that scholars, at this historical moment, are relying on their
creativity to create increasingly innovative and adaptive questionnaires. Instruments, such
as the TAM, widely used in radiology were not used [48].
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What emerges from these studies are the following needs of deepening for further
study in the surveys. Many figures have been thought of, such as the PCP [40], but
others have been neglected. No studies have been identified on the specialists of applied
sciences of artificial intelligence systems. In rare cases, surveys have been carried out which
involved several professional figures, such as in [44,45], which involved both radiologists
and radiographers. Our hypothesis is that the AI acceptance survey in radiology:

• must consider the above-listed (1–4) points of views, not limited to imaging and
including the integration into eHealth and mHealth [49];

• must consider all the involved professionals who have different training and a different
work-flow and therefore different expectations from AI.

Some studies on the design and test of AI solutions are clearly highlighting the
importance of the team [50]. This team comprehends (with a natural osmosis of skills):

• the medical physics;
• the medical specialist;
• the specialist in applied sciences.

A preparatory and preliminary step to the introduction of the AI in the clinical practice
should directly face the consensus/acceptance. It emerges, based on the above, that important
actors are undoubtedly (Figure 2): medical specialists (MS)s, medical physicists (MP)s, and
specialists of applied sciences (SAS)s. MSs are a strategic role in the decision flow. MPs
control the physical process. SASs design and maintain the AI tools (such as the biomedical
engineers and technicians/technologists of radiology). The purpose of the study was: (a) to
focus on these three professionals to investigate their acceptance and consensus; (b) to design
and submit them a properly electronic survey for the investigation, with a wide range of
features considering the highlighted needs of deepening the points listed above.
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2. Methods

In line with the aim of the study, we decided to develop a survey.
The methodology comprehended: (I) the choice of the tool for the design of the elec-

tronic survey and (II) the adequacy to regulations; (III) the design of the survey based on
the chosen tool respecting the wide range features to investigate; (IV) the dissemination on
a population; (V) the data analysis based on an effective statistical approach. The question-
naire was developed using Microsoft Forms. It adhered to the SURGE Checklist [51] for the
development and administration of the survey. The statistics followed two steps:

• Verification of data normality;
• Application of the ANOVA with a P lower than 0.01 for the significance of differences.

For the statistical confidence interval, we set a goal of 95%.
We considered that, among the most used tests to verify the normality, there are: (a) the

Shapiro–Wilk test, which is preferable for a small sample; (b) the Kolmogorov–Smirnov
test, which is instead used for more numerous samples. The samples in this study are
small; therefore, we used the normality test of Shapiro–Wilk. We focused on the key figures
(Figure 2) for the investigation.

The electronic survey was designed to face a wide range of features (starting from
the training and the background, up to the application of the AI and the environment of
application) using: choice questions, open questions, graded questions, and Likert (Figure 3).
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Both in the graded questions and in the Likert questions we fixed a six-level psycho-
metric scale; it was therefore possible to assign a minimum score of one and a maximum
score of six with a theoretical mean value (TMV) of 3.5. The TMV can be referred to for
comparison in the analysis of the answers. An average value of the answers below TMV
indicates a more negative than positive response. An average value above TMV indicates a
more positive than negative response. The survey was accompanied by a brief description
of the topic that would be addressed, clearly illustrating that the focus was related to the
introduction of AI in digital radiology.

For the recruitment, we considered the three figures as planned, who, we remember,
are medical specialists (MS), medical physicists (MP), specialists of applied sciences (SAS).
All figures have a different role with AI in DR; this implies a different vision/opinion/cons-
ensus. The recruitment of these figures was very complex given that they belong to very
different sectors, to different scientific societies. Currently, in Italy, there are 334 scientific
societies [52]. We followed two paths that we have traced:

First way
In Italy, there are also federations of scientific societies that favor a scientific osmosis

between the various scientific societies.
As regards the three professionals, we referred to:

• FEDERATION OF ITALIAN MEDICAL-SCIENTIFIC SOCIETIES [53] (includes as-
sociations such as the Italian association of medical and health physics and other
relevant scientific societies and other societies operating in the Medical Diagnostics
and in related fields) mainly for the first two professionals MPs and MSs but also for
the SASs.

• FEDERATION OF SCIENTIFIC AND TECHNICAL ASSOCIATIONS [54] (contains
the National Group of Bioengineering and other relevant scientific societies) and FED-
ERATION OF SCIENTIFIC ASSOCIATIONS OF RADIOLOGY TECHNICIANS [55]
(contains for example the Italian association of system administrators and telemedicine,
association of interventional radiology technicians, Health Imaging Sciences Association,
and other relevant societies) mainly for the SASs but also for the other professionals.

It was possible for us to have lists of congresses in which to collect preliminary
adhesions of interest for the project, in the presence, with contacts, encounters, discussions.
A WhatsApp group was created to which the invitation and the anonymous questionnaire
were sent, with a brief description and a recall of the discussion. In this way, it was possible
to send the survey anonymously.

Second way
Sending was also carried out through our networks of WhatsApp, also following a

peer-to-peer mechanism.
Table 1 reports the participants, the participants agreeing to continue after opening

the questionnaire, and the related demographic characteristics. The average age of those
who filled out the survey was not high. This depends on the very innovative and recent
typology of the proposed theme, which was more attractive and inclusive (due to the
training received) for the younger population.

Table 1. Characteristics of the participants in the study and the final involvement.

Participants
Participants Agreeing
to Continue/Passing

the Requirement
Males/Females Min Age/Max

Age Mean Age

MSs 111 108/92 48/44 32/43 37.9
MPs 105 97/91 43/48 31/41 36.1
SASs 99 93/90 47/43 33/40 37.3

Figures A1 and A2 in the Appendix A show a sample of the questionnaire. It was
converted from the Italian language into the English language.
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3. Results
3.1. Outcome of the Closed Questions from the Survey

The eS contained a specific question relating to an adequate level of knowledge on
AI to participate (through the attendance, for example, of specific academic and/or post-
academic training). Only those who passed this requirement were admitted to the study.
The results are organized into five tables. The first table (Table 2) concerns the training on
AI aspects.

Table 2. Specific outcome of the perceived training.

Knowledge MSs
Score

MPs
Score

SASs
Score

ANOVA
p

AI (general) 4.56 4.38 4.51 p > 0.1
AI (informatics) 4.33 4.24 5.22 p < 0.01

AI (medical imaging) 4.98 5.07 5.02 p > 0.1
Technologies for biomedical Apps 4.32 5.03 5.11 p < 0.01

The second table (Table 3) concerns the consent/opinion on the application of AI
specifically related to medical imaging.

Table 3. Specific outcome of the opinion on the application on the medical imaging.

Application of AI in: MSs
Score

MPs
Score

SASs
Score

ANOVA
p

4.26 4.18 4.11 p > 0.1
Interventional radiology 4.54 4.39 4.41 p > 0.1

Diagnostic radiology (radiology, CT, etc.) 4.26 4.28 4.31 p > 0.1
Nuclear magnetic resonance 4.61 4.69 4.72 p > 0.1

Positron emission tomography 4.53 4.38 4.52 p > 0.1
Gamma chamber 4.44 4.39 4.43 p > 0.1

The third table (Table 4) concerns the consent/opinion on the application on other medical
aspects not directly related to medical imaging (therapy, risk analysis, quality control, prevention).

Table 4. Specific outcome of the opinion on the application of AI different from imaging.

Application of AI (Non
Imaging)

MSs
Score

MPs
Score

SASs
Score

ANOVA
p

Risk assessment 4.82 4.21 4.13 p < 0.01
Therapy 5.21 4.65 4.52 p < 0.01

Prevention 5.11 4.02 4.11 p < 0.01
Quality Control 4.12 5.07 5.12 p < 0.01

The fourth table (Table 5) concerns aspects on how it is considered convenient to
approach AI regarding the information available (eHealth, mHealth, Standalone, both eHealth
and mHealth) [43].

Table 5. Specific outcome of the opinion on the use/delivery of the AI.

Scheme MSs
Score

MPs
Score

SASs
Score

ANOVA
p

eHealth 4.72 4.66 3.93 p < 0.01
mHealth 4.55 4.62 3.89 p < 0.01

Both eHealth and mHealth 4.58 4.62 3.86 p < 0.01
Standalone 5.33 5,24 5.17 p > 0.1
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Table 6 reports the output on a graded question related on the generalized optimism
related to the general use of AI.

Table 6. Optimism on the AI use.

Optimism MSs
Score

MPs
Score

SASs
Score

ANOVA
p

AI (All) 4.58 4.57 4.53 p > 0.1
AI (people dealing with AI in the

workplace) 4.98 4.96 4.93 p > 0.1

Data were successfully preliminarily tested for the normality using the Shapiro test.
With regards to the training (Table 2), the subjects passing the barrier showed a

high degree (score > TMV) in the three groups. However, the behavior was different in
some cases. The ANOVA test highlighted some differences dependent on the different
background: (a) in the case of informatics, where the SAS recorded a higher score; (b) in the
case of technologies for biomedical apps, where both MPs and SASs showed a higher score.

We also included open-ended questions to investigate whether participants had direct
experience (i.e., training on the job) in AI applied to the clinic. As far as MS is concerned, this
can be represented, for example, by a direct experience of the clinical decision supported
by AI. As for the MPs and SAS, this can be represented by direct activity on equipment
equipped with AI systems as regards activities that can go from development to calibration
and/or quality control. From these open questions, after classification and categoriza-
tion, we found that a small percentage of respondents said they had or have such direct
experience. A total of 14.3% of the MSs, 13.9% of the MPs, and 14.8% of the SASs had
direct experience of training on the job. The trained on the job individuals showed a higher
value of general optimism in the use of AI, uniform for the three groups (Table 6). With
regards to the applications in medical imaging (Table 3), the subjects passing the barrier
showed a high degree (score > TMV) in the three groups. The behavior was uniform. The
ANOVA test highlighted no differences in all the issues among the groups. It is here evident
that even if the background is different—the MSs faced the diagnostic more; the MPS faced
the imaging processes more; the SASs faced the technologies more—the diversity compensated
among themselves.

With regards to the use of AI in applications in the general fields (excluding the medical
imaging) (Table 4), the subjects passing the barrier showed a high degree (score > TMV)
in the three groups. However, the behavior was different in some cases. The ANOVA test
highlighted some differences, dependent on the different background: (a) in the case of
the more medical issues, risk assessment, therapy, and prevention where the MSs recorded
a higher score; (b) in the case of quality control, both the MPs and SAS showed a higher
score in this issue that is most related to the specific background. The opinion on the way
of using/providing the AI (Table 5) is reported in consideration of the importance of the
integration into the eHealth and mHealth [49]. With regards to this issue, the subjects passing
the barrier showed a high degree (score > TMV) in the three groups, with a preference
for the standalone approach. The preference for the standalone is probably due to the
awareness on the exposition to the cyber risk. However, the behavior was different in some
cases, where the SAS showed a lower score for the issues mHealth, eHealth, and both. This
relates to the higher training in informatics (see above) that leads to higher awareness on
the cyber risks when not applying AI in standalone.

3.2. Key Considerations from the Submission Process and Suggestions from the Open Questions
3.2.1. Adhesion to the Survey

This type of administration will be more and more widespread in the future. Analyzing
the peculiarities and the outcome of the recruitment mechanisms is therefore of primary
importance. The two administrations took place in different time intervals to allow the
evaluation of the contributions to the total data collection. Two paths were followed in
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our study. The first one began in 2019 with the collection of availability in presence at
congresses with the possibility of an oral interaction/discussion and subsequent sending
with WhatsApp.

The second was without oral discussion and was based on peer-to-peer sending via
WhatsApp. Figure 4 highlights how the greatest contribution to data collection came
through the first method based on (traditional) oral communication. Figure 5 shows the
percentages of adhesions with respect to each method. The results show that the first
method had a surprisingly higher percentage of adhesion. This demonstrates how the
oral communication made of the three verbal, para-verbal, and non-verbal components
continues to maintain a greater grip than a communication made with chat only.
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3.2.2. Outcome from the Open Question

In the survey to question No. 13, we optionally offered the possibility of reporting
comments and observations.

Twenty-one interviewed people reported an observation or comment. We analyzed
the comments that highlighted critical issues and suggestions for improvement, and we
carried out datamining, which was followed by categorization.
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Figure 6 reports the following points as important suggestions for improvement based
on the order of the frequency of occurrence:

o to request the CV in a subsection with a series of targeted questions;
o to prepare a survey for each type of professional;
o to refine the survey within scientific societies;
o to offer a question/answer grid with very specific training aspects of AI.
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4. Discussion

We are undoubtedly about to face another important change in the world of digital
radiology [14]: the introduction of AI in clinical practice. During the pandemic, the
importance and potential of AI clearly emerged in two sectors of digital radiology: chest CT
and chest radiography [15–18,43]. However, even before the pandemic, we were already
talking about this phenomenon affecting the health domain, especially the sectors where the
conversion to digital health has been heavy, such as the DR [27,28], thanks to the DICOM
standardization process. DICOM is the container of the information arranged into pixels
and/or voxels after the process of image acquisition. The pixels and/or voxels used as AI
input carry different information of the investigated biomedical target. The information
in those elements is related to the physical process (X-rays, gamma rays, magnetic fields,
ultrasounds, etc.). Three elements play an important role: (1) the physical process (PP),
which depends on the physical fields used (X-rays, magnetic field, ultrasound, etc.); (2) the
technological process (TP), which concerns both the technologies for capturing information
starting from the physical process, and the software implementation of AI-based algorithms;
(3) the decision-making process (DP), which must consider the outcome from the TP based on
a PP and the human decision based on medical knowledge functionally related to both the TP
and PP.

It is for this reason that it is important that the experts of the DP, TP, and PP work are
connected in the process of AI introduction and in the related investigations.

It should also be borne in mind that in addition to diagnostic imaging, other AI appli-
cations used for categorization into non-imaging problems [9,27] (non-imaging categorization)
were considered in the study. These range from risk analysis up to quality control. We also
found it important to consider in the study how AI is delivered, whether it is delivered in
standalone mode, or based on mHealth or eHealth [49]. In light of what has been illustrated
above, we have decided to consider in the study the three figures of MSs, MPs, and SASs
connected to (1,2) to investigate the consensus and acceptance by means of an eS. From a
general point of view, these three professional figures showed a high degree of acceptance
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of the introduction of AI both in imaging and in non-imaging applications, using both
standalone and network modes (mHealth or eHealth). Specifically, through a statistical
assessment based on ANOVA, we were able to see a different way of approaching AI. This
approach was uniform when considering AI applied to imaging. The approach was not
uniform when considering the non-imaging applications and the delivery methods. Sub-
jects with a background comprehending direct training on the job focused on AI showed
the highest optimism. From a general point of view, the study highlights the usefulness of
investigating the inclusion of AI through an eS, the usefulness of doing so based on three
categories of experts (MSs; MPs; SASs), and the general optimism in the introduction of AI
in digital radiology.

The background plays an important role in relation to the approach to AI. In the
scientific literature, various studies already involved radiologists (key figures in the clinical
decision) to perform reader studies. In a certain sense, if we look at the study proposed on
a direct application of AI [50] in its entirety, we realize that regarding the enhancement of
AI, the study we have proposed is in a complementary position. Our study directly focuses
to the three involved professionals, having an active role in the flow from the tool design
up to the decision [50]. Our study is in line with the studies based on surveys [37–47];
the submission of original surveys allows to obtain strategic information. In addition
to similar studies, our study addressed the innovation of submitting the same survey to
three key figures operating in the TP, PP, and DP. Furthermore, considering the needs that
emerged from previous studies, our study proposed different survey schemes based on
Likert/graded questions at six psychometric levels to have different quantitative outcomes,
useful for categorizations.

A first scheme dealt with the educational, academic, and post-academic training
aspects on modules relevant to the knowledge bases useful in this field.

A second scheme addressed the imaging aspects in detail, focusing on the different
compatible DICOM tools used in DR.

The third scheme addressed the aspects of AI external to imaging but always relevant
to the work flow (quality control, risk assessment, therapy and prevention) [27,28].

A fourth scheme was dedicated to integration with eHealth and mHealth [49], strategic
for addressing important aspects such as cybersecurity.

From a general point of view, the study differs from other initiatives in this direc-
tion [56–59]. Furthermore, it offers to the scholars a complementary contribution and
therefore complementary results if compared to study based on surveys [58,59]. Our pro-
posed survey (see Appendix A) comprehends 13 questions (23 if we consider that the Likert
has submodules): (a) it is oriented to all three professions potentially involved, (b) it goes
into detail in the application of AI in the different sectors of imaging with a specific Likert
and by means of another Likert in the application of AI in the translational sectors of the
health domain, and (c) it addresses aspects of network integration (standalone, mHealth,
eHealth) important for the impact on software medical device and cybersecurity. We have
used several modules detailing the choice questions, the open questions, the open large questions,
and two modules used to give a psycho/sociometric assessment (now currently used in the life
sciences): the graded questions and the Likert. In addition, in our survey, there was also the
possibility of supplementing the demographic information (including training) and work
activity with two specific open questions, one open large question dedicated to the insertion
of the CV, and one open question dedicated to the description of one’s own working activity.

The two surveys in [58,59] are in turn complementary; they are each dedicated to a
specific professional figure and with different focuses.

The survey reported in [58] concerns a national audience, is focused on the MSs, and
is made up of 13 questions: 4 dedicated to demographic aspects (age, region, activity,
position and job site), 3 dedicated to interaction with AI (tasks by AI, advantages, issues),
3 dedicated to implications (ethical problems, risk of job loss, needs of policies), and other
questions in complement, such as the opinion on the definition of AI.
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The other survey [59] concerns an international audience, is dedicated to the figure
of the MP, and consists of 25 questions. The first eight deal with the training aspects, the
involvement in AI projects and with the activities and the opinion on the introduction of
AI. Questions 9 to 17 all concern the collection of educational interests in a specific way and
the opinions on the integration of the CV in future activities. An open question (number
18) is free. The final questions are all focused on demographics.

Our survey was submitted through two channels, both electronic (one of which,
however, was also based on a preliminary in-person presentation of the initiative), which
were evaluated. Part of the analysis was dedicated to the observations and criticalities that
emerged, as well as specifically collected.

Both the surveys reported in [58,59] were administered with purely electronic methods,
and there was no comparison between different modalities. They did not use graded
questions and Likert questions. Furthermore, the critical issues to be addressed to improve
these initiatives were not collected from both the surveys.

As regards the dissemination of the survey, our study shows that a preliminary contact
in presence (followed by an electronic transmission) improves the participation rate. This
suggests for the future to address these initiatives by preceding them by preliminary face-
to-face meetings (for example, in focus groups or congresses). Regarding suggestions for
improvement and development, it should be noted that those proposals that have had a fre-
quency greater than 1 push towards a structured request in a grid of the CV, a specialization
of the survey for the different professionals, and a refinement in scientific societies.

Considering these observations and what has emerged, the continuation of these
initiatives in both a specialized and federated way is certainly desirable. It is hoped that
the AI will be an opportunity to give birth to scientific federations that allow for in-depth
initiatives in both a specific and confederate way.

5. Conclusions

The introduction of AI into clinical practice is now an unstoppable process that will
take this discipline from research to routine use. Many professionals from now to the future
will be involved, and it will be necessary to provide for targeted consensus actions to issue
appropriate recommendations. Guidelines, TA reports, and consensus conferences, spread
by scientific societies in the sector, for example, will in the future also use approaches based
on surveys that scholars are currently developing.

Initiatives aimed at creating position papers in this area will be more and more frequent
and will involve more and more teams of professionals, as in [56], where medical physics
and radiologists have worked. Both national [57,58] and international [59] scientific societies
could play an important role in the improvement and dissemination of these surveys,
which could play a strategic role in monitoring the topic. It will also be important that
scientific societies representing the different actors work as a team in initiatives that could
possibly lead to stable and standardized international monitoring actions.
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Abbreviations

Acronym Description
AI Artificial intelligence
CT Computerized tomography
MP Medical physicist
SAS Specialists of applied sciences
MS Medical specialist
DICOM Digital imaging and communications in medicine
DR Digital radiology
TA Technology assessment
HTA Health technology assessment
CER Comparative effectiveness research
PCP Primary care provider
TP Technological process
TMV Theorical mean value
PP Physical process
DP Decision-making process
ANOVA Analysis of variance
eHealth Electronic health
mHealth Mobile health
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Abstract: This commentary aims to address the field of Artificial intelligence (AI) in Digital Pathology
(DP) both in terms of the global situation and research perspectives. It has four polarities. First, it
revisits the evolutions of digital pathology with particular care to the two fields of the digital cytology
and the digital histology. Second, it illustrates the main fields in the employment of AI in DP. Third, it
looks at the future directions of the research challenges from both a clinical and technological point
of view. Fourth, it discusses the transversal problems among these challenges and implications and
introduces the immediate work to implement.
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1. Introduction

Diagnostic pathology has undergone important changes and leaps forward by means
of digitalization, which have allowed, from time to time, on the one hand, important
changes in decision-making processes, and on the other, important changes in workflow and
therefore in the job description of the insiders [1,2].

All this has had an important impact on the organization of work from one side and
on the training of the figures involved in the activities on the other, having to prepare
them to make the necessary changes to adapt them to the ever-changing job description
and interactions with the tools (optics/mechatronics/informatics) in ever-more rapid
obsolescence and gradually being more and more able to integrate with eHealth and
mHealth [1–6].

We are moving from physical storage systems of slides to virtual storage of virtual-
slides (i.e., e-slides or digital-slides) [3].

Old problems such as the organization of physical storage spaces are giving way to
new problems such as physical (conservative) data security and cybersecurity.

Now there is less talk of archives and multi-archives for slides and more and more of
how many petabytes or exabytes will be needed for the e-slides.

The changes have been so rapid that someone is starting to ask the fateful question:
Will the microscope still be needed as we know it today?
We can undoubtedly highlight how, to date, diagnostic pathology has gone through

two important revolutions.
The great innovations in the field of the diagnostic pathology involved first the introduc-

tion of the immune-histo-chemistry in 1980 and second in the introduction of next-generation
sequencing for cancer diagnostics around 2010.

The first revolution involved the introduction of digital pathology and therefore of the
key elements from the e-slide, up to the acquisition system (video-camera or scanner) and
to archiving system, the picture archive and communication system (PACS) for digital
pathology [3].
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This second revolution, if we leave out the era of robotic telepathology (which does not
seem to have had a great impact in pathological diagnostics), had two important moments
that we can call (a) the revolution of digital pathology in eHealth [5] with the possibility
of accessing from the personal computer to PACS servers through virtual microscopy
and (b) the revolution of digital pathology in mHealth [1] with the possibility of accessing
the same servers from smartphones and tablets through a virtual microscope. As it has
been highlighted by M Avanzo et al. in the review [6], nowadays, AI shows (1) the
potentiality to access and correlate large amount of data and (2) direct prospective in the
world of diagnostics.

Regarding (1), it is highlighted that today [6], both radiological and pathology images
are stored in the PACS; moreover, with the introduction of electronic health records (EHRs),
systematic collections of patient health information have been made available, which
include both qualitative data, medical records, and laboratory and diagnostics information.
AI, if applied to these big digital stores, could prove useful for epidemiological, clinical,
and research studies.

Scientists in DP could benefit of AI from combining histopathological data obtained,
analyzed, and shared with other sources of clinical data such as that obtained from omics
and/or other databases with clinical data/demographic data and/or sources with BIG-DATA.

With regard to (2), it is highlighted that the development of the digital pathology [6]
due to the introduction of whole-slide scanners and the progression of computer vision
algorithms have significantly grown the usage of AI to perform tumor diagnosis, subtyping,
grading, staging, and prognostic prediction. In the big-data era, the pathological diagnosis
of the future could merge proteomics and genomics.

It is evident that AI is clearly helping to integrate information from multiple sources.
Furthermore, neural networks from AI are used, for example, to extract pertinent

details from written notes from the slide representation.
In general, all of us are also expecting AI in DP as a deus ex machina to diminish the

error rate and optimize the time of work.

2. Purpose

The contribution is in line with the Special Issue “The Artificial Intelligence in Digital
Pathology and Digital Radiology: Where Are We?” https://www.mdpi.com/journal/
healthcare/special_issues/AI_Digital_Pathology_Radiology (6 July 2021) [6].

The aim is to highlight, in light of the foregoing, the important aspects of the transitions
towards DP and AI, highlighting: (a) the lights and shadows relating to the introduction of
AI based on DP and (b) what could be the future directions to face to stabilize the AI in DP.

3. The Revolution of the Digital Slide

The introduction of digital slides (e-slide or virtual-slide) is undoubtedly a revolutionary
change for the pathologist, comparable to that of the introduction of google maps for cartography.

Through digital pathology, it is in fact possible to navigate through the e-slide with
reference to coordinates, perform Zoom and Pan operations and set references just as
with Google Maps. Historically, DP in the first applications was faced with implementing
telepathology connections [3]. In the first phases, there was talk of telepathology and not of
DP. Conceptually, there were and still there are two methods to face telepathology (TP): static
TP and dynamic TP. Static TP consists of the capture and digitalization of images selected
by a pathologist or pathologist assistant, which are then transmitted remotely through
electronic means. Dynamic TP consists of the direct communication between two different
centers by using microscopes equipped with a tele-robotic system oriented to explore the
slide, remotely operated by the tele-pathologist or an assistant tele-pathologist to reach a
remote diagnosis. As an alternative solution between the two methods, widely increased,
year after year, there is the virtual microscopy (VM) starting from the first applications. The
latter does not refer to the tele-control of microscopes, whilst the glass is scanned as a whole,
producing an e-slide, and a pathologist or the assistant pathologist can navigate remotely
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(via internet) inside this e-slide or virtual slide in a manner akin to a real microscope. It has
to be considered that a single file representing the e-slide for pathology applications could
reach several tens of gigabytes, more than in the case of applications of digital echography.
Thus, the design of an appropriate visualization strategy is a basic core aspect.

Today, the diffusion of the VM was helped by: (a) the availability of fast internet connec-
tions; (b) the availability of consolidated visualization strategies; (c) the availability of power
image acquisition cameras/scanners; (d) the availability of free visualization software.

We can clearly consider today that VM is an integral part of DP. Therefore, it can be
used in biomedical laboratories with great potential. This can affect the organization of
work and has the potential to change and improve training [2,4].

DP is not only digital slides [6]. However, it is impossible not to point out that digital
slides/e-slides are a large part of DP.

For this reason, it is important to highlight some strategic aspects of this discipline of
the VM and to consider how they evolved over the time.

3.1. The Difference between the Digital Cytology and Digital Histology

The cytologist and the histologist interact differently with the slides; therefore, when
moving to the digital world, this aspect must be strongly considered. The cytologist
analyses the cell while the histologist analyses the tissue. If we can make a comparison
with architecture, the cytologist focuses on the brick and looks inside, whilst the histologist
looks at the entire wall. For the cytologist to look inside the cell, it is particularly important
to use the focus function, which is not needed by the histologist. This translates into
cytology in an important need for digitization: that of allowing the focus function in the
digital world. This is implemented with the creation of different digital layers to simulate
fire through the Z-stack [3] function or other solutions that currently do not allow automatic
implementation [7]. For these reasons, the e-slide in cytology requires an exorbitant memory
occupation to cope with the Z-stack.

3.2. The Two Steps of the Revolution of the Digital Pathology: Integration into eHealth and mHealth

When we refer to the introduction of digital pathology, we must duly consider that
there have been two important phases synchronized with the evolution of ICT that in
healthcare have led to the developments of eHealth and mHealth applications.

Consequently, the first client-server informatic buildings had, in the era of eHealth
developments, a strong component based on architectures based on PCs that connected via
LAN/WAN.

Figure 1 shows an example of PC access to a virtual slide in the case of digital cytology.
Subsequently, starting with the release in 2008 of the first smartphones and/or tablets

as we know them today [1], digital pathology has begun to find a fertile vehicle in mHealth.
Figure 2 highlights a first application in mHealth in digital cytology with the Nokia

c6 with the operative system Symbian (Symbian Ltd., Southwark UK) device, a border
element between mobile phones and smartphones in a WI-FI hotspot.

Figure 3, again with reference to digital cytology, reports some accesses in mHealth by
a tablet (A), from a train without WI-FI, and in other situations via smartphone (B).
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3.3. The Acceptance of the Introduction: The HTA Studies Based on Properly Designed Surveys

A strategic aspect in the introduction of a technology is that of acceptance. Important
aspects can be overlooked; moreover, problems of interaction with technologies that depend
on generations could also arise. For example, the cytologist while navigating with the
traditional microscope has a way of navigating and noticing important details with the
side of the eyeball facing outward like that of primitive man to protect himself from attacks
by ferocious predators. Switching to a PC-based method in eHealth first and mHealth on
a smartphone or tablet later determines a radical change. Therefore, it is necessary to
carry out targeted studies on the acceptance of technologies, focused on the actors, with
reference to the most critical applications, as in the case of digital cytology. In the study
reported in [5], we highlighted the importance of a health technology assessment approach
based on a survey centred on the figures involved from a working point of view in digital
cytology (which, as we have seen, presents major problems) in the eHealth phase. In the
study reported in [1], we highlighted the importance of a health technology assessment
approach with a similar configuration in the mHealth phase.

3.4. The Potentialities in the e-Learning/Remote Training

There is no one who does not see, in the COVID-19 era, that DP has important
advantages in training regarding social distancing and the lightening of laboratories.
Today, it is possible to access large databases and select targeted e-slide-based studies.
Just to give an example, Leeds also has important archives with free access to the site
https://www.virtualpathology.leeds.ac.uk/, accessed on 6 July 2021, [8].

See one of the many studies directly navigable with your browser in eHealth or
mHealth by accessing the dedicated archive https://www.virtualpathology.leeds.ac.uk/
slides/library/, accessed on 6 July 2021, [9], having fun with one of the many digital
slides when navigating using a virtual microscope and simple mouse clicks https://www.
virtualpathology.leeds.ac.uk/slides/library/view.php?path=%2FResearch_4%2FTeaching%
2FEducation%2FManchester_FRCPath%2FDN%2F124388.svs, accessed on 6 July 2021, [10].

In teaching, we highlighted the possibility of setting two important approaches [2]:
(a) that of using very large tablets such as LIMS whiteboards or other ones in a finger-
based and cooperative way to navigate virtual slides (Figure 4A), and (b) the other one
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based on a slide viewer or scope system with a webcam and a network transmitter to
tablet/smartphone, even when not present (Figure 4B), such as, for example, the DMshare
system (Leica Microsystems Co., Nussloch GmbH, Germany). Both have allowed to free
up important resources in this pandemic period, such as dedicated laboratories. Of course,
today, we can add a third dedicated method: one based on video conferencing with
screen sharing.
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3.5. The Standardization: A Slower Standardization Rate When Compared to Digital Radiology

The standardization of imaging in PD has had and is having a more tortuous road
than digital radiology, wherein, thanks to DICOM, since the 1990s [11], a rapid process of
digitization and compatibility of the diagnostic tools of the organs and functions has been
initiated (echo, NMR, CT, PET, etc.).

Standardization in this area started with a slower process, and consequently, the
compatibility between different manufacturers towards the standard has been delayed [6].

Today, DICOM WSI http://dicom.nema.org/Dicom/DICOMWSI/, accessed on
6 July 2021, [12] is used as standard in DP.

This standard considers the whole slide images (WSI)s in DP.
These images are exceptionally large.
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As described in [12], a typical sample may be 20 mm × 15 mm in size and may be
digitized with a resolution of 0.25 micrometers/pixel (conventionally described as microns
per pixel, or mpp); here in the following we recall the characteristics reported in [12].

Most optical microscopes have an eyepiece which provides 10× magnification, so
using a 40× objective lens results in 400× magnification.

Although instruments that digitize microscope slides do not use an eyepiece and may
not use microscope objective lenses, by convention, images captured with a resolution of
0.25 mpp are referred to as 40×, images captured with a resolution of 0.5 mpp are referred
to as 20X, etc.

The resulting image is therefore about 80,000 × 60,000 pixels, or 4.8 Gp.
Images are usually captured with 24-bit color, so the image data size is about 15GB.
This is a typical example, but larger images may be captured. Sample sizes up to

50 mm × 25 mm may be captured from conventional 1 × 3 slides, and even larger samples
may exist on 2 × 3 slides.

Images may be digitized at resolutions higher than 0.25 mpp; some scanning instru-
ments now support oil immersion lenses, which can magnify up to 100×, yielding 0.1 mpp
resolution. Some operations described in [12] may further enlarge the data occupancy [12].

For example, a sample of 50 mm × 25 mm could be captured at 0.1 mpp with 10 Z-
planes in the Z-stack, yielding a stack of 10 images of dimension 500,000 × 250,000 pixels.
Each plane would contain 125 Gp, or 375 GB of data, and the entire image dataset would contain a
staggering 3.75 TB of data.

4. Towards the Revolution of the Digital Pathology and Artificial Intelligence
4.1. What Is Emerging in the Application of the Artificial Intelligence in Digital Pathology

We carried out research with the aim of identifying the work to be completed, in terms
of challenges and opportunities, towards stabilizing the use of artificial intelligence in DP,
and then integrating what is highlighted with the considerations on digital pathology that
we carried out in the previous section.

A quick look at PubMed with the following search key:
(digital pathology [Title]) AND (artificial intelligence [Title]) currently reports

17 works [6,13–28].
Among these works, one respects the search rule:
(digital pathology [Title]) AND (artificial intelligence [Title]) AND (COVID-19) [20]
that is, it relates to COVID-19.
What is highlighted by these works (many of which are editorial and/or opinion) from

a general point of view are the following aspects. The first aspect is that when scholars talk
about artificial intelligence in digital pathology, they refer more to the aspects of imaging
and essentially histological imaging. The second aspect is that scholars begin to identify
interesting perspectives—for example, in oncology [15,25] or in toxicology [14,24]. The last
aspect, in line with our objective, is that scholars are interrogating the work to be completed
in a prospective way [25–28].

Important perspectives have been identified for example:

• Through a review [15] on immuno-oncology.
• In a Special Issue [14] and in an opinion article [24] of a working group in pathological

diagnostics in toxicology.
• Through a report [22] for the prediction of positive lymph nodes from primary tumors

in bladder cancer.
• In cancer staging [18], it is well known that recent AI approaches have been applied

to pathology images toward diagnostic, prognostic, and treatment prediction-related
tasks in cancer. AI approaches according to this study [18] have the potential to
overcome the limitations of conventional TNM staging and tumor grading approaches,
providing a direct prognostic prediction of disease outcome independent of tumor
stage and grade.
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In the review that we have preselected as the only study linked to COVID-19 [20], it
is highlighted that the effects of COVID-19 on research and clinical trials have also been
significant with changes to protocols, suspensions of studies and the redeployment of
resources to COVID-19 also useful for the applications of AI in DP. In this article, the
authors explore the specific impact of COVID-19 on clinical and academic pathology and
explore how digital pathology and artificial intelligence can play a key role in safeguarding
clinical services and pathology-based research in the current climate and in the future.

We have identified four prospective studies that identify the critical issues and the work
to be carried out [25–28].

The first study, although [25] it is not a review but an opinion, clearly identifies and
discusses the critical issues in precision oncology by identifying some points on which to
focus attention. The study aimed to provide a broad framework for incorporating AI and
machine learning tools into clinical oncology, with an emphasis on biomarker development.
They discussed some of the challenges related to the use of AI, including the need for well-curated
validation datasets, regulatory approval, and fair reimbursement strategies.

The second study is an interesting review on the critical issues and the work still to
be completed to arrive at the clinical routine [26]. This work highlights that while this
is an exciting development that could discover novel predictive clinical information and
potentially address international pathology workforce shortages, there is a clear need
for a robust and evidence-based framework in which to develop these new tools in a
collaborative manner that meets regulatory approval. With these issues in mind, they have set
out a roadmap to help academia, industry, and clinicians develop new software tools to the point of
approved clinical use.

The third study is an interesting review [27] that highlights that the advent of whole-
slide imaging (WSI), the availability of faster networks, and cheaper storage solutions have
made it easier for pathologists to manage digital slide images and share them for clinical
use. In parallel, unprecedented advances in machine learning have enabled the synergy of
artificial intelligence and digital pathology, which offers image-based diagnosis possibilities
that were once limited only to radiology and cardiology. Integration of digital slides into
the pathology workflow, advanced algorithms, and computer-aided diagnostic techniques
extend the frontiers of the pathologist’s view beyond a microscopic slide and enable true
utilization and integration of knowledge in new manner; therefore, it is important to focus
on the WSI, now standardized in DICOM WSI and as radiologists and cardiologists move
in line with the standards.

The fourth study is an interesting review [28] where the authors provide a realistic
account of all the challenges of adopting AI algorithms in digital pathology from both
engineering and pathology perspectives.

In the work, we found an interesting and shareable outline of the challenges of AI
in digital pathology that naturally recalls what emerges in the other three interesting
prospective studies [25–28] and lends itself well to the objectives of our study.

4.2. What Are the Perfectives and the Work to Be Carried out to Fully Integrate Artificial
Intelligence in Digital Pathology?
4.2.1. The Guiding Approach

In Section 3, we highlighted the characteristics and criticalities of the digital pathology
on which the AI will have to rely and, in particular, which ones will have to be taken into
account in routine applications.

We have, furthermore, seen above that to make AI a consolidated reality in digital
pathology, it is necessary: (a) proceed with standardization processes including the need
for well-curated validation datasets, regulatory approval and fair reimbursement strate-
gies [25], (b) define roadmaps to help academia, industry, and clinicians to develop new
software tools to the point of approved clinical use through concerted actions [26], (c) focus
on the WSI, now standardized in DICOM WSI and, as the radiologists and cardiologists
move in line with the DICOM standards [27], (d) provide a realistic account of all chal-
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lenges of adopting AI algorithms in digital pathology from both engineering and pathology
perspectives [28].

4.2.2. Future Challenges

In their exhaustive review, Hamid Reza Tizhoosh and Liron Pantanowitz [28] recently
categorized the challenges to be faced and also the evident opportunities. We fully share
this useful approach organized as a useful grid. We summarize this briefly, referring to the
review for an in-depth view.

Challenges in AI in Digital Pathology

The challenges that digital pathology presents for the integration of AI have been
identified in [28]’s 10 challenges (Figure 5, table in the left):

1. Lack of labeled data

The AI algorithms require a large set of good-quality training images. These training
images must ideally be “labeled” (i.e., annotated). This is not easily feasible in DP.

2. Pervasive variability

There are several basic types of tissue (e.g., epithelium, connective tissue, nervous
tissue, and muscle). The actual number of patterns derived from these tissues from a
computational point of view is nearly infinite if the histopathology images are to be
“understood” by computer algorithms.

3. Non-Boolean nature of diagnostic tasks

In pathology, not all can be summarized into two possible values such as “yes” or
“no” (e.g., benign, or malignant). This is a too drastic a simplification of the complex nature
of the diagnosis in this field. However, today, this is really not an issue; indeed, discrete
variables (e.g., 1, 2, 3, 4) can be managed by machine learning, and there are also available
methods based on regression machine learning for continuous variables, as reported in [29],
for example.

4. Dimensionality obstacle

As we have highlighted in Section 3, the WSI deals with gigapixel digital images of
extremely large dimensions up to 3.75 TB. Deep ANNs used in AI act on much smaller
image dimensions (i.e., not larger than 350 by 350 pixels).

5. Turing test dilemma

The pathologist has the last word on the decision process when AI solutions are
integrated in the workflow. Thus, full automation is probably neither possible, it seems,
nor wise, as the Turing test postulates.

6. Uni-task orientation of weak artificial intelligence

What we consider today is mostly “weak AI” in contrast with strong AI, also called
artificial general intelligence (AGI). Deep ANNs belong to the class of weak AI algorithms,
as they are designed to perform only one task. Therefore, we need to separately train
multiple AI solutions for different tasks. This obviously has implications.

7. Affordability of required computational expenses

Solutions with AI use graphical processing units (GPUs), highly specialized electronic
circuits for fast processing of pixel-based data (i.e., digital images and graphics). These
devices are expensive, and their adoption needs specific financial programs.

8. Adversarial attacks—The noise in the deep decisions

This is a common problem in AI; a little change in a pixel, for example, due to the
noise may cause a completely different output in the ANN.

9. Lack of transparency and interoperability
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The major drawbacks of artificial neural networks (ANN)s when used as classifiers
is the lack of interoperability and transparency. Some consider ANNs to enclose a “black
box” after the training.

10. Realism of artificial intelligence

There is currently optimism about the opportunities of ANNs, as has been highlighted
above in the studies [13–28]. There are several difficulties with deploying AI tools in
practice depending on the expectance and the objectives of the pathologist. There is
no doubt that three are the preliminary requirements to improve this: (1) ease of use,
(2) financial return on investment connected to the application, and (3) trust (such as, for
example, the accountable performances).
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Further Cross-Cutting Issues

We agree with the categorization identified by Hamid Reza Tizhoosh and Liron
Pantanowitz [28], and I believe that it can be used as a reference for evaluating the future
efforts of AI in digital pathology. Without introducing new challenges in detail, we would
like to integrate the analysis with what emerged in Section 3 and in the other three selected
prospective studies discussed above [25–28].

There are in fact aspects to be highlighted that act in a transversal way and are decisive
for facing the 10 challenges identified in the categorization.

Cross-cutting issues to be considered in the challenges (Figure 5, table in the right).

N1. Delay of digital cytology. We have seen in Section 3 how digital pathology in digital
imaging includes the two macro-sectors of digital histology and digital cytology. We
have also seen above how in the studies addressed we refer mainly to the world of
digital histology. This naturally translates into a foreseeable future delay of digital
cytology due to less dedication on the part of scholars.

N2. Greater complexity in the introduction of AI in digital cytology. We highlighted in Section 3
that digital cytology needs the emulation of the focus function “to break through the
sample”; this translates into the need to introduce the Z-stack, which can increase
the WSI even 100 times compared to the histological case (up to 3.75 TB). This aspect
must be duly considered.

N3. Focus on the DICOM WSI standard. As highlighted in [27], it is necessary to keep in
mind the recent releases of standards to face large-scale studies on the introduction
of AI in digital pathology and take inspiration from the world of digital radiology
and cardiology, where the DICOM standards are now customary. This must apply to
both digital histology and digital cytology. The weak AI mentioned above in challenge
6 must navigate in extraction starting from standard WSI also to act on challenge 10,
relating to concreteness and realism.

72



Healthcare 2021, 9, 858

N4. Attention both to eHealth and mHealth. For AI, we need to consider both the worlds of
eHealth and mHealth, where DP has stabilized through a path of acceptance [1,5].

N5. New training models must adapt to AI in digital pathology. Training models based
on WSI and tablets and smartphones being remotely used must be able to include
the provision of training also on AI-based packages and approaches. In this way, it
is possible to integrate the two worlds of digital pathology and AI already in the
training phase [2,4].

N6. Need for standardization actions. On the one hand, there is a need for manufacturers
to adapt to standards [12]. On the other hand, as happens and/or is happening
for telemedicine/tele-rehabilitation and alternative rehabilitation based on robotics,
it is necessary to start a formal integration of digital pathology services connected
with AI, as highlighted in [6]. This formal integration must have: a first step for
consensus/acceptance paths between professionals that leads to important guidelines
or recommendations. A second step that includes the provision of services in the
healthcare offers the portfolio with coding of the service and reimbursement.

N7. Need of extensive acceptance surveys on professionals. This too is an important aspect
interconnected with the previous ones. In Section 3, we highlighted how in the
two phases of the introduction of digital pathology—eHealth and mHealth— there
were important acceptance studies using HTA methods conducted on professionals
through specific surveys [1,5]. These studies are also important in view of possible
consensus conferences, or the activation of study groups dedicated to the activities of
the previous points.

N8. Need to focus on all the figures involved. The introduction of AI in DP revolves var-
ious working figures in addition to the pathologist. These are the workers who
will be involved in the reorganization of workflows, such as the clinical engineer
and the biomedical laboratory technician [4,5]. These figures must be involved in
standardization studies.

5. Conclusions and Work in Progress
5.1. The Evidences in the Study

In this study, the introduction of artificial intelligence in digital pathology was ad-
dressed. The study first tackled the second revolution in diagnostic pathology determined
by the introduction of digital pathology techniques [1–6]. There is no doubt that most of
the applications of AI take place in diagnostic imaging and that, therefore, AI rests on the
imaging techniques used in digital pathology.

In analysing the important aspects of digital pathology, some important points/steps
were noted:

• The difference between digital cytology and digital histology.
• The two steps of the revolution of the digital pathology: integration into eHealth and mHealth.
• The acceptance of the introduction: the HTA studies based on designed surveys.
• The potentialities in the e-learning/remote training.
• The standardization: a slower standardization rate when compared to digital radiology.

We then questioned the state of the next revolution that is anticipated due to the
introduction of AI in DP. Through an overview of some important studies, some important
development guidelines have been identified and, in line with the objectives of this study,
the challenges to be addressed in detail and the transversal problems as they emerge
both from the overview and from the characteristics and problems of digital pathology
highlighted in the section dedicated to this discipline. The 10 challenges were therefore
recalled, starting from the grid identified in [28], and eight emerged transversal issues to
be considered in these challenges were introduced and discussed (Figure 5).
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5.2. Actual Developments and Future Work

All that is highlighted in the cross-cutting issues is, in a certain sense, of strong scientific
interest and needs attention if we think of a routine introduction of AI in digital pathology.
A point where we intend to contribute is that (no. 7) relating to acceptance based on
surveys on key figures (no. 8), which is preparatory to standardization actions (no. 6 and
no. 3–4). Inheriting the experience gained from previous studies [1,5], in which we had
developed paper surveys for this purpose (relating to the introduction of digital pathology
first in eHealth and then in mHealth), we are developing an electronic survey as a tool to
be used with this purpose and we are using it to investigate this.

5.3. Limitations of the Study

The overview in the section was conducted with the search key “Artificial Intelligence”,
wanting to stay on a higher and general level regarding the topic in line with the objectives
of the study. Other more specific searches can be executed on aspects of a lower hierarchical
level such as those relating to the algorithms of use. Artificial intelligence uses a myriad
of different methodologies, techniques, and approaches that deserve specific review and
research extended to non-medical databases, even if we are dealing with medical problems.

A long discussion deserves a targeted approach in the collection of medical knowledge
in this area relating to supervised ANNs and unsupervised ANNs to collect successful
and/or unsuccessful experiences.

A key search, for example, limited to the medical database PubMed of (digital pathol-
ogy [Title]) AND (deep learning [Title]) led, at the date of this study, to 14 results [30], of
which one was included in the one we made.

Another example of research on the same database of (digital pathology [Title]) AND
(machine learning [Title]) led, at the date of this study, to seven results [31], of which four
were included in the one we made above.

Such a research is more closely related to the specific performance of algorithms in DP
and can highlight important development opportunities that must certainly be taken into
account in any wide-ranging reviews.
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Abstract: Motivation: This study deals with the introduction of artificial intelligence (AI) in digital
pathology (DP). The study starts from the highlights of a companion paper. Objective: The aim was
to investigate the consensus and acceptance of the insiders on this issue. Procedure: An electronic
survey based on the standardized package Microsoft Forms (Microsoft, Redmond, WA, USA) was
proposed to a sample of biomedical laboratory technicians (149 admitted in the study, 76 males,
73 females, mean age 44.2 years). Results: The survey showed no criticality. It highlighted (a) the
good perception of the basic training on both groups, and (b) a uniformly low perceived knowledge
of AI (as arisen from the graded questions). Expectations, perceived general impact, perceived
changes in the work-flow, and worries clearly emerged in the study. Conclusions: The of AI in DP is an
unstoppable process, as well as the increase of the digitalization in the health domain. Stakeholders
must not look with suspicion towards AI, which can represent an important resource, but should
invest in monitoring and consensus training initiatives based also on electronic surveys.

Keywords: e-health; medical devices; m-health; digital-pathology; picture archive and communica-
tion system; artificial intelligence; cytology; histology; diagnostic pathology

1. Introduction

In a complementary study [1] we dealt with the introduction of artificial intelligence
(AI) in digital pathology (DP). This could lead to a second revolution in pathological diagnos-
tics (starting from the first revolution determined by the introduction of DP techniques both
in eHealth and mHealth [2,3]). Most AI applications [1] take place in diagnostic imaging.
However, there are many important implications related to the introduction of AI. These
implications involve other disciplines (not only connected to imaging) and other activities,
from the work-flow to the training. In our study [1] we recalled the passages that led to
the first revolution of diagnostic pathology, represented by DP. We dedicated particular
attention to the critical issues, given that AI will rely heavily on it. In the same study,
we highlighted the opportunities and the challenges of AI according to the most recent
studies [4–20]. Some important development guidelines have been identified. The DP de-
velopments with AI have been identified [20]. AI shows in DP (A) the potentiality to access
and correlate large amount of data, and (B) direct prospective in the world of diagnostics.

Regarding A, both radiological and pathology images are stored in the picture archiving
and communication systems (PACs). Moreover, with the introduction of electronic health
records (EHRs), systematic collections of patient health information have been made avail-
able. They include qualitative data, medical records, and laboratory and diagnostics
information. AI, if applied to these large digital stores, could prove useful for epidemiolog-
ical, clinical, and research studies.

Regarding B, two aspects are emerging:
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• The development of the DP, due to the introduction of whole-slide scanners and the
progress of computer vision algorithms, have significantly grown the usage of AI. It can
perform tumor diagnosis, subtyping, grading, staging, and prognostic prediction

• The pathological diagnosis of the future could merge proteomics and genomics in
the BIG-DATA.

The challenges to tackle and the evident opportunities of AI in DP were recently
categorized in [19]. These challenges were therefore recalled in [1], starting from the grid
identified in [19]. The following transversal issues to be considered in these challenges
were introduced and discussed [1]:

1. Delay of digital cytology.
2. Greater complexity in the introduction of AI in digital cytology.
3. Focus on the DICOM WSI standard.
4. Attention to both eHealth and mHealth.
5. New training models must adapt to AI in DP.
6. Need for standardization actions.
7. Extensive acceptance surveys on professionals.
8. Need to focus on all the professionals involved.

All that is highlighted in the above cross-cutting issues is of strong scientific interest.
These issues are basic to plan a routine introduction of AI in DP.

We intend with this study to concentrate on some of the points detected.
We intend to propose a survey (point 7) focused on the professionals involved (point 8)

to investigate the state of acceptance and the consensus on the introduction of AI in DP. Prior
to this study, the experience reported in [21] focused on pathological diagnostics (a single
aspect of DP), on a single profession, and proposed a non-validated and non-standardized
questionnaire on the acceptance of AI in general. Despite limitations, several interesting
findings were uncovered. Overall, respondents carried generally positive attitudes towards
AI, excitement in AI as a diagnostic tool to facilitate improvements in work-flow efficiency,
and quality assurance in pathology. Importantly, even within the most optimistic cohort, a
significant number of respondents endorsed concerns about AI, including the potential
for job displacement and replacement. Overall, around 80% of respondents predicted
the introduction of AI technology in the pathology laboratory within the coming decade.
The study focused on one single professional [21]; however, many other professionals are
revolving around the introduction of AI in DP, ranging from the pathologist up to the
biomedical laboratory technician.

There are many other aspects to be taken into consideration besides the diagnostic
aspects [21]. We must consider, for example [1,19,20], the peculiarity of digital cytology
and of digital histology, omics (e.g., genomics and proteomics), integration with BIGDATA,
integration with historical and clinical data of the patient, the search for slide labelling,
quality control, the integration of DP with digital radiology, training, risk analysis, therapy,
and prevention.

The goal of our study was to
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2. Materials and Methods

In line with the aim of the study, we decided to propose a survey to investigate the
acceptance and the consensus of the insiders. Preliminarily, we addressed the aspects of
privacy and data security. The questionnaire was checked for the compliance to the Euro-
pean GDPR 679/2016 and the Italian Decree 101/2018, as required by the Data Protection
Offices. The questionnaire was planned as anonymous. The topic did not concern clinical
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trials on humans, but only opinions and expressions of their thoughts. In consideration of
this, it was not considered necessary to proceed with the formal approval procedures from
the Institutional Review Board (see footnote at the end). The standard Microsoft Forms
package (Microsoft Forms, Redmond, WA, USA) was chosen.

This package is also available with a free Microsoft account (live, outlook, or hotmail,
for example), but in this case, it has important limitations (for example, the maximum
number of participants is limited to 200). The data acquired by means of Microsoft Forms
represent a public register from a legal point of view. Therefore, data need to be strongly
protected by means of a strong cybersecurity approach. This is not feasible using only a
free Microsoft account.

Companies that have centrally installed the Microsoft 365 App Business Premium
suite have Microsoft Forms available to their users with greater potential than the free
version (for example, the maximum limit of participants is raised to 50,000). All users can
have access through their own domain account guaranteed by the corporate cybersecurity
standards (which must comply with the international regulations in force) supported by
network and system security tools and policies managed by the company. Specific checks
are possible on the IPs (registering, for example, the duplicate access for further data-
process). Data are therefore protected by the corporate cybersecurity systems, guaranteeing
(at least from the system point of view) the inviolability of the data. In consideration of
this, we have decided to use the software Microsoft Forms, provided through the Microsoft
365 Business Premium suite, to design an electronic survey. It is the tool recommended by
the company’s DPO. It should be noted that if a tool other than those available in this suite
(e.g., Google forms or Survey Monkey) had been used, the DPO would have requested a
specific report and a cybersecurity audit. The authorization to use it would not have been
guaranteed. The use of both an internally recommended tool (respecting the cybersecurity)
and the plan to submit the electronic survey (eS) anonymously simplified the authorization
process. However, we decided to maintain the database as a register, respecting the security
criteria identified by the company rules in accordance with the law. The procedure used in
the design and submission of the survey adhered to the SURGE Checklist [22].

We decided to submit the survey to the key professionals and therefore disseminated
it through social media, such as Facebook, LinkedIn, Twitter, Instagram, WhatsApp, As-
sociation Sites, and in general, following a peer-to-peer dissemination. We submitted the
survey to biomedical laboratory technicians during their course of study (BLT-DCS) and
after the course of the study (BLT-ACS). The interactive survey is available in [23]. A print
can also be found in [24].

Two questions (N.2 and N.3) stratify by age and sex [23,24]. Two initial questions (N.4
and N.5) categorize the sample on the basis of the training background. In consideration of
the objective of this study and the survey, we also managed the survey as a virtual focus
group, with careful considerations to the consensus issues related to all the aspects of the
introduction of AI in DP [1,19,20]. We started from the training up to the relationships and
integration with omics, BIG-DATA, and digital radiology. The methodological approach
primarily involves submitting both to BLT-DCS and BLT-ACS surveys. Figure 1 shows the
CONSORT diagram. The final records were 211 in number. Two records were excluded
because the answers to the open questions were not coherent.

The subjects passing the requirements for the inclusion according to the selection
criteria (BLT-DCS or BLT-ACS) were 149 (Table 1).

The quantitative variables depended on subjective answers based on qualitative
perceptions (see for example in the following the graded questions or the modules in the
Likert scale). The survey used open question, choice question, multiple choice questions, Likert
questions, and graded questions.

We established a six-level psychometric scale for the Likert scale and the graded questions.
It was possible therefore to assign a minimum score of one and a maximum of six with a
theoretical mean value (TMV) of 3.5. We can refer to the TMV for comparison in the analysis
of the answers. An average value of the answers below TMV indicates a more negative
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than positive response. An average value above TMV indicates a more positive than
negative response.
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Table 1. Characteristics of the admitted to the study the DCS and the ACS.

Submission Participants Males/Females Min Age/Max Age Mean Age

Biomedical laboratory technicians
under the course of the study

(BLT-DCS)
75 39/36 21/36 25.3

Biomedical laboratory technicians
after the course of the study

(BLT-ACS)
74 37/37 25/59 41.8

The trend of each one of these variables, estimated by an average value, can move
in both the two directions, toward the higher score of 6 or toward the lower score of 1,
suggesting for a two-tailed test. For the variables related to the multiple-choice questions,
we planned a frequency analysis.

For the verification of data normality, we used the Shapiro–Wilk test that is preferable
for small samples such as ours.

We applied Student’s t-test (with a p-value <0.01 for the significance of the difference),
when comparing the values between the two groups.

We applied the χ2 test (with a p-value <0.01 for the significance) in the frequency
analysis. The software SPSS Statistics version V.24 was used in the study.

The Cohen’s d effect size was estimated to be 0.498. Samples with N > 60 were
estimated suitable to the study.

We established a six-level psychometric scale in the graded questions and in the
Likert scale.

The survey was proposed from 1 June 2021 until 23 August 2021.
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3. Results

Table 2 shows the answers to the graded questions. Both questions Q6 and Q7, not
focused directly on AI, received an average response value above the TMV threshold.

Table 2. Answers for the graded questions.

Feature Rating DCS Rating ACS p-Value

Q6:
Degree of knowledge in

computer science
4.8 4.9 0.009

Q7:
Degree of knowledge of
biomedical technologies

4.7 4.7 0.134

Q9:
Degree of knowledge of AI

(in general)
3.3 3.1 0.009

Q10:
Degree of knowledge of AI

(in biomedical sector)
3.4 3.2 0.009

Q11:
Degree of direct knowledge of
technologies and applications

of AI (in biomedical sector)

1.8 1.3 0.008

However, Q6 showed a significantly higher value in the student group (p-value < 0.01),
while Q7 showed a consistent value between the two groups (p-value = 0.134 >> 0.01).

The responses related to AI, Q8–10, showed a value below the current TMV threshold
in the two groups (p-value < 0.01).

Tables 3 and 4 highlight the outcomes for the two Likert scales in detail. In the first
Likert scale (Table 3), imaging (cytological and histological) received the highest score for
the two groups, followed by applications in omics and quality control. Table 4 shows the
significant highest values for the first group in the second Likert scale dedicated to other
sectors of applications.

Table 3. Detailed answers in the Likert scale to the question of “In which specific sectors of biomedical
diagnostics do you think the introduction of artificial intelligence is most promising?”.

Feature Rating DCS Rating ACS p-Value

Digital cytology 4.9 4.5 0.008

Digital histology 4.8 4.4 0.009

Omics (e.g., genomics and proteomics) 4.6 4.3 0.008

Integration with BIG-DATA 3.9 3.7 0.008

Integration with historical and clinical
data of the patient 4.1 3.8 0.009

Search for slide labeling 3.9 3.6 0.009

Quality control 4.1 3.8 0.009

Integration of DP with digital radiology 4.2 3.9 0.009

Quality control 4.5 4.2 0.008

Integration with the virtual
medical record 3.9 3.7 0.008

Training 3.9 3.6 0.008
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Table 4. Detailed answers in the Likert scale to the question of “In which more general sectors do
you think artificial intelligence is useful?”.

Feature Rating DCS Rating ACS p-Value

Risk analysis 4.3 3.7 0.008

Therapy 4.4 3.8 0.008

Prevention 3.9 3.6 0.009

The multiple-choice questions are useful for obtaining strategic information, for exam-
ple, for scientific societies or consensus activities. We decided to proceed as follows, in
consideration of the peculiarity of these modules. We analyzed the two samples joined into
one sample and performed a statistical approach based on a frequency analysis, using the
test described in the methods.

For question Q13 “I think artificial intelligence in my field”, the two most popular
statements were “It will be useful but complementary” number of votes = 83 and “It will not
catch on” number of votes = 78 (p-value = 0.008).

For question Q14 “How can I be of use to AI in my filed”, the two most popular statements
were “In performance monitoring” number of votes = 90 and “As an operational manager of its
use” number of votes = 81 (p-value = 0.008).

For question Q15 “How will AI help me”, the two most popular statements were
“Increased automatism” number of votes = 79 and “Reduction of physical fatigue” number of
votes = 61 (p-value = 0.009).

4. Discussion and Conclusions

The use of AI is increasingly spreading in many medical sectors.
A particularly important area for applications is that of images. A simple search on

PubMed with the key

(artificial intelligence [Title/Abstract]) AND (image [Title/Abstract])

shows 2290 results as of 23 August 2021 (907 in 2021).

This justifies the need of focusing on studies of acceptance, in consideration of both the
interest of the scholars and the possible opportunities in the clinical routine.

Some studies are also demonstrating the importance of AI tools, not only in imaging,
but also in other applications where data mining from large volumes of data must be applied.

For example, the study reported in [25] showed how AI is useful for determining
cardiovascular risk in athletes through data mining of distributed databases.

The COVID-19 pandemic has also highlighted the broad-spectrum potential of AI. In
a recent review [26], for example, relevant papers were selected that address the adop-
tion of artificial intelligence and new technologies in the management of pandemics and
communicable diseases such as SARS-CoV-2.

These studies focused on environmental measures; acquisition and sharing of knowl-
edge in the general population and among clinicians; development and management of
drugs and vaccines; remote psychological support of patients; remote monitoring, diagno-
sis, and follow-up; and maximization and rationalization of human and material resources
in the hospital environment. The study described in [27] showed that AI-based scores with a
purely data-driven selection of features are feasible and effective for the prediction of mortality
among patients with COVID-19 pneumonia.

The three illustrated potentials [25–27] are also important in DP. In fact, in DP, the need
for categorizing images merges with the need to make decisions and/or deduce approaches
through actions on large databases and data sets or with other needs not based on medical
images [1,19,20]. The implications are multifaceted. It is necessary to carry out direct
studies on the opinion of insiders in view of the introduction of the clinical routine of AI.
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Therefore, the need and the justification of studies such as ours that tackle the introduction
of AI focusing on acceptance and with a broad approach clearly emerges from these
articles [25–27].

Very few studies have begun to address the insiders’ opinion on the introduction of
AI in DP. By searching in PubMed with the key

((digital pathology [Title/Abstract]) AND (artificial intelligence [Title/Abstract])) AND
(survey [Title/Abstract])-even with alternative terms to the survey-

we found as of 23 August 2021 only two studies based on non-validated and non-
standardized questionnaires.

The first study [28] was conducted at a scientific meeting (the 14th Banff Conference).
Since the meeting, a survey with international participation of mostly pathologists (81%)
was conducted, showing that whole slide imaging is available at the majority of centers
(71%), but that artificial intelligence (AI)/machine learning was only used in ≈12% of
centers, with a wide variety of programs/algorithms employed.

The second study [29] reports the results of the Japanese questionnaire survey con-
ducted in 2008–2009 on telepathology and virtual slide. Moreover, in addition to the
questionnaire, the effectiveness of an experimental automatic pathology diagnostic aid
system using computer artificial intelligence was investigated by checking its rate of correct
diagnosis for given prostate carcinoma digital images.

This demonstrates the importance of focusing on wide-ranging survey studies in this
field. From this research, it clearly emerges that specific studies, such as ours based on wide
range questionnaires, have not been addressed until now. In fact, in the literature, there are
currently only studies that deal with the topic only partially or secondarily [28,29].

This study was necessary to prepare a first survey dedicated to the acceptance of AI
in DP focused on the insiders [1]. We submitted the survey on the professionals involved
in the field. Many professionals are involved in the introduction of AI in DP, ranging from
the bioengineer to the pathologist up to the biomedical laboratory technician. There is also
no doubt that AI could represent a serious opportunity for the DP laboratories [5–18]. It is,
however, the time to investigate the full introduction in the routine. The proposed study,
for example, can be useful in view of consensus studies on the introduction of methods
based on AI in DP in routine practices [1,19]. We have proposed a survey focused on
these professionals that is, in an automatic manner, capable of electronically collecting their
opinion and works as a structured virtual focus group.

The intent of this study was to carry out a first submission and to verify any criticalities
in view of a wider use. There were no critical issues and the submission made it possible to
collect information on a first sample of biomedical laboratory technicians in the training
phase and subsequent phase.

A good perception of the basic training on both groups (albeit with a different score) and
a uniformly low perceived knowledge of the use of AI emerged from the graded questions.

The two Likert scales made it possible to identify in a structured way, for the two groups,
the wishes related to the use of AI in the medical field.

The multiple-choice questions, evaluated for the whole combined sample, allowed us
to evaluate the perceived impact of AI in one’s sector, the expectations towards AI, and
the operational role towards AI. From a general point of view, the study presents three
added values.

The first added value is [23,24] represented by the electronic tool with a wide range
of aspects related to the use of AI in DP, having a direct impact on the work-flow and job
description of the insiders.

The second added value is a contribution directed to respond to the need to tackle the
challenges of the introduction of AI in DP. This product (after minimal changes) could be
used by scientific and/or professional societies to monitor the evolution of the topic.

The third added value is represented by the outcome with reference to the two groups
of DCS and ACS (promptly useful for the stakeholders).
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From a general point of view, this article supports the initiatives that aim to facilitate
the introduction of AI in a structured manner in DP. Future developments of the study
foresee the enlargement of the submission to other professionals and a standardization for
the scientific societies.

5. Limitations

This study represents a first step to investigate the acceptance and consensus on AI
of insiders in the various applications and implications of DP. It was applied to a first
professional and a first group of subjects. Future developments will have to include a
broader submission involving other professionals, together with a review action by the
scientific societies, in order to improve acceptance by the parties involved.
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Abstract: The tremendous advances in digital information and communication technology have
entered everything from our daily lives to the most intricate aspects of medical and surgical care.
These advances are seen in electronic and mobile health and allow many new applications to further
improve and make the diagnoses of patient diseases and conditions more precise. In the area of
digital radiology with respect to diagnostics, the use of advanced imaging tools and techniques is now
at the center of evaluation and treatment. Digital acquisition and analysis are central to diagnostic
capabilities, especially in the field of cardiovascular imaging. Furthermore, the introduction of
artificial intelligence (AI) into the world of digital cardiovascular imaging greatly broadens the
capabilities of the field both with respect to advancement as well as with respect to complete and
accurate diagnosis of cardiovascular conditions. The application of AI in recognition, diagnostics,
protocol automation, and quality control for the analysis of cardiovascular imaging modalities such
as echocardiography, nuclear cardiac imaging, cardiovascular computed tomography, cardiovascular
magnetic resonance imaging, and other imaging, is a major advance that is improving rapidly and
continuously. We document the innovations in the field of cardiovascular imaging that have been
brought about by the acceptance and implementation of AI in relation to healthcare professionals
and patients in the cardiovascular field.

Keywords: artificial intelligence; information technology; cardiology; radiology; imaging

1. Introduction

In this age of technology, there have been numerous inventions created to expand the
boundaries of medical treatment and diagnosis beyond their current capabilities. Among
the technological advancements, artificial intelligence (AI) serves as a means to improve
various technologies already in practice. Specifically, within the medical field, AI provides
greater accuracy to help guide a patient’s course of treatment. Physicians are able to
make clear initial decisions on how to treat patients presenting with specific symptoms.
There is also a reduction in human error seen with the greater precision and automaticity
capabilities of artificial intelligence. AI is beneficial for patients themselves as well by
guiding patients to understand their symptoms through phone applications that detail
whether patients need to go to the emergency room or their local doctor’s office based on
acuity. Furthermore, AI has been used to strengthen the cardiac imaging modalities such as
echocardiography, nuclear cardiac imaging, cardiovascular computed tomography, and
cardiovascular magnetic resonance imaging. While AI has shown promise, limitations of AI
include a lack of standardization and reproducibility of results as well as decision making
and selection bias.

Artificial intelligence refers to the all-encompassing ability of mathematical algorithms
to train machines to mimic human intelligence. With the use of programmed algorithms,
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machines are able to complete tasks, execute decisions, and recognize images [1]. Within
AI, machine learning is a subset (Figure 1) that identifies patterns among big datasets. It
has the unique ability to automatically improve analysis over time with more usage of
data and experience. Essentially, machine learning works by implementing algorithms
to create a model from a sample dataset without directly programming the decisions
needed to be made [2]. This is particularly useful in fields such as medicine where decisions
are not predictable and vary in every individual patient. Machine learning provides the
opportunity to handle complex data with the ability to become more accurate over time.
Machine learning itself can be classified as supervised and unsupervised (Table 1). These
two techniques are applied in different situations. Particularly, supervised learning refers
to when models are trained to analyze algorithms based on reference data that have already
been entered. Thus, as it works from a reference dataset and applies the same pattern to a
new dataset, supervised learning is very accurate [3,4]. Unsupervised learning refers to
finding patterns in data on its own without any given reference. This is advantageous in
finding hidden patterns that have not already been identified [3,5]. Despite its advantages,
machine learning has its limitations, especially apparent when applied to the field of
medicine. Specifically, machine learning can lead to bias when it comes to analyzing the
dataset. This is due to the way the algorithms are organized which is to become better
with more exposure to previous datasets. Therefore, this decreases the variety of data that
machines have to make information other than what was previously represented [6].
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Furthermore, deep learning is a subset of machine learning. Deep learning uses
artificial neural networks to allow machines to train themselves in accomplishing tasks.
In other words, it can discover complex relationships that cannot otherwise be analyzed
simply by an equation. It works to inspect and analyze an unlimited number of inputs
at the same time [7]. A deep convolutional neural network (DCNN) is a specific type of
neural network that involves restricted connectivity. Specifically, DCNN is often used for
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classification tasks as well as detection and localization [8]. DCNNs operate by involving
convolutional layers, where each layer combines information from neighboring inputs to
have a larger field of view. This is beneficial to finding patterns like visual pieces within an
image, such as shapes and lines [9].

Table 1. Methodology of supervised and unsupervised learning within machine learning.

Machine Learning Classification Types of Problems Each Classification Is Used for

Supervised Learning—Uses reference data to
analyze algorithms and apply the algorithms to a
similar dataset [3]

Classification—Utilizes an algorithm to assign a dataset into specific
categories. Specifically, draws conclusions on how specific categories in the
dataset should be labeled. [4]

Regression—Analyzes the relationship between dependent and independent
variables, particularly for making projections [4]

Unsupervised Learning—Identifies hidden
patterns in data without any given reference [3]

Clustering—Organizes unlabeled data based on similarities and differences [5]

Dimension Reduction—Reduces the number of data inputs while preserving
the data integrity; applied when there is an increased number of features or
dimensions in a dataset [5]

Deep learning is beneficial over traditional machine learning as it requires less data
for training and has more accuracy [10]. In particular, deep learning is most valuable with
pattern recognition and image identification, particularly when working with large image
datasets. Therefore, it is most effective for cardiovascular imaging, such as echocardiogra-
phy, angiography, and cardiac magnetic resonance. This is especially true as deep learning
has the ability to parse through insignificant or noisy data [1]. Although deep learning is
useful with image recognition, it is limited insofar as its algorithm cannot be efficiently
applied for all types of datasets. For example, simpler machine learning would be easier to
use for datasets that are more defined and structured.

2. AI: General Medical Applications

The field of artificial intelligence allows for advancements to take place that expand
the abilities of current technology. The goal of artificial intelligence is to create intelligence
that has the ability for computers to solve problems and perform tasks, thus replicating
the human mind [11]. AI involves the development of algorithms that can mimic the
reasoning skills of humans in solving problems and deducing information in a methodical
fashion. Over the years, AI has been applied to many different fields and used for a variety
of purposes. Within medicine, AI has been used to improve diagnostic and treatment
methods as well as efficiency with healthcare management [12]. For instance, most medical
records are a collection of disorganized information hard to rifle through. However, with
the application of AI, the information collected can allow physicians to understand a
patient’s complete medical information prior to making medical decisions in real time.
Specifically, algorithms that allow for the ability to search for patients with significant
family history or susceptibility of chronic diseases transform the usage of electronic medical
records [13]. More efficiently organized electronic medical records ultimately serve as a
tool for personalized medicine and early detection of diseases.

In addition to programming algorithms, AI has also been applied to physical objects,
such as medical devices and robots. For example, robotic-assisted surgeries are more often
utilized to operate on patients [14]. The quality of care is drastically improved with the
use of robots in surgery as incisions are more minimally invasive. This allows for patients
to experience less pain after the surgery and have a shorter recovery time. The robotic
surgical tool also serves to dissect, cut, and suture in a more precise fashion. With the
addition of AI, surgical robots can identify the movements and patterns of a surgeon
performing an operation and convert these into actions for the robot to execute on its
own [15]. Additionally, the use of robots eliminates human error from surgeons, such as
with hand tremors or accidental cuts [16]. In fact, of the 17 million surgical procedures
performed in the United States, it was found that there were 400,000 operations with
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adverse outcomes attributed to human error [17]. Furthermore, Rajih et al. found robotic
surgery error on the da Vinci surgical system in 4.97% of 1228 cases evaluated between 2012
and 2015 [18]. In this case, the use of AI-led robots allows for benefits such as improving
the quality of care and providing accuracy and stability to prevent more human error.

3. AI: Cardiology Imaging Applications

Machine learning is a branch of AI that is particularly useful in the interpretation of
cardiovascular imaging because it can combine and correlate information from different
sources for a physician to interpret efficiently [19]. Specifically, machine learning has the
ability to use a variety of different approaches to analyze a greater quantity of information.
Coronary artery disease (CAD) is one of the most prevalent cardiovascular disorders
and is responsible for one in every five deaths [20]. Coronary artery disease is generally
diagnosed with radionuclide myocardial perfusion imaging (MPI). With the addition of
machine learning to supplement the MPI results, the patient-specific risk stratification is
improved. A study by Seetharam et al. found evidence that machine learning is greater
than parametric statistical models in predicting the presence of obstructive CAD, the need
for revascularization, and potential adverse risks [21]. Specifically, Arsajani et al. conducted
a study that evaluated the MPI device’s accuracy of predicting CAD in 957 patients when
used in adjunct with a learning algorithm compared to two experienced imaging readers.
The results showed that the machine learning’s sensitivity and specificity was significantly
superior compared to the experienced readers [19]. Multiple cardiac imaging applications
and pertinent publications relating to them (Table 2 and Figure 2) are detailed below and
lead to generation of data that inform artificial intelligence algorithms to allow for analysis
and evaluation.

Table 2. Pertinent publications regarding artificial intelligence.

Pertinent Publications Related to Artificial Intelligence in the
Field of Cardiovascular Imaging Findings in Publication

Improved accuracy of myocardial perfusion single-photon
emission computed tomography [SPECT] for the detection of
coronary artery disease using a support vector machine algorithm

Arsajani et al. found that the accuracy of predicting CAD with
an MPI device improved significantly when in adjunct with a
learning algorithm [22]

Fully Automated Echocardiogram Interpretation in Clinical Practice Zhang et al. determined 96% accuracy in identifying images
with echocardiography [22]

Machine learning of clinical variables and coronary artery calcium
scoring for the prediction of obstructive coronary artery disease
on coronary computed tomography angiography: analysis from
the CONFIRM registry

Al’Aref et al.’s results showed a significantly more accurate
assessment of obstructive CAD from CT imaging using
machine learning with the coronary artery calcium score [21]

Cardiac Imaging on the Cusp of an Artificial Intelligence Revolution
Laser et al. determined that the right ventricle reconstruction
with echocardiography and cardiac MRI had more accuracy
compared to the gold standard direct cardiac MRI [23]

3.1. Echocardiography

Within the field of cardiology, AI has had a tremendous impact on how early and
accurately patients are diagnosed as well as receive treatment. Echocardiography is a non-
invasive diagnostic test that is performed on patients to detect or monitor the progression
of cardiovascular diseases [17]. It is advantageous in visualizing the structure, function,
and hemodynamics of the heart as well as any characteristic abnormalities. Specifically,
echocardiography is beneficial as a cost-effective tool and can be performed at bedside
rapidly with no known side effects [17]. On the other hand, a limitation of echocardiogra-
phy is that it relies on a subjective interpretation of the images by the physician. Therefore,
although obtaining the images is feasible with echocardiography, there is still a likelihood
of an inaccurate diagnosis [23]. To address this limitation, AI provides the ability to produce
accurate, consistent, and automated interpretations of echocardiograms [23]. Consequently,
this reduces the likelihood of human error and allows physicians to come up with a precise
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treatment plan. The algorithms of AI also have the ability to accurately identify a wide
variety of pathologies such as valvopathies and ischemia with coronary artery disease.
In fact, Zhang et al. was able to use AI to accurately identify 96% of parasternal long
axis imaging views from echocardiography [22]. The use of AI to improve the diagnostic
ability of echocardiograms is still in its early stages and research is still in progress before it
becomes more widespread [23].
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It is often difficult to distinguish between several conditions on echocardiography.
Narula et al. states how machine learning can be applied to echocardiography to help dif-
ferentiate between hypertrophic cardiomyopathy and athlete’s heart [24]. Machine learning
algorithms are also particularly beneficial to help streamline workflow and prevent errors
from physicians reading images after experiencing fatigue and exhaustion. Specifically,
Madani et al. applied a CNN algorithm model to 267 echocardiogram images with 15
standard views and trained the algorithm by using labeled images. The results found that
the model was immediately able to identify the echocardiogram view with an accuracy of
97.8% as compared to 70.2–84% accuracy with readings by expert echocardiographers [25].

3.2. Cardiac Computed Tomography

In addition to echocardiography, computed tomography (CT) is also a valuable imag-
ing tool for cardiovascular diseases. The CT scan produces images of the heart in various
planes and allows for 3D image generation. It is particularly applicable for patients with
suspected CAD as CT imaging allows physicians to noninvasively assess for calcium and
plaque presence in the coronary arteries. This would indicate the presence of a blockage
or narrowing in the arteries due to plaque buildup [26]. The amount of calcium in the
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vessels, also referred to as calcium score, can indicate the extent and prognosis of CAD. A
study by Al’Aref et al. used machine learning algorithms to combine the calcium score
and clinical factors to predict CAD in 35,281 patients. It was found that machine learning
in conjunction with the coronary artery calcium score resulted in the most significantly
accurate assessment of obstructive CAD from CT imaging compared to machine learning or
calcium score alone [27]. Machine learning has been used to identify a variety of different
pathologies on CT with accuracy [28].

Furthermore, machine learning allows for low-dose CT scans to be safer. Low-dose CT
imaging brings concerns of increased exposure to radiation for patients that could not be
solved by simply decreasing radiation levels as this would decrease the image quality [29].
As a result, to solve this issue, a machine learning framework was developed that allowed
for reconstructing image parameters and denoising the quality of the image when low
radiation was used. This resulted in improved image quality to equate to the regular-dose
CT image quality, thus allowing patients to be exposed to less radiation while still obtaining
a diagnostic result [30].

3.3. Cardiac Magnetic Resonance Imaging

Cardiac magnetic resonance imaging (MRI) is another noninvasive diagnostic tool for
assessing cardiovascular diseases. Specifically, the MRI is considered the gold standard for
assessing the ejection fraction and left ventricular volume [31]. In a study by Ruijsink et al.,
researchers found a high correlation between the deep learning algorithm and manual analysis
of the left and right ventricular volumes, filling, and ejection rates [31]. In turn, automated
measurements through deep learning were seen to be in strong agreement with the manual
interpretation. Particularly, deep learning can be used to reconstruct cardiac images with
better 3D visualization to identify disease patterns in association with the right ventricle.
This is because the right ventricle is often not easily visualized in 2D with echocardiography.
Laser et al. found that reconstruction of the right ventricle with echocardiography and cardiac
MRI had incredible accuracy and reproducibility compared to the gold standard direct cardiac
MRI [32]. Deep learning also allows for the extraction of specific features to be automated eas-
ily, such as identification of the right ventricle and pulmonary artery hypertension [19,33,34].
A study by Zhang et al. created a deep learning model that created the ability to obtain motion
features from the left ventricle and discriminate between ischemic regions on a nonenhanced
cardiac MRI. This deep learning framework is beneficial as it allows for confirmation of
chronic myocardial infarctions on MRI [35].

Cardiac MRI has increasingly been used as a noninvasive imaging tool over the years.
It results in acquiring cross-sectional images aligned with the heart axes. This can pose as an
additional challenge when reading MRI results as medical imaging experts require detailed
knowledge on cardiac anatomy. Conventionally, the heart is automatically localized to the
center of the image, which does not account for the diversity in various patients’ anatomy.
This assumption leads to lower sensitivity and potential errors in imaging results [9].
Kabani et al. introduced CNN, or deep neural network application, which allows for
localizing and detecting a region of interest on an MRI interest. Normally, most localization
networks have a bounding box around the region of interest. In this case, the CNN neural
network applied a classification task where each pixel in the image was a separate class.
Then, the CNN was trained to determine where the object was in the image and classify
the pixels as in the background or in the bounding box. Specifically, this neural network
considered the problem as a classification task where the pixels were classified as in the
background or in a box [8].

3.4. Nuclear Cardiology

Nuclear cardiology uses noninvasive techniques to measure blood flow through the
heart. This test is particularly applicable when diagnosing coronary artery disease and
possible ischemia, or lack of oxygen to the heart due to decreased blood flow. There are two
types of nuclear cardiology tests that can be performed, the cardiac SPECT and PET-CT.
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In both tests, a PET scan is formed following injection of radioactive chemicals into the
bloodstream via IV [36]. Artificial intelligence, particularly deep learning, can also be
applied to nuclear cardiology in order to address disparities regarding the diagnostic ability
of SPECT [19]. Deep learning allows for a greater ability to analyze images by identifying
high dimensional patterns. Juarez-Orozco et al. applied deep learning to evaluate perfusion
polar maps in ischemia by PET. It was found that deep learning had an area under the
receiver-operating curve (AUC) of 0.90, which was better than all comparator models [19].
Additionally, Hu et al. implemented the subset of AI, machine learning, to predict the
likelihood of early coronary revascularization within 90 days after SPECT imaging. When
comparing the AUC of machine learning with the standard quantitative analysis, it was
found that the AUC of early coronary revascularization prediction was higher than and
outperformed that of standard quantitative analysis [37].

3.5. Angiography Imaging

Another imaging tool used in the field of cardiology is invasive angiography imaging.
This is considered the reference standard when diagnosing obstructive coronary artery
disease as it provides a detailed outlook on the structure and function of the heart’s
blood vessels. Despite its benefits, there are risks associated with the invasive angiography
procedure including serious complications as well as expensive costs, exposure to high
radiation, and discomfort [38]. As such, Wolterink et al. validated a feasible method to
obtain reduced radiation dose CT images by training a deep learning model [39]. This
shows how deep learning can help improve diagnostic imaging tools as well to make
procedures safer for patients while also providing more accurate results.

Furthermore, cardiac computed tomography angiography (CCTA) is another method
to diagnose coronary artery disease. Although CCTA can be used to rule out CAD, there
are many drawbacks to using this diagnostic tool as it overestimates the amount of stenosis
of the vessel and takes a lot of time to yield results. However, with the addition of AI,
CCTA can be significantly improved to result in a more accurate evaluation of coronary
stenosis, plaque characterization, and degree of myocardial ischemia [40]. For example,
van Hamersvelt et al. evaluated the addition of deep learning algorithm to analyze the
left ventricular myocardium in CCTA for degree of stenosis. It was found that there was
improved diagnosis and identification of patients with functionally significant coronary
artery stenosis when using CCTA in combination with deep learning analysis. Specifically,
sensitivity and specificity of results were 84.6% and 48.4%, respectively [41].

Motwani et al. applied machine learning to evaluate 5-year all-cause mortality in
patients undergoing CCTA [42]. Specifically, 10,030 patients with possible CAD underwent
CCTA as part of their standard of care. Machine learning was then applied to predict 5-year
mortality of these patients using the CCTA data. After comparison of a 5-year follow-up
from these patients via the CCTA international multicenter registry, it was found that ML
combined with CCTA data was significantly better at predicting patient prognosis for the
next 5 years compared to CCTA metrics alone [42].

ML-based fractional flow reserve-computed tomography (FFR-CT) is increasingly
used in diagnosing CAD. Specifically, FFR-CT is a noninvasive procedure that generates a
3D image of the patient’s coronary arteries [43]. An FFR measurement refers to identifying
the ratio between the maximum blood flow possible in a diseased coronary artery and
maximum flow in a normal coronary artery. An FFR of 1.0 is considered normal whereas
an FFR of less than 0.75–0.80 is associated with myocardial ischemia [44]. A study by
Jiang et al. evaluated the features and severity of coronary calcification by ML-based
CCTA-derived FFR, or FFR-CT. In this study, 442 patients went through CCTA, ML-based
FFR-CT, and invasive FFR and the results were compared. It was found that ML-based
FFR-CT had an accuracy of 0.90 in determining calcification lesions as compared to invasive
FFR. Additionally, CT-FFR generally had higher accuracy in diagnosis and differentiating
ischemia in blood vessels as compared to CCTA by itself [45].
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A study by Yang et al. analyzed the relation of stenosis and plaque characteristics
with myocardial implications. The study analyzed 1013 vessels via fractional flow reserve
measurement and CT angiography. Then, Yang et al. incorporated machine learning to
identify the features associated with a low FFR and the patient prognosis. In this case,
machine learning was beneficial in categorizing characteristics of blood vessels with a
low FFR. The six functionally relevant features found included minimum lumen area,
percent atheroma volume, fibrofatty and necrotic core volume, plaque volume, proximal
left anterior descending coronary artery lesion, and remodeling index [46].

3.6. Intravascular Imaging

Intravascular imaging is performed by using a specialized catheter-based intravascular
ultrasound (IVUS) or optical coherence tomography (OCT) that allows for providing a real-
time visual of the inside of a coronary artery. Particularly, it shows the degree of narrowing
or thickening of an artery and a visual of the lumen of the artery. Intravascular ultrasound
is often used to gain a better insight into the nature of the plaque in the artery as well
as in the placement of stents [47]. This imaging technique is invasive and involves great
expertise to place the catheters inside the coronary arteries. Researchers have incorporated
artificial intelligence to increase the speed of diagnosis and interpretation of intravascular
imaging in real time [48]. Specifically, the artificial intelligence algorithm is exposed to
multiple images and given information on each image, such as the vessel’s geometry and
distribution of different tissue types. Therefore, as it is exposed to more images, the AI
algorithm can easily and quickly interpret the image created by the intravascular imaging
and discern a diagnosis.

IVUS imaging creates an image with low resolution but with high tissue penetration
while OCT imaging creates an image with higher resolution but limited tissue penetration.
As these two intravascular imaging modalities have their differences, artificial intelligence
can connect the two results together. Specifically, AI processes data from IVUS and OCT
images into a single imaging procedure to allow physicians to review all the data at
once [48]. This is beneficial as it allows for a more rapid, comprehensive evaluation of any
damaged arteries.

3.7. Software Programs in Clinical Practice That Employ AI

Artificial intelligence is already being used in clinical practice by physicians today.
There are software programs, such as IBM Watson®, that help organizations automate
complex processes to improve efficiency and effectivity. IBM Watson® includes Merge
Healthcare®, which provides medical imaging artificial intelligence solutions to help physi-
cians with patient care. Specifically, Merge PACS™ is an artificial-intelligence-ready work-
flow platform that eases the physician workload of reading and understanding numerous
dense images [49]. This is extremely beneficial as physicians have received an increas-
ing number of images to read over the years, including as many as 100,000 images a
day [50]. Therefore, artificial intelligence and computer programming offered through
Merge Healthcare® serves to provide a more rapid and automated diagnosis for patients.

4. Limitations of Artificial Intelligence

Overall, AI applications mimic human intelligence with the purpose of solving prob-
lems or making decisions. AI has many advantages with its accuracy, cost-effectiveness,
and reliability. However, there are still some limitations to AI, especially with its application
in the medical field. Specifically, the gold standard for clinical reasoning in decision mak-
ing should still be at the physicians’ discretion. Since AI results in producing automated
decisions, this can lead to a decision-making bias as physicians can be more likely to trust
diagnostic test results by AI-led machines without intense scrutiny [33]. Consequently,
there is a gray area as to with whom the responsibility lies in the case of an error. Data inter-
pretation with AI can be susceptible to selection bias as well [34]. This is because the results
AI produces are dependent upon the data entered. Therefore, if there is poor data entry, the
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results lead to invalid assumptions without a fair, accurate representation. Furthermore,
another limitation of newer models of AI is the ability to reproduce and standardize the
method [34,51,52]. It is difficult to compare diagnostic results from different providers if
they are analyzing the data with varying techniques.

5. Future Applications of Artificial Intelligence

As newer techniques are emerging, AI is constantly expanding beyond its limits and
capabilities. Within the field of medicine, it has the potential to lead to newer advances in
drug therapies as well as diagnoses of diseases at an earlier stage [34]. It is anticipated that
AI will have the ability in the future to fully automate reading echocardiography images
and detecting pathology [32]. Furthermore, it allows treatment plans to become more
standardized based on an automated process. With AI completing tasks at a quicker rate,
physicians have more time to be free from mundane tasks such as data input and electronic
health records to focus on educating the patient and fostering a stronger patient–physician
relationship [32]. Although AI holds great potential for the future of medicine, physicians
should still be responsible for making the final clinical judgment.

6. Conclusions

Artificial intelligence allows for the potential to expand and improve medical technologies
for better patient care. Specifically, the ability of the algorithms to make diagnoses more
accurate is useful for physicians to detect diseases earlier in their course to plan for the right
treatment action. Within AI, the branch of machine learning has been prevalent in the field of
cardiology. This is because there are a variety of imaging tools implemented when conducting
a patient workup. In the future, AI will continue to expand and become more accurate in
giving an ideal diagnosis for improved decision making as technology progresses and the
dataset available to form algorithms and identify patterns becomes larger.
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Regarding Dr. Makaryus’s interesting review study [1], I would like to express my
opinion on it.

I found that this work is particularly stimulating and that it gives a great deal of added
value to the Special Issue “The Artificial Intelligence in Digital Pathology and Digital Radiology:
Where Are We?” [2,3].

Specifically, I believe that this review has the great merit of focusing on the devel-
opments of Artificial Intelligence (AI) in the field of Digital Cardiology (DC), in a medical
sector as broad and strategic as that of cardiology. Many of the considerations that emerge
from the review in this specific sector of Digital Radiology (DR), such as those relating to the
imaging, are exportable to the entire sector. From the review [1], it emerges clearly that the
introduction of artificial intelligence (AI) into the world of digital cardiovascular imaging is
greatly broadening the capabilities of the field, both with respect to advancements as well as
with respect to the complete and accurate diagnosis of cardiovascular conditions. Among
the application sectors in which the review [2] has shown the greatest potential we find
recognition, diagnostics, protocol automation, and quality control for the analysis of cardio-
vascular imaging modalities such as, cardiovascular computed tomography, cardiovascular
magnetic resonance imaging, nuclear cardiac imaging, echocardiography, and other sectors
of imaging. All this is in line with what emerges in the field of DR [4] in general. All this
will lead to important changes in the organization of work and to continuous challenges
that will involve all actors, such as the radiologist, the hemodynamist, the cardiologist,
the general practitioner, the medical radiology technician, and other professionals and
patients. In DR [4], AI will be useful for: simplifying all the management activities, from
the scheduling of the patients up to the reports and the bill; medical decision support in
a specific imaging application; suggesting the most appropriate exam after a scrutiny of
the patient’s virtual directory; both cleaning/de-noising the signal and minimizing the
artifact; facilitating the automated image interpretation; and dimensional and volumetric
measurements.

To support the insiders in medical activity, data science specialists work on the devel-
opment of increasingly better performing and targeted algorithms that must be calibrated
considering the specificity of the application, the decision-making protocols and the physi-
cal process which is different in the formation of images. For this reason, it is important
that the insiders talk with these scientific scholars who are also involved in basic research
both to give new stimuli and to give feedback on use.

Precisely because of the challenges and changes taking place, in [5] it was highlighted
that some studies are addressing in a targeted manner aspects relating to the acceptance
and consent of the introduction of AI in DR. These studies, also reported in [5], are mainly
based on questionnaires carried out in an original way, and only in rare cases are these
questionnaires of a standardized type [6–20].
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Among the various potentials that this type of investigation has, in addition to providing
important outputs on the integration agreement of AI in DR, we find those of raising awareness
among stakeholders and putting data science specialists in communication with insiders.

These studies reported in [5] concerned all the professionals involved. The results
highlighted, among other things: the importance of both looking at these professionals in a
comparative and single way; to deal in a broad and detailed way with the applications of
DR impacted by AI; and the need to be supported by scientific societies and by federations
of scientific societies.

I tried to see if such activities have started in the DC sector, by means of a preliminary
and rapid search.

I made the following two queries on the Pubmed database:

• Search: ((Artificial Intelligence[Title/Abstract]) AND (Cardiology[Title/Abstract])) AND
(consensus [Title/Abstract]) [21].

• Search: ((Artificial Intelligence[Title/Abstract]) AND (Cardiology[Title/Abstract])) AND
(acceptance[Title/Abstract]) [22].

I found four studies; however, they did not address the issue of acceptance and consensus
specifically.

I would like to ask you if you believe that, among the future work in the integration
activities of AI in cardiology in the applications and sectors that you highlighted very
clearly in the review, there will be a need for desirable and/or possible acceptance and
consensus initiatives based on targeted investigations on insiders and, if so, if you believe
that also in this case, by analogy to the DR in general, they will be based on survey tools,
such as the questionnaires used in DR and with a similar approach [5].
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Institutional Review Board Statement: Not applicable.
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Conflicts of Interest: The authors declare no conflict of interest.

References
1. Patel, B.; Makaryus, A.N. Artificial Intelligence Advances in the World of Cardiovascular Imaging. Healthcare 2022, 10, 154.

[CrossRef] [PubMed]
2. Available online: https://www.mdpi.com/journal/healthcare/special_issues/AI_Digital_Pathology_Radiology (accessed on 6

April 2022).
3. Giansanti, D. The Artificial Intelligence in Digital Pathology and Digital Radiology: Where Are We? Healthcare 2021, 9, 30.

[CrossRef] [PubMed]
4. Gampala, S.; Vankeshwaram, V.; Gadula, S.S.P. Is Artificial Intelligence the New Friend for Radiologists? A Review Article.

Cureus 2020, 12, e11137. [CrossRef] [PubMed]
5. Di Basilio, F.; Esposisto, G.; Monoscalco, L.; Giansanti, D. The Artificial Intelligence in Digital Radiology: Part 2: Towards an

Investigation of acceptance and consensus on the Insiders. Healthcare 2022, 10, 153. [CrossRef] [PubMed]
6. Lennartz, S.; Dratsch, T.; Zopfs, D.; Persigehl, T.; Maintz, D.; Hokamp, N.G.; dos Santos, D.P. Use and Control of Artificial

Intelligence in Patients across the Medical Workflow: Single-Center Questionnaire Study of Patient Perspectives. J. Med. Internet
Res. 2021, 23, e24221. [CrossRef] [PubMed]

7. Zhang, Z.; Citardi, D.; Wang, D.; Genc, Y.; Shan, J.; Fan, X. Patients’ perceptions of using artificial intelligence (AI)-based
technology to comprehend radiology imaging data. Health Inform. J. 2021, 27, 14604582211011215. [CrossRef] [PubMed]

8. Ongena, Y.P.; Haan, M.; Yakar, D.; Kwee, T.C. Patients’ views on the implementation of artificial intelligence in radiology:
Development and validation of a standardized questionnaire. Eur. Radiol. 2020, 30, 1033–1040. [CrossRef] [PubMed]

9. Hendrix, N.; Hauber, B.; Lee, C.I.; Bansal, A.; Veenstra, D.L. Artificial intelligence in breast cancer screening: Primary care
provider preferences. J. Am. Med. Inform. Assoc. 2021, 28, 1117–1124. [CrossRef] [PubMed]

10. Abuzaid, M.M.; Elshami, W.; McConnell, J.; Tekin, H.O. An extensive survey oradiographers from the Middle East and India on
artificial intelligence integration in radiology practice. Health Technol. 2021, 11, 1045–1050. [CrossRef] [PubMed]

11. Abuzaid, M.M.; Tekin, H.O.; Reza, M.; Elhag, I.R.; Elshami, W. Assessment of MRI technologists in acceptance and willingness to
integrate artificial intelligence into practice. Radiography 2021, 27, S83–S87. [CrossRef] [PubMed]

100



Healthcare 2022, 10, 727

12. Giansanti, D.; Rossi., I.; Monoscalco, L. Lessons from the COVID-19 Pandemic on the Use of Artificial Intelligence in Digital
Radiology: The Submission of a Survey to Investigate the Opinion of Insiders. Healthcare 2021, 9, 331. [CrossRef] [PubMed]

13. Abuzaid, M.M.; Elshami, W.; Tekin, H.; Issa, B. Assessment of the Willingness of Radiologists and Radiographers to Accept the
Integration of Artificial Intelligence into Radiology Practice. Acad. Radiol. 2020, 29, 87–94. [CrossRef] [PubMed]

14. Alelyani, M.; Alamri, S.; Alqahtani, M.S.; Musa, A.; Almater, H.; Alqahtani, N.; Alshahrani, F.; Alelyani, S. Radiology Community
Attitude in Saudi Arabia about the Applications of Artificial Intelligence in Radiology. Healthcare 2021, 9, 834. [CrossRef]
[PubMed]

15. European Society of Radiology (ESR). Impact of artificial intelligence on radiology: A EuroAIM survey among members of the
European Society of Radiology. Insights Imaging 2019, 10, 105. [CrossRef] [PubMed]

16. Galán, C.; Portero, F.S. Medical students’ perceptions of the impact of artificial intelligence in Radiology. Radiologia 2021.
[CrossRef]

17. Aldosari, B. User acceptance of a picture archiving and communication system (PACS) in a Saudi Arabian hospital radiology
department. BMC Med. Inform. Decis. Mak. 2012, 12, 44. [CrossRef] [PubMed]

18. Diaz, O.; Guidi, G.; Ivashchenko, O.; Colgan, N.; Zanca, F. Artificial intelligence in the medical physics community: An
international survey. Phys. Med. 2021, 81, 141–146. [CrossRef] [PubMed]

19. Coppola, F.; Faggioni, L.; Regge, D.; Giovagnoni, A.; Golfieri, R.; Bibbolino, C.; Miele, V.; Neri, E.; Grassi, R. Artificial intelli-gence:
Radiologists’ expectations and opinions gleaned from a nationwide online survey. Radiol. Med. 2021, 126, 63–71. [CrossRef]
[PubMed]

20. Avanzo, M.; Trianni, A.; Botta, F.; Talamonti, C.; Stasi, M.; Iori, M. Artificial Intelligence and the Medical Physicist: Welcome to
the Machine. Appl. Sci. 2021, 11, 1691. [CrossRef]

21. Pubmed Search with Query “: ((Artificial Intelligence[Title/Abstract]) AND (Cardiology[Title/Abstract])) AND (Consensus [Ti-
tle/Abstract]). Available online: https://pubmed.ncbi.nlm.nih.gov/?term=%28%28Artificial+Intelligence%5BTitle%2FAbstract%
5D%29+AND+%28Cardiology%5BTitle%2FAbstract%5D%29%29+AND+%28consensus+%5BTitle%2FAbstract%5D%29&sort=
date&size=200 (accessed on 23 January 2022).

22. You Can Add Pubmed Search with Query “: ((Artificial Intelligence[Title/Abstract]) AND (Cardiology[Title/Abstract])) AND (Ac-
ceptance[Title/Abstract])”. Available online: https://pubmed.ncbi.nlm.nih.gov/?term=%28%28Artificial+Intelligence%5BTitle%
2FAbstract%5D%29+AND+%28Cardiology%5BTitle%2FAbstract%5D%29%29+AND+%28acceptance%5BTitle%2FAbstract%
5D%29&sort=date&size=200 (accessed on 23 January 2022).

101





Citation: Patel, B.; Makaryus, A.N.

Reply to Giansanti, D. Comment on

“Patel, B.; Makaryus, A.N. Artificial

Intelligence Advances in the World of

Cardiovascular Imaging. Healthcare

2022, 10, 154”. Healthcare 2022, 10,

735. https://doi.org/10.3390/

healthcare10040735

Academic Editor: Norbert Hosten

Received: 15 February 2022

Accepted: 7 April 2022

Published: 15 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

healthcare

Reply

Reply to Giansanti, D. Comment on “Patel, B.; Makaryus, A.N.
Artificial Intelligence Advances in the World of Cardiovascular
Imaging. Healthcare 2022, 10, 154”
Bhakti Patel 1 and Amgad N. Makaryus 1,2,3,*

1 Donald and Barbara Zucker School of Medicine at Hofstra/Northwell, Hofstra University,
Hempstead, NY 11549, USA; bpatel10@pride.hofstra.edu

2 Department of Cardiology, Nassau University Medical Center, East Meadow, NY 11554, USA
3 Department of Cardiology, Northwell Health, Manhasset, NY 11030, USA
* Correspondence: amakaryu@numc.edu; Tel.: +1-516-296-2567

Thank you for your interest and comment [1] on our “Artificial Intelligence Advances
in the World of Cardiovascular Imaging” publication in Healthcare [2] in your Special Issue
on artificial intelligence (AI) in Digital Pathology and Digital Radiology (DR) [3]. Our
paper focused on documenting information regarding the applications and use of AI in
cardiovascular imaging modalities. In reference to your comment, we believe that among
the future work in the integration activities of AI in cardiology, there will be acceptance
and consensus initiatives based on target investigations and evaluations from users of the
technology and beneficiaries (patients) of the technology’s application. Additionally, similar
to what has been seen in digital radiology, these initiatives will likely be conducted through
questionnaires [4]. Questionnaires seem to be the standard for gathering information
regarding patients’ experience and thoughts on the application of artificial intelligence
in medicine. A study by Lennartz et al., conducted research where surveys were given
ascertaining whether patients preferred a physician or AI’s role in performing a clinical
task. The results showed that patients preferred physicians in most clinical tasks or a
physician overseeing AI applications [5]. In another study by Ongena et al., the patient
acceptance of artificial intelligence was assessed through questionnaire responses. It was
found that, overall, patients were distrustful of AI and preferred personal interaction
and connections [6]. This information from these example surveys is useful in terms
of AI applications and expansion for the future, and how this information should be
integrated into the field. These publications also show the significance of questionnaires on
providing feedback for the use of AI applications in imaging modalities. Learning from
the patient viewpoint can bring a different perspective to help improve the technology to
be implemented for the best impact. In the future, we believe with more implementation
and usage of AI, patients will be more exposed to the benefits of AI that help improve
imaging modalities, and perspectives may change towards patient preference for more AI
integration. For that reason, the questionnaires are a great way to survey for acceptance and
consensus and should be given regularly as more AI is introduced into the field of medicine
in general and cardiovascular imaging specifically. We look forward to new advances and
insights to the further application of AI in the world of cardiovascular imaging.
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Abstract: Artificial intelligence (AI) is a broad, umbrella term that encompasses the theory and
development of computer systems able to perform tasks normally requiring human intelligence.
The aim of this study is to assess the radiology community’s attitude in Saudi Arabia toward the
applications of AI. Methods: Data for this study were collected using electronic questionnaires in 2019
and 2020. The study included a total of 714 participants. Data analysis was performed using SPSS
Statistics (version 25). Results: The majority of the participants (61.2%) had read or heard about the
role of AI in radiology. We also found that radiologists had statistically different responses and tended
to read more about AI compared to all other specialists. In addition, 82% of the participants thought
that AI must be included in the curriculum of medical and allied health colleges, and 86% of the
participants agreed that AI would be essential in the future. Even though human–machine interaction
was considered to be one of the most important skills in the future, 89% of the participants thought
that it would never replace radiologists. Conclusion: Because AI plays a vital role in radiology, it is
important to ensure that radiologists and radiographers have at least a minimum understanding of
the technology. Our finding shows an acceptable level of knowledge regarding AI technology and
that AI applications should be included in the curriculum of the medical and health sciences colleges.

Keywords: AI; radiology; awareness; radiographers; radiologists

1. Introduction

Artificial intelligence (AI) is a broad, umbrella term that encompasses the theory and
development of computer systems able to perform tasks normally requiring human intelli-
gence [1]. In several fields including healthcare, AI is moving quickly from an experimental
phase to an implementation phase [2]. The word “AI” includes the sciences and innova-
tions that use computers to simulate, expand, or even enhance human intelligence. AI is
directly related to the information technological revolution, cognitive science, analytics,
and algorithms [3]. In the best-case scenario, AI algorithms will provide an additional tool
for radiologists, close to a “second pair of eyes”, giving an additional point of view on cases
and improving competency and diagnostic reliability. This is the equivalent of a radiologist
asking a colleague whom he or she trusts for a second point of view about a case [4]. In
addition, the implementation of AI in medical imaging needs radiological technologists to
further adapt with the integration between AI and medical imaging. Therefore, treatment
practice and imaging should be enhanced with new technology, as high-quality practice
and research will provide benefits to patients [5].

In regard to the imaging reports, there is specialized terminology to describe radio-
graphic appearances precisely, which radiologists share with others within their profession,
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as well as with referring physicians and patients. As AI technology expands and ultimately
becomes a part of the clinical workflow, radiologists need to familiarize themselves with
its basic principles and terminology [6]. Medicine and, more specifically, radiology are
witnessing continuous changes associated with AI and machine learning [7]. Recently,
AI technologies for radiology applications have gained popularity among healthcare
providers [8], due to the fact that radiology is one of the most prolific generators of a
huge amount of digital data [9], leading to increased work pressures for specialists and
radiologists. Therefore, there is a growing need to develop technologies that carry some of
the workload [10].

Extensive research has shown that AI technology assists with image recognition and
acquisition, improves the support tools for radiology decisions, helps monitor possible
diagnostic errors, and facilitates intelligent scheduling solutions [7,11]. The first step
toward enhancing the application of AI in radiology requires a deep knowledge of current
capabilities and future concerns [12]. However, the radiology community needs to be
trained about how to critically analyze the possibilities, risks, and threats associated with
the implementation of new AI instruments [2]. In all of the studies reviewed here, no
progress could be made in applications of AI related to radiology and medical imaging
in Saudi Arabia without surveying the readiness of the workforce in radiology. The role
of radiologists in the AI era is to become expert consumers of AI algorithms. There are
opportunities to capitalize on the latest emphasis and excitement surrounding modern AI
technologies and chances to use data to educate radiologists about their possibilities. The
revolution of AI growth is gaining momentum, and the variety of AI applications being
presented to radiologists is growing, providing challenges to radiologists about the best
tools to select [4].

The most beneficial AI tools for radiologists are the applications that will best fulfil
their clinical needs and help them to answer the questions asked by their referring physi-
cians [3]. The radiologists’ practice may be enhanced using AI tools, which may affect the
their clinical experience [4]. Focusing on the radiologists’ knowledge and training on the
use of the AI tools is very important, as this assists their practice, which, in turn, benefits
patients [4]. Radiologists should collaborate with the computer science and engineering de-
partments of their respective universities and contribute to the research and development
of AI in healthcare systems to guarantee that there is full clinical value to the problems
under examination [2].

Moreover, there are many areas in medical imaging that show the direct impact of AI
on the radiographers’ role, such as pre-examination assessment, examination planning,
imaging acquisition, and image processing. For example, radiographers usually contact
patients directly before imaging to explain the procedures and take care of them after
imaging. This is unlikely to be changed by AI technologies. However, there is the potential
for AI to contribute to and help in the automated examinations of referrals, checking the
clinical indications and confirming the patient’s identification via an interface with the
Electronic Health Record. AI technologies can also assist in imaging modality techniques
and processes [13].

Currently, there are no data to measure the amount of awareness about AI in Saudi
Arabia. To address this issue, we performed an electronic survey to assess the radiology
community’s attitude toward AI applications in Saudi Arabia. This would improve our
knowledge on the future direction of choosing radiology as a lifetime career.

2. Materials and Methods

Data for this study were collected using an electronic questionnaire using the Google
Forms application, and the link was distributed across Saudi Arabia through emails, What-
sApp groups, and Twitter during the period from 2019 and 2020. A total of 714 participants
were included in the study. The target group in this study was radiologists, radiology
technologists, technicians, and radiological sciences students from different regions around
Saudi Arabia. The questionnaire consisted of two parts. The first part was related to demo-
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graphic data that contained gender, age, highest qualification attained, and subspecialty.
The second part was structured into eight sections with a total of 25 statements. Each
section addressed different aspects of AI technology (see Appendix). The first section
contained questions on the participants’ awareness of AI, and section two covered AI ap-
plications in clinical practice. Sections three to five dealt with AI results, AI responsibilities,
and AI validation, respectively. Section six focused on the role of the patient, whereas
section seven focused on the benefits of AI in medicine. The last section was related to the
future of AI.

A three-point Likert scale was used, and the participants were asked to answer each
question using one of the following options: (Agree, Neutral, Disagree). To simplify the
analysis, the neutral responses were considered negative and ultimately were regarded
as a disagreement with the question. Data management and analysis were performed
using SPSS Statistics (version 25). This study did not require ethical approval because there
was no risk to the participants. A one-way ANOVA and chi square were used to compare
the differences in the awareness of the participants. When there was no homogeneity
of variance, and in order to minimize Type 1 error, the more conservative Welch’s t-test
was applied.

3. Results
3.1. Descriptive Data Analysis

A total of 714 individuals participated in the study. Of them, 45.4% (N = 324) were
female and 54.6% (N = 390) were male. The age distribution of participants is shown in
Figure 1. The inclusion of participants with varying age allowed for the assessment of
differing experiences of individuals, as experience might change with age. The majority of
participants (n = 245; 34%) belonged to the age range of 20 to 25 years. This was followed
by participants belonging to the age range of 26 to 30 years (n = 172; 24%), 31 to 35 years
(n = 123; 17%), and more than 40 years (n = 83; 12%).
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In the present study, the qualifications of the participants were distributed by a break-
down of 44.7% (N = 319) with a bachelor’s degree, 6.9% (N = 49) with a diploma, 15% (N =
107) with a masters, 14.6% (N = 104) with a Ph.D., and 135 (18.9%) of them were under-
graduate students. Through the inclusion of participants with different educational levels,
the relevant attitudes could be understood. The participants’ profession and locations are
graphically represented in Figures 2 and 3, respectively.
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3.2. AI Awareness

The first set of questions aimed to evaluate the participants’ awareness of AI in
general, and its uses in radiology in particular (Table 1). It is clear from Table 1 that the
majority of the participants (61.2%) have read or heard about the role of AI in radiology.
Interestingly, the odds of male participants reading or hearing about the role of AI in
radiology is significantly higher than that for female participants (odd ratio (OR): 2.4,
95% confidence interval (CI): 1.76 to 3.3, p < 0.001). Moreover, participants who are
more than 30 years of age are more likely to have read or heard about AI in radiology
(OR: 0.47, CI: 0.34 to 0.64, p < 0.001). In addition, there was a significant difference between
the group means according to their education level as determined by one-way ANOVA
(Welch’s F (2, 426.7) = 46.4, p < 0.005). From this, we can infer that participants with a high
level of education are more likely to have read or heard about AI. We also observed that
radiologists have statistically different responses and tend to read more about AI compared
to all other professions, (Welch’s F (4, 709) = 24, p < 0.005).
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Table 1. Awareness responses.

Questions Answers No. %

Have you ever read or heard about artificial
intelligence and its role in radiology?

Agree 437 61.2
Disagree 277 38.8

Is your knowledge about artificial intelligence based
on what is published in the media?

Agree 453 63.4
Disagree 261 36.6

Are you keen to attend conferences and courses
about artificial intelligence in radiology?

Agree 311 43.6
Disagree 403 56.4

Are you involved in research projects on developing
applications of artificial intelligence?

Agree 170 23.8
Disagree 544 76.2

Does artificial intelligence contribute in the
preparation of radiographic reports?

Agree 389 54.5
Disagree 325 45.5

In addition, less than half the participants (44%) were keen to attend conferences or
courses about AI in radiology. A closer inspection showed that the females as well as
younger participants were less likely to attend conferences compared with the males and
the older group, (OR: 1.6, CI: 1.2 to 2.2, p < 0.005 and OR: 0.4, CI: 0.33 to 0.6, p < 0.001,
respectively). Surprisingly, participants who specialized in CT/MRI were more eager to
attend conferences than radiologists were, (Welch’s F (4, 341) = 9.4, p < 0.001).

Moreover, male and older groups were almost twice as more likely to be involved in
research involving AI compared with the female and younger groups, (OR: 2, CI: 1.4 to 2.0,
p < 0.001, OR: 0.55, CI: 0.39 to 0.8, p < 0.005, respectively). In addition, we found no
significant association between the profession and location in regard to the knowledge
about the contribution of AI in the preparation of radiographic reports, p > 0.05.

3.3. AI Practices

The second set of questions assessed the participants’ knowledge of the practices
of AI in radiology (Table 2). The results showed that the vast majority of people (71.3%)
agreed with the statement that AI contributed to the capture of high-quality images. Our
statistical analysis showed that both the gender and age had no effect on the participants’
decision on this question, p > 0.5. Furthermore, radiologists significantly differed from
college students in that they were more likely to disagree with the use of AI in the selection
of scanning protocols for CT and MRI, p < 0.05. Interestingly, although the majority of
participants believed that AI could help in obtaining high-quality images and assist with
the archiving system, only about half felt that their jobs were threatened by this technology.
What was interesting about the data in this table was that the participants’ education levels
and locations did not appear to have an effect on their responses.

Table 2. Awareness responses.

Questions Answers No. %

Artificial intelligence contributes to obtain high-quality images Agree 509 71.3
Disagree 205 28.7

Artificial intelligence contributes to the archiving system (PACS) Agree 576 80.7
Disagree 138 19.3

Artificial intelligence contributes toward the selection of
appropriate scanning protocols for CT/MRI imaging

Agree 456 63.9
Disagree 258 36.1

Is the weakness in training new graduates on artificial
intelligence skills one of the greatest obstacles to the application

of artificial intelligence in the work environment?

Agree 493 69

Disagree 221 31

Will the application of artificial intelligence threaten some
radiological professions ?

Agree 312 43.7
Disagree 402 56.3
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3.4. AI Outcomes

The third set of questions assessed the participants’ knowledge of the outcomes of AI
in radiology (Table 3). Closer inspection of Table 3 showed that 60% of the participants felt
the results produced by AI are not reliable. The belief was more common in B.Sc. holders
and higher education levels compared with that in diploma holders and college students,
(Welch’s F (2, 717.9) = 7.67, p < 0.01). Even though 80% of the participants thought that the
results produced by AI should be verified by radiologists, this was found to be significant
between the participating radiologists and other professionals, (Welch’s F (4, 434.4) = 8.02,
p < 0.001). When the participants were asked about whether AI causes stress and anxiety
to the patients, 60% of them agreed. Further analysis showed that the younger group were
more likely to agree with this statement, (OR: 1.9, CI: 1 to 1.9, p < 0.05). Finally, the majority
of participants thought that radiologists should not have to bear the responsibility of the
results obtained by utilizing AI but that it should be shared between AI companies and
organizations, 75% and 83%, respectively.

Table 3. Outcomes responses.

Questions Answers No. %

Can the result of radiographic examination by the artificial
intelligence be considered reliable in routine cases?

Agree 285 39.9
Disagree 429 60.1

The results of radiographic examination by the artificial intelligence
need to be verified by the radiologist

Agree 568 79.6
Disagree 146 20.4

Does conflict in results and interpretation between the various
artificial intelligence algorithms and the opinion of the doctor cause

stress and anxiety for the patient

Agree 425 59.5

Disagree 289 40.5

The radiologists are the only ones responsible for the results of the
utilization of artificial intelligence

Agree 182 25.5
Disagree 532 74.5

Shared responsibility must be applied between artificial intelligence
companies, hospitals, and international organizations regarding the

results of using of artificial intelligence

Agree 595 83.3

Disagree 119 16.7

3.5. AI Responsibilities

The fourth set of questions assessed the participants’ knowledge of the responsibilities
of AI in radiology (Table 4). It was apparent from this table that 88% of the participants
agreed with having the results verified before they were approved. Interestingly, radiog-
raphers in the X-ray department were more likely to answer differently compared with
the CT/MRI staff and radiologists, (Welch’s F (4, 342) = 4.54, p = 0.001). Of the study
population, 65% agreed that patients should be aware of using AI, and their consent should
be obtained. Younger participants were more likely to agree with this compared with their
older counterparts (OR: 1.5, CI: 1.1 to 2, p < 0.05). When patients were asked about whether
AI contributes to the quality of patient care, only 61% agreed. Further analysis of this
question revealed that the males and the older group were more likely to agree with this
statement compared with the females and the younger group, (OR: 1.5, CI: 1.1 to 2, p < 0.05
and OR: 0.6, CI: 0.46 to 0.85, p < 0.05, respectively). Similarly, 62% of the participants
thought AI could make radiologists and physicians more efficient in their practice and the
males and the older group were more likely to agree, (OR: 1.5, CI: 1.1 to 2, p < 0.05 and
OR: 0.6, CI: 0.4 to 0.77, p < 0.001, respectively).

110



Healthcare 2021, 9, 834

Table 4. Responsibilities responses.

Questions Answers No. %

The validity of the results from artificial intelligence must be verified Agree 628 88
Disagree 86 12

The patient should be aware of the use of artificial intelligence, and
his or her consent should be obtained

Agree 463 64.8
Disagree 251 35.2

The use of artificial intelligence contributes to the improvement of
patient care

Agree 437 61.2
Disagree 277 38.8

Should information issued about artificial intelligence be available
only to radiologists?

Agree 238 33.3
Disagree 476 66.7

Does the use of artificial intelligence enhance the capabilities of both
physicians and radiologists and make them more efficient?

Agree 445 62.3
Disagree 269 37.7

3.6. AI Validation

The final set of questions assessed the participants’ knowledge on the validation of
AI in radiology (Table 5). Of the 714 participants, 65% of them felt that the use of AI
made medical services more accurate. Further analysis showed that the older group were
more likely to agree with this statement, (OR: 0.7, CI: 0.52 to 1, p < 0.05). Moreover, the
majority of the participants (74%) did not think the use of AI made the medical services
more humane. Male respondents compared to their counterparts were almost twice
more likely to agree with this, (OR: 1.7, CI: 1.2 to 2.4, p < 0.05). In addition, 82% of the
participants felt that AI must be included in the curriculum of medical and allied health
colleges. In addition, 86% of the participants agreed that AI would be essential in the
future. Further analysis showed that the responses of the participants from the eastern
region were significantly different from those of their counterparts from the southern
region, (Welch’s F (4, 191.8) = 4.7, p = 0.001). Even though the interaction between machine
and men would be one of the most important skills in the future, 89% of the participants
thought that it would never replace radiologists.

Table 5. Validation responses.

Questions Answers No. %

The use of artificial intelligence makes medical services more accurate Agree 463 64.8
Disagree 251 35.2

The use of artificial intelligence makes medical services more humane Agree 189 26.5
Disagree 525 73.5

Artificial intelligence must be included in the curriculum and
training of medicine and health sciences colleges

Agree 585 81.9
Disagree 129 18.1

Artificial intelligence cannot dispense with the role of physician and
radiologist but makes a change in the work environment

Agree 635 88.9
Disagree 79 11.1

The interaction between man and machine will be one of the most
important medical skills in the future.

Agree 617 86.4
Disagree 97 13.6

4. Discussion

AI can significantly improve the performance of healthcare providers. This is vital in
radiology since radiology is one of the largest generators of big data. The transformation to
AI can assist in reducing the workload of healthcare providers as well as improving image
acquisition and evaluation. However, there is a lack of studies on how radiology specialists
and radiologists would perceive such a transformation, particularly in Saudi Arabia. To
our knowledge, this is the first publication of this kind to include all radiology staff from
all over Saudi Arabia.
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The findings presented in this study showed that the majority of the participants
have read or heard about AI, mainly through the media (63%). The study confirmed that
the media played an important role in shaping public perception. These results reflected
those of Goldberg et al., who also found that the media characterized public perspectives
regarding the use of AI in radiology [14]. Approximately 60% of our sample claimed that
treatment was made more effective by using AI. This is consistent with the analysis by
Gong et al., in which more than 90% of Canadian medical students accepted that AI would
improve the potential of radiologists and make them more effective [15].

In our research, 80% of the respondents agreed that AI technologies must be validated
in a well-established clinical setting. The medical societies had to address concerns about
how to test AI software for therapeutic efficacy and safety prior to the implementation
of a large AI clinical application [16]. Various investigations examined and contrasted
AI resources to extremely advanced activities, such as X-ray pneumonia diagnosis or
mammogram breast cancer screening [17]. However, these algorithms were constrained in
some anatomical regions to particular diseases. Nowadays, the superiority of computers
over humans is not a matter of debate; rather, the question is centered around how the
practice of medicine can benefit from these capabilities [18]. The detection of pulmonary
nodules and wrist fractures has been shown to be enhanced by the use of AI [19–21].
Nevertheless, this may lead to a concern in regard to biasing the physician’s decision [22].

In addition, we identified differences between the attitudes of the radiology staff
concerning the securing the patient’s approval prior to the use of AI. They all agreed
with the statement that patients should be informed. Because discrepancies between the
evaluation of radiologists and AI could lead to patients’ irritation and doubt, this question
is still one of the key areas concerning the use of AI in radiology [16]. Moreover, 82% of
the respondents stated that AI should be integrated into the medical curricula. This is
consistent with a study by Dos Santos et al., where 77% believed that AI will revolutionize
radiology and should be included in medical education [23,24].

Gong et al. showed that about 30% of medical students think that AI will replace
radiologists in the future [15]. This differed against the findings presented in this study,
where only 11% collectively shared this opinion. There were similarities between the
attitudes expressed by the participants in this study and those described by Dos Santos
et al., where 83% of the respondents disagreed with the statement that AI would replace
human radiologists [23]. Another recently published study found that radiologists have
a positive attitude toward the implementation of AI and are not concerned that AI will
replace them [25]. At the same time, AI may replace human medical expertise in specific
and repetitive tasks, such as detecting disease indicators in images [26]. Finally, the majority
of the participants (84%) agreed with the fact that the interaction between man and machine
is one of the most important skills in the future. This is consistent with the findings of
Davenport and Kalakota, who showed that only those who refused to work alongside AI
will lose their jobs [27].

5. Conclusions

This study is the first Saudi survey to assess the awareness and attitude of the radiology
community in regard to AI applications. Because AI plays a role in image recognition and
acquisition and also improves the support tools for radiology decisions, it is important to
ensure that radiologists and radiographers have at least a minimum understanding of the
technology. Our finding demonstrated the participants possessed an acceptable level of
knowledge regarding AI technology. It also showed that the interaction between man and
machine would be one of the most important skills in the future, and thus, AI applications
should be included in the curriculum of medical students. A natural progression of this
work is to analyze the impact of AI on routine radiology procedures and the challenges
facing its clinical implementation in Saudi Arabia.
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Abstract: The accuracy of colposcopic diagnosis depends on the skill and proficiency of physicians.
This study evaluated the feasibility of interpreting colposcopic images with the assistance of artificial
intelligence (AI) for the diagnosis of high-grade cervical intraepithelial lesions. This study included
female patients who underwent colposcopy-guided biopsy in 2020 at two institutions in the Republic
of Korea. Two experienced colposcopists reviewed all images separately. The Cerviray AI® system
(AIDOT, Seoul, Korea) was used to interpret the cervical images. AI demonstrated improved sensitiv-
ity with comparable specificity and positive predictive value when compared with the colposcopic
impressions of each clinician. The areas under the curve were greater with combined impressions
(both AI and that of the two colposcopists) of high-grade lesions, when compared with the individual
impressions of each colposcopist. This study highlights the feasibility of the application of an AI sys-
tem in cervical cancer screening. AI interpretation can be utilized as an assisting tool in combination
with human colposcopic evaluation of exocervix.

Keywords: artificial intelligence; cervical cancer screening; colposcopy; deep learning; machine learning

1. Introduction

Cervical intraepithelial neoplasia (CIN) is a premalignant lesion that is diagnosed and
categorized as CIN1, CIN2, or CIN3 [1]. Genital human papillomavirus (HPV) infection is
known as the critical step in the development of CIN [2]. If CIN is untreated, some patients
may develop cervical cancer [3]. A diagnosis of CIN2-3 is a histological diagnosis obtained
from biopsies of the suspect lesions, either with or without colposcopy, for which treatment
is recommended. Screening for CIN can be achieved by cytological examination, human
papillomavirus (HPV) screening, or colposcopy [4]. Among these, primary HPV testing is
the most preferred method globally [5]. Regular screening for cervical cancer may lower
the lifetime risk of the disease [6]. However, screening programs in low-income countries
are difficult due to inaccessibility, lack of funding, lack of public policies, and high costs [7].

Colposcopy is used to identify cervical lesions using low-magnification microscopy
with acetic acid and Lugol’s solution. It carries a sensitivity of 66–96% and specificity of
35–98% in diagnosing cervical lesions [8–10]. However, its accuracy varies according to the
physician’s skill or proficiency [11].

The use of artificial intelligence (AI) in the medical field can improve the quality of
care and cost-effectiveness [12]. Although machine learning can process a large amount of
data in a relatively short time and has been successfully applied in many clinical situations,
effective utilization of machine learning in actual clinical practice remains difficult [13].
Several studies have demonstrated the feasibility of clinical applications of AI in improving
the diagnostic quality in CIN [14–17]. Previous studies evaluated the diagnostic value of
AI for the interpretation of cervical images compared to that of cytology or histology.
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The purpose of this study was to evaluate the feasibility of an AI system as an as-
sistant tool in diagnosing high-grade CIN lesions compared to human interpretation of
cervical images.

2. Materials and Methods
2.1. Study Patients and Terminology

This study included female patients who underwent colposcopy-guided biopsy be-
cause of abnormal cervical cytology or a positive HPV status during 2020 at two institutions
located in Goyang and Seoul, Korea. Patients younger than 20 years or older than 50 years
were excluded from the study. Additionally, unsatisfactory colposcopic images because of
poor focus or invisible transformational zone were excluded from the study. Patient data
along with cytologic and histopathological results following the biopsy were required for
inclusion in the study. The cytological results in the data include either conventional Pap
smear or liquid-based cytology. The histological results were obtained from the pathologic
report from the biopsy, which was diagnosed by a professional pathologist in both institu-
tions. Colposcopic images only included the cervical images with acetic acid applied on the
cervix; images with Lugol’s solution applied on the cervix were not included. This study
was approved by the institutional review board (2019AN0019). Bethesda classification
system and CIN classification system were used for cytologic and histologic evaluation,
respectively. The International Federation for Cervical Pathology and Colposcopy termi-
nology was used for determining colposcopic impression.

2.2. Preparation of Machine Learning System

To interpret the cervical imaging, the Cerviray AI® machine learning system (AIDOT,
Seoul, Korea) was used, constructed with over 10,000 colposcopic images that were in-
troduced to the learning algorithm along with histopathological diagnoses and clinical
impressions of three gynecologic experts in colposcopy. A multi-category deep learning
method was used by integrating (1) a knowledge-based clinical decision support system
(CDSS) using the clinical colposcopic findings and histopathological results, and (2) non-
knowledge-based CDSS via machine learning. The results interpreted by AI were classified
as normal, CIN1, CIN2-3, or cancer. Figure 1 illustrates the interpretation of images using
Cerviray AI® deep learning system, which is composed of three main modules as follows:

(1) Satisfactory filtering module was introduced to differentiate whether the taken colpo-
scopic image is adequately satisfied for screening. This module is implemented by a
convolutional neural network (CNN)-based classification model, which was trained
to yield binary results that consist of satisfactory and unsatisfactory.

(2) Preprocessing and normalization module was applied to prepare and adjust the image
before AI interpretation. Colposcopic images are usually captured in uncontrolled
environments, which result in various quality of the taken images such as poor
contrast, brightness, etc. To compensate and improve the quality of the images, an
auto-adjustment algorithm was implemented to preprocess and normalize them by
applying various thresholding and filtering methods.

(3) Feature extraction and cervical cancer diagnosis module have an important role in
exploring the regions of the colposcopic images which correspond to suspicious
precancerous cervical lesions. This module is implemented by CNN-based multi-
class detection model named AIDOTNet v1.2, which was trained with multi-category
images that consists the location of low and high-grade lesions. AIDOTNet v1.2
utilizes a pre-trained model to extract the suspicious region from a given image for
predicting the lesion location in the image. In other words, the model leverages the
feature extraction from the pre-trained model to locate the suspicious lesion box in
the image and finally classifies the detected box as CIN1, CIN2-3, or cancer lesion.
However, if no suspicious lesion box is detected from the colposcopic image, the
model will yield normal as the AI interpretation result.
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Figure 1. A diagram of Cerviray AI® interpretation for colposcopic images. The system assesses the
visibility of the images, and recognizes the squamocolumnar junction and transformation zone of the
uterine cervix. If the image is satisfactory for evaluation, the image is processed and normalized for
AI feature extraction. This is followed by the classification of images according to the AI impression.

2.3. Clinical Interpretation of Colposcopic Finding

Two gynecologic oncologists separately examined all the images. Colposcopic impres-
sions were divided into “non-specific”, “minor”, “major”, or “suspicious for invasion”.
Multiple images of each patient were evaluated for an accurate diagnosis.

2.4. Statistical Analysis

Statistical analysis was performed using SPSS version 22.0 (IBM Inc., Armonk, NY,
USA). The Kolmogorov–Smirnov test was used to verify the assumptions of the standard
normal distributions. The Student’s t-test and Mann–Whitney U test were used to analyze
the parametric and non-parametric variables, respectively. Differences between proportions
were compared using Fisher’s exact test or χ2 test. Statistical significance was set at p < 0.05.
Diagnostic accuracy was compared in terms of the sensitivity, specificity, and positive
predictive value (PPV) between the cytological findings, colposcopic impressions, AI
interpretations, and histopathological results. Pearson’s correlation coefficient was used to
compare the correlations between the diagnostic tools. The accuracy of the diagnoses was
evaluated in the validation set using receiver-operating characteristic (ROC) curves, which
were created by plotting sensitivity against the false positive rate and its summary statistic,
the area under the curve (AUC).

3. Results
3.1. Patient and Disease Characteristics

Overall, 234 patients were included in this study. The characteristics of the study
population and diseases are presented in Table 1. Atypical squamous cells of unknown
significance (ASC-US) were the commonest cytological result. The most frequent histologi-
cal diagnosis was CIN2-3 followed by CIN1, benign findings including chronic cervicitis
or koilocytotosis, and invasive cervical cancer. Almost half of the patients did not require
any treatment; however, most of the patients with high-grade lesions were treated with
conization or loop electrosurgical excision procedure (LEEP).
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Table 1. Clinical Characteristics of Study Population.

Characteristics Value

Age, years 36.9 ± 8.9

Cytological results
Normal 5 (2.1)
ASC-US 107 (45.7)

LSIL 67 (28.6)
ASC-H/HSIL 52 (22.2)

SCC 3 (1.3)

HPV status
Positive for high-risk 153 (65.4)

Positive for low-risk only or negative 16 (6.8)
Not done 65 (27.8)

Histopathology
Benign 52 (22.2)
CIN1 66 (28.2)

CIN2-3 110 (47.0)
Invasive cancer 6 (2.6)

Treatment
Observation and follow-up 111 (47.4)

LEEP/Conization 107 (45.7)
Extrafascial hysterectomy 5 (2.1)

Radical hysterectomy 4 (1.7)
Chemotherapy/Radiotherapy 2 (0.9)

Refusal of treatment 5 (2.1)
Values are expressed as mean ± standard deviation or number (%). ASC-H: atypical squamous cells, cannot
exclude high-grade squamous intraepithelial lesions; ASC-US, atypical squamous cells of unknown significance;
CIN, cervical intraepithelial neoplasia; HSIL, high-grade squamous intraepithelial lesion; HPV, human papilloma
virus; LEEP, loop electrosurgical excision procedure; LSIL, low-grade squamous intraepithelial lesion.

3.2. Evaluation of Diagnostic Accuracy

The distributions of impressions with each diagnostic tool according to the cytologic
results are summarized in Table 2. ASC-US cytology resulted in various histological
diagnoses, including benign lesion, CIN1, CIN2-3; otherwise, low-grade squamous in-
traepithelial lesion (LSIL) and high-grade squamous intraepithelial lesion (HSIL) cytology
mostly resulted in corresponding histology.

The sensitivity, specificity, and PPV of each diagnostic tool are summarized in Table 3.
AI demonstrated improved sensitivity with similar specificity and PPV compared with the
colposcopic impression of each clinician. The sensitivity improved when the impressions
of the two modalities were combined with at least one tool reporting suspicious high-grade
lesions. The specificity of cytology was the highest among the tools compared.

Figure 2 illustrates the ROC curves for each diagnostic performance. AI demonstrated
a higher AUC than Doctor 2 and a lower AUC than Doctor 1. However, if impressions
of high-grade lesions were combined from the AI system and each Doctor, the AUCs
improved compared with those of each clinician’s impressions.
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Figure 2. ROC curves of each diagnostic performance for detecting high-grade or worse lesion versus
less severe impressions. (a) AI interpretation; (b) colposcopic impression of Dr 1; (c) colposcopic
impression of Dr 2; (d) combined impression of AI and Dr1 colposcopy; (e) combined impression of
AI and Dr2 colposcopy; (f) cytology.

Table 2. Distribution of the colposcopic findings, AI interpretations, and histopathology according to
the cytology results.

Cytology Impression Doctor 1 Doctor 2 AI Histopathology

Normal
Non-specific/Benign 2 2 3 4

Minor/CIN1 2 3 2 0
Major/CIN2-3 1 0 0 1

ASC-US

Non-specific/Benign 28 35 43 37
Minor/CIN1 50 32 30 34

Major/CIN2-3 32 39 32 35
Suspicious for

invasion/Cancer 0 1 2 1

LSIL

Non-specific/Benign 15 14 20 7
Minor/CIN1 37 32 24 29

Major/CIN2-3 15 21 22 31
Suspicious for

invasion/Cancer 0 0 1 0

ASC-H/
HSIL

Non-specific/Benign 4 4 7 4
Minor/CIN1 6 9 5 3

Major/CIN2-3 41 38 37 43
Suspicious for

invasion/Cancer 1 1 3 2

SCC Suspicious for
invasion/Cancer 3 3 3 3

Values are expressed as a number. AI, artificial intelligence; ASC-H, atypical squamous cells, cannot exclude
high-grade squamous intraepithelial lesions; ASC-US, atypical squamous cells of unknown significance; CIN,
cervical intraepithelial neoplasia; HSIL, high-grade squamous intraepithelial lesion; LSIL, low-grade squamous
intraepithelial lesion; SCC, squamous cell carcinoma.
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Table 3. Evaluation of the diagnostic quality of various tools in detecting high-grade or worse lesions
versus less severe impressions.

Method Sensitivity Specificity PPV

Cytology 41.38 94.07 87.27
Doctor 1 71.55 87.29 84.69
Doctor 2 69.83 81.36 78.64

AI interpretation 74.14 83.05 81.13
Doctor 1 + AI 84.48 77.97 79.03
Doctor 2 + AI 83.62 74.58 76.38

AI, artificial intelligence; PPV, positive predictive value; Doctor 1 + AI, if Doctor 1 accepted the more aggressive
impressions of AI despite disagreements; Doctor 2 + AI, if Doctor 2 accepted the more aggressive impressions of
AI despite disagreements.

3.3. Correlation between Diagnostic Performances

Figure 3 presents the correlation coefficients for each diagnostic tool. Doctors 1 and 2
demonstrated the highest correlation coefficients. However, cytology demonstrated a
generally low correlation with other diagnostic tools.
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4. Discussion

Colposcopy and directed biopsy are currently the major methods employed for diag-
nosing precancerous cervical lesions. However, several studies have demonstrated that
even clinicians who are proficient in colposcopy have difficulties in making the correct
diagnosis [18]. Therefore, the standardized and less fluctuating diagnostic performance of
AI could play a role in this area. The feasibility of using deep learning-based colposcopy as
an assistive diagnostic tool in high-grade CIN was evaluated in this study. The sensitivity
of colposcopists in diagnosing CIN reportedly varies widely [19]. An inexperienced indi-
vidual may miss high-grade lesions. Using the AI system, a non-professional gynecologist
or general physician can make effective decisions regarding interventions (whether to
perform a punch biopsy or transfer the patient to a specialized center).
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The Cerviray® (AIDOT) system achieved a better sensitivity and comparable PPV
in predicting high-grade lesions compared with the gold standard evaluation method
for biopsy based on colposcopy. This level of diagnostic accuracy was comparable to
that reported in a large cohort study [20]. As demonstrated previously, AI interpretation
includes better AUC in differentiating high-risk and low-risk lesions than the human
interpretations of colposcopic images by both clinicians. Consequently, these results suggest
that deep learning-based AI interpretations may be utilized in clinical use. This is also
supported by a recent study that evaluated deep learning models to automatically classify
colposcopic images [21]. The authors concluded that an improved AUC was observed using
a machine learning-based system in discriminating high-grade lesions from low-grade
lesions; therefore, AI systems may be suited for automated evaluations of colposcopic
images. In another observational study, automated visual evaluation of cervical images
demonstrated greater AUC than the original interpretation of cervical images by human or
conventional cytology [15].

The results of this study show that even skilled colposcopists showed markedly
increased sensitivity with the assistance of AI. In this study, if the colposcopists accepted
the more aggressive impressions of AI despite disagreements with it, the AUC increased
from 0.755 to 0.799 and 0.713 to 0.769 for Doctors 1 and 2, respectively. The sensitivity
was also higher after acceptance of aggressive AI impression, in contrast to relatively low
specificity and PPV after acceptance. Usually, high sensitivity is related to high negative
predictive value (NPV) rather than PPV. The screening tools usually favors the diagnostic
method, which shows high sensitivity and NPV. The Cerviray AI® system was developed
with the intention of utilizing the AI system in combination with human interpretation
for screening high-grade cervical abnormality. Therefore, these subtle impairments of PPV
might be acceptable.

Interestingly, as presented in Figure 3, the correlations between the two colposcopists
were higher than any other correlations between the other modalities. AI interpretation
and human colposcopic impressions demonstrated statistically significant correlations but
a lower Pearson’s R than that between the two doctors. This observation implies that the
AI system interprets colposcopic images using logic that is different from that is used in
human colposcopic evaluations. The conventional colposcopic evaluation includes a triad
of mosaic, punctuation, and aceto-white epithelium, which could be present as a mixture in
a majority of cases with severe lesions [22]. In contrast, the Cerviray AI® (AIDOT) system
trains images under a subdivided network of serial processes (Figure 4). This process
does not appear to follow the human colposcopy training but may include more delicate
segmentation of abnormal lesions. Therefore, AI interpretations could be different from
those of humans, but the logic for such interpretations remains unknown.
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Figure 4. An algorithm of the deep learning process of Cerviray AI®. Briefly, it included the input of
an image, multiple convolution and deconvolution networks of image processing while pooling and
dropping out of data, and output of the result.

On the other hand, considering that the diagnostic value of AI interpretation was
comparable to the impressions of colposcopic experts, AI interpretation might have a role as
a diagnostic tool in evaluating high-grade cervical lesions in the distant future, especially in
countries where certified or proficient colposcopists are insufficient. Generally, colposcopic
evaluation includes a learning curve in achieving proficiency [23]. However, the AI system
does not require this learning period, and this approach could improve the accessibility to
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cervical disease screening programs in developing countries or undeveloped countries. In
the case of cytology and HPV testing, high lab equipment costs are incurred, and to operate
the lab, it needs to build a lab and requires manpower, including pathologists, so there
would be lots of operating costs. Therefore, it is recommended to use “visual Inspection
with Acetic-acid” in underdeveloped areas, in which it is difficult to have cervical cancer
screening [24,25]. Cerviray AI® does not need special maintenance or training cost to use.
Even if there are no specialists for diagnosis, patients can get a diagnosis from doctors
through a telemedicine system. Therefore, it is a very efficient and useful device, especially
in underdeveloped or developing countries.

Only a few previous studies have reported the feasibility of machine learning appli-
cations in colposcopic classification for cervical lesions. The accuracy of the validation
dataset has been reported to be approximately 50% in classifying CIN3, carcinoma in situ,
and invasive cancer in 158 patients who underwent conization [26]. Although the study
demonstrated the feasibility of the AI application, it did not provide satisfactory accuracy.
In another investigation with 170 images, an accuracy of 72% was reported in classifying
the colposcopic images [27]. However, the clinical significance of those results is limited
because only 58 images were used for training the machine learning system. Recently, a
large-scale study in 9406 women reported that better diagnostic accuracy was observed
with an automated visual evaluation using a deep learning-based AI system compared
with the human interpretations or conventional cytology [15]. Cho et al. also evaluated
deep learning models in automatically classifying cervical neoplasms using colposcopic
photographs [21]. AI demonstrated a superior AUC over human colposcopic impressions.
These previous studies have limitations in that the colposcopic findings were retrospective
data derived from multiple colposcopists with varying experiences. However, in this study,
all images were reviewed separately by two experienced colposcopists for the purposes
of this study. This approach provides important information about the validation of the
accuracy of human colposcopic impressions. It also enables a direct comparison of AI
interpretations with colposcopic findings.

However, this study has a few limitations. Firstly, patients with atypical glandular
cells were excluded from the study population due to the possible association with en-
dometrial disease [28]. Secondly, colposcopic images only provide visual information of the
exocervix; therefore, patients with endocervical lesions are not considered good candidates
for accurate AI interpretations. Inadequate colposcopic finding usually requires additional
endocervical evaluations, including endocervical cytology or endocervical curettage. We
should not overlook the limitation of colposcopy itself in terms of the possibility that the
transformation zone could be multifocal and could be hardly assessed while lying in the
isthmus of the uterus or in the fornix of the vagina. Thirdly, there was heterogeneity in the
image quality or resolution between patients due to the retrospective nature of the study.
Fourthly, the human colposcopic impressions in this study may not reflect the real-time
colposcopic diagnoses. Two colposcopists in this study evaluated only the digitalized
images retrospectively. Real-time colposcopic diagnosis is based on a combination of
visualization of abnormal patterns and rate of acetowhite changes, subtle differences in
the degree of acetowhite response, and even the degree of light reflection. Therefore, the
sensitivity and specificity of two colposcopists in this study should not be considered as a
conventional colposcopic evaluation. Prospective studies to compare real-time colposcopic
impressions and concomitant AI interpretations are warranted to address this issue. Fifthly,
the presented sensitivity of cytology in Table 3 is relatively low. However, this shows a
sensitivity at cutoff cytological high-grade lesions, including ASC-H or HSIL, for detection
of histological CIN2 or worse. This could be a reason why the sensitivity is low in this study.
In a meta-analysis, the sensitivity of liquid-based cytology and conventional cytology for
CIN2 or worse showed 57.1 and 55.2%, respectively [29]. Additionally, the study popu-
lation is not balanced between groups. The study population of this study were mostly
received colposcopic evaluation because of an abnormal cytologic result or positive HPV
testing. The low percentage of individuals with normal cervix could alter the diagnostic

122



Healthcare 2022, 10, 468

value. Finally, the percentage of histological CIN2-3 in ASCUS and LSIL cytology results is
relatively high. However, there also exist which shows similar findings with this study. It
is reported that 17–36% of patients with ASCUS cytology were diagnosed to have CIN2-3
on biopsy, and 34–50% of patients with LSIL cytology had CIN2-3 on biopsy [30]. However,
we could deny that the ratio of CIN2-3 from ASCUS and LSIL is relatively high in this study.
This could be because of a high proportion of patients who are positive for high-risk HPV.
This also shows the importance of the HPV test for cervical cancer screening. The study
population had cytology for their cervical cancer screening. The updated recommendation
of primary HPV testing for cervical cancer globally should be considered, and further study
from individuals with regular HPV testing should be performed later.

5. Conclusions

In conclusion, our study highlights the feasibility of using machine learning-based
AI systems in cervical cancer screening. AI interpretation of cervical images could be an
assistive tool if it is used in combination with human colposcopic evaluation. Additionally,
if additional supportive studies are followed, it might be utilized as an alternative tool in
evaluating high-grade cervical lesions when proficient colposcopists are unavailable due to
the lack of accessibility or high cost in low-income or developing countries. Much more
data are warranted for using AI systems in the field of cervical cancer screening.
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Abstract: Medical imaging is gaining significant attention in healthcare, including breast cancer.
Breast cancer is the most common cancer-related death among women worldwide. Currently,
histopathology image analysis is the clinical gold standard in cancer diagnosis. However, the manual
process of microscopic examination involves laborious work and can be misleading due to human
error. Therefore, this study explored the research status and development trends of deep learning
on breast cancer image classification using bibliometric analysis. Relevant works of literature were
obtained from the Scopus database between 2014 and 2021. The VOSviewer and Bibliometrix tools
were used for analysis through various visualization forms. This study is concerned with the annual
publication trends, co-authorship networks among countries, authors, and scientific journals. The
co-occurrence network of the authors’ keywords was analyzed for potential future directions of the
field. Authors started to contribute to publications in 2016, and the research domain has maintained
its growth rate since. The United States and China have strong research collaboration strengths. Only
a few studies use bibliometric analysis in this research area. This study provides a recent review on
this fast-growing field to highlight status and trends using scientific visualization. It is hoped that
the findings will assist researchers in identifying and exploring the potential emerging areas in the
related field.

Keywords: breast cancer; bibliometric analysis; healthcare; medical imaging; VOSviewer

1. Introduction

Cancer may arise from almost any part of the human body where cells start to grow
uncontrollably [1]. Deaths caused by cancers keep increasing every year and are considered
as the main illness globally [2–4]. Breast cancer is one of the top illnesses contributing to the
highest death rates among women, especially in developing countries such as Melanesia,
Western Africa, Australia, Micronesia/Polynesia, and the Caribbean [5]. However, it is
noticeable that the percentage of breast cancer cases in Australia, Western Europe, Northern
America, and Northern Europe are the highest [5,6]. Women are commonly diagnosed with
breast cancer, but men, however, are not excluded [7]. The breast structure of women is
mainly made up of milk ducts, lobules, and adipose tissue [8]. Breast cancer may initiate in
the ducts which carry milk to the nipple or in the lobules glands, the part of the breast that
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produces breast milk [8,9]. Globally, the majority of breast cancers are of ductal and lobular
subtypes, given that 40–75% are comprised of ductal subtypes of all reported cases [10].

Early diagnosis and treatment may benefit in preventing breast cancer from developing
to the advanced cancer level. There are several medical imaging procedures for breast
cancers such as mammograms (X-rays), ultrasound (sound waves/sonography), magnetic
resonance imaging (MRI), and biopsy [11–14]. However, the use of breast cancer images
to confirm the cancer region is only available through biopsy procedures [15]. Tissue
biopsy examination is currently the clinical gold standard in cancer diagnosis. Tissue
biopsy produces histopathology images that can enhance the results of breast cancer
classification [16]. The basic procedure in biopsy is collecting a tissue sample from the body
for further analysis by the histopathologist [17]. The tissue will be immersed in the formalin
solution and planted in paraffin wax before being cut carefully, resulting in histopathology
slides which then converted to images [18,19]. However, the manual procedure of biopsy
analysis is tedious, time-consuming, and restricted by the quality of the histopathology
image and the histopathologists’ skill [20,21]. The histopathology images are stored and
analyzed using the Computer-Aided Diagnosis (CAD) system [22]. The CAD system is
used to overcome the issue of classification accurateness from manual approaches [23], and
machine learning techniques are required [24].

The involvement of machine learning algorithms could help to reduce the number
of unnecessary biopsy images. For an image analysis, there are four important stages
to be considered: (i) input, (ii) feature extraction and selection, (iii) classifier model, and
(iv) classifier output. According to Nahid and Kong [8], feature extraction and repre-
sentation approaches are important to produce accurate and reliable results. There are
two types of features which are hand-crafted features and learned features. Expert-level
knowledge is required for hand-crafted feature extraction during image analysis [25]. A
predefined hand-crafted feature is important in traditional machine learning methods,
such as support vector machine (SVM), Naïve Bayes, random forest (RF), and k-means
clustering. For example, [26] used regional and localized features with SVM as a classifier
to evaluate the quality of 3D images. On the other hand, wavelet transform was applied
to tree-structured algorithm for automatic image grading in two datasets with different
magnification factors [27]. The authors used k-means clustering and texture features to
locate the affected regions in the segmentation process. Similarly, [28] also used the wavelet
transform to extract the features from breast cancer images and SVM classifier meant for
feature selection. The result indicates that the combination of SVM classifier and chain-like
agent genetic algorithm (CAGA) to obtain the optimal feature set was remarkable, with an
accuracy of 96.19%.

The majority of the studies are limited to a macroscopic overview of breast cancer
image classification. Specific visual bibliometric analysis is relatively low. Based on the
bibliometric analysis, this research aims to present updated and microscopic overview
characteristics of breast cancer image classification publications. The clear and informative
maps offered in this work highlight research accomplishments in the deep learning on
breast cancer image classification domain, which may aid researchers and practitioners
in identifying the underlying implications of authors, journals, countries, references, and
research themes. The co-authorship network analysis is believed to give some insight on
the intellectual collaboration and interaction between researchers. In detail, the focuses
of the paper are: (i) to examine the number of papers on the rise of publications and
citations on deep learning approaches published from the years 2014 to 2021, (ii) to map
the co-authorship networks among countries, authors, and scientific journals, and (iii) to
analyze the co-occurrence network of the authors’ keywords globally.

This paper hopes that the findings will help to initiate ideas for future research in the
related field and, in turn, will benefit the patients and healthcare providers. This study
is also important as guidance for researchers that are unfamiliar with deep learning but
interested in its potential in breast cancer image classification, where most active researchers
and recent significant research topics among authors are discovered. This study specifically
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highlighted the application of deep learning instead of machine learning since recently, the
field has been more strongly associated with image classification. Based on the overview
of the progress, it is estimated that deep learning will continue to evolve and flourish as a
significant tool for image classification.

2. Breast Cancer Image Classification
2.1. Bibliometric Analysis of Breast Cancer Studies

Bibliometrics can visualize the structure of the scientific disciplines based on the
bibliographic information gained from the databases [29]. Bibliometrics have been used in
vast scientific areas to analyze prior studies’ trends and patterns, such as web accessibility,
text mining, sustainable business, and healthcare [29–32]. Some bibliometric studies have
discussed breast-cancer-related topics. Cinar [33] provided a bibliometric analysis on
2734 articles related to breast cancer focused on the nursing field from the year 2009–2018.
Based on the keyword analysis, the term “breast cancer survivor” was highly cited in year
2014 to 2018, and research showed a progressive trend of breast cancer related to the nursing
field within those five years. Salod and Singh [34] studied the publication trends, country
collaboration, author productivity, institutional collaboration, and productive journal based
on the literatures related to breast cancer in the field of machine learning.

In a recent review, Joshi et al. [35] studied machine learning methods towards breast
cancer histopathology images. Machine learning is a subset of artificial intelligence which
includes statistical methods that can improve and learn the information directly from data.
They pointed out that there was a growing interest in machine learning and histopathology
images of breast cancer. Based on keyword analysis, their study revealed that disease
in female, breast cancer, deep learning, histopathology and medical imaging are the top
important keywords [35]. This showed that machine learning applications offered a poten-
tial research trend towards medical images analysis. However, the final performance of
image analysis relies on the pre-processing data, including hand-crafted features extraction
which is hard to solve by using traditional machine learning methods [25,36]. With the
technological evolution of deep learning and rapid growth research of the application in
healthcare, especially breast cancer, understanding the development of deep learning has
become essential.

2.2. Breast Cancer Image Database

Breast cancer is a common cancer type among people, especially women, around
the world. An early detection of breast cancer would lead to an appropriate treatment
which might increase the survival rate of affected people [35]. Hence, a well-defined
database is important to measure the performance of breast cancer classification models.
There are several databases that are publicly available for breast cancer diagnosis such as
Mammography Image Analysis Society (MIAS), Wisconsin Breast Cancer Dataset (WBCD),
Digital Database for Screening Mammography (DDSM), Breast Cancer Histopathology
(BreakHis), and Breast Cancer Histology (BACH). Since deep learning is gaining the
fame for its ability to process image data in hierarchical representation using nonlinear
transformations [25,37], hence the histopathology images are broadly used by researchers.
The BreakHis and BACH datasets were made up of histopathology images. According
to Li et al. [38], BreakHis dataset is extensively used in CNN algorithms related to image
classification. They propose a new CNN architecture that uses local information in the
breast cancer images and extra features extraction through different dense blocks and
SENet module.

The BreakHis dataset was first introduced in 2016, which comprised 7909 histopathol-
ogy images collected from the P & D Laboratory, Brazil [39]. Nahid and Kong stated that
after the introduction of BreakHis dataset, there were about 20 articles published within
a year from 2016 to 2017. Out of the total images, 2480 were benign images and 5429 ma-
lignant images with four different magnification factors. Table 1 showed detailed image
distribution based on the magnification factors 40×, 100×, 200×, and 400×. Similarly, the
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BACH dataset [40] is also available in three-channel RGB color of histopathology images.
The biopsy tissues collected were stained with standard staining protocol, hematoxylin and
eosin (H&E), which results in a total of 400 histopathology images.

Table 1. Summary of image distribution for different magnification factors.

Magnification 40× 100× 200× 400×
Benign 652 644 623 588

Malignant 1370 1437 1390 1232

2.3. Breast Cancer Image Classification using Deep Learning Approaches

In earlier studies, the classification of breast cancer images centralized on tradi-
tional machine learning methods such as Support Vector Machine (SVM) [41–43], Naïve
Bayes [44–46], and Random Forest [47,48]. Machine learning involves the algorithms de-
sign and deployment to assess data and corresponding attributes without any prior task
based on predetermined inputs from the environment [49]. Traditional machine learning
methods rely on the quality of feature extraction that is limited to certain problems resulting
from its shallow classifier [25]. Lately, the deep learning methods have been proven for
more promising results specifically on large and complex data [50]. The implementation
of feature learning methods (transfer learning) in deep learning helps to reduce the com-
putational time, yet it obtained significant accuracy value compared to machine learning
with hand-crafted features [51]. Generally, deep learning in CAD system outperformed
the traditional approach because the automatic learning feature was created to analyze the
variation and complexity of images directly; hence, convolutional neural network (CNN) is
the most common model used for breast cancer diagnosis [52,53]. In 2020, Lin and Jeng [54]
proposed a CNN model with uniform experimental design (UED) to classify breast cancer
histopathology images. Their model outperformed other established deep learning models
with lowest computational time. Current computing power can help to solve the related
problems and further improve the quality of health and life among the community.

Deep learning is an established and emerging approach among researchers in the
field of machine learning [55,56]. The main objective when employing deep learning is to
discover multiple levels representations based on learning algorithm which are aimed for
higher-level features for image classification and identification [50,57,58]. Generally, it is
focused on learning algorithm that is able to learn, develop, and improve on its own to
process data. Deep learning algorithms can extract features from high-dimensional images
for internal representation [16]. Traditional machine learning works well with structured
data with up to hundreds of features or characteristics. Unfortunately, for unstructured
data, the analysis process will become tedious, or worse: unfeasible. Unstructured data are
data stored in unstructured format and not prescribed by data models such as image, media,
text data, and audio. Deep learning models different fundamental or needed qualities
in data using a model architecture that is made up of different processing layers and
non-linear variations [50,55,59].

It has been observed that researchers’ attention has recently shifted to deep learning
because of its great success in solving problems related to unstructured data. Convolutional
Neural Network (CNN) is a part of deep learning models that can be used for image classi-
fication and feature extraction effectively [60]. In the medical field, deep learning provides
a useful approach for assisting radiologists in making an early breast cancer diagnosis
with histopathology images [59,61]. Breast cancer classification, signal processing [62], and
image analysis [63] have benefited from deep learning methods in recent years.

In 2021, Zuluaga-Gomez et al. [60] designed a deep learning architecture from CNN
to detect patterns visually on thermal images (DMR-IR database). They proposed a
Bayesian optimization, Tree Parzen Estimator (TPE), as the hyper-parameter to optimize
the algorithm. Experimental results showed competitive improvement of the CNN ap-
proach with an accuracy of 92%. The study also proved that data pre-processing and
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data augmentation help in improving the model performance. Similarly, Alom et al. [63]
presented a novel CNN approach based on inception and residual networks for breast
cancer multi-classification with different data augmentation methods. The experiments
showed improvement of accuracy by approximately 1.05% (image-level) and 0.55% (patient-
level) as compared with models that were based on learning and were data-driven for
multi-classification.

With the aim of detecting and identifying breast cancer, Hirra et al. [59] applied a
patch-based deep learning approach, Deep Belief Network (DBN), for automatic features
extraction on histopathology images. The proposed model, namely, Ps-DBN-BC, gained
a promising result with an accuracy greater than 85%, hence outperforming the 17-layer
CNN architecture. This work indicated that architecture with deeper layers does not
necessarily provide outstanding performance. Hameed et al. [61] developed an ensemble
deep learning approach for histopathology images to classify carcinoma or non-carcinoma
images automatically. They used two pre-trained deep CNN-based models for excellent
convergence results in a small dataset, and the accuracy obtained was 95.29%. On the other
hand, deep learning also benefited the signal processing area, as presented by Pavithra et al.
on the effectiveness of thermography for breast cancer detection with appropriate choice of
feature extraction, segmentation, and classification algorithms [62].

3. Materials and Methods
3.1. Bibliometric Analysis

The implementation of bibliometric analysis at the beginning of the research process
is popular among researchers because it helps to discover the information underlying
the published articles in specific areas or topics [64,65]. Although there are different
methods to explore and organize earlier findings from the literature search, bibliometrics
has advantages in terms of being a systematic, understandable, and reproducible review
process [66]. A detailed bibliometric analysis can capture the growth of particular research
studies in a given time period [67]. The bibliometric networks were visualized using
R Programming Language [68] and VOSviewer software [69]. This study executed co-
authorship and co-occurrence analyses for network mapping. A bibliometric analysis was
used to study the relationship of scientific publications among countries and authors by
constructing and visualizing the network maps.

3.2. Data Collection

The data retrieval process involved the Scopus database, retrieved on 22 October
2021. Scopus is one of the largest relevant academic abstracts and indexing databases from
Elsevier [30,70]. Scopus is also more effective for health-related topic searches compared
to other databases such as PubMed and Web of Science [71,72]. The bibliometric analysis
reviewed all related published articles between the year 2014 to 2021.

Articles included in the research focused on histopathology breast cancer images.
For further analysis, articles that mentioned deep learning, convolutional neural network,
transfer learning, breast cancer, breast neoplasm, breast tumor and breast diagnostic were
included. The articles were selected based on the abstract reviewed. All articles are available
for download, and non-English articles were excluded.

The study is focused on deep learning algorithms for breast cancer image classification.
Hence, articles that use conventional neural networks or other machine learning techniques
such as regression, clustering, and decision trees were excluded from this research. Deep
learning algorithms have gained huge interest in biomedical image analysis [73,74]. In
fact, deep learning algorithms have shown to be a better alternative for medical image
classification and detection. There are several characteristics of deep learning such as
incorporating a large amount of data, the depth of the network, and optimizing hyper-
parameters. In addition, the study population involving other image types, for instance,
mammogram, ultrasound, and thermogram, were discarded from the analysis. A total
of 498 articles were extracted from the Scopus database. After the filtration process on
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inclusion and exclusion criteria, 488 articles were selected for elements extraction of the
articles. After a thorough screening process based on the abstract, 373 articles were finally
included for further analysis. Figure 1 shows the flow diagram of the research process.
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4. Results and Discussion
4.1. Overview on Document and Source Type

Firstly, the data were tabulated based on the document type, where document type is
referred to as a structured document with several valid elements and originality such as
article, conference paper, review, and a book chapter. Meanwhile, source type is the source
information for the documents, including journals, conference proceedings, and book series.
There is a possibility of the abstracts from conference proceedings published twice as in the
conference abstract and full journal [75]. Given the fast development in computer science
and studies in the deep learning area, proceeding publications were also considered in this
bibliometric analysis. Recent studies also showed that proceeding publications do have a
significant impact on highly cited publications, especially in terms of citation counts [76,77].
The majority of the publications are scientific articles (48.53%), followed by conference
papers (41.55%), conference reviews (4.02%), reviews (3.22%), and book chapters (1.87%) as
shown in Table 2. Other document types represent less than 1% of the total publication.
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Table 2. Document type from Journal.

Document Type Frequency Percentage (n = 373)

Article 181 48.53
Conference paper 155 41.55
Conference review 15 4.02

Book chapter 7 1.87
Erratum 1 0.27

Note 1 0.27
Review 12 3.22

Short Survey 1 0.27

Total 373 100.00

4.2. Publication Growth

The pattern of publication growth is measured based on the published documents in
the particular year. Figure 2 represents the publication trends and total mean citations of
articles annually from 2014 to 2021. Scopus recorded Wang et al. [51] as the first published
document on deep learning for breast cancer towards histopathology images in 2014, and
to date, the document has more than 250 citations. Inspired by the rapid development
of systems for invasive breast cancer detection, the authors combined a deep learning
approach with hand-crafted features to maximize the model performance yet reduced the
computational complexity since only light CNN method were implemented. They utilized
326 mitotic nuclei of breast cancer images in three-layer CNN architectures (two pooling
layers and a fully connected layer). Since the number of images were low, they also used
Synthetic Minority Oversampling Technique (SMOTE) to reduce the biasness during classi-
fication. Based on the comparison of several CNN-based methods, the results indicated that
false positive (FP) errors were reduced, which showed that CNN was able to classify the im-
ages accurately. In 2016, one of the authors, Madabhushi A., collaborated with Janowczyk
A. in [78] to analyze the digital pathology images using deep learning methods through
segmentation and detection tasks of breast cancer images. They concluded that deep learn-
ing can be a reliable method because of the advantage in terms of feature extraction which
can be directly extracted from the images. The study also has been cited by 747 documents
since the first publication to date. This showed that more researchers are interested in
deep learning-related research. Apart from that, Figure 2 also depicted the number of
publications that increased steadily between 2015 and 2021, with the peak publications
being in 2021, with 118 documents. This indicates the advancements in computing power
and imaging technologies lead the researchers to explore the potential of deep learning
to provide more promising results for histopathological image analysis [79–81]. From a
citation perspective, the mean total citations of the documents were highest in 2014 and
followed by year 2016; meanwhile, the lowest was for those published in 2021. This is not
surprising as the citable years are not long enough after the publication [82].

4.3. Country Network Analysis

The co-authorship network of countries on breast cancer image classification using
deep learning resulted in 71 countries from 2014–2021. Table 3 tabulates the top five coun-
tries according to their total link strength. The United States is considered a prominent
country in scientific publications compared to others. The result is in line with other
bibliometric analyses on “breast cancer” [33]. This could be contributed by greater finan-
cial support for researchers in the United States and the large population in the United
States [83].

131



Healthcare 2022, 10, 10Healthcare 2021, 9, x  8 of 23 
 

 

 
Figure 2. Flow diagram of the research process. 

4.3. Country Network Analysis 
The co-authorship network of countries on breast cancer image classification using 

deep learning resulted in 71 countries from 2014–2021. Table 3 tabulates the top five coun-
tries according to their total link strength. The United States is considered a prominent 
country in scientific publications compared to others. The result is in line with other bib-
liometric analyses on “breast cancer” [33]. This could be contributed by greater financial 
support for researchers in the United States and the large population in the United States 
[83]. 

Based on a threshold of three publications per country, 35 countries were matched as 
shown in Figure 3. The size of circle represents the total link strength and lines among the 
countries, representing the collaboration link between countries. In country network anal-
ysis, there are nine different colors which indicate a total of nine clusters formed (distin-
guished by the colors of red, green, blue, yellow, purple, aqua, orange, brown, and pink). 
For bibliometric analysis, normally each research constituent (countries, authors, and 
journals) was clustered using a combination of multidimensional scaling (MDS) and hier-
archical clustering (see [84]). In this study, the clustering methods were based on a unified 
approach proposed by [85] with modularity-based clustering to explore the structure of 
the network such as social interaction among authors and their countries. For example, 
Cluster 6 (Aqua) has strong collaboration with other countries such as countries from 
Cluster 2 (Green) and Cluster 3 (Blue). All countries were connected to each other in the 
network map. 

It is interesting to note that India is one of the countries with a high number of pub-
lications; however, the number of citations is far less than the United States and China. 
This could be explained by the passion of researchers to conduct studies on the topic 
within the country but the lack of collaboration with other countries. The overlay visuali-
zation in Figure 4 focuses on the country collaboration of India. There are total of 16 coun-
tries collaborated with India included Iraq, Norway, Saudi Arabia, South Korea, and 
France. By referring to the line that connected between each country to India, most of the 
countries started collaborated with India in early 2020. Deep learning methods have 
achieved great success in breast cancer image classification among researchers in India 
[86–89]. This also explains why the number of documents published in India is high but 
received lower citations, since the timeline between publication year and citable year is 
not long. 

  

1 3
10

24

50

72

95

118179.0

23.7

132.7

46.1
30.0

12.1 7.0 0.9 0
20
40
60
80
100
120
140
160
180
200

0

20

40

60

80

100

120

140

2014 2015 2016 2017 2018 2019 2020 2021

M
ea

n 
To

ta
l C

ita
tio

ns
 p

er
 A

rt
icl

e

Nu
m

be
r o

f D
oc

um
en

ts

Documents Mean Total Citations

Figure 2. Flow diagram of the research process.

Table 3. Document type from journal.

Country TLS 1 Links Documents Citations Cluster

United States 51 21 68 2235 6

China 39 17 71 1586 9

India 26 16 80 674 1

South Korea 17 11 12 444 3

United
Kingdom 17 10 20 190 2

Germany 14 10 14 239 3

Sweden 14 9 10 192 5

Pakistan 13 6 13 172 7

Portugal 12 10 5 157 3

Australia 10 7 13 201 2
1 Total link strength.

Based on a threshold of three publications per country, 35 countries were matched
as shown in Figure 3. The size of circle represents the total link strength and lines among
the countries, representing the collaboration link between countries. In country network
analysis, there are nine different colors which indicate a total of nine clusters formed
(distinguished by the colors of red, green, blue, yellow, purple, aqua, orange, brown, and
pink). For bibliometric analysis, normally each research constituent (countries, authors,
and journals) was clustered using a combination of multidimensional scaling (MDS) and
hierarchical clustering (see [84]). In this study, the clustering methods were based on
a unified approach proposed by [85] with modularity-based clustering to explore the
structure of the network such as social interaction among authors and their countries. For
example, Cluster 6 (Aqua) has strong collaboration with other countries such as countries
from Cluster 2 (Green) and Cluster 3 (Blue). All countries were connected to each other in
the network map.

It is interesting to note that India is one of the countries with a high number of
publications; however, the number of citations is far less than the United States and China.
This could be explained by the passion of researchers to conduct studies on the topic within
the country but the lack of collaboration with other countries. The overlay visualization
in Figure 4 focuses on the country collaboration of India. There are total of 16 countries
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collaborated with India included Iraq, Norway, Saudi Arabia, South Korea, and France. By
referring to the line that connected between each country to India, most of the countries
started collaborated with India in early 2020. Deep learning methods have achieved great
success in breast cancer image classification among researchers in India [86–89]. This also
explains why the number of documents published in India is high but received lower
citations, since the timeline between publication year and citable year is not long.
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4.4. Author Network Analysis

A total of 1310 authors published on the topic related to breast cancer image classifi-
cation using deep learning. Among them, 9 authors (0.69%) published at least five docu-
ments, 39 authors (2.98%) contributed between three to four publications, and 1262 authors
(96.34%) published at most two documents. From Figure 5a, the lines connected between
authors shows their cooperation link. For example, a reasonable research link was indi-
cated from close and strong interconnections between the collaboration of Zhang Y., Li X.,
and Wang X. from Cluster 1 (Red), Wang L. in Cluster 5 (Purple), and Li Z. in Cluster 8
(Brown). The authors Madabhushi, Gilmore, and Zhang S. in Cluster 6 (Aqua) were from
the United States, while most authors from Cluster 1 (Red) represented authors from China.
This indicated that authors from similar countries are closely linked and more likely to
work together. Based on the density visualization (Figure 5b), Madabhushi A., Gilmore
H., Li Y., Wang J., Li X., and Zhang Y. led the collaboration in breast cancer histopathology
image research.
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Table 4 presents the top 10 most productive authors ranked by the total link strength.
It is interesting to note that the authors started to work collaboratively and contributed to
publications after 2017; hence, the research domain has maintained its growth rate since.
The total link strength of authors showed the collaboration closeness among them, which
means higher total link strength indicated that more commonly collaboration occurs for
the authors. An author from China, Li Y., had the most active collaboration with other
authors such as Li L., Zhang H., Xu J., and Wang P., but the result showed that Madabhushi
A. was the most highly cited author on the research topic. Some authors such as Xu J. and
Gilmore H. had lower total link strength but recorded highly cited publications. This could
be explained by referring to their popular publication related to nuclei detection using
breast cancer histopathology images that has more than 600 paper citations [90].

Table 5 shows extra information on the research institutes and their research focus
ranked based on the number of documents published in 2014–2021. The Case Western
Reserve University has the highest number of publications that focuses on the convolutional
neural network, digital pathology, image classification. Madabhushi A. from Case Western
University has collaborated with authors from various institutes in all the nine documents
published; hence, it is not surprising that Madabhushi A. has the highest paper citations.
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Out of 10 research institutes, four of them are in China while two in Canada and one each
are in the United States, India, the Netherlands, and Sweden. This finding implies that
convolutional neural network and deep learning-related research has improved in China
over these years [91].

Table 4. Document type from journal.

Author TLS 1 Links Documents Citations Affiliation APY 2

Li Y. 18 10 7 93 Chongqing University, China 2018

Madabhushi A. 15 5 9 912 Case Western Reserve University,
United States 2017

Li X. 15 10 7 56 Chongqing University of Posts
and Telecommunications, China 2020

Wang J. 14 8 4 31 Chongqing University, China 2020

Gilmore H. 13 5 6 891 Case Western Reserve University,
United States 2017

Zhang Y. 13 8 6 38 Nanjing University, China 2019

Li. L 13 7 4 36 Chongqing University, China 2020

Xu J. 11 7 4 485 Nanjing University, China 2018

Zhang H. 10 9 7 130 East China Jiaotong
University, China 2019

Li Z. 10 6 4 22 Chongqing University of Posts
and Telecommunications, China 2020

1 Total link strength; 2 average publication year.

Table 5. Research institutes and their research focus.

Affiliation Research Focus Document

Case Western Reserve University Convolutional neural network, digital pathology, image classification 9

Indian Institute of Technology Kharagpur Features, convolutional neural network, whole slide images 7

Shenzhen University Image classification, convolutional neural network 6

Radboud University Medical Center Deep learning, whole slide images 6

University of Toronto Convolutional neural network, review analysis 6

Karolinska Institute Convolutional neural network, classification, deep learning 5

Xiamen University Segmentation, detection, convolutional neural network 5

Sunnybrook Health University Deep learning-based, convolutional neural network, feature extraction 5

Southern Medical University Deep learning, cancer staging, classification 4

Chongqing University Features, convolutional neural network, image classification 3

4.5. Journal Network Analysis

In journal network analysis, the number of articles published and the number of
citations were considered while examining the most prominent journals in the topic of
deep learning and breast cancer image classification. The citation analysis of journals
resulted in 190 journals for 373 documents. Table 6 gives the top 20 journals published on
breast cancer image classification using deep learning. Most publications in the related
topic were published in Lecture Notes in Computer Science, Proceedings—International
Symposium on Biomedical Imaging, IEEE Access, Scientific Reports and Communications
in Computer and Information Science. Based on other indicators, IEEE Transactions on
Medical Imaging and Scientific Reports have a significantly higher number of citations,
with 703 and 451 citations, respectively. As shown in Figure 6, different node size represents
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different amounts of publications in the journal. Using a threshold of at least three articles
per journal, only 24 journals were mapped in the network.

Table 6. Top 5 journals in publication for 2014–2021.

Journal TLS 1 Links Documents Cit 2

IEEE Access 26 10 10 48

IEEE Transactions on Medical Imaging 24 13 5 703

Scientific Reports 21 16 10 451

Computerized Medical Imaging and Graphics 14 9 4 114

Medical Image Analysis 14 10 5 177

Biocybernetics and Biomedical Engineering 12 8 5 41

Lecture Notes in Computer Science (including subseries lecture notes in
artificial intelligence and lecture notes in bioinformatics) 12 8 36 433

Expert Systems with Applications 11 8 3 117

International Journal of Advanced Computer Science and Applications 11 7 4 66

Frontiers in Genetics 10 6 3 71

Biomedical Signal Processing and Control 9 6 5 25

International Journal of Imaging Systems and Technology 9 5 6 27

Journal of Medical Imaging 8 6 3 249

Communications in Computer and Information Science 7 4 10 10

Advances in Intelligent Systems and Computing 6 5 8 16

IEEE Journal of Biomedical and Health Informatics 6 4 6 101

Proceedings of the International Joint Conference on Neural Networks 6 5 4 417

Proceedings—International Symposium on Biomedical Imaging 4 3 13 262

Lecture Notes in Electrical Engineering 3 2 3 0

Cancers 1 1 6 9
1 Total link strength; 2 citations.

Research collaboration aims to combine various types of expertise for research output
development by linking the knowledge and skills together. Co-authorship networks are
commonly used to examine the collaboration patterns and discover the influential authors
and organizations [92]. The analysis illustrates the social network structure that exists
between individuals or organizations. Recently, the technological breakthrough in the CAD
system has helped to improve the computational time of diagnosis and minimize the rate
of misdiagnosis during image classification [93,94].

In the analysis, the involvement of the United States, China, and India as the most
central countries in the network showed their scientific contribution to breast cancer
and deep learning issues globally. The distance between each circle (node) implies the
collaboration strength such that the further distance represents less collaboration between
countries. Currently, the United States and China have contributed more than 40% of the
total publications, and the collaboration strength between these countries is high. According
to [34], a high number of publications in both countries are related to the investment of
the business sectors in their Research and Development (R&D) expenditure. Apart from
that, there is a growing trend of developing countries to engage in research related to the
issues. For example, significant performance from China, India, and Pakistan is in line with
previous studies that revealed breast cancer is among the important illness and research
areas [95–97]. Both the developed and developing countries are publishing their research
since breast cancer is a global burden issue [98].
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Based on the density visualization, Madabhushi A. and Gilmore H. again are the most
productive authors and most linked on the research topic. Many authors from various
affiliations and countries collaborate with them such as Cruz-Roa A. from Universidad de
los Llanos, Columbia [99] and Xu J. from Nanjing University of Information Science and
Technology, China [100,101].

4.6. Co-Occurrence Analysis of Author Keywords

For the years 2014 to 2021, a co-occurrence analysis of author keywords was con-
ducted with a minimum of three keyword occurrences as a threshold for the study. Out of
657 keywords, 42 were found to be relevant. There are seven distinct clusters in the results
(Figure 7). When two keywords appear together in one article or more, they are more likely
to form a cluster. In Figure 7, the co-occurrence network map of keywords is depicted,
given that the larger size of the circle, the higher the co-occurrence of keywords. Further-
more, having closer keywords together shows a stronger relationship. The average year of
publication of the keywords was determined using colors. Notably, the focus of research
from 2018 to 2019 was on biopsy image aspects (Dark blue) such as “histopathology image
analysis”, “digital pathology”, “convolutional neural networks”, “whole slide images”, and
“computer-aided diagnostics”. Instead, the network map reveals a greater focus on breast
cancer classification approaches such as “deep learning”, “transfer learning”, “CNN”,
“image classification”, “medical image processing”, and “feature extraction” from 2019
to date.

The top keywords that are identified through co-occurrence analysis is breast cancer
and deep learning with 152 and 139 total number of counts, respectively. The result is
as expected since breast cancer and deep learning are part of the search keywords for
bibliometric analysis. Breast cancer studies received high attention in research related
to deep learning. According to Samb et al. [102], chronic illness will lead to 80% human
deaths by 2023, which also contributes to global issues, and proper treatments that are
aimed at combating the illness may benefit the healthcare system. Specifically, breast cancer
is also one of the current leading cause of deaths where the mortality rate is still high,
even though the mortality trend has been reduced since 1989 [3]. Hence, researchers focus
their work on early detection of breast cancer through deep learning technology [103,104].
This is supported by the overlay visualization in Figure 7, where the research direction
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aimed at the efficiency of CNN towards image analysis from 2018 to 2020. In 2018, Cruz-
Roa et al. [99] proposed a new method based on CNN for histopathology image analysis
on whole slide images. They applied the adaptive sampling technique to overcome issues
on larger sizes of images.
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Spanhol [12] said that a well-described image database is important for CAD system
research, and a new histopathology image dataset known as BreakHis is introduced together
with some experimental results using CNN models. Meanwhile, in 2019, Ghosh et al. [88]
studied on deep learning and image segmentation and revealed that the medical imaging
field needs various segmentations such as nuclei segmentation for reliable CNN perfor-
mance. Alom et al. [63] proposed an Inception Recurrent Residual Convolutional Neural
Network (IRRCNN) model based on several criteria such as magnification factors, image
resizing, and image augmentation and segmentation. Result showed that the IRCNN
model outperformed the state-of-the art method in 2016 using BreakHis dataset. In 2020,
Salama et al. [105] introduced a hybrid deep learning method for breast cancer detection
using pre-trained models, ResNet50 and VGG16. Theoretically, a promising accuracy rate
depends on the amount of data for model training such that a large volume of training
samples leads to a better accuracy rate. Since medical images have a limitation on the
sample size, she addressed the limitation by utilizing a data augmentation technique and
transfer learning which revealed that hand-crafted features and human interface can be
discarded. A hybrid ResNet15 model achieved the highest accuracy, 97.98%, as compared
to hybrid VGG16 and other models. However, for this deep learning algorithm to be fully
established and exploited on a worldwide scale, significant challenges must be overcome.
Some discussion on the challenges of deep learning for breast cancer classification using
histopathology images is provided in the next section.

4.7. Computational Method for Histopathology Images

In recent years, there has been a growth and development in the use of deep learning
algorithms for histopathology image analysis, specifically CNN methods. CNN methods
could be used for identifying regions of interest (ROIs), feature extraction, and image
classification. The advent of digital histopathology images with CNN methods offers
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tremendous potential for assisting pathologists with their jobs. Thereby, Table 7 shows a
summary of some deep learning algorithms based on CNN methods in histopathology
images. The five listed references are from a high-impact journal with over 100 citations.

Table 7. Five references in publication in high impact journal on CNN methods.

References Journal Model/Method IF 1 H-Index Cit 2 Year

Cruz-Roa et al. [106] Scientific Reports CNN/ConvNet 4.380 213 292 2017

Wang H. et al. [51] Journal of Medical Imaging CNN and handcrafted features 3.610 29 272 2014

Han Z. et al. [24] Scientific Reports Structured based deep CNN 4.380 213 210 2017

Ghosh S. et al. [88] ACM Computing Surveys Deep learning, CNN 10.282 163 126 2019

Alom M. Z. et al. [63] Journal of Digital Imaging Deep CNN, Inception-v4,
ResNet, Recurrent CNN 4.056 58 123 2019

1 Impact factor; 2 citations.

Cruz-Roa et al. [106] aimed to assess the accuracy and reliability of deep learning
algorithms for classifying the digital images into invasive tumor. They offered a novel
method for classifying the invasive tumor on whole-slide images using a CNN-based
method. In this study, classification performance was assessed across all the images
retrieved from the Cancer Institute of New Jersey (CINJ) in the form of whole-slide images.
They used three different convolutional network (ConvNet) layers—three-layer ConvNet,
four-layer ConvNet, and six-layer ConvNet—as the classifier and compared them with
handcrafted features (color, shape, texture, and topography). They concluded that the
classification performance related with those features are lower and resulted in higher
inconsistency as compared to the ConvNet classifier. Meanwhile, in mitosis detection
analysis, the use of handcrafted features solely may result in low accuracy model, whereas
CNN methods have issue on high computational cost. Hence, motivated from these
drawbacks of handcrafted features and CNN methods, Wang H. et al. [51] introduced
a hybrid approach for mitosis detection on ICPR12 dataset. To address these issues,
handcrafted features and a CNN method are combined through cascaded ensemble. The
results demonstrate that the accuracy of the provided approach still needs to be improved,
and a GPU should be used to create a deep multilayer CNN model. Han Z. et al. [24]
presented a breast cancer multi-classification technique that makes use of a deep learning
model. They implemented a complete recognition approach based on a newly developed
class-structure-based deep convolutional neural network (CSDCNN) to provide a consistent
and accurate solution for breast cancer classification. They also utilized multi-scale data
augmentation and over-sampling approaches to overcome overfitting and unbalanced
classes issues. On a large dataset, the proposed CNN model performed admirably.

In Ghosh S. et al. [88], they stated CNN as among the most widely used methods in
computer vision. For the segmentation tasks, CNN methods have undergone many basic
adjustments to perform effectively. In addition, back-propagation enabled CNN to train a
cascaded set of convolutional kernels. It has been greatly improved since then. Generally,
they stated that the speed and accuracy of models are important factors in performance
evaluation. The speed may be increased through network compression by using depth-wise
separable convolutions, kernel factorizations, and a smaller number of spatial convolutions
approaches. The popularity of generative adversarial networks (GANs) has recently risen,
but there is still some room for improvement in image segmentation. A study by Alom M.
Z. et al. [63] demonstrated how deep learning has outperformed state-of-the-art approaches
in medical imaging areas. They developed an approach for breast cancer classification
known as Inception Recurrent Residual Convolutional Neural Network (IRRCNN) model.
This sophisticated DCNN model combines the strengths of the Inception-v4, ResNet, and
recurrent CNN (RCNN) with several criteria on data augmentation techniques. Compared
with other relevant deep learning algorithms such as inception, RCNN, and residual
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network, the IRRCNN model offers better performance while utilizing the same or less
network parameters.

4.8. Challenges and Future Directions

In this bibliometric analysis, we discovered that deep learning algorithms can be
utilized to classify breast cancer histopathology images, given that the model performance
(in terms of accuracy) is equal or better as compared to healthcare professionals. However,
some parameters must still be considered for a reliable and consistent output. With so
much focus on the advancement of deep learning, more individuals are interested in its
performance in healthcare.

4.8.1. Large Image Size

In deep learning, image classification frequently utilized small-sized images as an
input for the network. Large images have to be resized to fit the network requirement given
that a larger size of images leads to a large amount of parameter estimation, computational
power, and memory usage. In analysis, whole slide images (WSI) are commonly difficult to
be examined, but resizing the images could reduce the information of the cell which leads
to less accurate image classification. Therefore, the WSI is often divided into patches (small
regions) so that each patch can be evaluated independently. Recently, the findings from
Zhou L. et al. [107] demonstrate the benefits of using CNN methods to classify the breast
images patch by patch, and the assessment of breast imaging information may yield more
accurate and reproducible imaging diagnoses than human interpretation.

4.8.2. Color Variations

For comparable results during analysis, color variation is another issue in deep learn-
ing models. Different batches or manufacturers of staining solutions, thickness of tissue
sections, staining settings, and scanner models are all sources of variance [49]. Learning
without taking color variation into account may degrade the performance of deep learning
models. Several techniques have been proposed to deal with the color variation of the
images such as color augmentation, color normalization, and grayscale conversion [49].
Grayscale conversion is the simplest method [59], but it may be overlooking critical infor-
mation on the color representation commonly used by pathologists. Color normalization
attempts to change the color values of an image pixel by pixel, using some methods such
as color constancy, color deconvolution, and color transfer. Color normalization could
be appropriate when the images have identical cell or tissue compositions. However, the
utilization of color normalization should be handled carefully because it may reduce the
accuracy of the classification algorithm related to histopathology images [108].

4.8.3. Insufficient Data

When there is insufficient data, usually CNN models are less generalized and may lead
to an overfitting problem. One approach to avoid the issue is through data augmentation
tasks which helps to increase the performance of CNN models in image classification.
Recently, automatic approaches to data augmentation, such as data augmentation based
on multi degree-of-freedom (DOF) automatic image acquisition, have been presented by
Chen L. et al. [109]. It is necessary to assess the physical validity of the created samples
and the implications of the several generated problems on the algorithm performance.
Several methods for generating synthetic samples using generative adversarial networks
have recently been proposed Zhou F. et al. [110]. The generative adversarial network
can generate samples in data augmentation tasks rapidly, especially in image-to-image
translation [20].

5. Conclusions

The bibliometric analysis study highlights the growing trend of breast cancer and deep
learning research globally. This study conducted a bibliometric analysis and visualization
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of breast cancer image classification using deep learning publications from 2014 to 2021.
This study examined some noteworthy findings connected to the related publications. The
topic of breast cancer image classification using deep learning has seen a lot of research over
the last eight years, with the publications output growing at an exponential rate since 2014.
There is a growing interest in breast cancer and deep learning research, which is in response
to the pressing demand for urban growth and quality of life. With the technological
advancements that have occurred in the last two decades, tremendous progress has been
noticed in breast cancer and deep learning studies across all disciplines [93,105].

The main study areas in the realm of breast cancer image classification using deep
learning could be recognized based on co-keyword network analysis: (i) breast cancer;
(ii) deep learning; (iii) convolutional neural network; (iv) digital pathology; and (v) transfer
learning. The theme of the study changed swiftly as time went on, and several fields of
breast cancer image classification using deep learning research were thriving at the same
time, according to keyword bursts analysis. The histopathology images, invasive ductal
carcinoma, and BreakHis dataset have all become new research centers. About 98.54% of
authors (n = 1291/1310) were credited in not more than three papers on the issue of breast
cancer image classification using deep learning, according to co-authorship analyses. This
could indicate that a substantial percentage of authors were new to the field of research.
Author collaboration network analysis revealed that Li Y., Madabhushi A., and Gilmore
H. were among the most productive authors, the most linked authors, and the most cited
authors. This suggests that those authors are pioneers in the field of research. Over the past
eight years, deep-learning-related methods, especially CNN, have showed outstanding
performance in breast cancer image classification. However, data related to medical images
or microscopy images are normally limited due to a small number of patients. A large
amount of data is required for training the model effectively. Therefore, some researchers
used image segmentation techniques to overcome the problem. Data augmentation can
help to increase the number of input images by adding copied images from the original
input. The new images are slightly modified using several data augmentation strategies
such as rotation, flipping, and scaling.

In this study, some challenges related to the CNN method are discussed, and data
insufficiency might be the biggest challenge in medical data for image classification. This
is also supported by Komura and Ishikawa [49]: their work stated that a large amount of
training data is important for image classification tasks. A vast amount of research has
been conducted on CNN methods with several adjustment to reach model efficiency of
image classification specifically on breast cancer histopathology images. As discussed in
the previous section, recently, some studies revealed that generative adversarial networks
(GANs) could be used to generate samples for training datasets, so that issue on data
scarcity can be tackled. The implementation of GANs in future studies as a data synthesis
option should be further explored to elevate the computational time and improve the
performance of the CNN methods.

VOSviewer used country collaboration analysis to divide the 35 countries into nine
research strong-linked clusters, led by the United States, China, India, South Korea, and the
United Kingdom, respectively. They were also at the forefront of a collaborative effort to
classify breast cancer images using deep learning. The United States and China were both
ranked in the top two in author collaboration and country collaboration analyses. China,
on the other hand, has recently adopted a more cooperative attitude. In fact, China is one
of the world’s newest scientific hubs.

This bibliometric study has some limitations to be addressed. First, the data collection
was restricted to Scopus’ core collection, with improvements such as “source type” and
“languages” being used. Other databases such as PubMed or WoS should have been
combined as well. Nonetheless, Scopus is one of the world’s largest and most utilized
databases for scientific publication analysis, particularly in the healthcare area. Second,
since some recently published papers have low citation frequency, there may still be
discrepancies between true research status and our bibliometric analysis results [111]. As a
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conclusion, the role of deep learning in breast cancer image classification will keep evolving.
However, deep learning is not a replacement for pathologists; instead, it will continue to
assist them with tools that are both effective and efficient. This bibliometric analysis could
be used as a springboard for more specific and in-depth research.
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