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Editorial

Numerical Heat Transfer and Fluid Flow: A Review of
Contributions to the Special Issue

Artur S. Bartosik

Department of Production Engineering, Faculty of Management and Computer Modelling, Kielce University of
Technology, Al. Tysiaclecia P.P. 7, 25-314 Kielce, Poland; artur.bartosik@tu.kielce.pl

1. Introduction

The paper contains a summary of successful invited papers addressed to the Special Issue
on ‘Numerical Heat Transfer and Fluid Flow’, which were published in 2021 in the scientific
journal ‘Energies’. Invitations were addressed to specialists from all over the world who deal
with mathematical modeling, simulations, and experiments on heat and/or fluid flow. The
submitted papers regarded the solution of problems of scientific and industrial relevance in a
specific field of heat transfer and fluid transportation, including natural resources, technical
devices, industrial processes, etc. Papers addressed to the Special Issue not only solved
specific engineering problems, but served as a catalyst on future directions and priorities in
numerical heat transfer and fluid flow. Most papers dealt with heat transfer in single-phase
flow of air, in particular technical devices, while part of them regarded liquid and solid–liquid
flows. Reliable predictions require reliable measurements; therefore, the majority of the papers
presented experimental data and validation of mathematical models.

The importance of heat and fluid flow is still growing in all aspects of our lives, starting
from nature and ending with industrial processes. In the era of digital transformation,
which includes converting any process into a quantified format suitable for analysis, there
is an increasing demand for modeling, simulations, and experiments on heat exchange in
fluid flow for a variety of single and multiphase flows, and also boundary conditions [1].
Thanks to computational fluid dynamics and its commercial packages, especially Ansys,
we can design and optimize various industrial processes. The increasing understanding of
heat and mass transfer phenomena has contributed significantly to the development of new
methods and techniques for solving and effectively managing many engineering processes.

Formulating any problem of prediction of heat transfer and/or fluid flow requires
developing a physical model first. The next step is developing a mathematical model
which fulfills the assumptions stated in the physical model and defines boundary and
initial conditions. The mathematical model should be based on general governing equa-
tions, like continuity, Navier-Stokes, and energy equations. The equation set can be solved
analytically—which is complicated and impractical—or numerically. If numerical methods
are considered, we can use approaches like direct numerical simulation (DNS), for instance.
Such a method is time-consuming, expensive, and not practical for many engineering ap-
plications. Other methods like, for instance, modelling of turbulence, which uses random
averaged Navier-Stokes equations (RANS), or large eddy simulation (LES) were proved
for a variety of engineering applications and are less time consuming and less expensive;
however, the set of equations require closure. The problem of closure requires additional
equation or equations, like those proposed by turbulence models. Requirements for turbu-
lence models, formulated by the honorable founder of computational fluid dynamics (CFD),
that is, Dudley Brian Spalding, are the following: universality, economy, extensionality, and
reality [2,3]. The ability to simulate heat transfer and/or fluid flow, which includes velocity,
pressure, and temperature distributions, for engineering purposes, remains one of the main
challenges in CFD.
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Considering the heat exchange between a transported fluid and the surrounding, we
recognize methods and techniques focused on the enhancement of heat transfer, named
passive or active. Passive methods, such as increasing heat transfer area and/or tempera-
ture difference, shaping an insert with dedicated perforation, or mechanically deformed
pipes, have been studied for several years and have become commercial solutions [4–9].
Active methods, such as air injection, bubble or vortex generation, or proper pulsation, can
lead to increased heat transfer coefficient, and, finally, can produce increased heat transfer
process [10–13]. Some of such methods have been demonstrated by contributors to the
Special Issue.

2. Review of Contribution to the Special Issue

The improvement of heat transfer by the use of ribs has been studied for several
decades. It is known that the pitch and shape of the rib, the angle of attack of the rib,
and the coefficient of channel blockage have a significant effect on heat transfer [14]. Joon
Ahn et al. [15] made the LES simulation of the dependence of conjugate heat transfer in a
ribbed channel on the thermal conductivity of the channel wall. The authors noted that for
such a case, RANS underpredicts heat transfer and does not accurately predict local peaks,
while the same predictions using LES give more accurate results. The authors considered
a channel wall with a thickness three times the height of the rib. Starting points for their
mathematical model were continuity, Navier-Stokes, and energy equations in 3D form,
which were transformed to dimensionless governing equations. The authors assumed that
the flow is fully developed with periodic boundary conditions in the stream direction. All
simulations were performed for 10,000 time steps to reach a steady state. The simulations
were positively validated with the available data available in the literature. On the basis of
the simulations, the authors analyzed the conjugate heat transfer characteristics in a ribbed
channel. The authors made simulations in a wide range of conductivity ratios between
the gas turbine blade material and air. Taking into account the results of simulations
of time-averaged temperature and heat transfer distribution, they analyzed whether the
mechanism responsible for promoting heat transfer under pure convection conditions is
valid for a variety of conductivity ratios. The authors concluded that if the conductivity
ratio between the solid wall and the fluid exceeded 100, the heat transfer characteristics
were similar to those under isothermal conditions, and the vortices at the corners of the
ribs strongly influenced the convective heat transfer. For a conductivity ratio below 100,
vortices located in the corners played an important role in heat transfer [15]. The authors
concluded that the ‘thermal resistance of the solid wall of the channel to convective heat
transfer was observed in the turbulent flow regime’ [15].

Heat pipes have been extensively developed for some decades. The main advantages
are no moving parts, high reliability, and fair efficiency. Working fluid transport exists
naturally, does not require energy input, and can transfer heat for significant distances.
Recently, heat pipes heat exchangers have gained popularity in heat recovery applications
such as air conditioning, dehumidifiers in air conditioning systems, technological processes,
etc. [16]. Górecki et al. [17] conducted experimental and numerical studies on heat pipe
heat exchangers with individually finned heat pipes. The authors conducted a study on
modeling, design, and experiments on a heat pipe heat exchanger comprised of individually
finned heat pipes utilized as a recuperator in small air conditioning systems with airflow
between 300 m3/h and 500 m3/h. Using the available algebraic correlations, the authors
developed a thermal heat pipe heat exchanger model. Based on their previous research,
they used R404A refrigerant as a working fluid. The mathematical model consists of a set
of algebraic equations and semi-empirical functions. On the basis of parametric studies,
the authors concluded that 20 rows of finned heat pipes in the staggered arrangement
guarantee stable heat exchanger efficiency equal about 60%. The authors emphasized
that the designed heat pipe heat exchanger made of an individually finned heat pipe
bundle is a competitive choice to the continuous plate-finely alternative. On the basis
of the parametric studies, the authors designed and then constructed the heat exchanger.
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Measurements made on the experimental rig were referred to the predictions made by
the mathematical model, and they noted that the relative difference was about 10%. In
accordance with the authors statement, the method can improve a heat pipe heat exchanger
efficiency significantly. Future research should focus on intensifying heat transfer by using
turbulators in an individually finned tube bundle located between heat pipes [17].

Recent interest in the liquefaction of natural gas, which occupies only 1/600 of its
volume, is due to the fact that it is easier and more economical to transport and store [18–20].
Some researchers stressed that ‘the development of small-scale energy in the coming years
is expected to be associated with the widespread use of liquefied natural gas, which is
recognized as one of the most promising types of energy carriers’ [21]. By taking into
account the real thermophysical properties of the gas, Avramenko et al. [21] analysed the
method for solving steady-state natural convection of van Der Waals gas near a vertical
heated plate. The authors proposed a novel simplified form of equations in analytical form
for real gases, enabling the estimation of the effects of the dimensionless van der Waals
parameters on the normalized heat transfer coefficient and Nusselt number. Using the
integral method for the momentum and energy equations, they obtained an approximate
analytical solution. The authors demonstrated changes in heat transfer intensity, which are
due to effects that are considered by the van der Waals equation of state, but not by the
ideal gas equation [21].

Some research is developing a fluidic oscillator. The fluid oscillator usually has two
feedback channels and does not possess moving parts and can improve aerodynamics,
such as lift forces, mixing processes, and heat transfer, for instance [22]. Kim and Kim [23]
studied numerically a fluid oscillator with a bent outlet nozzle. The authors analyzed the
influence of various mounting conditions, such as the arrangement and installation angles
of the fluidic oscillator in the range from 0◦ to 40◦, on the characteristics of the oscillator
with and without external flow. The authors performed analyses for air which has been
treated as an ideal gas. They considered 3D unsteady RANS equations with a shear stress
transport turbulence model. The authors used an Ansys commercial CFD software. They
concluded that the pitch angle of fluidic oscillators had the most sensitive effect on the flow
control [23].

The construction of tube heat exchangers is complex. Cross-thin metal sheets, tubes,
and fin pitches, with different sizes and numbers of rows, cause the complexity of fluid
flow [24]. Usually, each row operates in a different way, which has an effect on the level of
turbulence. For these reasons, the characteristics of tube heat exchangers are determined
mainly experimentally. Marcinkowski et al. [25] presented a method to determine indi-
vidual correlations for the air side Nusselt numbers on each row of tubes for a four-row
finned heat exchanger with continuous flat fins and round tubes in a staggered tube layout.
The authors’ method was formulated using CFD modelling; however, the description of
the model is limited. The authors concluded that their approach enables the selection of
the optimum number of tube rows for a given heat output of the heat exchanger. The
authors stated that the approach allows the reduction of investment costs of constructing
heat exchangers by decreasing the tube row number. In addition, operating costs can be
reduced as a result of reducing air pressure losses [25].

The increase in efficiency of flow machines dedicated to the transport of gases is
mainly associated with blade impeller and labyrinth seals. This is especially important if
high-power generating machines are considered. Liang et al. [26] proved that a 1% increase
in seal-tooth clearance height causes a significant decrease in multistage axial compressor
performance and efficiency. Some researchers are using CFDs to design seals of higher leak
tightness. Joachimiak [27] proposed a method of aerodynamic sealing to reduce leakage
by matching the seal geometry to the flow. The authors considered a staggered labyrinth
seal for steady flow conditions. The method contains CFD predictions assuming that the
air is an ideal gas. The author used the RANS method for calculations with the k-w SST
turbulence model for 2D axisymmetric geometry. His calculation domain consisted of
354,000 elements. The author considered two approaches, that is, changed and unchanged
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seal height. The author concluded that the newly designed geometry reveals an almost
stable relative reduction in the leakage rate, irrespective of the pressure ratio upstream
and downstream of the seal [27]. His conclusions require validation. However, such
measurements are complex and difficult to perform.

High battery costs, which contribute more than 40% of the total price of electrical
vehicles, and high charging and discharging rates, variable frequency of charging, and
finally battery packing, a proper cooling system and safety, make research in this field
very desirable [28]. Widyantara et al. [29] made an approach to optimize the design of the
lithium-ion battery pack for electric vehicles to meet the optimal operating temperature
using an air-cooling system by modifying the number of cooling fans and the inlet air
temperature. A 3D numerical model of the packing of the 74 V and 2.31 kWh batteries and
CFD simulations based on the lattice Boltzmann method have been applied. Furthermore,
the authors developed a battery thermal management system based on consideration
of temperature distribution and power consumption. The authors concluded that three
cooling fans with 25 ◦C inlet air temperature gave the best performance, with low power
required. The authors’ findings could be helpful in developing a standardized battery
packing module and in designing low-cost battery packing for electric vehicles. The
authors emphasized that in future work, an investigation is recommended on the effect of
employing variable speed for cooling fans and a study on structural strength and water
protection for air conditioning systems [29].

In recent years, we have observed interest in developing new oil-cooled motors with
high power density, low vibration and noise, strong overload capacity, and high efficiency.
Such oil-cooled motors require modern heat exchangers with an enhanced heat transfer
process. The most typical liquid used in oil-cooled motors is oil, which is relatively cheap
and emphasizes long service life. Some researchers are using vortex generators in radiators
to improve overall heat transfer performance [30]. Junjie Zhao et al. [31] performed a
numerical study on the influence of the vortex generator arrangement on the enhancement
of heat transfer in oil-cooled motors. The authors carefully formulated a physical model,
and then developed a mathematical model that constituted continuity, momentum, and
energy equations. The closure problem was solved using the standard k-ε turbulence model.
The set of equations for the 2D case was solved using the commercial software Fluent. They
performed grid-independent tests concluding that the grid number equal to 6,850,000 is
sufficient for simulations. Validation of the mathematical model, which includes frictional
coefficient and Nusselt number, is limited, which is due to the fact that the numerical results
were compared with other numerical predictions available in the literature. To increase the
heat transfer coefficient, the authors studied the influence of an attack angle of the vortex
generator. The authors concluded that for a single pair of rectangular vortex generators,
the attack angle equal to 45◦ gives the best results in enhancing heat transfer [31].

The water hammer phenomenon can lead to pipeline system failures; however, such a
phenomenon depends on the material of the pipeline [32]. Steel pipes are better recognized
in the literature, while viscoelastic pipelines are less. Kubrak et al. [33] made experiments
and predictions on hydraulic transients in a viscoelastic pipeline system with sudden
cross-sectional changes. The authors focused on high-density polyethylene pipelines. The
authors investigated the influence of sudden cross-sectional changes in a high-density
polyethylene pipeline system on pressure oscillations during the water hammer phe-
nomenon. The authors recorded pressure changes downstream of the pipeline system
during a valve-induced water hammer. They formulated a mathematical model which
constitutes the continuity and momentum equations for non-steady and one-dimensional
flow. A set of transient flow equations for a polymeric pipe was numerically solved using
the MacCormack explicit method. The authors concluded that for high mass flow rates, the
jet frequency increases with the bending angle; however, at a bending angle equal to 40◦,
the oscillation of the jet disappears. The authors also observed that the effect of external
flow on the frequency increases with the increase of the bending angle. The predicted
numerical pressure fluctuations showed satisfactory agreement with their measurements
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in terms of both phase and amplitude. The authors noted that more work needs to be done
to study the use of the water hammer in variable property pipeline systems. Future studies
should also focus on simulating the water hammer in serially connected pipes with various
inner diameters and made of different materials [33].

Saving energy is a main goal of engineers. This includes, for instance, fluid transporta-
tion and control of hydraulic systems. Controlling and adjustment of hydraulic elements,
such as valves, pumps, receivers, etc., is one of the possible ways which effect the efficiency
of such systems [34]. In hydrostatic systems, efficiency can be improved in a number of
ways, depending on whether the system features fixed or variable displacement pumps. For
example, in the system with fixed displacement pumps controlled by the throttle method,
the main approach is to limit the operation of the safety valve. Bury et al. [35] performed
simulations and experiments with control signals of various shapes and feedback from the
hydraulic system. The authors analyzed the pressure at the pump inlet and outlet, the flow
rate, and the rotational speed of the hydraulic motor as functions of time. The authors built
a simple mathematical model taking into account the Hagen-Poiseuille equation for laminar
flow and the Bernoulli equation for turbulent flow. The model constitutes a continuity
equation at particular points in the hydraulic circuit and the equilibrium equation of torque
on the shaft of the hydrostatic motor. In accordance with the authors statement, their
method of modelling the opening characteristics of the proportional spool valve allows us
to optimize the start-up process in terms of the execution of the objective function for the
parameters like, for instance, start-up time, reaction time, or energy efficiency of the system.
On the basis of the analyses, the authors concluded that the maximum pressure value at the
inlet port of the hydraulic motor during its start-up can be modified by adjusting the shape
of the proportional spool valve (symmetrical, asymmetrical). This solution also reduces the
noise caused by the transmission during start-up and reduces the load on elements of the
transmission, which extends its operational life [35].

Thermal conductivity is essential when rapid changes in temperature occur in some
parts of mechanical machines. This phenomenon exists in mechanical face seals, especially
during startup [36]. Błasiak [37] performed an analysis of heat transfer for non-contact
mechanical face seals using the variable order derivative approach. The author proposed
a physical and next mathematical model for noncontact mechanical face seals for the
conduction of heat from the liquid film in the gap to the rotor and the stator, followed by
convection to the water surrounding them. The author used a variable-order derivative
time fractional model to describe heat transfer. His equation of heat transfer depends on
time and was solved analytically; however, the characteristic features of the equation were
determined through numerical simulations. The objective of the study was “to compare the
results of the classical equation of heat transfer with the results of the equations involving
the use of the fractional order derivative”. Author concluded that his method allows one
to predict the heat transfer phenomena occurring in non-contacting face seals, especially
during the startup. The author emphasized that his mathematical approach, which is based
on the fractional differential equation, is suitable to develop more detailed mathematical
models for similar phenomena [37].

It is well known that cavitation is a dangerous process that affects pipelines and flow
machines [38]. Urbanowicz et al. [39] conducted research on modeling transient pipe flow
in plastic pipes with a modified discrete bubble cavitation model. In the physical model
of unsteady pipe flow, they assumed the importance of three phenomena: unsteady wall
shear stress, vaporous cavitation, and pipe wall retarded strain. The authors considered
plastic pipelines characterized by the retarded strain (RS) that occurs on the wall of these
pipes. Using the convolution integral of the local derivative of pressure and the creep
function that describes the viscoelastic behavior of the pipe wall material, they calculated
the RS. The authors formulated the equations of a discrete bubble cavity model by using
the continuity equations for the gas and liquid phases separately, and the momentum
equation for two-phase vaporous cavitation. They transformed the set of partial differential
equations into a set of ordinary differential equations. The authors concluded that the
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modified unsteady discrete bubble cavity model allows one to simulate the pressure and
velocity waveforms in which vapor areas appear as a result of the cavitation phenomenon
in plastic pipes. Such a model seems to be suitable for complex networks, such as water
supply, oil hydraulics, heating, etc. The authors noted that the comparison of computed
results with measurements showed that the novel discrete bubble cavity model predicts
pressure and velocity waveforms, including cavitation and retarded strain effects, with
sufficient precision. The authors noticed that the influence of unsteady friction on the
damping of pressure waves was much smaller than the influence of retarded strain [39].

Slurry pipeline transport is widely used in many industrial applications. In a situation
where long distances of transportation are considered, predictions of heat exchange are
usually focused on friction losses, heat transfer coefficient, velocity, and temperature
distributions. Solving such a problem requires a proper physical model which includes
physical properties of solid and carrier liquid phases, solid concentration, regime of flow,
like homogeneous or heterogeneous, laminar or turbulent, rheological model, and boundary
conditions. If the solid phase is very fine, the slurry demonstrates a yield shear stress,
which increases with the increase in solid concentration. In such a case, it is quite common
that the damping of turbulence appears [40]. Bartosik [41] proposed a mathematical model
of heat transfer in turbulent flow of fine-dispersive slurry, including a specially designed
wall damping function. The mathematical model constitutes the continuity, momentum,
and energy equations. The closure problem was solved by taking into account the k-ε
turbulence model and the rheological model. The study was focused on developing a new
correlation of the Nusselt number for turbulent flow of fine dispersive slurry that exhibits
yield shear stress and damping of turbulence. The new correlation of the Nusselt number
includes Reynolds and Prandtl numbers, solid volume concentration, and dimensionless
yield shear stress. The mathematical model was solved numerically and validated for heat
transfer in carrier liquid flow only, as there are no data available for heat exchange in such
slurries. The study demonstrates substantial differences between the slurry and velocity
distributions at the pipe wall. The author concluded that for the same bulk velocity of
the slurry, the Nusselt number decreases with an increase in solid volume concentration,
and the highest rate of decrease in the Nusselt number is for a solid concentration below
10% by volume. The author noticed that more work needs to be done on examining the
new Nusselt number for solid volume concentrations below 10% and greater than 30%, for
different heat fluxes and pipe diameters [41].

3. Conclusions

Analyzing the papers contributed to the Special Issue, ‘Numerical Heat Transfer and
Fluid Flow’, one can say that all papers are applied to specific engineering problems. All
papers are encountered in fluid dynamics in machines, electronic packaging, chemical
processes, and other related areas of mechanical engineering.

The majority of the papers dealt with simulations. For this reason, the papers presented
physical models, which include major assumptions, physical properties of the flowing
medium, boundary, and initial conditions, and also mathematical models. Mathematical
models were formulated using conservation laws, such as the continuity, N-S, and energy
equations. Using the boundary and initial conditions, the authors formulated the set of
equations and solved them numerically, taking into account the convergence criteria and
ensuring a grid-independent solution. Part of the models have been validated in full,
while part have been validated in the limited scale. Some papers presented their own
experimental data.

Through these approaches, the readers can find a variety of physical and mathematical
models and can gain a better understanding of phenomena in the specific engineering
applications of heat transfer and/or fluid flow, including interpretation of computed and
measured results.
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6



Energies 2022, 15, 2922

Conflicts of Interest: The author declares no conflict of interest.

References

1. Patankar, S.V. Numerical Heat Transfer and Fluid Flow; Minkowych, W.J., Sparrow, E.M., Eds.; Taylor and Frances Inc.: Washington,
DC, USA, 1980; p. 2014.

2. Spalding, D.B. Turbulence Models for Heat Transfer; Report No. HTS/78/2; Imperial College of London, Department of Mechanical
Engineering: London, UK, 1978.

3. Spalding, D.B. Turbulence Models—A Lecture Course; Report No. HTS/82/4; Imperial College of London, Department of Mechanical
Engineering: London, UK, 1983.

4. Fathinia, F.; Parsazadeh, M.; Heshmati, A. Turbulent forced convection flow in a channel over periodic grooves using nanofluids.
Int. J. Mech. Mechatron. Eng. 2012, 6, 12–2782. [CrossRef]

5. Faruk, O.C.; Celik, N. Numerical investigation of the effect of flow and heat transfer of a semi-cylindrical obstacle located in a
channel. Int. J. Mech. Aerosp. Ind. Mechatron. Manuf. Eng. 2013, 7, 891–896.

6. Sen, D.; Ghosh, R.A. Computational study of very high turbulent flow and heat transfer characteristics in circular duct with
hemispherical inline baffles. Int. J. Mech. Aerosp. Ind. Mechatron. Manuf. Eng. 2015, 9, 1046–1051.

7. Zong, Y.; Bai, D.; Zhou, M.; Zhao, L. Numerical studies on heat transfer enhancement by hollow-cross disk for cracking coils.
Chem. Eng. Process. Process Intensif. 2019, 135, 82–92. [CrossRef]

8. Nakhchi, M.E.; Esfahani, J.A. Numerical investigation of heat transfer enhancement inside heat exchanger tubes fitted with
perforated hollow cylinders. Int. J. Therm. Sci. 2020, 147, 106153. [CrossRef]

9. Pandey, L.; Singh, S. Numerical Analysis for Heat Transfer Augmentation in a Circular Tube Heat Exchanger Using a Triangular
Perforated Y-Shaped Insert. Fluids 2021, 6, 247. [CrossRef]

10. Bartosik, A. Numerical Modelling of Fully Developed Pulsating Flow with Heat Transfer. Ph.D. Thesis, Kielce University of
Technology, Kielce, Poland, 1989.

11. Hagiwara, Y. Effects of bubbles, droplets or particles on heat transfer in turbulent channel flows. Flow Turbul. Combust. 2011, 86,
343–367. [CrossRef]

12. Bayat, H.; Majidi, M.; Bolhasan, M.; Karbalaie Alilou, A.; Mirabdolah, A.; Lavasani, A. Unsteady flow and heat transfer of
nanofluid from circular tube in cross-flow. Int. Sch. Sci. Res. Innov. 2015, 9, 2078–2083.

13. Hamed, H.; Mohhamed, A.; Khalefa, R.; Habeeb, O. The effect of using compound techniques (passive and active) on the double
pipe heat exchanger performance. Egypt. J. Chem. 2021, 64, 2797–2802. [CrossRef]

14. Yusefi, A.; Nejat, A.; Sabour, H. Ribbed Channel Heat Transfer Enhancement of an Internally Cooled Turbine Vane Using Cooling
Conjugate Heat Transfer Simulation. Therm. Sci. Eng. Prog. 2020, 19, 100641. [CrossRef]

15. Ahn, K.; Song, J.C.; Lee, J.S. Dependence of Conjugate Heat Transfer in Ribbed Channel on Thermal Conductivity of Channel
Wall: An LES Study. Energies 2021, 14, 5698. [CrossRef]

16. Tian, E.; He, Y.L.; Tao, W.Q. Research on a new type waste heat recovery gravity heat pipe exchanger. Appl. Energy 2017, 188,
586–594. [CrossRef]

17. Gorecki, G.; Łecki, M.; Gutkowski, A.N.; Andrzejewski, D.; Warwas, B.; Kowalczyk, M.; Romaniak, A. Experimental and
Numerical Study of Heat Pipe Heat Exchanger with Individually Finned Heat Pipes. Energies 2021, 14, 5317. [CrossRef]

18. Banaszkiewicz, T.; Chorowski, M.; Gizicki, W.; Jedrusyna, A.; Kielar, J.; Malecha, Z.; Piotrowska, A.; Polinski, J.; Rogala, Z.;
Sierpowski, K. Liquefied Natural Gas in Mobile Applications—Opportunities. Energies 2020, 13, 5673. [CrossRef]

19. Osorio-Tejada, J.; Llera-Sastresa, E.; Scarpellini, S. Liquefied natural gas: Could it be a reliable option for road freight transport in
the EU? Renew. Sustain. Energy Rev. 2017, 71, 785–795. [CrossRef]

20. Staffell, I.; Scamman, D.; Abad, A.V.; Balcombe, P.; Dodds, P.E.; Ekins, P.; Shah, N.; Ward, K.R. The role of hydrogen and fuel cells
in the global energy system. Energy Environ. Sci. 2019, 12, 463–491. [CrossRef]

21. Avramenko, A.A.; Shevchuk, I.V.; Kovetskaya, Y.Y.; Dmitrenko, N.P. An Integral Method for Natural Convection of Van Der
Waals Gases over a Vertical Plate. Energies 2021, 14, 4537. [CrossRef]

22. Gregory, J.; Tomac, M.A. Review of fluidic oscillator development and application for flow control. AIAA Pap. 2013, 2013–2474.
[CrossRef]

23. Kim, N.H.; Kim, K.Y. Effects of Bent Outlet on Characteristics of a Fluidic Oscillator with and without External Flow. Energies
2021, 14, 4342. [CrossRef]

24. Thulukkanam, K. Heat Exchanger Design Handbook, 2nd ed.; CRC Press: Boca Raton, FL, USA, 2013.
25. Marcinkowski, M.; Taler, D.; Taler, J.; Weglarz, K. Thermal Calculations of Four-Row Plate-Fin and Tube Heat Exchanger Taking

into Account Different Air-Side Correlations on Individual Rows of Tubes for Low Reynold Numbers. Energies 2021, 14, 6978.
[CrossRef]

26. Liang, D.; Jin, D.; Gui, X. Investigation of seal cavity leakage flow effect on multistage axial compressor aerodynamic performance
with a circumferentially averaged method. Appl. Sci. 2021, 11, 3937. [CrossRef]

27. Joachimiak, D. Novel Method of the Seal Aerodynamic Design to Reduce Leakage by Matching the Seal Geometry to Flow
Conditions. Energies 2021, 14, 7880. [CrossRef]

28. Huda, M.; Koji, T.; Aziz, M. Techno Economic Analysis of Vehicle to Grid (V2G) Integration as Distributed Energy Resources in
Indonesia Power System. Energies 2020, 13, 1162. [CrossRef]

7



Energies 2022, 15, 2922

29. Widyantara, R.D.; Naufal, M.A.; Sambegoro, P.L.; Nurprasetio, I.P.; Triawan, F.; Djamari, D.W.; Nandiyanto, A.B.D.; Budiman,
B.A.; Aziz, M. Low-Cost Air-Cooling System Optimization on Battery Pack of Electric Vehicle. Energies 2021, 14, 7954. [CrossRef]

30. He, Y.L.; Zhang, Y.W. Advances and Outlooks of Heat Transfer Enhancement by Longitudinal Vortex Generators. Adv. Heat Transf.
2012, 44, 119–185. [CrossRef]

31. Zhao, J.; Zhang, B.; Fu, X.; Yan, S. Numerical Study on the Influence of Vortex Generator Arrangement on Heat Transfer
Enhancement of Oil-Cooled Motor. Energies 2021, 14, 6870. [CrossRef]

32. Soares, A.K.; Covas, D.I.; Reis, L.F. Analysis of PVC Pipe-Wall Viscoelasticity during Water Hammer. J. Hydraul. Eng. 2008, 134,
1389–1394. [CrossRef]

33. Kubrak, M.; Malesinska, A.; Kodura, A.; Urbanowicz, K.; Stosiak, M. Hydraulic Transients in Viscoelastic Pipeline System with
Sudden Cross-Section Changes. Energies 2021, 14, 4071. [CrossRef]

34. Xiong, S.; Wilfong, G.; Lumkes, J.J. Components Sizing and Performance Analysis of Hydro-Mechanical Power Split Transmission
Applied to a Wheel Loader. Energies 2019, 12, 1613. [CrossRef]

35. Bury, P.; Stosiak, M.; Urbanowicz, K.; Kodura, A.; Kubrak, M.; Malesinska, A. A Case Study of Open- and Closed-Loop Control of
Hydrostatic Transmission with Proportional Valve Start-Up Process. Energies 2021, 14, 1860. [CrossRef]

36. Warbhe, S.D.; Tripathi, J.J.; Deshmukh, K.C.; Verma, J. Fractional Heat Conduction in a Thin Circular Plate with Constant
Temperature Distribution and Associated Thermal Stresses. J. Heat Transf. 2017, 139, 44502. [CrossRef]

37. Blasiak, S. Heat Transfer Analysis for Non-Contacting Mechanical Face Seals Using the Variable-Order Derivative Approach.
Energies 2021, 14, 5512. [CrossRef]

38. Wylie, E.B.; Streeter, V.L.; Suo, L. Fluid Transients in Systems; Prentice Hall: Englewood Cliffs, NJ, USA, 1993.
39. Urbanowicz, K.; Bergant, A.; Kodura, A.; Kubrak, M.; Malesinska, A.; Bury, P.; Stosiak, M. Modeling Transient Pipe Flow in

Plastic Pipes with Modified Discrete Bubble Cavitation Model. Energies 2021, 14, 6756. [CrossRef]
40. Wilson, K.; Thomas, A. A new analysis of the turbulent flow of non-Newtonian fluids. Can. J. Chem. Eng. 1985, 63, 539–546.

[CrossRef]
41. Bartosik, A. Numerical Modelling of Heat Transfer in Fine Dispersive Slurry Flow. Energies 2021, 14, 4909. [CrossRef]

8



energies

Article

Hydraulic Transients in Viscoelastic Pipeline System with
Sudden Cross-Section Changes
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Kodura, A.; Urbanowicz, K.; Stosiak,

M. Hydraulic Transients in

Viscoelastic Pipeline System with

Sudden Cross-Section Changes.

Energies 2021, 14, 4071. https://

doi.org/10.3390/en14144071

Academic Editor: Mehdi Esmaeilpour

Received: 2 June 2021

Accepted: 2 July 2021

Published: 6 July 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Faculty of Building Services, Hydro and Environmental Engineering, Warsaw University of Technology,
00-653 Warsaw, Poland; michal.kubrak@pw.edu.pl (M.K.); agnieszka.malesinska@pw.edu.pl (A.M.)

2 Department of Mechanical Engineering and Mechatronics, West Pomeranian University of Technology,
70-310 Szczecin, Poland; kamil.urbanowicz@zut.edu.pl

3 Department of Hydraulic Machines and Systems, Wroclaw University of Technology, 50-371 Wrocław, Poland;
michal.stosiak@pwr.edu.pl

* Correspondence: apoloniusz.kodura@pw.edu.pl

Abstract: It is well known that the water hammer phenomenon can lead to pipeline system failures.
For this reason, there is an increased need for simulation of hydraulic transients. High-density
polyethylene (HDPE) pipes are commonly used in various pressurised pipeline systems. Most studies
have only focused on water hammer events in a single pipe. However, typical fluid distribution
networks are composed of serially connected pipes with various inner diameters. The present paper
aims to investigate the influence of sudden cross-section changes in an HDPE pipeline system on
pressure oscillations during the water hammer phenomenon. Numerical and experimental studies
have been conducted. In order to include the viscoelastic behaviour of the HDPE pipe wall, the
generalised Kelvin–Voigt model was introduced into the continuity equation. Transient equations
were numerically solved using the explicit MacCormack method. A numerical model that involves
assigning two values of flow velocity to the connection node was used. The aim of the conducted
experiments was to record pressure changes downstream of the pipeline system during valve-induced
water hammer. In order to validate the numerical model, the simulation results were compared with
experimental data. A satisfactory compliance between the results of the numerical calculations and
laboratory data was obtained.

Keywords: hydraulic transients; water hammer; viscoelasticity; cross-section change

1. Introduction

High-density polyethylene (HDPE) pipes are widely used in various pressurised
pipeline systems. This is due to the excellent mechanical and chemical properties of
polymers. Almost without exception, polymeric materials are known to exhibit time-
dependent viscoelastic mechanical behaviour [1]. This property is particularly visible
in the case of hydraulic transients, as it induces major dissipation and dispersion of
the pressure waves [2]. In many practical applications, accurate computational models
predicting pressure oscillations in pipeline systems are required [3]. For this reason,
several studies investigating pipe wall behaviour during the water hammer phenomenon
have been conducted. Most of the papers on this topic refer to single-pipe systems [4–9].
However, typical fluid distribution networks are composed of serially connected pipes
with various inner diameters. Transients in viscoelastic pipes with sudden contractions
and expansions have seldom been addressed in the literature. To the authors’ knowledge,
only [10] investigated the influence of cross-section changes on pressure waves, and [11]
studied transients in a series of two polymeric pipes. Recently, in order to numerically
simulate water hammer in steel pipe series, an improved junction boundary condition was
established [12]. It involves assigning two sets of values, which describe flow parameters, to
the connection node, thus causing it to act as two separate nodes. The present paper aims to
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confirm this method for HDPE pipes. As part of the study, laboratory tests were conducted,
designed to record pressure changes at the downstream end of a serially connected HDPE
pipeline system. To numerically solve the transient flow equations, the MacCormack
explicit scheme was used. The results of the numerical calculations were compared with
the experimental data.

This article is organised as follows. After this introduction, the second section gives a
brief overview of the theoretical aspects of the viscoelastic behaviour of the pipe structure.
In the third section, a one-dimensional numerical model of the water hammer phenomenon
in serially connected viscoelastic pipes is presented. The next section looks at the exper-
imental study. Analysis of the experimental data and numerical model validation are
presented in the fifth section, and some conclusions are drawn in the final section.

2. Transient Flow Equations in Viscoelastic Pipelines

The standard system describing the one-dimensional transient flow of a compress-
ible liquid in an elastic pipe consists of the continuity Equation (1) and momentum
Equation (2) [13,14]:

∂h
∂t

+ v
∂h
∂x

+
c2

g
∂v
∂x

= 0 (1)

∂v
∂t

+ v
∂v
∂x

+ g
∂h
∂x

+
f

2D
v|v| = 0 (2)

where f is the friction factor, c is the pressure wave velocity, h is the piezometric head, v is
the average flow velocity, g is the gravity acceleration, x is the space coordinate, t is time
and D is the internal pipe diameter.

The system of Equations (1) and (2) may be applied for steel pipelines. However, this
mathematical description is no longer suitable when transient flow in polymeric pipes
is considered. Polymers exhibit both viscous and elastic characteristics. In practice, to
include the viscoelastic behaviour of the pipe wall during transient flow, the approach of
“mechanical analogues” is usually used. In this approach, the one-dimensional mechanical
response of an elastic solid is represented by the mechanical analogue of a spring, and the
linear viscous response is represented by a viscous dashpot [15] (Figure 1).

Figure 1. Generalised Kelvin–Voigt model.

Figure 1 shows the so-called generalised Kelvin–Voigt model, which consists of N
elements. The total strain can be described as a sum of instantaneous (elastic) strain and
retarded strain [4,5]:

ε = ε0 + εr (3)

where ε0 is the instantaneous (elastic) strain and εr is the retarded strain. The total retarded
strain results from the behaviour of each of the N elements:

εr =
N

∑
k=1

εk (4)

The total strain generated by the constant stress is as follows:

ε(t) =
σ

E0
+

N

∑
k=1

σ

Ek

[
1 − e

t
τk

]
(5)
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where σ is the constant applied stress, E0 is the elastic bulk modulus of the spring, Ek is the
elastic bulk modulus of the k-th Kelvin–Voigt element, τk is the retardation time of the k-th
Kelvin–Voigt element defined by τk = μk/Ek and ƒ⊂k is the viscosity of the k-th dashpot.

The creep compliance function corresponding to the generalised Kelvin–Voigt model
is equal to the following:

J(t) = J0 +
N

∑
k=1

Jk

[
1 − e

−t
τk

]
(6)

where J0 is the instantaneous creep compliance of the first spring, defined by J0 = 1/E0, and
Jk is the creep compliance of the k-th Kelvin–Voigt element, defined by Jk = 1/Ek.

According to the Boltzmann superposition principle, the total strain is as follows:

ε(t) = J0 σ(t) +
t∫

o

σ(t − ξ)
∂J(ξ)

∂ξ
dξ (7)

where ξ is a dummy parameter required for integration.
The hoop stress is related to pipe wall thickness and internal diameter:

σ =
dp D α

2s
=

(p − p0) D α

2s
(8)

where α is a dimensionless parameter (dependent on pipe diameter and constraints), s is
the pipe wall thickness, p is the current pressure and p0 is the steady-state pressure.

After calculating the creep function time derivative in Equation (7) and including
Equation (8) in it, one obtains the following:

ε(t) =
[p(t)− p0]D(t) α

2s E0
+

N

∑
k=1

Jk
τk

t∫
o

[p(t − ξ)− p0]D(t − ξ) α

2s
e−

ξ
τk dξ (9)

This strain influences the cross-sectional area of the pipe, and therefore, it must be
included in the continuity equation. In order to take into account the viscoelastic properties
of the polymer pipe, the continuity Equation (1) has to be derived from the Reynolds
transport theorem [16]. The final form of the continuity equation is as follows:

∂h
∂t

+ v
∂h
∂x

+
c2

g
∂v
∂x

+
2c2

g
∂εr

∂t
= 0 (10)

Equations (2) and (10) constitute the mathematical description of transient flow in
a polymeric pipe. A separate problem is how friction is represented in the momentum
Equation (2). The way of representing friction in Equation (2) has a significant impact on
the results of the numerical calculations of the water hammer equations [17]. The most
common approach is to include one of the many unsteady friction models in the continuity
equation [18,19]. However, the problem of unsteady friction falls outside the scope of
this investigation, as energy dissipation was taken into account by applying a viscoelastic
model, and the friction factor was calculated using the Darcy–Weisbach equation:

h = fs
v|v|
2D

(11)

where fs is the Darcy friction factor.

3. Numerical Solution of Transient Flow Equations

In order to numerically solve the set of Equations (2) and (10), the MacCormack
predictor–corrector finite difference explicit scheme was used [20,21]. This method is
widely used in computational fluid dynamics [22], but it was only recently adapted to
simulate water hammer in elastic pipes by [23] and also successfully used in [24]. In this
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model, the time step is no longer subjected to the spatial step, and thus, it is more convenient
for meshing variable property series pipes than the classic method of characteristics is.
The numerical grid was divided into sections that represent individual pipes with given
properties. This allows for assigning different values of input data corresponding to each
pipe (i.e., inner diameter, creep compliance, retardation time, number of Kelvin–Voigt
elements). The pressure wave travels in the pipeline through the junction node connecting
individual pipes. To illustrate the discretisation scheme and solving process, a numerical
mesh is shown in Figure 2.

Figure 2. Numerical grid for the MacCormack explicit scheme.

Furthermore, subscripts denoting different types of numerical nodes are as in Figure 2.

- Inlet boundary condition

For a pipe connected to a constant head reservoir, the boundary condition for the first
node is as follows:

ht+Δt
1 = h0 (12)

vt+Δt
1 = − c2vt+Δt

2(
ht+Δt

2 − ht+Δt
1

)
g − c2

(13)

where Δt is the time step and h0 is the initial head.

- Outlet boundary condition

For a closed valve, the outlet condition is defined as follows:

vt+Δt
s = 0 (14)

Using the backward difference, the outlet boundary condition can be calculated:

ht+Δt
s = ht

s + Δt

(
c2

g
vt+Δt

s−1
Δx

)
(15)

- Internal nodes

The derivation of the similar numerical discrete format for the internal nodes of
the elastic pipeline system is in [12]. Here, Equations (1) and (10) are presented in basic
time-marching format only:

(
∂h
∂t

)t

n
= −vn

ht
n+1 − ht

n

Δx
− c2

g
vt

n+1 − vt
n

Δx
− 2c2

g
∂εt−Δt

r
∂t

(16)
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(
∂v
∂t

)t

n
= −g

ht
n+1 − ht

n

Δx
− vt

n
vt

n+1 − vt
n

Δx
− f vt

n
∣∣vt

n
∣∣

2g
(17)

The retarded strain in Equation (10) is calculated as a sum of each Kelvin–Voigt element:

∂εt−Δt
r
∂t

=
N

∑
k=1

∂εt−Δt
rk
∂t

=
N

∑
k=1

[
αD
2s

Jk
τk

ρg
(

ht−Δt − h0

)
− εt−Δt

rk
τk

]
(18)

Discrete approximation of each retarded strain is equal to the following:

εt−Δt
rk = JkFt−Δt − Jke−

Δt
τk Ft−2Δt − Jkτk

(
1 − e−

Δt
τk

)
Ft−Δt − Ft−2Δt

Δt
+ e−

Δt
τk εt−2Δt

rk (19)

with the function F at time t-Δt described as follows:

Ft−Δt =
αD
2s

Jk
τk

ρg
(

ht−Δt − h0

)
(20)

It should be noted that in this numerical model, the constant value of the pressure
wave velocity describes the velocity of the transient wave travelling through the entire
pipeline system.

- Connection node

In order to take into account any sudden change in the pipeline cross-section, the
earlier established connection node condition was used. It involves assigning two sets of
values describing the flow parameters to the connection node, which causes it to act as two
separate nodes (Figure 2). The detailed derivation of the junction boundary condition is
described in [12]. Here, only the final equations are given for brevity. The relation between
the flow velocity on the left-hand side of the connection node and the value of the flow
velocity on the right-hand side of the connection node is given by:[

−
(

DL
DR

)2 1
ΔxL

−
(

DL
DR

)4 1
ΔxR

]
v3

i,L +

[(
DL
DR

)2 vi−1
ΔxL

+
(

DL
DR

)2 vi+1
ΔxR

]
v2

i,L

+

⎡
⎣( DL

DR

)2
g hi−1

ΔxL
+ g hi+1

ΔxR
−

(
DL
DR

)2
g 1

ΔxL

[
− hi−1

ΔxL
+ c2

g
1

ΔxL
−
(

DL
DR

)2 hi+1
ΔxR

+ c2
g

(
DL
DR

)2 1
ΔxR

]
[
− 1

ΔxL
−
(

DL
DR

)2 1
ΔxR

] +

−g

[
− hi−1

ΔxL
+ c2

g
1

ΔxL
−
(

DL
DR

)2 hi+1
ΔxR

+ c2
g

(
DL
DR

)2 1
ΔxR

]
[
− 1

ΔxL
−
(

DL
DR

)2 1
ΔxR

]
ΔxR

⎤
⎦vi,L

+
(

DL
DR

)2
g 1

ΔxL

[
c2
g

vi−1
ΔxL

+ c2
g

vi+1
ΔxR

− 1
ΔxL

−
(

DL
DR

)2 1
ΔxR

]
+ g 1

ΔxR

[
c2
g

vi−1
ΔxL

+ c2
g

vi+1
ΔxR

− 1
ΔxL

−
(

DL
DR

)2 1
ΔxR

]
= 0

(21)

where vi,L is the velocity on the left-hand side of the connection node, vi,R is the velocity
on the right-hand side of the connection node, DL is the inner diameter of the pipe on
the left-hand side of the connection node and DR is the inner diameter of the pipe on the
right-hand side of the connection node.

Equation (21) is a cubic function, so it has three roots, only one of which satisfies the
physical conditions. After computing the value of the flow velocity on the left-hand side
of the connection node vi,L, the value of the flow velocity on the right-hand side of the
connection node vi,R was calculated with the following:

vi,R =

(
DL
DR

)2
vi,L (22)
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4. Experimental Study

The goal of the conducted experiments was to obtain the pressure changes during the
rapid water hammer phenomenon at the downstream end of a viscoelastic pipeline system
with sudden contractions and expansions. Experimental data were later used to validate
the numerical model. Four types of experiments were conducted (Figure 3).

Figure 3. Experimental setup.

The main elements of the experimental setup were serially connected HDPE pipes
of the same length with various inner diameters (labelled 1 in Figure 3) attached to an
upstream pressure tank (labelled 2 in Figure 3) equipped with a pressure gauge (labelled
3 in Figure 3). The tested pipes were rigidly fixed to the floor. In all experiments, the
absolutely sharp inlet and outlet as well as the abrupt diameter changes were considered.
The water hammer positive pressure surge was induced by manual, rapid and full closure
of the ball valve at the downstream end of the pipeline system (labelled 4 in Figure 3). The
valve closing time was measured with an electronic gauge. In all tests, the pressure wave
period was longer than the closure time, which did not exceed 0.015 s. The water pressure
was measured by a high-frequency relative pressure sensor (labelled 5 in Figure 3) with a
range of −0.1~1.2 MPa and a measurement uncertainty of 0.5%. Pressure samples with a
frequency of 1000 Hz were converted through an analogue-to-digital card connected to
a laptop.

The pipeline systems denoted as “Type A” and “Type B” consisted of two serially
connected pipes, whereas the systems denoted as “Type C” and Type D” consisted of
three serially connected pipes. The internal diameters of the individual pipes are denoted
with “L” (as in “left”), “M” (middle) or “R” (right) subscripts. For the purpose of this
investigation, 6 experiments were conducted (2 tests each for Type A and Type B exper-
iments and 1 test each for Type C and Type D experiments). The main characteristics of
the experimental installation and registered steady flow parameters before initiation of the
water hammer phenomenon are reported in Table 1.

Due to the influence of temperature on the creep parameters, the measurements
were carried out with care to maintain a constant water and ambient temperature. The
measured pressures are presented in the next section of the paper along with the results of
the numerical calculations.
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Table 1. Parameters of the pipes used in experiments.

Type of
Experiment

No. of
Experiment

DL
(mm)

sL
(mm)

DM
(mm)

sM
(mm)

DR
(mm)

sR
(mm)

L
(m)

Q
(m3/h)

v0
(m/s)

A 1 35.2 2.4 - - 44.0 3.0 21.0 5.471 1.00
A 2 32.6 3.7 - - 40.8 4.6 24.0 3.622 0.77
B 3 44.0 3.0 - - 35.2 2.4 21.0 5.322 1.52
B 4 40.8 4.6 - - 32.6 3.7 24.0 3.424 1.14
C 5 26.0 3.0 32.6 3.7 40.8 4.6 12.0 4.234 0.90
D 6 40.8 4.6 32.6 3.7 26.0 3.0 12.0 2.101 1.10

where L is the length of the individual pipe, Q is the initial steady-state volumetric flow rate and v0 is the initial
flow velocity.

5. Model Validation and Analysis of Experimental Data

Numerical calculations were performed to simulate all the conducted experiments.
Calibration of the numerical model was performed by adjusting the viscoelastic parameters
in order to obtain the result of calculations that match the observed pressure changes. The
retardation time is a quantity that characterises one of the viscoelastic properties of the
polymers. It is the duration of the retardation phenomenon that describes the moment
when the stress becomes zero. Based on the constitutive linear viscoelasticity equations,
it is possible to separate the creep compliance into an elastic part independent of time J0
and a time-dependent creep function J(t). Due to the fact that the numerical model takes
into account a single value of pressure wave velocity for the entire pipeline system, it also
includes the value of the elastic part of compliance. As mentioned earlier, only steady
friction was taken into account in the momentum Equation (2). Thus, matching of the
observed and calculated pressure changes was obtained by calibrating the parameters
of the creep function, i.e., J and τ and the number of elements N in the Kelvin–Voigt
viscoelastic model. The values of the viscoelastic parameters were chosen by trial and
error to minimise the mean squared error between the calculated and observed pressure
samples. In order to simplify the model calibration, if the pipeline system consisted of
three pipes (experiments no. 5 and 6), the same values of viscoelastic parameters for each
pipe were assumed. Moreover, if more than one Kelvin–Voight element was used in the
calculations, identical viscoelastic parameters for each element were used. This simple
approach, as presented later, made it possible to obtain satisfactory compliance between
the calculation results and experimental data. More advanced methods of calibrating the
viscoelastic parameters are presented in [25–27].

In all the conducted numerical simulations, the time step and spatial step were selected
to ensure a Courant number as close as possible to 1. The parameters of the pipeline system
and initial conditions listed in Table 1 were used as an input. The values of the viscoelastic
parameters determined for all cases are presented in Table 2.

Table 2. Viscoelastic and transient flow parameters used as an input for the numerical model.

Type of
Experiment

No. of
Experiment

JL
(Pa−10)

τL
(s)

NL
(-)

JM
(Pa−10) τM (s)

NM
(-)

JR
(Pa−10)

τR
(s)

NR
(-)

c
(m/s)

A 1 1.85 0.040 1 - - - 1.85 0.040 1 336
A 2 1.20 0.030 2 - - - 0.90 0.060 1 420
B 3 1.15 0.030 2 - - - 1.35 0.030 1 349
B 4 0.40 0.065 2 - - - 1.30 0.030 1 410
C 5 1.00 0.025 2 1.00 0.025 2 1.00 0.025 2 420
D 6 0.75 0.024 2 0.75 0.024 2 0.75 0.024 2 397

It should be noted that the parameters related to Kelvin–Voigt elements, such as the
retardation time and creep compliance, are purely mathematical. Dashpots and springs
are conceptual elements with no strict attitude to the physical side of the water hammer
phenomenon [17].

Furthermore, the creep and retardation of an HDPE pipe depend not only on the
pipe stress history (specifically the frequency and amplitude of the load), but also on the
axial and radial limitations of the pipeline system. Thus, the values of the viscoelastic
parameters (Table 2) are influenced not only by a single water hammer experimental test,

15



Energies 2021, 14, 4071

but also by the entire cycle of performed measurements. The calculated and observed
pressure oscillations for all experiments are presented in Figures 4–9.

Figure 4. Calculated and observed pressure oscillations during experiment no. 1.

Figure 5. Calculated and observed pressure oscillations during experiment no. 2.

Figure 6. Calculated and observed pressure oscillations during experiment no. 3.
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Figure 7. Calculated and observed pressure oscillations during experiment no. 4.

Figure 8. Calculated and observed pressure oscillations during experiment no. 5.

Figure 9. Calculated and observed pressure oscillations during experiment no. 6.

Figures 4–9 show that the pressure wave is strongly damped and time-dispersed.
A particularly smooth h(t) function was recorded during experiments no. 1 and no. 3
(Figures 4 and 6, respectively). For these tests, measurements were conducted using a
pipe with a wall thickness of 2.4 mm (with an inner diameter of 35.2 mm) and a pipe
with a wall thickness of 3.0 mm (with an inner diameter of 44 mm). For both of these
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tests (experiments no. 1 and no. 3), the ratio of the inside diameter to the wall thickness
of the pipes was equal to D/s = 15. For other experiments (Table 1), the wall thick-
ness to internal diameter ratio was constant and equalled D/s = 9. It is apparent from
Figures 4 and 6 that during the water hammer experiments in the pipeline system with
thinner pipe walls, a stronger damping of the pressure wave can be observed. Additionally,
it can be noticed that the values of the pressure wave velocity for pipes with thinner walls
are lower compared to those for the rest of the experiments (Table 2). These lower values
of the pressure wave velocity confirm a faster attenuation of disturbances in viscoelastic
pipes with thinner walls.

In the hydraulic transient data (Figures 4–9), additional disturbances typical of series-
connected pipes are visible for the first pressure increase. The use of the MacCormack
time-marching scheme along with the presented connection node equations satisfactorily
reflects the pressure disturbances recorded during the measurements (zoom window in
Figures 4 and 5). It can be noted that the connection sequence of the pipes with various
inner diameters has an influence on the pressure disturbance during the first pressure
increase. In the case of the combination of tank–smaller-diameter-pipe–larger-diameter-
pipe–outlet-valve (Figures 4 and 5), the first pressure disturbance is not the maximum
increase. This effect can also be observed for the water hammer test with three pipes in
series (experiment no. 5). In the reverse configuration, the first recorded disturbance is also
the maximum pressure increase (Figures 6, 7 and 9).

6. Conclusions

In the presented paper, the MacCormack explicit method was used to numerically
solve transient flow equations in polymeric pipes. In order to take into account a sudden
change in the pipeline diameter, the connection section boundary was used, which satisfies
the head condition but takes into account two different values of the flow velocity on the
left-hand side and the right-hand side of the connection node.

Including a term of retarded deformation in the continuity equation made it possible to
take into account the viscoelastic behaviour of the pipe walls. The generalised one- and two-
element Kelvin–Voigt model was used for numerical simulations. Despite including only
a steady friction factor in the momentum equation, the calculated pressure fluctuations
showed a satisfactory agreement with the laboratory data in terms of both phase and
amplitude.

The use of the connection boundary condition made it possible to reproduce the
pressure disturbances in the initial pressure increase related to the change in the diameter
of the series-connected pipes.

Furthermore, a constant value of pressure wave velocity for the entire pipeline system
was assumed. Further work needs to be performed to study water hammer in variable-
property pipeline systems. Future studies will concentrate on simulating water hammer
in serially connected pipes with various inner diameters and made of different materials.
More broadly, research is also needed to address local losses during hydraulic transients
due to diameter changes in pipeline systems.
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Nomenclature

c pressure wave velocity (m/s)
D pipe internal diameter (m)
E0 elastic bulk modulus of the spring (Pa)
Ek elastic bulk modulus of the k-th Kelvin–Voigt element (Pa)
f friction factor (-)
fs Darcy-Weisbach friction factor (-)
g gravity acceleration (m/s2)
h piezometric head (m)
J0 instantaneous creep compliance (Pa−1)
Jk creep compliance of the k-th Kelvin–Voigt element (Pa−1)
L length of the individual pipe (m)
N total number of Kelvin–Voigt elements (-)
Q initial steady-state volumetric flow rate (m3/s)
p pressure (Pa)
s pipe wall thickness (m)
t time (s)
v average flow velocity (m/s)
v0 initial average flow velocity (m/s)
vi,L velocity on the left-hand side of the connection node (m/s)
vi,R velocity on the right-hand side of the connection node (m/s)
x space coordinate (m)
Δt time step (s)
Δx spatial step (m)
ƒ⊗0 instantaneous (elastic) strain (-)
εr retarded strain (-)
ƒ⊂k viscosity of the k-th dashpot (kg/sm)
σ stress (Pa)
τk retardation time of the k-th Kelvin–Voigt element (s)
Acronyms
HDPE high-density polyethylene
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Abstract: A fluidic oscillator with a bent outlet nozzle was investigated to find the effects of the
bending angle on the characteristics of the oscillator with and without external flow. Unsteady aero-
dynamic analyses were performed on the internal flow of the oscillator with two feedback channels
and the interaction between oscillator jets and external flow on a NACA0015 airfoil. The analyses
were performed using three-dimensional unsteady Reynolds-averaged Navier-Stokes equations with
a shear stress transport turbulence model. The bending angle was tested in a range of 0–40◦. The
results suggest that the jet frequency increases with the bending angle for high mass flow rates, but at
a bending angle of 40◦, the oscillation of the jet disappears. The pressure drop through the oscillator
increases with the bending angle for positive bending angles. The external flow generally suppresses
the jet oscillation, and the effect of external flow on the frequency increases as the bending angle
increases. The effect of external flow on the peak velocity ratio at the exit is dominant in the cases
where the jet oscillation disappears.

Keywords: fluidic oscillator; bending angle; frequency; pressure drop; peak velocity ratio; aerodynamic
analyses; unsteady Reynolds-averaged Navier-Stokes equations

1. Introduction

A fluidic oscillator has no moving parts and has the feature of creating a vibrating
jet when a certain pressure is applied to the inlet. This characteristic is due to the specific
geometry of the fluidic oscillator. The flow introduced into a fluidic oscillator flows along
one wall of the mixing chamber due to the Coanda effect, forming a main stream. Part of
this main stream goes to the outlet, and the other part flows into the feedback channels and
returns to the inlet, changing the direction of the main stream to create a vibrating jet. A
fluidic oscillator may or may not have one or two feedback channels, but in most cases, it
has two feedback channels [1,2]. The jet frequency is determined according to the pressure
applied to the oscillator inlet [3].

Fluidic oscillators have been applied and studied in various fields due to their advan-
tages, such as robustness and simplicity. Raman [4] evaluated the effectiveness for cavity
tone suppression when using a fluidic oscillator in fluid machinery through experiments.
The fluidic oscillator was also effective in aeroacoustic control. The effect of a fluidic oscil-
lator on turbine cooling is also recognized and actively studied. Hossain et al. [5] proved
fluidic oscillators to be effective for film cooling. Wu et al. [6] evaluated the heat transfer
using fluidic oscillators with large eddy simulation (LES) and unsteady Reynolds-averaged
Navier-Stokes (URANS) analysis. They showed that the oscillating jets improved heat
removal. In addition, various studies have been conducted to apply fluidic oscillators to
wind turbines, flowmeters, commercial airplanes, etc. [7–10].

Recently, many studies have been conducted on the flow separation that occurs on
airfoil [11–13]. In particular, it has been found to be effective to install an array of fluidic
oscillators for controlling the flow separation on the wing of an aircraft or blade of a fluid
machine [14,15]. Koklu and Owens [16] experimentally compared various flow control
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methods for flow on a ramp and confirmed that the fluidic oscillators were most effective in
reducing the flow separation. Jones et al. [17] studied the flow separation control on a high-
lift wing. Under the same conditions, fluidic oscillators showed similar lift performance
with only 54% less mass flow rate compared with steady jet actuators. Melton et al. [18]
evaluated the aerodynamic performance of a NACA0015 airfoil equipped with a simple-
hinged flap and fluidic oscillators for flap angles in a range of 20◦ to 60◦. Seele et al. [19]
applied fluidic oscillators to the trailing edge of a vertical stabilizer of a commercial aircraft,
improving its efficiency by about 50%.

In order to maximize the aerodynamic performance of airfoils using fluidic oscillators,
many studies have been conducted on the effect of the mounting conditions of the oscilla-
tors on the performance. Koklu [20] experimentally examined two installation positions
upstream of the flow separation point in an adverse-pressure-gradient ramp model. Fluidic
oscillators installed closer to the separation point exhibited higher pressure recovery. Kim
and Kim [21] experimentally studied various mounting conditions (arrangement, installa-
tion angles, etc.) of fluidic oscillators on a hump surface and showed that the mounting
pitch angle of fluidic oscillators had the most sensitive effect on the flow control. Further,
through a numerical analysis, Kim and Kim [22] showed that when fluidic oscillators were
installed downstream of the separation point on an airfoil, their effect of increasing lift was
excellent. The mounting position with the greatest lift depended on the angle of attack.
Drag was reduced the most when the oscillators were mounted close to the leading edge
for all angles of attack.

There has also been much research on the influence of the internal shape of fluidic
oscillators on the flow control performance. Melton and Koklu [23] evaluated two fluidic
oscillators with different exit-orifice sizes (1 mm × 2 mm and 2 mm × 4 mm). The
larger oscillator size required larger mass flow rate but less power. Additionally, the
separation control performance was better in the case of the larger model. Melton et al. [24]
proposed a novel shape of fluidic oscillators by evaluating the performance of three types
of fluidic oscillators with the same orifice size. Ostermann et al. [25] measured the pressure
required to inject the same mass flow rate when the edges of fluidic oscillators were straight
and curved. When the edges were curved, the same mass flow was provided with 20%
lower pressure.

In addition to experiments on fluidic oscillators, numerical studies were also widely
performed. Jeong and Kim [26] evaluated the peak outlet velocity ratio and pressure drop
of a fluidic oscillator using URANS analysis in an investigation of the effect of the distance
between the inlet nozzle and splitter on the performance. They also performed a multi-
objective optimization of the oscillator. Pandey and Kim [27,28] conducted a numerical
analysis of the flow in a fluidic oscillator using LES and URANS. They suggested that
URANS analysis using an SST model more accurately predicted the internal flow of the
fluidic oscillator than LES using the WALE model. Further, based on their analysis results,
it was reported that the chamber width of the fluidic oscillator had a great influence on the
flow velocity in the feedback channels.

Kim and Kim [29] investigated the flow control performance of fluidic oscillators on
a NACA 0015 airfoil with a flap. They tested the effect of the pitch angle of oscillators
installed just upstream of the flap on the aerodynamic performance for different flap angles.
A pitch angle closer to the flap angle showed a better lift coefficient. However, due to
the geometric limitations, pitch angles close to the flap angle could be achieved only by
bending the outlets of the oscillators. They showed that the fluidic oscillators with a bent
outlet nozzle successfully enhanced the aerodynamic performance of the airfoil, but they
have not explained how the characteristics and performance (such as the oscillating jet
frequency, peak velocity ratio, etc.) of the fluidic oscillator were changed by bending the
outlet nozzle.

In practical applications of fluidic oscillators, especially flow control on airfoils, there
may be a need for bending of the outlet nozzle to overcome geometric limitations, as in
the work of Kim and Kim [29]. However, there have not been any investigations on the
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fluidic oscillator with a bent outlet nozzle. Thus, in the present work, the effects of a
bent outlet nozzle on the performance of a fluidic oscillator with two feedback channels
were investigated using URANS analysis. First, the effects of the bending angle of the
outlet nozzle on the performance, such as oscillating jet frequency, peak velocity ratio, and
pressure drop, were evaluated at different mass flow rates for a single fluidic oscillator
without external flow. The bent fluidic oscillator was also tested for external flow over a
NACA0015 airfoil with a simple hinge flap. The goal was to find how the characteristics of
the fluidic oscillator change in the application to the flow control over the airfoil compared
to the case without external flow.

2. Fluidic Oscillator Model and Computational Domain

The fluidic oscillator model used in this study was proposed by Melton et al. [24]
and has two feedback channels. They reported that this fluidic oscillator model exhibited
excellent flow separation control when mounted on a NACA0015 Airfoil. The geometrical
parameters of this model are summarized in Table 1.

Table 1. Geometrical parameters of the fluidic oscillator tested.

Parameter Value

Fluidic oscillator width, w (mm) 14.3
Inlet nozzle width, wi (mm) 2.0
Inlet chamber width, wc (mm) 2.03
Outlet throttle width, wt (mm) 2.0
Fluidic oscillator height, h (mm) 1.0
Inlet nozzle feedback channel width, h f t(mm) 2.41
Diffuser angle of outlet nozzle, θdiff (◦) 107
Distance between the inlet of mixing chamber and the throat, S(mm) 15.6

In the present work, the effect of a bent outlet nozzle on the fluidic oscillator per-
formance was investigated with and without external flow, and two different cases were
considered: the internal flow of a single fluidic oscillator and the interaction between the
internal and external flows of fluidic oscillators mounted on a NACA0015 airfoil with
a simple hinge flap. Figure 1 shows the computational domain for the internal flow of
the fluidic oscillator. Figure 1a,b show the domains for the standard and bent oscillators,
respectively. In the case of the bent oscillator, the bending occurs at the throat of the outlet
nozzle with a bending angle (β), as shown in Figure 1b. The bending angle (β) varies in
the range of 0–40◦.

 
(a) (b) 

Figure 1. Flow configuration and fluidic oscillator model: (a) Reference model, (b) Model with bent outlet nozzle.

Figure 2 shows the computational domain for the interaction between the internal and
external flows of the fluidic oscillators on the airfoil with a flap. This computational domain
consists of the internal and external domains of the fluidic oscillators. Using the periodic
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conditions, only three oscillators are included in the domain. The reason for selecting this
oscillator number was presented in the previous work of Kim and Kim [29]. Melton’s
experimental work [30] was referenced for the external flow configuration. The angle of
attack (α) is fixed at 8◦, and the flap deflection angle (δf) is 40◦. When δf = 0◦, the chord
length (c) is 305 mm, and the span (S) is 99 mm. The flap is located at 70% chord from the
leading edge of the airfoil, and fluidic oscillators are installed just in front of the flap hinge.

Figure 2. Computational domain for the external flow over NACA0015 airfoil with a flap and fluidic oscillators [29].

For external flow, the fluidic oscillator’s mounting conditions are shown in Figure 3,
which are the same as in the study of Kim and Kim [29]. The main body of the fluidic
oscillator was fixed so that it was always parallel to the airfoil’s cord line. Since the pitch
and bending angles of the fluidic oscillator coincide, both are expressed as β, and the test
range of this angle was determined as β = 0–40◦ considering the results of the previous
work [29]. In the case of β = 0◦ (reference model), the exit surface of the fluidic oscillator
is mounted close to point A’ on plane A-A’, and this plane is perpendicular to the airfoil
chord line. However, as β increased, the exit plane was inevitably moved to plane B-B’ to
avoid interference with the flap surface. The B-B’ plane is translated 7 mm downstream
from the A-A’ plane and rotated by the angle β around point B.

Figure 3. Installation conditions of fluidic oscillators.
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3. Performance Parameters

Two performance parameters were defined to evaluate the performance of the fluidic
oscillator depending on the bending angle. The first one is the peak velocity ratio of the
oscillating jet at the exit of the fluidic oscillator (FVR), which is defined as follows:

FVR =
Upeak

Ure f
(1)

where reference velocity Ure f is the velocity at the outlet throat.

Ure f =

.
minlet
Are f ρ

(2)

Upeak is the peak value of the time-averaged jet velocity at the oscillator outlet,
.

minlet
is the mass flow rate at the inlet, Are f is the area of the outlet throat, and ρ is the air density
at 25 ◦C.

The second performance parameter is the dimensionless pressure drop (Ff), which
directly affects the pumping power:

Ff =
ΔpDh

2ρU2
re f S

(3)

where Δp is the pressure drop through the fluidic oscillator, Dh is the hydraulic diameter
of the outlet throat, and S is the distance between the inlet and the outlet throat shown in
Figure 1.

On the other hand, to evaluate the aerodynamic performance of the airfoil with fluidic
oscillators, the lift and drag coefficients are defined as follows:

CL =
L

1
2 ρ∞ U 2

∞ c s
(4)

CD =
D

1
2 ρ∞ U 2

∞ c s
(5)

where L, D, ρ, U, c, and s indicate the lift force, drag force, fluid density, velocity, airfoil cord
length, and width of the computational domain, respectively. The subscript ∞ indicates
free-stream values.

4. Numerical Analysis

In the present work, the commercial CFD software ANSYS CFX 15.0® [31] was used
for the flow analysis. In both the analyses of the internal flow of the fluidic oscillator and
the external flow on the airfoil, three-dimensional URANS equations with the shear stress
transport (SST) turbulence model and continuity equation were calculated numerically.
Pandey and Kim [28] reported that URANS analysis with the SST model predicted the
internal flow of a fluidic oscillator better than LES with the WALE model. The SST model
is also known to predict the flow separation well under adverse pressure gradients [32,33].

For the computational domain inside the fluidic oscillator (Figure 1), the following
boundary conditions were used. Uniform velocity was assigned at the oscillator inlet, and
no-slip conditions were used at the walls. For the external flow domain shown in Figure 4,
a uniform velocity of 25 m/s was assigned at the inlet of the domain, which corresponds
to a Reynolds number of 5.0 × 105 based on the inlet velocity and chord length. Constant
pressure is assigned at the outlet of the domain, and no-slip boundary conditions are used
at the wall. In both the analyses, the working fluid is air at 25 ◦C, which is assumed to be
an ideal gas.
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Figure 4. Computational domain using periodic boundary conditions [29].

For the external flow, Melton et al. [18] measured the jet frequency of the fluidic
oscillator in a range of mass flow rates,

.
m = 0 − 1.3 g/s, and evaluated the aerodynamic

performance of the airfoil in a range of momentum coefficients (Cμ), 0–6.63%, for different
flap angles. They found that as the mass flow rate increased, the frequency increased but
converged to a value. The performance of flow control generally improved as Cμ increased,
and a larger value of Cμ is required for a larger flap angle to achieve effective flow control.
The momentum coefficient is defined as follows:

Cμ =
n ρjetUjet Anozzle Ujet

1
2 ρ∞ U2

∞ c n l
= 2

Anozzle
c l

(Ujet

U∞

)2

(6)

Ujet =

.
m

ρjet Anozzle
=

.
m

ρ∞ Anozzle
(7)

where Ujet is the velocity at the oscillator outlet,
.

m is the mass flow rate through the
oscillator, and Anozzle is the area of the oscillator outlet. l and n are the space between
adjacent oscillators and the number of oscillators. The fluid density in the fluidic oscillator
(ρjet) was assumed to be the same as the density in the external flow (ρ∞).

In the present study, the bent oscillator was tested in a range of mass flow rates,
.

m =0.19–0.72 g/s, and the aerodynamic performance of the airfoil was evaluated in a Cμ

range of 0.41–5.94%.
Grid structures in the internal and external domains are shown in Figures 5 and 6,

respectively. In both grids, prism meshes were constructed near a wall, and unstructured
tetrahedral meshes were used in the other regions. To adopt the SST model developed for
low Reynolds numbers, the first grid points near the wall were located at y+ < 2. In both
the unsteady analyses of the internal and external flows, the time step was 5 × 10−6 s. As a
convergence criterion, the root-mean-square of the relative residuals was kept less than
1.0 × 10−4. The total time interval calculated was 0.03 s in each case. The results of the
steady RANS analysis were used as the initial assumption for the URANS analysis. The
simulation was carried out using a supercomputer employing an Intel Xeon Phi 7250/1.4
GHz processor with 68 CPU cores. The internal flow analysis of the fluidic oscillator took
about 8 h, and the analysis of the external flow and three internal flows in the computational
domain took about 48 h.
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Figure 5. Grid system in the fluidic oscillator.

 

Figure 6. Grid system in internal and external domains (α = 8◦ and δf = 40◦).

5. Results and Discussion

5.1. Grid Conver

Grid-convergence index (GCI) analyses based on Richardson extrapolation [34] were
performed to evaluate the grid dependency of the numerical results. Table 2 shows the results
of the GCI analysis for the jet frequency in the internal domain of the fluidic oscillator. The
relative discretization error (GCI 21

fine) of the finally selected grid with 4.7 × 105 cells (N1)
was 0.957%. The results of the GCI analysis for the lift coefficient in the external domain are
shown in Table 3. The grid with 3.8 × 106 cells was selected in this domain, including internal
domains of the fluidic oscillators with a GCI 21

fine of 0.072%. The grid selected in Table 3 was
also used in each oscillator included in the domain shown in Figure 2.
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Table 2. Grid-convergence index (GCI) analysis for the internal domain of a fluidic oscillator.

Parameter Value

Number of cells N1/N2/N3 4.7 × 105/3 × 105/2.1 × 105

Grid refinement factor r 1.3

Computed jet frequencies corresponding to N1, N2, and N3

f 1
f 2
f 3

1298.7
1272.4
1176.5

Apparent order p 4.93

Extrapolated values φ 21
ext 1308.6

Approximate relative error e 21
a 2.025%

Extrapolated relative error e 21
ext 0.759%

Grid-convergence index GCI 21
fine 0.957%

Table 3. Grid-convergence index(GCI) analysis for the external domain of airfoil with fluidic oscillator.

Parameter Value

Number of cells N1/N2/N3 3.8 × 106/3.1 × 106/2.6 × 106

Grid-refinement factor r 1.3

Computed lift coefficients (CL) corresponding to N1, N2, and N3

CL1
CL2
CL3

2.135
2.147
2.198

Apparent order p 5.51

Extrapolated values φ 21
ext 2.131

Approximate relative error e 21
a 0.562%

Extrapolated relative error e 21
ext 0.188%

Grid-convergence index GCI 21
fine 0.072%

5.2. Validation of Numerical Results

The numerical results for the internal and external flow domains were validated
using the experimental data of Melton et al. [18]. Figure 7 shows the comparison between
predicted and measured jet frequencies for the internal flow of the fluidic oscillator. The
relative error is reduced as the mass flow rate increases and reaches about 2% at mass flow
rate larger than 0.7 g/s.

In previous work [29], numerical results were obtained using the same numerical
methods used in the present work and validated for the interaction between internal and
external flows of the fluidic oscillators. The results were compared with experimental
data [18] for the pressure distribution and lift coefficient of a NACA0015 airfoil with a flap
angle of 40◦, as shown in Figure 8 and Table 4, respectively. In Figure 8, the distribution of
the pressure coefficient shows some deviations near the leading edge on the lower surface
in both cases with and without oscillators. However, it shows good agreement on the
upper surface, which shows lower pressure. In the case of the lift coefficient, the difference
between numerical and experimental [18] results decreases rapidly as the angle of attack
increases, as shown in Table 4. Several factors such as flap angle, oscillator location, and
flow rate seem to be involved in the error.
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Figure 7. Validation of numerical results for frequency of fluidic oscillator using experimental data
(Melton et al. [18]).

 
(a) (b) 

Figure 8. Validation of numerical results for pressure coefficient using experimental data (Melton et al. [18]) for the NACA
0015 airfoil with a flap and fluidic oscillators (x0/c = 0.7, α = 8◦, δf = 40◦ and y/s = 0.5) performed by Kim and Kim [29].
(a) Case I and (b) Case II.

Table 4. Validation of numerical results for lift coefficient using experimental data (Melton et al. [18])
for the NACA 0015 airfoil with a flap and fluidic oscillators (x0/c = 0.7, Cμ = 2.15%, α = 8◦, δf = 40◦).

Angle of Attack (α)
Lift Coefficient

Relative Error (%)
Experiment CFD

0 1.87 1.45 28.9
4 2.13 1.79 18.9
8 2.34 2.13 9.8

10 2.43 2.35 3.4
11 2.44 2.41 1.2

5.3. Single Fluidic Oscillator without External Flow

The effect of a bent outlet on the oscillator performance was first examined for the
single fluidic oscillator shown in Figure 1. Figure 9 shows the variations of jet frequency
with the mass flow rate at different bending angles for the single fluidic oscillator without
external flow (Figure 1). The range of mass flow rate is

.
m = 0.19 − 0.72 g/s. The frequency

generally increases as the mass flow rate increases. It also increases with the bending angle
(β) for the mass flow rates larger than 0.41 g/s. However, β = 20◦ and 25◦ show almost the
same values of frequency throughout the whole mass flow range.

All the tested bending angles show larger frequencies than the reference model with
β = 0 (Figure 1a), regardless of the mass flow rate. In the low mass flow range of 0.2–0.4,
the frequency shows similar variations at β = 5–15◦ and β = 30–35◦. However, beyond the
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mass flow rate of 0.4, the frequency varies differently according to the bending angle. At
β = 40◦, the frequency largely increases for low mass flow rates (

.
m = 0.19 and 0.30 g/s),

but for the mass flow rates larger than 0.3 g/s, the oscillation of the jet disappears, and the
jet becomes steady.

Figure 9. Frequency variations with mass flow rate for various bending angles (β).

Figures 10 and 11 show the variations of peak velocity ratio at the outlet (FVR) and
the friction coefficient (Ff) with the mass flow rate at different bending angles, respectively.
As shown in Figure 10, the peak velocity ratio generally increases with the mass flow rate
for positive bending angles. However, in the case of the reference model (β = 0), FVR has a
maximum value of about 0.9 at around

.
m = 0.4 g/s and shows the lowest values among

the tested bending angles for the mass flow rates larger than 0.4 g/s. At
.

m > 0.5 g/s, FVR
increases with β in a range of β = 0–15◦, but it decreases with β at β = 15–25◦, and β = 15◦
shows the highest peak velocity ratios among the tested bending angles. In the other range,
the variation of FVR with the bending angle (β) is quite complicated.

  
(a) (b) 

Figure 10. Variations of peak velocity ratio with mass flow rate for various bending angles. (a) in the case of the reference
model (β = 0) and (b) in the case of β = 20◦, 25◦, 30◦ and 35◦.

However, in the case of the friction coefficient, the variations with the bending angle
and mass flow rate are relatively simple, as shown in Figure 1. Except for the case of the
reference model (β = 0), Ff shows maxima for all the tested bending angles and it increases
almost uniformly with the bending angle for β > 0◦ throughout the whole mass flow range.
The maximum Ff occurs around

.
m = 0.4 g/s for β ≤ 25◦, but it shifts to around

.
m = 0.5 g/s

for β = 30◦ and 35◦. The reference model with β = 0 shows values of Ff between those of
β = 5◦ and 10◦ for mass flow rate less than

.
m = 0.5 g/s, but it shows values similar to or

less than those of β = 10◦ for
.

m > 0.5 g/s.
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Figure 11. Variations of dimensionless pressure drop with mass flow rate for various bending angles.

Figure 12 shows the velocity fields in the fluidic oscillator at
.

m = 0.299 g/s and
0.622 g/s for four bending angles (β = 0◦, 15◦, 35◦ and 40◦). Two different phases (Φ = 90◦
and 270◦) of the oscillation are shown for each case. It is observed that the angle of jet
oscillation at the outlet is reduced slightly as the mass flow rate increases, especially at
β = 35◦. As the bending angle (β) increases in a range of β less than 40◦, the angle of
jet oscillation and the jet width increase at both mass flow rates. This is related to the
phenomena where the main flow shifts to the wall of the bent outlet opposite to the direction
of bending, as shown in Figure 12. This flow shift causes an increase in the peak velocity
inside the outlet nozzle and a shift in its location, which seem related to the increase in the
jet frequency with bending angle shown in Figure 9. Additionally, the increase in the peak
velocity causes a decrease in the pressure, which becomes the reason for the decrease in the
pressure drop with bending angle shown in Figure 11. It is also found that the size of the
main vortex in the mixing chamber is reduced as β increases. However, the vortex in the
feedback channel near the inlet increases with β until β = 35◦, especially at the higher mass
flow rate. However, at β = 40◦, the oscillation disappears as discussed above, even though
a slight oscillation remains inside the chamber at the higher mass flow rate.

5.4. Effects of External Flow on the Characteristics of the Fluidic Oscillator

The effect of the bending angle on the characteristics of the fluidic oscillators was also
evaluated for external flow over a NACA0015 airfoil with a simple hinge flap. With the
installation conditions shown in Figure 3, four bending angles (i.e., pitch angles) of β = 0◦,
20◦, 35◦, and 40◦ were tested. The values of Cμ used for the mass flow rates are presented
in Table 5.

Table 5. Cμ values according to mass flow rates.

.
m (g/s) Cμ (%)

0.300 1.02
0.410 1.90
0.483 2.64
0.622 4.38

Figure 13 shows the comparison between frequencies of the fluidic oscillator with and
without the external flow in a range of mass flow rates,

.
m = 0.30–0.62 g/s. Generally, the

external flow reduces the frequency except at β = 40◦. The average relative difference in the
frequency increases with the bending angle β. For β < 40◦, the largest relative difference of
7.62% is found at β = 35◦ and

.
m = 0.30 g/s.
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 g/s  g/s 

  
(a)  = 0° (Reference model) 

  
(b)  = 15° 

  
(c)  = 35° 

  
(d)  = 40° 

 

Figure 12. Velocity contours and vectors for different bending angles and flow rates (Left: Φ = 90◦,
Center: Φ = 270◦, Right: x-z cross section).
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Figure 13. Comparison of jet frequency variation with mass flow rate between the cases with and
without external flow for various bending angles.

With the external flow, the jet from the fluidic oscillator becomes steady at β = 40◦
beyond

.
m = 0.30 g/s, as in the case without external flow (Figure 9). At this bending

angle, the external flow increases the frequency for
.

m = 0.30 g/s, unlike the other cases,
and the relative difference in the frequency increases up to 14.4%. In the case with the
external flow, oscillation of the jet also disappears at β = 35◦ for the highest mass flow rate
of

.
m = 0.62 g/s, unlike the case without external flow. Therefore, the external flow acts to

suppress the oscillation earlier.
The effects of the external flow on the peak velocity ratio of the fluidic oscillator for

different bending angles are shown in Figure 14. Except at β = 40◦, where oscillation of
the jet disappears for high mass flow rates, the external flow increases the peak velocity
ratio, regardless of the mass flow rate. However, at β = 40◦, the peak velocity ratio shows
almost uniform variation with the mass flow rate, and the external flow largely reduces the
peak velocity ratio, even for

.
m = 0.30 g/s (relative difference of 24.3%), where the jet still

oscillates. At β = 35◦, the peak velocity ratio increases rapidly for
.

m = 0.62 g/s, where the jet
oscillation disappears, showing the largest relative difference of 33.8%. Except for the cases
where the jet oscillation disappears, the effect of bending angle on the relative difference
in the peak velocity ratio is not remarkable, and the range of the relative difference is
2.33–8.50%.

Figure 14. Comparison of peak velocity ratio variation with mass flow rate between the cases with and without external
flow for various bending angles.
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Figure 15 shows the effects of the external flow on the pressure drop in the fluidic
oscillator. The external flow increases the pressure drop by 3–14% at all the tested bending
angles, regardless of mass flow rate. The external flow reduces the pressure at the outlet of
the oscillator by increasing the velocity there, and this becomes the reason for the increase
in the pressure drop through the oscillator with the external flow. The relative difference
in Ff does not vary largely with the mass flow rate. β = 20◦ shows the minimum relative
differences, and β = 35◦ and 40◦ show similar Ff variations. Thus, there are similar relative
differences in the tested range of mass flow rate. The existence of the jet oscillation does
not seem to affect the pressure drop.

Figure 15. Comparison of Ff variation with mass flow rate between the cases with and without external flow for various
bending angles.

Figure 16 shows the variations of the lift coefficient (CL) with Cμ for different bending
angles. The lift coefficient generally increases with Cμ. The relationship between Cμ and
the mass flow rate in the oscillator is shown in Table 5. Except for the steady jets at β = 40◦,
the lift coefficient increases as the bending angle increases for all Cμ values. Therefore,
β = 35◦ shows the highest lift coefficients among the tested bending angles, but there is
no further increase with Cμ for Cμ = 4.38 (i.e.,

.
m = 0.62 g/s), where the jet oscillation

disappears. The steady jets at β = 40◦ show CL values similar to those at β = 20◦. This
reflects the combined effects of the increase in the pitch angle and the disappearance of the
jet oscillation on the lift coefficient. Variations of CL in the tested Cμ range for non-zero
bending angles are much larger than that of the reference model.

Figure 17 shows the effects of bending angle on the drag coefficient (CD). The variation
of CD with Cμ is generally not large except at β = 0◦. Similar to the case of the lift coefficient
shown in Figure 16, except for the case of β = 40◦, the drag coefficient decreases as the
bending angle increases for all Cμ values. However, for the lowest value of Cμ = 1.02,
β = 0◦ and 20◦ show similar drag coefficients. β = 40◦ shows much larger drag coefficients
than those at β = 35◦ except for Cμ = 1.02, where the jet oscillation still exists. However,
these values with the steady jets are still lower than those of β = 20◦, which was probably
due to the larger pitch angle.
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Figure 16. Variations of lift coefficient with momentum coefficient for various bending angles
(x0/c = 0.7, α = 8◦, δf = 40◦).

 

Figure 17. Variations of drag coefficient with momentum coefficient for various bending angles
(x0/c = 0.7, α = 8◦, δf = 40◦).

6. Conclusions

The effects of bending outlet nozzles on the characteristics of a fluidic oscillator were
investigated using URANS analysis with and without external flow in a range of bending
angles (β) of 0–40◦. In the case without external flow, the frequency increased with the
mass flow rate and also with the bending angle in a range of mass flow rates larger than
0.41 g/s. The reference model (β = 0◦) showed the lowest frequencies for all tested mass
flow rates. The largest frequencies were shown at β = 40◦ for low mass flow rates, but the
jet stopped oscillating for the mass flow rates larger than 0.30 g/s.

The peak velocity ratio (FVR) also increased with the mass flow rate except for the
reference model, which showed the lowest FVR values for the mass flow rates larger
than 0.4 g/s. For mass flow rates larger than 0.5 g/s, FVR increased with β in a range
of β = 0–15◦, but it decreased thereafter until β = 25◦. The pressure drop through the
oscillator (Ff) increased almost uniformly with β throughout the mass flow range for β > 0◦.
Ff showed maxima around

.
m = 0.4 g/s for β ≤ 25◦, which shifted to

.
m = 0.5 g/s for β = 30◦

and 35◦. The reference model showed an Ff level similar to that of β = 10◦.
The external flow was found to reduce the jet frequency, except at β = 40◦. The

average relative difference in the frequency between the cases with and without external
flow increased as β increased. For bending angles less than 40◦, the largest relative
difference was 7.62% at β = 35◦ and

.
m = 0.30 g/s. As in the case without external flow,

the jet oscillation disappeared at β = 40◦ for
.

m > 0.30 g/s. At this bending angle, the
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external flow increased the frequency by 14.4% for
.

m = 0.30 g/s. With the external flow, the
jet also became steady at β = 35◦ for the highest mass flow rate

.
m = 0.62 g/s, unlike the

case without external flow. Therefore, it seems that the external flow generally suppresses
the oscillation.

Except at β = 40◦, the external flow increased the peak velocity ratio for all mass
flow rates. At β = 40◦, however, the external flow largely reduced FVR, especially for
.

m = 0.30 g/s, where the jet oscillation still existed. The effect of external flow on FVR was
dominant in the cases where the jet oscillation disappeared, and the effect of β on the
relative difference in FVR was not remarkable in the other cases, where the range of the
relative difference was 2.33−8.50%. The external flow increased Ff by 3–14% in the tested
β range, regardless of mass flow rate. The lowest relative differences in Ff were found at
β = 20◦. The existence of the jet oscillation did not affect Ff.

As for the lift coefficient of the airfoil, β = 40◦ did not show the lowest values, but the
values were similar to those at β = 20◦. This reflects both the positive effect of the increase
in the pitch angle and the negative effect of the disappearance of the jet oscillation on the
lift coefficient. The drag coefficient generally decreased as the bending angle increased,
except at β = 40◦, where the drag coefficients were much larger than those at β = 35◦,
except for Cμ = 1.02, where the jet still oscillated. The results obtained in this study provide
information how the characteristics of a fluidic oscillator change with the bending angle of
the outlet nozzle, which may be necessary in some practical applications. Improvement in
the aerodynamic performance of airfoils using fluidic oscillators would contribute to energy
savings in the operation of aircraft. Further research is required to find the difference in
the aerodynamic performance of an airfoil between the cases using straight and bending
fluidic oscillators.
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Abstract: This paper focuses on a study of natural convection in a van der Waals gas over a vertical
heated plate. In this paper, for the first time, an approximate analytical solution of the problem was
obtained using an integral method for momentum and energy equations. A novel simplified form of
the van der Waals equation for real gases enabled estimating the effects of the dimensionless van der
Waals parameters on the normalized heat transfer coefficients and Nusselt numbers in an analytical
form. Trends in the variation of the Nusselt number depending on the nature of the interaction
between gas molecules and the wall were analyzed. The results of computations for a van der Waals
gas were compared with the results for an ideal gas.

Keywords: natural convection; van der Waals gas; analytical solution

1. Introduction

Nowadays, the need for knowledge of the physical and chemical properties of gases,
the features of their behavior in real production conditions, and during their transportation
and storage has significantly increased. The rational and efficient design of various techno-
logical processes involving gases can significantly reduce the cost of industrial production.

In technical thermodynamics, it is customary to refer to real gases as the gaseous
state of any substance in the entire range of its existence, that is, at any pressures and
temperatures. Under appropriate conditions, real gas can be liquefied or converted into a
solid state. It is expected that the development of small-scale energy in the coming years
will be associated with the widespread use of liquefied natural gas, which is recognized as
one of the most promising types of energy carriers. The liquefaction of gases is important
when storing and transporting this type of fuel. In its liquefied form, natural gas occupies
only about 1/600 of its gaseous volume; therefore, it is easier and more economical to
transport it [1–3].

The vapors of various substances, such as water, ammonia, methyl chloride, sulfur
dioxide, and others are widely used in technological applications. The most widely used
is water vapor, which is the main working medium of steam engines, heating, and other
devices [4–7].

It is known that the ideal gas model allows a satisfactory description of the state of real
gases only in a relatively small region of the variation of the state parameters. To design
and determine the optimal operating conditions for heat exchange equipment, calculations
must take into account the real thermophysical properties of the gas. The use of the ideal
gas equation can lead to a significant error in determining the parameters of the gas state,
up to 100%. The authors in [8] emphasized that for simple, mono-, and diatomic gases,
such as air, helium, nitrogen, etc., under certain conditions, the model for ideal gases is
well-suited. For gases with a more complex organic structure, the effects of real gases are
more significant.
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Taking air as an example, as a mixture of mono- and diatomic gases, the limits of the
applicability of the ideal gas model for air are low densities (large specific volumes ν), low
pressures (<10 bar), and moderate/high temperatures (up to 600 ◦C) [9,10].

From the point of view of the molecular theory of the structure of matter, a real gas is
a gas, the properties of which depend on the interaction and size of the molecules. To date,
more than 150 equations of state for real gases are known. One of the most widely known
approximate equations of state for real gases is the van der Waals equation [9,10]. Some of
the other equations of state for real gases are refinements of the van der Waals equation,
while others were obtained experimentally.

Three forms of the van der Waals equation are used by different authors [9–13]:(
p + n2 a∗

V2

)
(V − nb∗) = nRmT, (1)

(
p +

a∗
V2

m

)
(Vm − b∗) = RmT (2)

(
p +

a
υ2

)
(υ − b) = RT, (3)

where Vm = V/m = Mi/ρ is molar volume, n = m/Mi is the number of moles, whereas
R = Rm/Mi and Rm = 8314 J/(mol·K).

Because the first and the second derivatives of p with respect to ν at the critical point
must be zero, one can obtain the following relations, which link the empirical constants a
and b (or a∗ and b∗) in the Equations (1)–(3) with the parameters in the critical point [11–13]

pR =
a∗

27b2∗
, TR =

8a∗
27Rmb∗

, (4)

a = 3pcrυ2
cr, b =

υcr

3
, Zcr =

pcrυcr
RTcr

=
3
8

, (5)

a =
a∗
M2

i
, b =

b∗
Mi

. (6)

Here the compressibility factor Z accounts for the deviation of a real gas from ideal-gas
behavior at a given temperature and pressure.

Z =
p

RTρ
=

pυ

RTρ
=

pV
mRT

. (7)

The experimentally measured values of the compressibility factor Zcr for real gases
vary over the range Zcr = 0.2 . . . 0.3. To make the van der Waals equation of state more
accurate for each particular real gas, the constants a and b are determined via comparisons
with precise experiments over a wider range of the parameters instead of from a single
point [11–13].

For ideal gases, Z = 1 by definition, which results in the known ideal-gas equa-
tion [9,10]:

pV = m
Rm

Mi
T, pV = nRmT, pυ =

Rm

Mi
T = RT. (8)

where n = m/Mi is the number of moles.
For example, in recent works [14–16] on battery design, the van der Waals equation

was used as a real gas model versus an ideal gas model. In these studies, various trends
in the behavior of a real gas during its compression and expansion are presented and
analyzed in both isothermal and adiabatic processes.

In the studies [16,17], several equations of state of a real gas are used, taking into
account the interaction of water vapor molecules. The actual physical properties of humid
air have been determined, and their influence on the conjugate heat and mass transfer
for various conditions has been assessed. This provided an increase in the accuracy of
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predictions of heat and mass transfer processes when designing contact heat exchangers,
convective drying plants, hygroscopic desalination plants, compressors with the injection
of water or steam, as well as combustion chambers where flue gases are mixed with steam.

Heat transfer during natural and mixed convection has been studied extensively. In
particular, some works [18–24] investigated the cases of natural and mixed convection in
different geometries for the different ranges of physical parameters in the frames of the
ideal gas model. The cases of real gases were considered in the studies [25–27].

Avramenko et al. [28] analytically solved the problem of natural convection in van der
Waals gases near a heated vertical plate. Based on the use of the simplified van der Waals
equation, analytical solutions were obtained for the profiles of velocity, temperature, and
normalized Nusselt numbers. The limits of the applicability of the simplified van der Waals
equation were determined. The data obtained were compared with the ideal gas model.

The objective of this work is to further study the influence of the thermophysical
properties of a real gas in the framework of the above-mentioned simplified van der Waals
model on heat transfer during natural convection near a heated vertical plate. A novel
solution to the problem will be obtained for the first time using the integral method and
compared with the previously obtained analytical solution. To authors’ knowledge, such a
solution has not been published in the literature yet.

2. Mathematical Model

We will here solve a problem of the steady-state natural convection over a vertical
heated plate with the temperature Tw located in a non-moving gas, whose temperature
is also the constant T∞. We assume that Tw > T∞, however, the solution and its results
obtained below will be valid for the case of T∞ > Tw as well. As a result of heating, a
boundary layer of heated gas with a thickness of δ is formed near the plate, is formed near
the plate with a vertical lifting movement affecting it. In the coordinate system we have
chosen, the origin is at the lower edge of the plate, the x-axis is directed longitudinally
upward, and the y-axis is directed perpendicular to the plate (Figure 1). The problem is
solved in a two-dimensional statement under the assumption that the plate is infinite in
the z-direction.

In the present paper, we investigate the influence of the thermophysical properties of
a gas within the framework of the van der Waals equation of state on the characteristics
of natural convection in comparison with the case of an ideal gas. Therefore, as a basis
for comparison, we take the results for an ideal gas, which are also obtained based on the
integral approach.

Within the framework of the adopted model, we assume that the physical properties of
the gas, except for the density, are constant. In this regard, we only consider the buoyancy
arising from the dependence of density on temperature. The energy dissipation is not
considered, since the flow rate with free convection is small. The considered process of free
convection is stationary.

As a result, the temperature and velocity fields can be described by the following
differential equations in the boundary layer approximation [29]:

∂u
∂x

+
∂v
∂y

= 0, (9)

u
∂u
∂x

+ v
∂u
∂y

= ν
∂2u
∂y2 + g

(
1 − ρ

ρ∞

)
, (10)

u
∂T
∂x

+ v
∂T
∂y

= α
∂2T
∂y2 , (11)

where x and y are the Cartesian coordinates, u and v are the streamwise (along the x-
coordinate) and normal (along the y-coordinate) velocity components, respectively, and
T is the local temperature, ν is the kinematic viscosity, g is the gravitational acceleration,
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ρ is the density, α is the thermal diffusivity, and the subscript “∞” refers to the parameters
outside of the boundary layer.

 
Figure 1. Schematic representation of two-dimensional natural convection boundary layer near a
heated vertical plate.

As one can see from Equations (9) to (11), this model considers inertial terms and
convective heat transfer. The lifting force is taken into account based on the last term of
Equation (10).

In contrast to the simplified problem statement in the existing work [28], the problem
statement in the present study considers the complete system of the equations of continuity,
momentum, and energy, in which the inertial and convective components are explicitly
taken into consideration.

The boundary conditions for system (9)–(11) are set as follows:

u = 0, T = Tw, at y = 0, (12)

u = 0, T = T∞, at y = δ, (13)

where δ is the boundary layer thickness, and the subscript “w” refers to the parameters at
the wall. The boundary conditions for the x-coordinate are described below in Section 3.

This problem statement must be completed with the van der Waals equation of state
(3), rewritten using the gas density ρ instead of the specific volume υ:

(
p + aρ2

)(1
ρ
− b

)
= RT, (14)

where p is pressure, R is the individual (specific) gas constant, and a and b are the van der
Waals constants.

The last term on the right-hand side of the equation of motion (10) can be transformed
using the van der Waals equation of state (14). To do this, we solve Equation (14) with
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respect to density. The result is a cubic equation that has two complex conjugate roots and
one real root.

ρ =
1
6b

⎛
⎜⎜⎜⎝

2 +
3√16(a−3b(bp+RT))

3
√

2a3+9a2b(2bp−RT)−
√

a3(a(2a+9b(2bp−RT))2−4(a−3b(bp+RT))3)
+

+
3
√

2a3+9a2b(2bp−RT)−
√

a3(a(2a+9b(2bp−RT))2−4(a−3b(bp+RT))3)

a
√

8

⎞
⎟⎟⎟⎠, (15)

The solution to this equation is rather cumbersome, so it is difficult to use it when
integrating the system of Equations (9)–(11). Avramenko et al. [28] showed that in the
approximation of small values of the constants a and b, Equation (15) can be expanded in a
Maclaurin series, which, in what follows, considers only the first three terms:

ρ =
p

RT
− bp2

R2T2 +
ap2

R3T3 , (16)

This equation can be represented in the dimensionless form [28]:

Z(1 + Waa − Wab) = 1, (17)

where
Waa =

ap
R2T2 , Wab =

bp
RT

, (18)

are van der Waals numbers.
Avramenko et al. [28] validated the simplified van der Waals Equation (16) for ethylene.

It was shown that Equation (16) is more accurate than the ideal gas Equation (8), and agrees
well with the full van der Waals Equation (8) up to the pressure of p = 40 bar (or p/pcr = 0.4)
and T = Tcr. In this case, the relative error of Equation (16) is about 8%, whereas the relative
error of the ideal gas Equation (8) is 22.7%.

As it was demonstrated by Avramenko et al. [28], for these pressures and tempera-
tures, the values of both van der Waals numbers for ethylene are Waa = 2.78 · 10−6 and
Wab = 9.03 · 10−7. This completely justifies the assumption of the small values of the param-
eters Waa and Wab that lie in the background of the simplified van der Waals Equation (16)
in the series form.

The density ratio ρ/ρ∞ in Equation (10) can be expressed using Equations (16)–(18).
As a result, we get:

u
∂u
∂x

+ v
∂u
∂y

= ν
∂2u
∂y2 + g

(
1 − Z

1 + βΔTθ

(
1 − Wab

1 + βΔTθ
+

Waa

(1 + βΔTθ)2

))
, (19)

Here, the compressibility factor Z and van der Waals numbers Waa and Wab are
defined using the parameters outside of the boundary layer (subscript “∞”).

The dimensionless local temperature in the boundary layer is defined as:

θ =
T − T∞

Tw − T∞
=

T − T∞

ΔT
, ΔT = Tw − T∞, (20)

whereas
β =

1
T∞

, (21)

is the volume expansion coefficient [9–11].

3. Integral Forms of Equations

The solution of the stated problem will be performed using the integral method.
The essence of the integral method is the reduction in the original system of differential
transport equations in partial derivatives into a system of ordinary differential equations,
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in which the marching coordinate x remains the only independent variable [29,30]. To do
this, one should assume proper approximating functions for the profiles of the longitudinal
velocity component u and the local temperature T in the boundary layer, and integrate
transport Equations (10) and (11) within the limits from the wall to the outer boundary δ of
the boundary layer. In this case, the continuity equation is incorporated into the integral
equation of momentum transfer (to exclude the transverse velocity component v). The
unknown quantities in the so-called integral equations of the boundary layer (which, in
fact, after integration across the boundary layer, become ordinary differential equations)
are: (a) the boundary layer thickness δ, which for gases is the same for the velocity and
temperature profiles; and (b) the scaling (maximum) velocity in the boundary layer U,
which increases with the development of the boundary layer and is itself unknown, and
which must be found from the solution of the problem. Therefore, the only boundary
conditions along the marching coordinate x, which are needed for solving the integral
equations of the boundary layer, are the equality to zero of the thickness of the boundary
layer δ and the scaling velocity U at the leading edge of the plate at x = 0. These boundary
conditions will be implicitly incorporated into the mathematical form of the functions δ(x)
and U(x) in the subsequent solution of the problem.

Integral equations for the boundary layer in the case of the free convection of an ideal
gas are given in the classical works [30,31]. Let us derive integral equations for the case of
a real gas considered in this paper and described by the van der Waals equation. To obtain
the integral equation of motion, we multiply the continuity Equation (9) by the velocity
component and add it to the left side of Equation (19). As a result, we have:

∂u2

∂x
+

∂uv
∂y

= ν
∂2u
∂y2 + g

(
1 − Z

1 + βΔTθ

(
1 − Wab

1 + βΔTθ
+

Waa

(1 + βΔTθ)2

))
, (22)

Let us integrate Equation (22) over the thickness of the boundary layer, taking into
account the boundary conditions (12) and (13). This gives:

d
dx

δ∫
0

u2dy = −ν

(
∂u
∂y

)
y=0

+ g
δ∫

0

(
1 − Z

1 + βΔTθ

(
1 − Wab

1 + βΔTθ
+

Waa

(1 + βΔTθ)2

))
dy, (23)

Let us further rewrite this equation using dimensionless variables and functions:

d
(
δU2)
dx

1∫
0

w2dη = −ν

(
∂w
∂η

)
η=0

U
δ
+ gδ

1∫
0

(
1 − Z

1 + βΔTθ

(
1 − Wab

1 + βΔTθ
+

Waa

(1 + βΔTθ)2

))
dη, (24)

where U is a scaling velocity that depends on the streamwise coordinate (see below),
whereas:

w =
u
U

, η =
y
δ

, (25)

In a similar way, one can integrate the energy Equation (11). This brings:

d(Uδ)

dx

1∫
0

wθdη = −α

δ

(
∂θ

∂η

)
η=0

, (26)

To solve Equations (24) and (26), it is necessary to specify the velocity and temperature
profiles in the boundary layer. Authors [30,31] proposed the following equations for
these profiles:

w = η(1 − η)2, (27)

θ = (1 − η)3, (28)

The substitution of profiles (27) and (28) into the integral Equation (24) gives:

1
105

d
(
δU2)
dx

= −ν
U
δ
+ gδF, (29)
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where

F(βΔT, Waa, Wab) =

1
54

⎛
⎜⎜⎜⎝

54 − 3(−6Wab(1+βΔT)+Waa(8+5βΔT))
(1+Waa−Wab)(1+βΔT)2 +

+

(9+5Wa−6Wab)

⎛
⎝6 arctan

(
1− 2 3√βΔT√

3

)
+
√

3 ln

⎛
⎝1− 3 3√βΔT

(1+ 3√βΔT)
2

⎞
⎠−π

⎞
⎠

3
√

βΔT
√

3(1+Waa−Wab)

⎞
⎟⎟⎟⎠ (30)

In the limiting case of βΔT → 0 , Equation (29) transforms into:

1
105

d
(
δU2)
dx

= −ν
U
δ
+

1
4

gδβΔT
1 + 3Waa − 2Wab
1 + Waa − Wab

. (31)

For an ideal gas (Waa = Wab = 0), Equation (31) reduces to the respective equation
obtained in the classical works [30,31]. Energy Equation (26) takes the following form:

1
42

d(δU)

dx
= 3

α

δ
, (32)

If Equation (28) for the temperature profile is replaced by another profile used in our
study [28]:

θ = (1 − η)2, (33)

then the form of the function F in Equation (30) will change as follows:

F(βΔT, Waa, Wab) =

1 − −4Wab(1+βΔT)+Waa(5+3βΔT)
8(1+Waa−Wab)(1+βΔT)2 − (8+3Waa−4Wab)arctan(

√
βΔT)

8
√
βΔT(1+Waa−Wab)

(34)

Then, in the limiting case of βΔT → 0 used in the Boussinesq approximation [30,31],
the integral Equation (29) looks as follows:

1
105

d
(
δU2)
dx

= −ν
U
δ
+

1
3

gδβΔT
1 + 3Waa − 2Wab
1 + Waa − Wab

, (35)

and the energy equation takes the form:

1
30

d(δU)

dx
= 2

α

δ
, (36)

Summing up, we can write the system of integral equations in a general form:

s
d
(
δU2)
dx

= −ν
U
δ
+ gδF, (37)

t
d(δU)

dx
= z

α

δ
, (38)

where the function F is defined either by Equation (30) or Equation (34). Here s and t are
numerical coefficients. Substituting Equation (27) into Equation (24), one can obtain s =
1/105; a substitution of Equation (27) into Equation (24) yields t = 1/30.

4. Heat Transfer

Following the authors [30,31], we will solve the system (37) and (38) using power-law
equations for the scaling velocity U and the boundary layer thickness δ:

U(x) = Ψxm, (39)

δ(x) = Φxn, (40)
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where m, n, Ψ, and Φ are yet unknown constants. Solutions (39) and (40) satisfy the
requirement that the scaling velocity U and the boundary layer thickness δ are equal
to zero at the leading edge of the plate at x = 0. To find these constants, we substitute
Equations (39) and (40) into Equations (37) and (38). As a result, we have:

(2m + n)sΦΨ2x2m+n−1 = −ν
Ψ2

Φ
xm−n + gFΦxn, (41)

(m + n)tΦΨxm+n−1 = α
z
Φ

x−n. (42)

Let us equate the exponents at the coordinate x. As a result, we have a system of
equations, whose solution is:

m =
1
2

, n =
1
4

, (43)

Substituting these values into Equations (41) and (42), we obtain a system of equations
for the unknown constants Ψ and Φ. Eliminating one of these unknowns, we obtain a
fourth-order algebraic equation with respect to the other unknown. As a result of the
solution, we have four pairs of roots, of which only one has a positive real form:

Ψ = 2

√
zgF

5sz + 3tPr
, (44)

Φ =

√
4z
3t

α

Ψ
, (45)

Having obtained relations (44) and (45), it is possible to derive a solution for the heat
transfer coefficient:

h =
k
δ

(
dθ
dη

)
η=0

= z
k
δ
= k

√
3zt
4

Ψ
α
√

x
= k

√
3zt
2

1
α
√

x

√
zgF

5sz + 3tPr
, (46)

Equation (46) can be rewritten in the form of the normalized Nusselt number:

Nu
Nu0

= 4

√
F

rβΔT
, (47)

where
Nu =

hx
k

(48)

The Nusselt number is commonly interpreted as a dimensionless heat transfer coeffi-
cient, which characterizes the heat transfer rate at the boundary between the wall and the
flow [29–31].

Here, the subscript “0” refers to the ideal gas (Waa = Wab = 0).
The coefficient r is determined from the equation:

lim
βΔT→0

F
βΔT

= r
1 + 3Waa − 2Wab
1 + Waa − Wab

, (49)

For example, r = 1/4 for Equation (30), whereas r = 1/3 for Equation (34).
As a result, Equation (47) can be rewritten as follows:

Nu
Nu0

= 4

√
1 + 3Waa − 2Wab
1 + Waa − Wab

, (50)
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where Nu and Nu0 are the Nusselt numbers for the van der Waals gas and the ideal
gas, respectively.

In the integral method considered here, the main sought quantity is the Nusselt
number. If necessary, the final relation for the velocity profile can be easily found using the
profile (27) for the dimensionless velocity w, as well as the combination of Equations (39)
and (44) for the function U. The profile of the local temperature T is found from either
Equation (28) or Equation (33), whereas the gas density ρ is determined by Equation (16).

5. Results and Discussion

Figures 2 and 3 elucidate the effect of the dimensionless van der Waals numbers on
the normalized Nusselt number Nu/Nu0, as predicted by Equation (50). The numerical
values of Nu/Nu0 coincide with the data obtained in our work [28] using an approximate
analytical solution.

a

b

b

b

b

Figure 2. Effect of the van der Waals number Waa on the normalized Nusselt number under condition
Wab = const: (1) Wab = 0; (2) Wab = 0.1; (3) Wab = 0.2; (4) Wab = 0.3.

b

a

a

a

a

Figure 3. Effect of the van der Waals number Wab on the normalized Nusselt number under condition
Waa = const: (1) Waa = 0; (2) Waa = 0.1; (3) Waa = 0.2; (4) Waa = 0.3.
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The parameter a in the van der Waals equation characterizes the additional pressure in
the near-wall layer, which increases the probability of collision of real gas molecules with
the wall in comparison with the ideal one. Obviously, this leads to an increase in lifting
force. As a result, the velocity in the boundary layer increases, which causes an increase in
heat transfer with an increase in the Waa number.

As it is known, the nature of the interaction of gas molecules with the wall has a
significant effect on heat transfer, which occurs due to the exchange of energy between
molecules and the surface. The parameter a in the van der Waals equation characterizes
the additional pressure in the near-wall layer, which increases the probability of a collision
between real gas molecules and the wall in comparison with the ideal one. Obviously,
this leads to an increase in the lifting force. As a result, the velocity in the boundary layer
increases, which causes an increase in heat transfer, with an increase in the Waa number.

In turn, the parameter b describes the additional volume not filled with molecules.
With its increase, the heat transfer between the molecules and the wall decreases, which
causes deterioration in the conditions of interaction between them. Consequently, as can
be seen from Figures 2 and 3, with an increase in the Wab number, the normalized Nusselt
number decreases compared to ideal gas case.

Calculations have shown that with an increase in the Waa number, the effect of the
Wab number noticeably weakens, and at values of Waa ≥ 0.6, cannot be observed at all
(Figure 2). The more pronounced effect of the Waa number on the flow characteristics can
be explained by the fact that the constant a describes the quadratic effect on the density
variation in the van der Waals equation, whereas the parameter b describes the linear effect
on the density variation.

We must, however, emphasize that Equation (16) is to be used for small values of the
parameters Waa and Wab for the approximate series expansion of the full van der Waals
equation to remain in force. Thus, for the larger values of Waa and Wab, Figures 2 and 3
demonstrate only qualitative trends.

6. Conclusions

The study has dealt with the problem of the steady-state natural convection of a van
der Waals gas near a vertical heated plate. The problem was solved analytically based
on an integral method. The novel solution was obtained for the first time using a novel,
simplified form of the van der Waals equation of state proposed in our work [28]. To the
authors’ knowledge, such a solution has not yet been published in the literature.

The effects of the dimensionless Waa and Wab numbers on the normalized Nusselt
number in the real gas compared to the ideal gas were estimated. The analysis of the
calculation results showed that, with an increase in the Waa number (which characterizes
the additional pressure in the real gas), the normalized Nusselt number increases. This
is due to an increase in the lifting force and velocity in the boundary layer. The effect
of additional volume, which manifests itself in an increase in the Wab number, causes a
deterioration in the conditions for interaction between gas molecules and the wall. This is
accompanied by a decrease in the Archimedes force and flow rate in the boundary layer,
which leads to a weakening of heat transfer when compared with an ideal gas.

It was therefore shown that the change in the heat transfer intensity is due to effects
that are considered by the van der Waals equation of state, but not by the ideal gas equation.
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Abbreviations

a, b van der Waals constants;
g gravitational acceleration;
h heat transfer coefficient;
k thermal conductivity;
p pressure;
pcr critical pressure;
R individual (specific) gas constant;
T local temperature;
Tcr critical temperature;
u streamwise velocity component;
v spanwise (wall-orthogonal) velocity component;
V volume;
υ specific volume;
x streamwise coordinate;
y spanwise (wall-orthogonal) coordinate
Greek symbols
α thermal diffusivity;
δ boundary layer thickness;
ν kinematic viscosity;
ρ density
Dimensionless values
Nu Nusselt number;
Pr Prandtl number;
U dimensionless axial (streamwise) velocity;
Θ dimensionless temperature;
Waa, Wab van der Waals numbers
Subscripts:
0 ideal gas;
w value of a parameter at the wall;
∞ value at the outer boundary of the boundary layer.
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Abstract: Slurry flows commonly appear in the transport of minerals from a mine to the processing
site or from the deep ocean to the surface level. The process of heat transfer in solid–liquid flow is
especially important for the long pipeline distance. The paper is focused on the numerical modelling
and simulation of heat transfer in a fine dispersive slurry, which exhibits yield stress and damping of
turbulence. The Bingham rheological model and the apparent viscosity concept were applied. The
physical model was formulated and then the mathematical model, which constitutes conservative
equations based on the time average approach for mass, momentum, and internal energy. The slurry
flow in a pipeline is turbulent and fully developed hydrodynamically and thermally. The closure
problem was solved by taking into account the Boussinesque hypothesis and a suitable turbulence
model, which includes the influence of the yield shear stress on the wall damping function. The
objective of the paper is to develop a new correlation of the Nusselt number for turbulent flow
of fine dispersive slurry that exhibits yield stress and damping of turbulence. Simulations were
performed for turbulent slurry flow, for solid volume concentrations 10%, 20%, 30%, and for water.
The mathematical model for heat transfer of the carrier liquid flow has been validated. The study
confirmed that the slurry velocity profiles are substantially different from those of the carrier liquid
and have a significant effect on the heat transfer process. The highest rate of decrease in the Nusselt
number is for low solid concentrations, while for C > 10% the decrease in the Nusselt number is
gradual. A new correlation for the Nusselt number is proposed, which includes the Reynolds and
Prandtl numbers, the dimensionless yield shear stress, and solid concentration. The new Nusselt
number is in good agreement with the numerical predictions and the highest relative error was
obtained for C = 10% and Nu = 44.3 and is equal to −12%. Results of the simulations are discussed.
Conclusions and recommendations for further research are formulated.

Keywords: heat transfer in non-Newtonian slurry; damping of turbulence; Nusselt number for slurry

1. Introduction

Slurry pipeline transport is widely used in the food and chemical industry and in
the transfer of minerals from a mine to the processing site or from the deep ocean to the
surface level [1]. Pipeline transportation is more economical and environmentally friendly
than other modes of transport, such as rail or trucking, when moving minerals over long
distances. They also have a high safe delivery rate [2,3]. In the literature, we can find
various approaches for the analysis of solid–liquid flow and its predictions [4–14]. Analyses
are mainly dedicated to a proper class of flow, such as homogeneous, heterogeneous, and
with steady or mowing beds. The proposed models are mainly algebraic. If predictions
are considered, we use analytical or numerical methods [15–24]. Analytical methods are
impractical and can be applied to very simple flow conditions. If numerical methods are
considered, we recognize Direct Numerical Simulation (DNS), which is computationally
costly, Large Eddy Simulation (LES), which is less expensive, Reynolds-averaged Navier–
Stokes equations (RANS), which is the computationally cheapest, or a combination of the
mentioned methods, called hybrid methods. The slurry flow phenomenon is very complex;
therefore, mathematical models are strictly dedicated to a certain flow situation.
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The heat transfer process in slurry transportation is essential, especially for long
distances. Temperature affects the viscosity and rheological properties of the slurry and
thus changes the energy loss during pipeline transport, which affects the operation of the
pipeline system. Changes in the temperature of the transported slurry can be caused by
heat transfer between the slurry pipeline and the environment and by the conversion of
part of the mechanical energy into heat. In the case of pipeline operation in the Arctic Sea,
for example, it could cause permafrost melting and instability of pipeline routes. In other
cases, maintaining a constant temperature of the flowing medium is imperative, while in
some other cases, the risk of freezing or loss of heat appears, which requires proper pipe
insulation to avoid plug formation. Therefore, the ability to predict the flow of the slurry
with heat exchange is a great challenge in CFD.

To predict the heat transfer between the flowing slurry and the environment, the
first point is to set up a reliable physical model and then a mathematical model. The
mathematical model should be able to predict the velocity and temperature fields of the
slurry. When formulating a physical model for slurry flow with heat transfer, it is necessary
to define the slurry properties and flow conditions like, for instance:

- particle size distribution and its shape, elasticity, porosity, degradation, hydrophobic-
ity, averaged solid particle diameter and density;

- carrier liquid viscosity and density;
- type of slurry: Newtonian or non-Newtonian, with or without yield stress;
- type of solid concentration: dilute suspension or highly concentrated;
- type of slurry flow: laminar, transient, turbulent, homogeneous, pseudo-homogeneous,

heterogeneous, with steady or moving beds;
- geometry and flow direction: circular or noncircular conduit, one-, two-, or three-

dimensional, vertical, horizontal, or inclined conduit;
- boundary conditions for velocity and temperature;

The study focuses on the modelling and simulation of convective heat transfer between
a fine dispersive slurry and a pipe wall under a turbulent flow regime in a range of solid
concentrations for commercial applications. The solid phase constitutes fine solid particles
with an average diameter of about 20 μm, since small particles are responsible for increasing
viscosity, non-Newtonian behavior, and damping of turbulence. Therefore, the relation
between shear stress and shear rate is crucial to include in a mathematical model.

Solid particles are known to affect the flow structure and can enhance or suppress
turbulence [25–33]. Generally, one can conclude that small particles can suppress, while
large particles can increase turbulence. Of course, the phenomenon is more complex as
the particle density, carrier liquid properties, and flow conditions, such as the velocity and
geometry effect on the level of turbulence as well. Experimental data on frictional head
loss for turbulent flow of fine dispersive slurry clearly demonstrate a lower frictional head
loss than expected [6,25,34,35]. Wilson and Thomas hypothesized that in a turbulent flow
of fine dispersive slurry, the viscous sublayer becomes thicker compared to a single-phase
flow under the same flow conditions [25]. Therefore, the Wilson and Thomas hypothesis
was taken into account to develop a mathematical model.

Considering the heat exchange between the transported slurry and the surrounding,
we recognize methods and techniques focused on the enhancement of heat exchange,
named passive or active. Passive methods, such as shape insert with dedicated perforation
or mechanically deformed pipes, have been studied for several years and have become
commercial solutions [36–41]. Active methods, such as air injection, bubble generation, or
proper pulsation, can produce increases in the heat transfer process [42–45].

Heat transfer in the solid–liquid flow has been experimentally investigated by several
studies [46–49]. However, experiments and studies on heat transfer in a turbulent flow with
fine solid particles, especially for solid concentrations of commercial interest, above 20% by
volume, are scattered in the literature. Existing experiments refer mainly to water-air or
water-oil or nanofluids or slurries with low solid concentrations [50–53]. Research mainly
includes solid particles made of metals, oxides, or carbides suspended in a liquid. Such
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experiments and predictions focus on examining whether solid particles can increase or
decrease the heat transfer process between the suspension and a pipe wall. The results
show that such an increase depends mainly on the properties of the particles and the solid
concentration [54,55].

Wang et al. [48] experimentally examined the thermal conductivity of Al2O3 and CuO
nanoparticles mixed with water, vacuum pump liquid, engine oil and ethylene glycol. The
average particle diameter of Al2O3 was 28 nm and the average particle diameter of CuO
was 23 nm. All particles were loosely agglomerated in the chosen liquid. Experiments have
shown that the heat transfer of the mixture increases with the volume fraction of Al2O3
particles [48].

Rozenblit et al. [56] conducted an experimental study on the heat transfer coefficient
associated with solid–liquid transport in a horizontal pipe using an electro-resistance sensor
and infrared imaging. They considered a flow of acetyl-water mixture on a moving bed
with solid volume concentrations of 6%, 9%, 12%, and 15% by volume. They noted that the
local heat transfer coefficient changes from its lowest value at the bottom of the pipe to its
highest value above the carrier liquid at the upper heterogeneous layer. These experiments
indicated that the heat transfer coefficient is strongly influenced by the cross-sectional
distribution of the solid phase [56].

Ku et al. [49] experimentally examined the effect of solid particles on heat transfer.
They used spherical fly ash particles with a mass median particle diameter of 4 to 78 μm
and a particle density of 2270 kg/m3, and Reynolds numbers of 4000 to 11,000 in an 8 mm
inner diameter pipe. The authors noted that the highest heat transfer coefficient was
obtained for the dilute solution with C = 3%, and then gradually decreased with increasing
solid volume concentration. They proposed a correlation for the Nusselt number. The
correlation depends on Reynolds and Prandtl numbers, solid concentration, and the ratio of
pipe diameter to average particle diameter. The correlation is limited to: Re = 3000–11,000;
Pr = 3.8–5.0; D/dP = 102–615; C = (1–10)%. However, it is not clear whether such suspen-
sions possess or do not possess the yield stress. Furthermore, the apparent viscosity of the
slurry in their research was 1.75 higher compared to water if C = 30%. This contrasts with
current studies, as the apparent viscosity of C = 30% is at least 13 times higher compared to
water and increases as the wall shear stress decreases. Additionally, the Prandtl number in
the current study is much higher compared to the limitation of Ku et al. 49]. In conclusion,
we can say that it is impossible to compare the numerical predictions with the experimental
data if the slurry properties differ much.

Bartosik performed simulations of the influence of the solid volume concentration [57]
and the yield shear stress [58] on heat transfer in kaolin slurry. The author considered two
solid concentrations of kaolin equal to 7.4% and 38.3%, which correspond to yield shear
stresses of 4.92 Pa and 9 Pa, respectively. The author found that both solid concentration
and yield stress strongly affect the Nusselt number and the Nusselt number decreases with
increasing solid concentration or yield stress.

Analysis of the literature indicates that most of the research deals with heat transfer
in a single phase, liquid-air flow, nanofluids, ice slurry, laminar flow, or with low solid
concentrations. Experiments and modelling of heat transfer in non-Newtonian slurries
containing minerals with fine particles, yield stress, and solid volume concentration at
least 20% by volume are scattered. Reliable predictions require reliable measurements.
Prediction difficulties arise when the solid concentration increases and the particle-liquid
and/or particle–wall interaction occurs. A better approach to understanding the slurry
flow mechanism and its correlation with the heat transfer process, especially at high solid
concentrations, is needed, as it is important for better optimization design and operation
control. The ability to simulate turbulent solid–liquid flow to predict frictional head
loss, velocity, and temperature distributions remains one of the main challenges in CFD.
However, from an engineering point of view, we need simple empirical or semiempirical
correlations that allow the calculation of the heat transfer coefficient for known slurry.
Therefore, proper correlations for the Nusselt number are still required.
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The objective of the paper is to develop a new correlation of the Nusselt number for
turbulent flow of fine dispersive slurry that exhibits yield stress and damping of turbulence.
For such a slurry, a new correlation of the Nusselt number is proposed. The new correlation
of the Nusselt number includes Reynolds and Prandtl numbers, solid volume concentration,
and dimensionless yield shear stress.

2. Physical Model

The slurry is assumed to be a mixture of fine solid particles and water, which plays
the role of a carrier liquid. The assumptions made in the physical model are as follows:

- solid particles are round, smooth, rigid, non-hydrophobic, and the influence of such
properties on slurry flow is not considered;

- solid particles are sufficiently fine, with a median particle diameter dP ∼= 20 μm, so
the damping of turbulence, described by Wilson and Thomas [25], occurs;

- the slurry flows in a straight and smooth horizontal pipeline, which is rigid and its
inner diameter is constant;

- the profile of the solid concentration distribution on the vertical axis is constant; there-
fore, the slurry flow is homogeneous, which is in accordance with the experiments of
Sumner et al. [34] and Ramisetty [59];

- the rheological properties of the slurry can be approximated by the Bingham model;
- the flow of the slurry is turbulent, steady, axially symmetric (V = 0) and without

circumferential eddies (W = 0);
- the slurry flow is fully developed hydrodynamically, which means that the time-

averaged velocity component U does not change in the flow direction (∂U/∂x = 0).
- the wall temperature is steady;
- the heat flux is homogeneous; the heat flux acts from the slurry to the pipe wall; its

value is steady, known, and sufficiently small, so the following arbitrarily chosen
condition is met: |Tb − Tw|< 7 K;

- the apparent viscosity and specific heat are constant and are determined by the thermal
condition at the pipe wall, while the slurry density and conduction coefficient are
calculated from the bulk temperature;

- there is no inner heat production in a slurry, and conversion of mechanical energy
into internal heat is not considered;

- heat due to radiation and conduction through a pipe wall are negligible;
- the slurry flow is fully developed thermally, which means that the temperature

changes linearly in the flow direction ‘ox’ (∂T/∂x = const �= 0).

For simulation purposes, the cylindrical coordinate system is used, where ‘ox’ is the
main flow direction, while ‘or’ is the radial coordinate, as presented in Figure 1. It is
assumed that the wall temperature is equal to Tw = 293.15 K, and the heat flux density
q = −500 W/m and both quantities are steady. Simulations are performed for carrier
liquid flow (C = 0%) and for slurry with a solid particle density equal to 2550 kg/m3, solid
concentrations 10%, 20%, 30% and for an inner pipe diameter D = 0.02 m.

Figure 1. The cylindrical coordinate system used for numerical predictions.

54



Energies 2021, 14, 4909

3. Mathematical Model

The starting points for building a mathematical model for non-isothermal slurry flow
in a pipeline are continuity, Navier–Stokes, and internal energy equations. A mathematical
model is formulated for Newtonian liquid and non-Newtonian slurry.

3.1. Newtonian Liquid

The mathematical model for the Newtonian liquid regards the carrier liquid, which is
pure water. Taking into account the time-averaged procedure proposed by Reynolds [60],
and neglecting terms with fluctuations of density and viscosity, it is possible to obtain the
conservative equations of mass, momentum, and internal energy as follows:

∂
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where the Prandtl number in Equation (3) is defined as follows:

Pr =
μ cp

λ
(4)

The momentum Equation (2), also named the Reynolds Averaged Navier–Stokes
equation, possesses an additional term ρ u′

i u
′
j , which appears on the right-hand side,

named turbulent stress tensor or Reynold’s stress tensor. It is a symmetric tensor and
requires additional equations to calculate its components. To solve the set of equations,
the number of dependent variables must be the same as the number of equations, which
is called the closure problem. Therefore, additional equations are proposed that allow
one to calculate the components of the turbulent stress tensor. Equation (3) possesses an
additional term ρ u′

j t
′. This term is responsible for the intensification of heat exchange

caused by the presence of velocity and temperature fluctuations and requires closure, too.
The additional terms in Equations (2) and (3) can be modelled by a direct approach (DNS)
or an indirect approach. To calculate each component of −ρ u′

i u
′
j and −ρ u′

j t
′ the direct

or indirect methods require additional equations, either algebraic or partial differential.
Although DNS and LES methods can give a high level of accuracy, they are time-consuming
and computationally costly. Indirect methods can give accurate predictions with less
computational power. Moreover, we deal with time-averaged quantities of velocity and
temperature, instead of random quantities, which are more useful to engineers. For this
study, an indirect method is employed. The indirect method employs the Boussinesque
hypothesis, which introduced a new dependent variable, called turbulent viscosity, as a
measure of turbulence rather than viscosity [61]. The Boussineque hypothesis assumes that
the turbulent stress tensor in Equation (2) can be expressed as follows:

− ρ u′
i u

′
j = μt
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∂Ui
∂xj
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∂xi
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− 2

3
ρ k δi,j (5)

and the fluctuating components of velocity and temperature in the energy Equation (3), as:
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′ = μt
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(6)
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The turbulent Prandtl number (Prt) in Equation (6) was intensively examined by
several researchers. Studies indicated that in the flow on a plate, Prt ∼= 0.5, while for the
boundary layer, which exists in a pipe flow, the turbulent Prandtl number is estimated to
be Prt = 0.9 [62].

If an axially symmetric flow is considered, the most suitable coordinate system is
cylindrical, where the dependent variables are functions of x, r, θ. The assumption that the
flow is axially symmetric causes the velocity component V = 0. The lack of circumferential
eddies causes that component of the velocity W = 0. The last term on the right-hand side of
Equation (2) is also zero because the flow is horizontal.

Taking into account the assumptions stated in the physical model, the time-averaged
Equations (1)–(3) together with (5), (6) can be formulated in the final form as follows:

∂
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(
ρU

)
= 0 (7)
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Taking into account the assumption that the flow is fully developed thermally, which
means that the temperature changes linearly in the main flow direction ‘ox’, the convective
term in Equation (9) will be delivered by an energy balance. An energy balance is developed
for the slurry flowing in a tube with inner diameter D and unit length L = 1 m. Such an
approach simplifies the mathematical model to one-dimensional and substantially reduces
the time of computation.

Let us consider a heat flux acting between the flowing liquid and a pipe—Figure 1.

.
Q = α A∗ ΔTr (10)

where
A∗ = πDL (11)

and ΔTr = Tb − Tw is temperature difference on radius r.
The change in the inner energy of the flowing liquid at distance L is the following:

.
Q =

.
m cP ΔT = ρb Ub A cp ΔTx (12)

where the pipe cross section A = πD2/4, and ΔTx is the slurry temperature difference at
distance x = L.

Comparing (10) and (12), we can write:

α π D L ΔTr = ρb Ub π
D2

4
cp ΔTx (13)

Dividing each side of Equation (13) by the unit length of the pipe L, we can write:

.
q = ρb Ub π

D2

4
cp

ΔTx

L
(14)

where the heat flux density can be written as:

.
q =

.
Q
L

= α π D ΔTr (15)
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The final form of the convective term can be established using Equation (14), as follows:

∂T
∂x

=

.
q

ρb Ub π R2cp
= const (16)

The convective term (16) delivered from the energy balance replaces the convective
term on the left-hand side of Equation (9). Taking into account Equation (16), one can say
that the convective term ∂T/∂x = 0 if q = 0. The heat flux acting on the pipeline is positive
if Tw > Tb or negative if Tw < Tb. The thermal properties of the slurry are treated as known
quantities and will be presented. The influence of temperature on a carrier liquid density
and a thermal conductivity was approximated using the Taylor expansion as follows:

Φ = a + bT + cT2 (17)

while slurry properties, such as density, coefficient of heat conduction, and specific heat,
were calculated as follows:

ΦSL = CΦS + (1 − C)ΦL (18)

Finally, the mathematical model of heat transfer in liquid flow constitutes two partial
differential equations, namely, (8) and (9), since the continuity Equation (7) is included in
the momentum Equation (8), and the complementary Equation (16). Equation sets possess
the following dependent variables: U(r), μt(r), p(x), T(r). To calculate the velocity and
temperature profiles across a pipe, a set of equations requires closure. Turbulent viscosity
μt(r) will be calculated using an indirect method together with a suitable turbulence model,
while the pressure gradient ∂p/∂x will be treated as a known value. For the preset value of
∂p/∂x, the velocity and temperature profiles will be calculated. In other words, for known
values of ∂p/∂x the time-averaged profiles of U and T will be calculated.

To calculate the turbulent viscosity μt(r), the Launder and Sharma turbulence model
was chosen [63]. The chosen model fulfills the requirements formulated by Spalding [64,65],
an honorable founder of Computational Fluid Dynamics (CFD). The Launder and Sharma
model was successfully examined for comprehensive types of flow, including homogeneous
slurries. The researchers emphasized that it is one of the first and most widely used models
and has been shown to agree well with the experimental and DNS data for a wide range of
turbulent flow problems, performing better than many other k–ε models [66–69].

k =
u′

i u
′
i

2
(19)

ε = ν
∂u′

i
∂xk

∂u′
i

∂xk
(20)

The Launder and Sharma turbulence model assumes that the turbulent viscosity
depends on the kinetic energy of the turbulence, defined by Equation (19), and the dissipa-
tion rate of the kinetic energy of the turbulence, defined for homogeneous turbulence by
Equation (20) [70]. On the basis of dimensional analyzes, Launder and Sharma assumed
that the turbulent viscosity depends on k, ε and ρ as follows:

μt = fμ
ρ

ε
k2 (21)

where fμ is called the damping of the turbulence function or the wall function. The function
causes a reduction in turbulent viscosity if y → 0. The wall function was developed
empirically by matching the predictions with measurements and is the following:

fμ = 0.09 exp

⎡
⎢⎣ −3.4(

1 + Ret
50

)2

⎤
⎥⎦ (22)
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where the turbulent Reynolds number (Ret) was developed from dimensionless analysis,
as follows:

Ret =
ρ k2

μ ε
(23)

Equations for the kinetic energy of turbulence and its dissipation rate are obtained
from the Navier–Stokes equations, using a time-averaged procedure [63].

Taking into account the assumptions made in the physical model, the final form of
the equations for the kinetic energy of turbulence and its dissipation rate, in cylindrical
coordinates, are as follows:

1
r

∂

∂r

[
r
(

μ +
μt

σk

)
∂k
∂r

]
+ μt

(
∂U
∂r

)2

= ρε + 2μ

(
∂k1/2

∂r

)2

(24)

1
r

∂

∂r

[
r
(

μ +
μt

σε

)
∂ε

∂r

]
+ C1

ε

k
μt

(
∂U
∂r

)2

= C2

[
1 − 0.3 exp

(
−Re2

t

)]ρε2

k
− 2

μ

ρ
μt

(
∂2U
∂r2

)2

(25)

The set of partial differential Equations (8), (9), (24) and (25) together with the comple-
mentary Equations (16), (21)–(23) is dedicated to a Newtonian liquid.

3.2. Non-Newtonian Fine Dispersive Slurry

If non-Newtonian slurry is considered, the first step is to set up a suitable rheological
model. According to the physical model, we consider a slurry with fine solid particles.
It is well known that fine solid particles are responsible for increased viscosity and non-
Newtonian behavior [6]. The slurry with fine solid particles can be described by several
rheological models, like for instance, Bingham, Ostwalda–de Waele, Carreau, Casson, or
Herschel–Bulkley. The Bingham model is very simple as it demonstrates the yield stress
and constant viscosity. Two- and three-parameter models, such as Casson or Herschel-
Bulkley, describe the influence of the shear rate on the shear stress more accurately. In the
case of laminar flow, a rheological model plays a crucial role in determining shear stress,
while in a turbulent flow the dominant role plays turbulence. Therefore, the Bingham
model is used as a simpler one. It is also important that experimental data for such a model
are available in the literature.

The Bingham rheological model is described by Equations (26) and (27), as follows:

τ = τo + μPL
.
γ for τ > τo (26)

and
.
γ = 0 for τ ≤ τo (27)

Taking into account the concept of apparent viscosity [25,71,72], one can write:

τ = μapp
.
γ (28)

Taking into account the right-hand side of Equations (26) and (28), the following
equation for apparent viscosity can be obtained:

μapp = μPL +
τo
.
γ

=
μPL

1 − τo
τw

(29)

Of course, Equation (29) has the limitation that the yield shear stress cannot be equal
to or higher than the wall shear stress. If the wall shear stress increases, the apparent
viscosity decreases.

Considering the forces that act on the slurry flowing in a horizontal pipeline of length
L and inner diameter D, we can write that the force responsible for the movement is:

→
F 1 = Δp π D2 1

4
(30)
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while the resistance force is the following:

→
F 2 = τw π D L (31)

For a steady flow of slurry, both forces must be equal. Therefore, we can write:

τw =
Δp
L

D
4

=
∂p
∂x

D
4

(32)

Finally, for known plastic viscosity, yield stress and ∂p/∂x, the apparent viscosity can
be calculated as follows:

μapp =
μPL

1 − τo
∂p
∂x

D
4

(33)

Analyzing Equation (33) it can be concluded that for the Bingham model the apparent
viscosity is constant across a pipe stream if ∂p/∂x = const and τo = const. To consider a
non-Newtonian slurry, the coefficient of dynamic viscosity, which exists in Equations (8),
(9) and (23)–(25), has to be replaced by the apparent viscosity, defined by Equation (33).

fμ = 0.09 exp

⎡
⎢⎣−3.4

(
1 + τo

τw

)
(

1 + Ret
50

)2

⎤
⎥⎦ (34)

The mathematical model for isothermal flow, which constitutes Equations (8), (24)
and (25) together with the complementary Equations (21)–(23) and (33) fails if the predic-
tions of fine dispersive slurry flow, defined in the physical model, are considered. Such a
slurry exhibits lower head loss than expected. Therefore, taking into account the Wilson
and Thomas hypothesis [25], Bartosik [73] proposed a modified the wall function, defined
by Equation (34). The wall Function (34) is important for a close distance to a pipe wall. For
a turbulent Reynolds number greater than 100, the wall Function (34) gives similar results
to the function defined by Equation (22). Now, the Equation (34) replaces Equation (22)
proposed by Launder and Sharma.

Finally, the mathematical model for heat transfer in fine dispersive slurry flow consti-
tutes the partial differential Equations (8), (9), (24) and (25), together with the complemen-
tary Equations (16), (21), (23), (33) and (34). The constants in the k-ε turbulence model are
the same as in the Launder and Sharma model and are the following: C1 = 1.44; C2 = 1.92;
σk = 1.0; σε = 1.3 [63].

4. Numerical Procedure

The mathematical model assumes the following boundary conditions:

at the pipe wall for r = R: T = Tw; q = const; U = 0; k = 0; ε = 0; (35)

symmetry axis for r = 0: ∂T/∂r = 0; ∂U/∂r = 0, ∂k/∂r = 0 and ∂ε/∂r = 0. (36)

The boundary condition (35) indicates that there is no sleep velocity, k and ε on the
pipe wall (r = R). Very near the wall, the dissipation rate is equal to 2 μ(∂k0.5/∂r)2. This
term was added to Equation (24) to allow to be set to zero on the pipe wall (y = 0). The
boundary condition (36) indicates that axially symmetric conditions were applied to all
dependent variables.

The set of partial differential Equations (8), (9), (24) and (25) was computed using
a finite difference scheme and its own computer code. The set of equations was solved
taking into account the TDMA approach, with an iteration procedure, and using the control
volume method [74]. The control volume was obtained for a pipe of length equal to L = 1 m
and rotating the radius of the pipe around the symmetry axis at an angle of 1 radian.

The calculations were carried out in a proper order. For the predetermined value of
∂p/∂x, the following inlet conditions were used:
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- T(r) = Tw;
- U(r) = Umax[(R − r)/R]1/7, where Umax was arbitrarily chosen;
- k was set up on the basis of the intensity of the assigned turbulence, that is, k(r) = 1

2 U2(r);
- ε was established based of the relation: ε(r) = 0.093/4 k3/2(r)/L, where L was deter-

mined from the Nikuradse formula.

Attention was paid to the effect of the number of grid points localized across a radius
of a pipe. It is well known that the number of nodal points strongly affects the accuracy of
the predictions [74,75]. Therefore, the radius of the pipe was divided into 80 nodal points
that were not uniformly distributed across the pipe. Most of the nodal points were located
near the wall of the pipe. The number of nodal points was experimentally set to provide
nodally independent predictions.

The iteration cycles were repeated until the convergence criterion, defined by Equa-
tion (37), was achieved.

∑
j

∣∣∣∣∣∅
n
j −∅

n−1
j

∅
n
j

∣∣∣∣∣ ≤ 0.001 (37)

where ∅
n
j is a general dependent variable ∅ = U, T, k, ε; the jth is the nodal point after the

nth iteration cycle and the ∅
n−1
j is the (n − 1)th iteration cycle.

Finally, the hydrodynamically and thermally developed turbulent flow of the fine
dispersive slurry was calculated and the following profiles were obtained: T(r), U(r), k(r),
ε(r) and the following dependent variables were calculated: Ub, Tb, Re, Pr, Nu.

5. Validation of the Mathematical Model

The mathematical model for the isothermal flow of fine dispersive slurry has been
validated in a comprehensive range of solid concentrations, yield stresses, Reynolds number
and pipe diameters, providing fairly good predictions of frictional head loss and velocity
profiles [20,21,73,76].

The validation of the heat transfer was performed only for the carrier liquid flow.
Heat transfer validation for the fine dispersive slurry was not performed because, to the
best knowledge of the author, no experimental data are available. Existing experiments
and correlations of Nusselt number, made for instance, by Harada et al. [46], Ku et al. [49],
Salamone and Newman [77], Ozbelge and Somer [78] do not take into account the slurry
defined in the physical model.

Validation of heat transfer for carrier liquid flow includes the prediction of the Nusselt
number. The results were compared with empirical data expressed by the Dittus–Boelter
correlation [79]. The Dittus–Boelter correlation is valid for fully developed flow and for
Re > 10,000 and 0.7 ≤ Pr ≤ 160 [79]. The Dittus–Boelter correlation is reasonably consistent
with the experimental data [80,81] and is expressed as follows:

Nu = 0.02296 Re0.8 Pr1/3 (38)

where Reynolds and Prandtl numbers were expressed for this study by Equations (39)
and (40), respectively.

Re =
ρ Ub 2 R

μapp
(39)

Pr =
μapp cp

λ
(40)

Of course, the apparent viscosity (μapp) in case of carrier liquid is equal to carrier
liquid viscosity (μ).

The Dittus–Boelter correlation, expressed by Equation (38), approximates the physical
situation quite well for the case of constant wall temperature and constant wall heat flux,
which is just exactly as it is assumed in the physical model.
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Figure 2 presents comparisons of the Nusselt number calculated using the mathe-
matical model with the Dittus–Boelter correlation (38) for the carrier liquid in the range
of Reynolds numbers of 6900 to 100,000. The results of the comparison presented in
Figure 2 show good agreement; however, there are some discrepancies for low and
high Reynolds numbers. The average relative error in the range of Re = 6900–100,000
is approximately −3.5%.

Figure 2. Validation of numerical predictions for carrier liquid flow. D = 0.02 m; Tw = 293.15 K,
q = −500 W.

As mentioned above, the mathematical model for the isothermal flow of fine dispersive
slurries, which exhibits turbulence damping, was successfully examined. The model is
also positively verified for heat transfer in the carrier liquid flow—Figure 2. Therefore,
it is assumed that the mathematical model is suitable for predicting the thermally fully
developed flow of the fine dispersive slurry with constant wall heat flux and constant wall
temperature.

6. Simulation Results

To perform simulations of heat transfer in a turbulent flow of a fine dispersive slurry,
which is non-Newtonian and exhibits yield stress and turbulence damping, the rheological
parameters must first be determined. Therefore, rheological measurements of Shook and
Roco of a fine limestone slurry, with a solid density similar to that assumed in the physical
model, were considered [6]. Because Shook and Roco experimental data are for a narrow
range of solid concentrations, the Slatter measurements were used to extend the range of
rheological parameters [82]. In the case of the Shook and Roco experiments, solid particles
with diameter below 44 μm constitute 67%, while in the case of the Slatter experiment
the median particle diameter was equal to 28 μm. Therefore, the assumption made in the
physical model that the median particle diameter is about 20 μm is an estimation rather
than a precise diameter determination.

The results of the approximation of the measurements of Shook and Roco [6] and
Slatter [82] are collected in Figure 3a,b. Taking into account the approximation of the
measurements, the yield stress and plastic viscosity have been estimated for solid volume
concentrations equal to 10%, 20% and 30%. The rheological parameters of the slurry for the
Bingham model are collected in Table 1.
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Figure 3. (a) Comparison of assumed relative viscosity with experimental data of fine dispersive slurry for the Bingham
model (Shook and Roco [6]; Slatter [82]). (b) Comparison of assumed relative yield stress with experimental data of fine
dispersive slurry for the Bingham model (Shook and Roco [6]; Slatter [82]).

Table 1. Parameters of the fine dispersive slurry for the Bingham model.

Solid Volume Concentration Bingham Model

% τo, Pa μPL, Pa s

10 5.10 0.004521
20 6.00 0.007032
30 8.00 0.013061

Numerical simulations were performed for a constant heat flux that acts from the
slurry to the pipe wall. The thermal properties of the solid and liquid phases are presented
in Table 2. Simulations of heat transfer in turbulent flow of fine dispersive slurry were
performed for solid volume concentrations equal to: 10%; 20%, 30% and for water. As a
result, temperature and velocity profiles were obtained.

Table 2. Thermal properties for limestone and liquid phase; D = 0.02 m; Tw = 293.15 K;
q = −500 W/m.

Thermal Conduction
for the Carrier Liquid

Thermal Conduction
for Solid Particles

Specific Heat for
the Carrier Liquid

Specific Heat
for Solid Particles

W/(m K) W/(m K) J/(kg K) J/(kg K)

0.598 1.221 4183.00 795.00

Figure 4a–c demonstrate the influence of solid concentration on the slurry temperature
profiles at the same bulk velocity equal to 3.50 m/s. If the bulk velocity is constant,
the temperature difference between the wall and the slurry increases significantly with
increasing solid volume concentration. Therefore, considering Equation (15), it can be
concluded that for the constant bulk velocity, the heat transfer coefficient decreases with
increasing solid volume concentration because the density of heat flux and diameter of
the pipe are constant. To confirm this, Figure 4d shows the influence of solid volume
concentration on the Nusselt number for constant bulk velocity. It is assumed that if the
calculations for C = 0% are presented, this means that there is a flow of pure water. At the
same bulk velocity of the carrier liquid and slurry, it is seen that the highest rate of decrease
in the Nusselt number is in the range of C = 0% to C = 10%, while for C > 10% the decrease
in the Nusselt number is gradual.
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Figure 4. (a) Comparison of temperature profiles for slurry and water; C = 30%, Ub = 3.50 m/s; q = −500 W/m. (b) Compar-
ison of temperature profiles for slurry and water; C = 20%; Ub = 3.50 m/s; q = −500 W/m. (c) Comparison of temperature
profiles for slurry and water; C = 10%; Ub = 3.50 m/s; q = −500 W/m. (d) Influence of solid concentration on the Nusselt
number; Ub = 3.50 m/s; q = −500 W/m.

If the slurry temperature distribution is known, the heat transfer coefficient can be
found by calculating the density of heat flux at the slurry boundary as follows:

.
q = −λ

∂T
∂r

(41)

The velocity distribution plays an important role in the heat exchange process and
affects the Nusselt number. The viscous sublayer plays a crucial role for shear stress
and heat transfer, while the buffer layer exhibits the highest generation of turbulence,
which improves diffusion processes and, as a consequence, the effects on the heat transfer
rate [83,84]. For this reason, the slurry velocity profile analysis is useful.

The velocity profiles for constant bulk velocity are presented in Figure 5a–c for differ-
ent solid concentrations. Slurry velocity profiles are compared with carrier liquid profiles at
the same bulk velocity and under the same thermal conditions (q = const; Tw = const) and
for the same pipe diameter. However, it should be emphasized that it is useless to compare
the velocity profiles of the slurry and water for the same Reynolds number. In such a case,
the velocity profiles are substantially different because the viscosities of the slurry and
water differ considerably. Figure 5a–c indicate that the velocity gradient at the pipe wall is
lower for the slurry than for the carrier liquid. Differences are strongly dependent on the
solid concentration. To illustrate what happens at the wall of the pipe, Figure 5d presents
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the logarithmic profiles of dimensionless turbulent stresses, calculated as a turbulent to
laminar stress ratio (μt/μapp), for slurry with C = 30% and for water. Again, predictions
are made for a constant bulk velocity. It is seen that both profiles differ significantly. For
R+ > 5, the dimensionless turbulent stresses are higher in the carrier liquid than in the
slurry, which means that turbulent diffusion is greater in the water flow than in the slurry.
This is a result of the high viscosity of the slurry. Taking into account the effect of velocity,
we expect that for the same bulk velocity of the slurry and the carrier liquid, the heat
transfer coefficient of the slurry should be lower than that of water.

Figure 5. (a) Comparison of velocity profiles for slurry and water; C = 30%; Ub = 3.5 m/s; q = −500 W/m. (b) Comparison
of velocity profiles for slurry and water; C = 20%; Ub = 3.5 m/s; q = −500 W/m. (c) Comparison of velocity profiles
for slurry and water; C = 10%; Ub = 3.50 m/s; q = −500 W/m; (d) Comparison of logarithmic profiles of dimensionless
turbulent stresses for slurry and water; C = 30%; Ub = 3.50 m/s; q = −500 W/m.

The most practical way to calculate the heat transfer coefficient is to use the Nusselt
number. Figure 6a presents the influence of Reynolds number on the Nusselt number
for slurry and water. The Nusselt number is seen to be higher for the slurry than for the
water and increases with increasing solid concentration. However, the rate of increase in
the Nusselt number from 20% to 30% seems to be lower than from 10% to 20%. Figure 6b
presents the influence of the bulk velocity on the Nusselt number. It is seen that, for the
same bulk velocity, the Nusselt number is much lower than the Nusselt number for the
carrier liquid, and differences arise as the solid concentration increases. This is in line with
earlier conclusions withdrawn by analyzing Figures 4a–c and 5a–c and with the conclusions
of some researchers such as Rozenblit et al. [56], for instance.
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Figure 6. (a) Influence of Reynolds number on the Nusselt number for fine dispersive slurry and water; (b) Influence of
bulk velocity on the Nusselt number for fine dispersive slurry and water.

From an engineering point of view, it is not practical to build a complex mathematical
model to predict the heat transfer coefficient for the slurry flow. It is more practical for
engineers to use a simple function, like the Nusselt number, which is defined as the ratio of
convection to conduction of heat transfer. The Nusselt number allows for calculation of the
heat transfer coefficient.

Based on simulations of thermally developed fine dispersive slurry flow, which
exhibits yield stress and damping of turbulence in the range of solid volume concentration
C = (10–30)% and for Tw = const and q = const, the following equation is developed for the
Nusselt number:

Nu = 0.02296 Re0.8 Pr0.333 (1 − C)0.75
(

1 − τo

τw

)1.5
(42)

Equation (42) was developed on the basis of the Nusselt number dedicated to water.
The equation includes the properties of the slurry, such as solid volume concentration and
dimensionless yield shear stress. Dimensionless yield shear stress was defined as the ratio
of yield shear stress to wall shear stress. The wall shear stress can be easily calculated by
Equation (32), for example. Equation (42) can be applied if τw > τo.

Figure 7 presents the calculation of a new Nusselt number, using the correlation
expressed by Equation (42), versus the Nusselt number calculated from the mathematical
model. The calculations using the new correlation (42) matched well with the numerical
predictions. The discrepancy exists for low Nusselt numbers. As an example, for the lowest
value of the Nusselt number and C = 30%, the relative error is equal to −6%, while for
the highest Nusselt number it is equal to −1%. Taking into account the influence of solid
concentration on the accuracy of the prediction by Equation (42), the highest relative error
was observed for C = 10% and Nu = 44.3 and is equal to −12%.
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Figure 7. New Nusselt number expressed by (42) versus the Nusselt number predicted by the
mathematical model for C = 10%; 20% and 30%.

7. Discussion and Conclusions

The heat transfer characteristics of the fine dispersive slurry, which exhibit yield stress
and damping of turbulence, are not well understood. Experiments and modelling of such
slurries are difficult. High-concentration slurry measurements are at risk of damage or
contamination by intrusive probes. If optical methods are considered, attenuation of the
light beam by solid particles occurs. Non-intrusive methods do not allow one to measure
higher-order fluctuating parts of temperature and velocity. As a result of these difficulties,
there are limited experiments and studies available in the literature.

Modelling of heat transfer in slurry requires special attention because not accurately
predicted frictional head loss will affect the accuracy of heat transfer prediction. Therefore,
the use of a properly designed mathematical model, which is successfully validated for
isothermal flow, is crucial. Some researchers focused their simulations on the analogy
between pressure drop and heat transfer in fluidized solid–liquid beds [54,85]. For example,
Hashizume et al. [85] reasoned that the heat transfer coefficient predicted from the frictional
pressure drop agreed fairly with the experimental data. The crucial point in this study is
the hypothesis of Wilson and Thomas [25].

In this study, a simplified physical and mathematical model was developed to in-
vestigate the Nusselt number in fine dispersive slurry. Taking into account the assump-
tions made in the physical model, a new correlation is proposed for the Nusselt number,
which depends on the Reynolds and Prandtl numbers, solid volume concentration, and
dimensionless yield shear stress. The new Nusselt number is limited to fine dispersed
slurries with a median particle diameter of approximately 20 μm, and for C = (10–30)%,
Re = 6000–30,000; Pr = 7–75. The lowest limit of the Reynolds number was arbitrarily cho-
sen because the accuracy of the k-ε turbulence model decreases for low Reynolds numbers.
The highest limit of the Reynolds number was chosen on the basis of the bulk velocities
reached. For example, for C = 30% and Re = 24,660, the bulk velocity of the slurry is
9.7 m/s. Such a high bulk velocity is impractical in engineering applications. The results
of the computations confirmed that the new Nusselt number matches fairly well with the
Nusselt number obtained from numerical predictions.

λSL = λL

⎡
⎢⎢⎣1 +

C
(

1 − λL
λS

)
λL
λS

+ 0.28(1 − C)0.63( λS
λL

)
0.18

⎤
⎥⎥⎦ (43)

It is worth mentioning that some researchers calculate the heat conduction coefficient
for the slurry differently from the one done in this study. Some authors use the correlation
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proposed by Etheram et al. [86], described by Equation (43). Correlation (43), compared
with Equation (18), gives lower values of the heat conduction coefficient. However, the
differences are not substantial. The relative difference between the calculations made using
Equations (18) and (43) increases with increasing solid concentration, and for C = 30% it
equals −8%, while for C = 10% it is only −2%. However, such differences do not affect the
qualitative results of the predicted Nusselt number and also have a small influence on the
qualitative results.

Based on the numerical simulation of heat transfer in a thermally developed turbulent
flow of fine dispersive slurry, the following conclusions can be formulated:

1. The slurry velocity profile substantially influences the heat transfer process. Therefore,
it is crucial that the mathematical model be validated for isothermal flow first.

2. The increase in the thickness of the viscous sublayer, which exists in fine dispersive
slurry, depends on solid concentration and causes an increase in the resistance of the
heat flux that acts from the slurry to the pipe wall.

3. For the same bulk velocity of the slurry, the Nusselt number decreases with solid
volume concentration increase. The highest rate of decrease in the Nusselt number
seems to be when 0 < C < 10%.

4. The new Nusselt number developed for the parameters studied depends on the solid
concentration, the dimensionless yield shear stress, and the Reynolds and Prandtl
numbers.

The new Nusselt number dedicated to fine dispersive slurries, which exhibit yield
stress and turbulence damping, is in good agreement with numerical predictions and the
highest relative error was observed for C = 10% and Nu = 44.3 and is equal to −12%.

The new Nusselt number is dedicated to specific slurries, which exhibit yield stress
and turbulence damping, and requires validation. However, this needs reliable data, which
are difficult to obtain. The new Nusselt number has a limitation, as the average particle
diameter is not included. This is due to the fact that the mathematical model has been
validated strictly for slurries with specific solid particle size distributions and averaged
particle diameters, like it is in kaolin slurry, for instance.

More work needs to be done on examining the new Nusselt number for solid volume
concentrations lower than 10%, greater than 30% and for different heat fluxes and for
different pipe diameters. The influence of the Reynolds number, defined for slurries with
yield stress, on the Nusselt number could be examined as well.
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Nomenclature

A pipe cross section perpendicular to the symmetry axis (m2)
A* outer surface of a pipe of unit length L (m2)
a, b, c empirical constants in the Taylor expansion (-)
Ci constant in the Launder and Sharma turbulence model, I = 1, 2, (-)
C solid volume concentration (cross sectional solid volume fraction) (%)
cp specific heat at constant pressure [J/(kg K)]
D inner pipe diameter (m)
dP solid particle diameter, (μm)
fμ turbulence damping function at the pipe wall (-)
g gravitational acceleration (m/s2)
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k kinetic energy of turbulence (m2/s2)
L unit length of the pipe (m)
m mass flux, (kg/s)
Nu Nusselt number (-)
Pr Prandtl number (-)
p static pressure (Pa)
Q heat flux (W)
q density of heat flux (W/m)
R inner pipe radius (m)
r distance from the symmetry axis (m)
Re Reynolds number (-)
T temperature (K)
t’ fluctuating part of the temperature (K)
U velocity component in the ox direction (m/s)
u’ fluctuating component of velocity in the ox direction (m/s)
V velocity component in or direction (m/s)
v’ fluctuating components of the velocity V in or direction (m/s)
W velocity component in oθ direction (m/s)
X coordinate, main flow direction (m)
y coordinate for oy direction or distance from a pipe wall (m)
¯ time-averaged quantity
Special characters

α heat transfer coefficient (convective heat transfer) [W/(m2 K)]
γ shear rate (s−1)
δij Kronecker quantity, (-)
ε rate of dissipation of kinetic energy of turbulence [m2/s3]
λ coefficient of heat conduction [W/(m K)]
μ coefficient of dynamic viscosity (Pa·s)
μapp slurry apparent viscosity (Pa·s)
μPL plastic viscosity in the Bingham rheological model (Pa·s)
μt turbulent viscosity (Pa·s)
ν coefficient of kinematic viscosity (m2/s)
ρ density (kg/m3)
σi diffusion coefficients in the k-ε turbulence model, i = k, ε [-]
τ shear stress [Pa]
τo yield shear stress [Pa]
τw wall shear stress [Pa]
Φ general dependent variable, Φ = U, T, k, ε, λ, ρ, cp
Subscript

b bulk
i ith direction, i = 1, 2, 3
j jth direction, j = 1, 2, 3
L liquid
S solid
SL slurry
t turbulent
w wall
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Abstract: The present study is devoted to the modeling, design, and experimental study of a heat pipe
heat exchanger utilized as a recuperator in small air conditioning systems (airflow ≈ 300–500 m3/h),
comprised of individually finned heat pipes. A thermal heat pipe heat exchanger model was
developed, based on available correlations. Based on the previous experimental works of authors,
refrigerant R404A was recognized as the best working fluid with a 20% heat pipe filling ratio. An
engineering analysis of parametric calculations performed with the aid of the computational model
concluded 20 rows of finned heat pipes in the staggered arrangement as a guarantee of stable heat
exchanger effectiveness ≈ 60%. The optimization of the overall cost function by the “brute-force”
method has backed up the choice of the best heat exchanger parameters. The 0.05 m traversal (finned
pipes in contact with each other) and 0.062 m longitudinal distance were optimized to maximize
effectiveness (up to 66%) and minimize pressure drop (less than 150 Pa). The designed heat exchanger
was constructed and tested on the experimental rig. The experimental data yielded a good level of
agreement with the model—relative difference within 10%.

Keywords: heat pipe heat exchanger; wickless heat pipe; heat transfer; individually finned tubes

1. Introduction

The heat pipe (HP) has no moving parts and uncomplicated construction. It is a
reliable, and passive heat transfer device—working fluid transport within HP occurs
naturally, without additional energy input. Its heat conductance could be higher than
any known solid material [1], so it can efficiently transfer heat along significant distances.
The separate heat pipe (SHP) is a type of HP, that has a transport or adiabatic section,
which separates the evaporator and the condenser section [2]. Because of the existence
of the transport section, SHPs are commonly used as heat transferring elements in heat
exchangers (HEXs). The type of HEX in which heat pipes are utilized is called a heat
pipe heat exchanger (HPHE). Recently, HPHEs have gained popularity in heat recovery
applications, e.g., in air conditioning, technological processes, etc. [3,4]. Much attention
is focused on testing the capability of HPHEs as recuperators in residential ventilation
and air conditioning systems [5]. HPHE intended for heat recuperation in the area of
air conditioning, made from a finned bundle of horizontal heat pipes, was tested in [6].
Heat pipes were filled with R-11 refrigerant, and it was found that the peak effectiveness
of HPHE is approximately 0.5 (for a range of volumetric flow of air: 1200–3000 m3/h).
Baghban and Majideian [7] investigated HPHE as a recuperator for surgery rooms in
hospitals. They chose methanol as the SHP’s working fluid and tested it for volumetric
flow approx. 400 m3/h. The very small effectiveness which they obtained (ε = 0.16) was a
result of the utilization of bare HP without any fins. Wu et al. [8] proved experimentally
that HPHE can be used effectively as a dehumidifier in air conditioning systems. Their
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HPHE consisted of continuously finned copper SHPs with R-22 used as working fluid.
Longo et al. [9] made an experimental and theoretical analysis of HPHE consisting of
finned HPs with internal micro-fins. For the volumetric airflow range, 400–1000 m3/h
HPHE effectiveness peaked at approximately 0.55. Working fluids, in this case, were
modern refrigerants: R-134a, R-1234yf, and R-1234ze. Small, continuously finned HPHE
was tested in [10] for air volumetric flows close to 40 m3/h (water as working fluid). The
highest, recorded effectiveness was ε = 0.6. Rajski et al. [11] performed a theoretical analysis
of wickless HP-based HPHE, which worked as an indirect evaporative cooler. For the
considered air flows up to 450 m3/h, high coefficients of performance of evaporative cooler
were achieved. Yau and Ahmadzadehtalatapeh [12] conducted an interesting experiment
on the effects of working fluid charge ratio on HPHE effectiveness. They have shown that
optimal effectiveness is attained for a filling ratio exceeding slightly the amount to saturate
the HP wick. The above-mentioned HPHEs are based on HPs with wicking structure
(operate horizontally as well as vertically) or wickless HP (operate at an inclination that
ensures a gravity-assisted return of the condensed working fluid). Although, there are
many promising, novel HPHE types, which are made from other, more unusual types
of HPs, such as pulsating or micro HPs. Their usage in heat exchangers was presented
and analyzed by Vasiliev [13]. A flat micro-fins HP array was investigated as air to the
air heat exchanger by Yang et al. [14]. Fresh air flow was kept at 1000 m3/h and outflow
air at 1500 m3/h. Maximum recuperation efficiency was found to be 0.83. Recently, Yang
et al. [15] have tested the performance of the pulsating heat pipe heat exchanger using
deionized water and HFE-7000 as working fluids. For the airflow range, up to 300 m3/h,
the maximum effectiveness obtained was approx. 50%. Even for HPs meant to be working
as pulsating HPs, the chosen diameter was too large to induce the oscillating motion of
fluid, and each of HP pass worked as an individual wickless HP. A few papers were focused
strictly on modeling of HPHEs. Brough et al. [16] successfully used TRNSYS software
to simulate HPHE response to transient input conditions. The same program (TRNSYS)
was applied for prediction of yearly energy recovery and dehumidification intensification
resulting from HPHE installation in an air conditioning system in tropics conditions [17].
Yu et al. [18] developed an optimization procedure for segmented separate type HPHE.
Righetti et al. [19] compared their own computational model with experimental data for
six-rows HPHE. Excellent agreement was obtained for heat transfer rate and pressure
drop. It convinced the authors of the present work that the most accurate results could be
produced by our own, customized numerical model of HPHE. From the above literature
review one can draw the conclusion that examined HPHEs were mainly based on the
wick-assisted and wickless HPs. Air heat transfer resistance was reduced mainly by the
application of aluminum continuous fins (plate-fin tube assembly). In most of the available
research, volumetric flows above 1000 m3/h were considered. The present theoretical
study is the only one where HPs are individually finned, based on the literature review
carried out by the authors. Theoretical analyses were conducted for a smaller air flow
range (370–530 m3/h) than usually stated in the similar experimental works. It makes the
present study important in the view of broadening the knowledge about the design of
air-to-air HPHEs.

2. Thermal Calculations of Heat Pipe Heat Exchanger

Usage of heat pipes as basic heat exchanging elements for a heat exchanger forces two
alternative designs:

- Continuous fin tube HEX;
- Individually finned tube bundle HEX.
- Individually finned tube bundle HEX was chosen because of the following reasons:
- Freedom of tube spacing variation. Continuous fins are fabricated with standard tube

spacing and its optimization is limited to few spacing options;
- Individually finned tubes are more resistant to mechanical damage and withstand

higher pressure differences without deformation;
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- Construction enables easy cleaning and disassembly for replacement of damaged HP
in the bundle.

2.1. Computational Model Description

The computational model was developed to design the HPHEs parameters. As finned
HPs are basic heat transfer components, heat transfer through HPs is calculated according
to the formula:

.
Q =

ΔTm

∑ R
(1)

The overall thermal resistance of finned heat pipe:

∑ R = Rca + 2Rtube + Rhp + Rha, (2)

where thermal resistance of conduction through tube wall:

Rtube =
ln do

di
2·π·k·L , (3)

thermal resistance of cold air flow over finned surface:

Rca =
1

hca·εo·As
, (4)

thermal resistance of hot air flow over finned surface

Rha =
1

hha·εo·As
. (5)

The heat transfer coefficient on the airside was calculated according to [20]. The
maximal average velocity of air through finned tube bundle:

wmax =

.
V
Ao

. (6)

Reynolds number:

Red =
Wmax·dr

v
(7)

Nusselt number:
Nu =

h·dr

k
(8)

Figure 1 shows the finned tube arrangement with characteristic geometrical dimen-
sions.

Minimum airflow area:

Ao =

[(
L3

Xt
− 1

)
z′ + (Xt − dr)−

(
d f − dr

)
t f Nf

]
L1, (9)

where Nf is the number of fins per meter:

Nf = 1/S, (10)

z′ = 2x′ i f 2x′ < 2y′, (11)

z′ = 2y′ i f 2y′ < 2x′, (12)

in which 2x’ and y’ are given by:

2x′ = (Xt − dr)−
(

d f − dr

)
t f Nf , (13)
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y′ =
[(

Xt

2

)2
+ (Xl)

2

]0,5

− dr −
(

d f − dr

)
t f Nf . (14)

Dimensions 2x’ and y’ are depicted in Figures 1 and 2.

Figure 1. Finned heat exchanger tube arrangement: (a) airflow through the heat pipes, (b) minimum
airflow area (according to [20]).

Figure 2. Geometrical dimensions of finned HP.
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For high-fin tube banks, the correlation based on experimental heat transfer data
is [21]:

Nu = 0.1387Re0.718
d Pr1/3

(
s
l f

)0.296

, (15)

with a standard deviation of 5.1%.
For an equilateral triangular pitch with high-finned tubes, the friction coefficient can

be calculated by [21]:

f = 9.465 Re−0.316
d

(
Xt

dr

)−0.927
(16)

with a standard deviation of 7.8%. This is applicable for the following parameter definitions:

Red = 2000 − 50,000

Pt/dr = 1.687 − 4.50

For isosceles triangular layout [22]:

f = 9.465Re−0.316
d

(
Xt

dr

)−0.927(Xt

Xl

)0.515
(17)

This is applicable for:
dr = 18.6 − 40.9 mm,

l f /dr = 0.35 − 0.56,

l f /s = 4.5 − 5.3,

Xt/dr = 1.8 − 4.6,

Xl/dr = 1.8 − 4.6,

Nt ≥ 6,

where Nt is the number of heat exchanger tube rows.
The pressure drop of airflow through finned tube bundles;

Δp = 2 f Ntρw2
max. (18)

The efficiency of the annular fin (rectangular profile with adiabatic tip) is obtained
from correlation [23]:

η f =
2ri
m

r2
o − r2

i

K1(mri)I1(mro)− I1(mri)K1(mro)

K0(mri)I1(mro)− I0(mri)K1(mro)
, (19)

where ro = df/2, ri = dr/2, I0—modified Bessel function of order 0, I1—modified Bessel
function of order 1, K0—modified Bessel function K of order 0, K1—modified Bessel
function K of order 1, m coefficient for annular fin:

m =

√
2·h
k·t f

(20)

Finned surface area is obtained by the following equation:

As = Ar + A f , (21)

where unfinned area of tube:

Ar =
(

S − t f

)
π dr Nf , (22)
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finned area of tube:
A f =

(
2 π

(
r2

o − r2
i

)
+ π d f t f

)
Nf . (23)

Overall finned surface efficiency:

εo =
Ar + A f ·η f

As
. (24)

The thermal resistance of the wickless heat pipe is taken from the regression of
experimental data from previous authors’ work [22], where the thermal performance of
various diameters of wickless HPs were investigated for different working fluids filling
ratios. The experiment parameters are summarized in Table 1. Various diameters of HPs
were tested to obtain thermal resistance characteristics. On the condenser and evaporator
sections of HPs, jacket HEXs were installed. The condenser section HEX was fed with cold
water, while through the evaporator section HEX hot water flowed. Because of the low
volumetric flow of cooling and heating water, the range of heat fluxes obtained for HPs
was nearly identical as predicted in the case of the air-to-air HPHE. The lower convective
heat transfer coefficients of the air were compensated for by the area enlargement due to
the finned surface (the enlargement factor was around 20). The other aim of the study
was to choose the best working fluid of the examined substances. Refrigerant R404A was
recognized as the best working fluid (giving the highest thermal throughput) from other
tested fluids (R134a, R410A, and R407C). A twenty percent volumetric filling ratio was
chosen consecutively as the best of four considered in the study (10%, 20%, 30%, and 40%).
Thermal resistance versus heat transfer rate for a 32 mm outer diameter heat pipe is shown
in Figure 3. The relative uncertainty of the HPs’ thermal resistance is nearly identical to
the relative uncertainty of the heat transfer rate stated in [22] (typically 10–25%). Thermal
resistances are nearly identical for filling ratios from 20–40%. They are considerably lower
for 10%, although this filling ratio was rejected because of dry-out limit occurrence. Thermal
resistance increases sharply for a 10% filling ratio near to the highest heat throughput (near
150 W) because the falling film of the refrigerant was broken, and the dry patches at the
evaporator section impeded the heat flow.

Figure 3. Thermal resistance of 32 mm outer diameter heat pipe vs. heat transfer rate for different
filling ratios [22].
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Table 1. Parameters of the experiment [24].

Parameter Name Value

Evaporator length 250 mm
Condenser length 250 mm

Adiabatic section length 50 mm
Cooling water inlet temperature 10 ◦C
Heating water inlet temperature 20, 25, 30, 35, 40, 45, 50 ◦C

Volumetric flow of cooling and heating water 15 l/h
Material of HP container Copper

Tested diameters 20, 32 mm

The next lowest filling ratio was considered the best. Even its thermal resistance was
comparable with 30 and 40%; lower filling cuts expenses on working fluid and reduces
the total weight of HPHE. Experimental data for 20 and 32 mm heat pipes were fitted by a
correlation (25) in Figure 4. The correlation takes into account various diameters of HPs.
As it can be seen in Figure 4, Equation (25) successfully fits the experimental data [24] for
two examined HPs’ outer diameters: 20 and 32 mm.

Figure 4. Thermal resistance vs. heat transfer rate for 20% filling ratio, for d = 20 mm, and d = 32 mm
HP. Experimental data were fitted with (25) [23].

Correlation (25) was used to predict the overall thermal resistance of HPs in the
computational model:

Rhp

(
d,

.
Q
)
= 0.9204·

.
Q

−0.644
(

d
32

)−0.69
(25)

The computational model uses Equations (1)–(25) for the iterative calculation of heat
transfer rate, and air streams outlet temperatures. The initial value of the heat transfer rate
is guessed and after each iteration, it is updated until the residual becomes lower than 1 W.
The iterative technique to solve the non-linear set of equations is the Gauss–Seidel method
with an under-relaxation factor of 0.4. This algorithm is used to find a solution (heat
transfer rate) for every HPHE row. The HEX is divided into control volumes according
to Figure 5. Nodes were at the inlet and outlet planes to each row. Each node represents
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an unknown temperature, besides the known values at the inlets (blue nodes for cold
air temperatures: Tc0–TcN, red nodes for hot air temperatures: Th0–ThN). After all of the
temperatures and heat transfer rates

.
Q0 −

.
QN were updated, and the maximum residual

of all of the temperatures is calculated. If it is not lower than 0.001 ◦C the temperatures
and heat transfer rates are updated again. The iterative technique is also Gauss–Seidel but
without the under-relaxation.

Figure 5. Scheme of the dividing of HPHE into control volumes.

2.2. Thermal Design Parameters

The design process of HPHE starts with the specification of assumed design parame-
ters which result from HPHE type and its utilization. HPHE will be utilized as an air-to-air
recuperator for air conditioning systems. This heat exchanger type implies the following
design parameters:

- Working fluid is air at (approximately) atmospheric pressure;
- Effective range of working fluid temperatures is from −20 to 50 ◦C.

HPHE will be used in very small air conditioning systems (ventilation of up to
160–180 m2 spaces). Both airstreams’ volumetric flow rates are taken as typical for small
systems: V = 300 m3/h.

Computational model. The output parameter, which is the main indicator of the
efficiency of heat transfer, is HEX temperature effectiveness:

ε =
thi − tho
thi − tci

(26)

where thi—hot air stream inlet temperature, tho—hot air stream outlet temperature, and
tci—cold air stream inlet temperature. A hundred percent recuperation efficiency would
occur if the hot stream temperature would drop at the outlet to the level of cold stream
inlet temperature.

The goal of optimization is to design HPHE with thermo-hydraulic characteristics
(thermal effectiveness, pressure drop) similar to or exceeding most of the existing HPHE
reported earlier in the literature review. Comparative parameters are:

- Pressure drop: 40 Pa (not greater than 200 Pa);
- Thermal efficiency: 60%.
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The geometry of the finned tube was chosen to ensure the ease of HPHE prototype
manufacture. It was selected from the bimetallic high-finned tubes manufacturer catalog—
CEMAL company [24]. Heat exchanger channel height was L1 = 0.245 m (a consequence
of finned heat pipe geometry), and width L3 = 0.245 m was a result of the assumption of
a square channel. Geometrical parameters of the finned aluminum tube applied on the
standard copper tube: ø 22 × 1 mm are given in Table 2 and presented in Figure 6. Fins
were cold-rolled on the outer aluminum tube.

Table 2. Geometrical parameters for the high-finned tube.

Parameter Name Value

S 2.5 mm

di 20 mm

do 22 mm

df 50 mm

lf 13 mm

tf 0.8 mm

δ1 1.2 mm

δo 0.4 mm

dr 24 mm

Figure 6. Finned surface heat pipe heat exchanger dimensions.

2.3. Parametric Optimization of HPHE

The initial arrangement of finned heat pipes is shown in Figure 7 (three first rows). It is
a start positioning for the further thermal and flow analysis carried out with the use of the
computational model. This arrangement is considered for the first set of plots: Figures 8–10.
Volumetric flow rates for hot and cold airstreams are held constant (300 m3/h). Inlet cold
air temperature is kept at 10 ◦C and hot air inlet temperature at 30 ◦C. The counterflow
arrangement was chosen as it produces a higher mean temperature difference between
streams than parallel flow. A staggered HPs arrangement was also selected over the inline
as it ensures better mixing and temperature uniformity of air streams. Initially, the isosceles
layout was assumed due to a minimal pressure drop [20]. Figure 8 shows the heat transfer
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rate for inline and staggered finned HPs arrangement as a function of the number of HPHE
rows. It is a validation of the correctness of the computational model calculations. As
expected in the whole, considered range of the number of rows, the staggered arrangement
produces a higher heat transfer rate than inline. As the number of rows increases, thermal
effectiveness grows non-linearly (Figure 9)—the shape of the function is similar as in the
case of heat transfer rate. The previously stated goal is 60% effectiveness (red horizontal
line), and it corresponds to a 17-rows HPHE. Because of thermal calculations uncertainty,
20 rows were chosen (three extra rows) to obtain the assumed effectiveness. Pressure
drop increases linearly with the number of rows and exceeds 40 Pa at approximately nine
rows (Figure 10). For 20 rows HPHE, ΔP of 100 Pa is not exceeded, which makes that
acceptable value for small air conditioning systems (it can be handled by a typical air
duct fan). Further increase in effectiveness by adding more rows (more than 20) is not
viable, because the addition of two rows produces approximately 10 Pa extra pressure
drop (which is 10% relative increase) while only 2–3% raise of effectiveness. It supports
20 rows as the final choice, taking into account that a pressure drop increases linearly, while
the effectiveness slope becomes less steep for increasing row number (adding more rows
becomes even less viable in terms of effectiveness vs. ΔP change as row number increases).

Figure 7. The initial arrangement of the HPs in HPHE (staggered).
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Figure 8. Heat transfer rate for inline vs. staggered heat pipe arrangement, for inlet cold air
temperature 10 ◦C and hot air inlet temperature 30 ◦C.

Figure 9. Thermal effectiveness of HPHE as a function of number of rows, for inlet cold air tempera-
ture 10 ◦C and hot air inlet temperature 30 ◦C.
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Figure 10. Pressure drop for HPHE vs. number of rows, for inlet cold air temperature 10 ◦C and hot
air inlet temperature 30 ◦C.

The dependence of parameters on hot air inlet temperature is shown in Figures 11–13.
All computations for the plots were made with the assumption of 20 HPs rows and 0 ◦C
cold air stream inlet temperature. Figure 11 shows the dependence of the Reynolds number,
which is decreasing for increasing hot air inlet temperature. It is an effect of an increase in
air kinematic viscosity with temperature. There is approximately a 15% Reynolds number
decrease relative to the value for the lowest considered temperature: 8 ◦C. Figure 12
presents the pressure drop as a function of the hot air inlet temperature. The pressure
drop decreases linearly by 10% for the assumed temperature range—it is caused mainly
by a decrease in air density with temperature. The combined effect of air thermophysical
properties changes with temperature (variation with pressure is negligible) and mean
temperature rise impacts HPHE effectiveness, yet very weakly for hot air temperatures
greater than 30 ◦C (Figure 13). The relative change from 30 to 42 ◦C is just a fraction of a
percent. The above analysis shows that the assumption of approximately 60% effectiveness
is valid for a broad range of temperatures for 20 rows of HPHE. There is a potential benefit
in reducing a pressure drop for higher temperatures, although it is calculated for a constant
volumetric flow of air, which could decrease in a real situation, where a fan is inducing
the flow. The working point of a fan can change for lower air density and flow conditions
could vary.
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Figure 11. Reynolds number vs. hot air inlet temperature, for cold stream inlet temperature 0 ◦C and
20 HPs rows.

Figure 12. Pressure drop vs. hot air inlet temperature, for cold stream inlet temperature 0 ◦C and
20 HPs rows.
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Figure 13. Effectiveness vs. hot air inlet temperature, for cold stream inlet temperature 0 ◦C and
20 HPs rows.

Figure 14 shows hot air heat transfer coefficient dependence on the number of rows
(inlet hot air temperature: 30 ◦C, inlet cold air temperature: 10 ◦C). The computational
model allows very small dependency of the heat transfer coefficient as equation (15) is valid
for the number of rows greater than six; therefore, the calculated heat transfer coefficients
for a smaller number of rows are uncertain. This inaccuracy, however, is not very important,
as the practical number of rows which produces reasonable HPHE efficiency (ε > 50%)
is greater than 10. The dependence of the hot air heat transfer coefficient on the hot air
inlet temperature, for cold air inlet temperature 0 ◦C, is shown in Figure 15. For the
broad range of temperatures, heat transfer coefficient changes only slightly—it drops by
5%. This proves the stability of the working point of HPHE under various temperature
conditions. Three-dimensional graphs are introduced for defining the optimal spacing
between the center of the tubes—longitudinal and traversal in the respect to the airflow
direction. The subsequent analysis was carried out with an assumption of constant hot
and cold air inlet temperatures (10 and 30 ◦C). Figure 16 presents the exchanged heat
transfer rate as a function of traversal and longitudinal spacings. Heat transfer rate changes
stepwise at Xt = 0.062 m because below that spacing it is possible to add one extra HP
in the row. Further decrease in traversal distance results in weak growth. At minimal
traversal spacing Xt = 0.05 m (contact of finned HPs), heat transfer rate attains the maximal
value. Longitudinal spacing does not affect the heat transfer rate. HPHE effectiveness,
shown in Figure 17, exhibits similar behavior to heat transfer rate, with the peak value of
64% for minimal traversal spacing. The pressure drop rises more sharply with the decrease
in Xt than with the reduction in Xl. As longitudinal spacing does not affect heat transfer
significantly, moving away HPs in the longitudinal direction is advised, yet excessive
spacing could cause an unacceptable increase in the total length of HPHE. The peak of a
pressure drop is noted for minimal spacings (approx. 160 Pa).
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Figure 14. Hot air heat transfer coefficient vs. the number of rows, for hot air inlet temperature 30 ◦C
and cold air inlet temperature 10 ◦C.

Figure 15. Hot air heat transfer coefficient vs. hot air inlet temperature, for cold air inlet temperature
0 ◦C.
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Figure 16. Heat transfer rate vs. traversal and longitudinal spacing of the tubes.

Figure 17. Thermal efficiency vs. traversal and longitudinal spacing of the tubes.

The hot air heat transfer coefficient grows by 20% with traversal spacing reduction
(Figure 18). Enhancement by altering the Xl is negligible. Figure 19 presents the dependence
of HPHE effectiveness on Xt and hot air inlet temperature. A maximal value of 66% is
attained for minimal Xt and the maximal temperature difference between hot and cold
airstreams. As expected for higher temperature differences, HPHE performs better.
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Figure 18. Heat transfer coefficient vs. traversal and longitudinal spacing of the pipes.

Figure 19. Thermal efficiency vs. traversal spacing of the pipes and hot air inlet temperature.

3. Validation of Computational Model by the Experiment

The prototype of HPHE was manufactured for the validation of the computational
model. The HPHE tests were carried out in three successive measurement series. Each
series was characterized by different values of air volumetric flows in the ducts caused by
the change in rotational speed of the radial fans. The rotational speed of the fans was varied
by fan motor speed controllers (based on TRIAC’s electronic circuits). The measurement
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series consisted of three tests, during which the volumetric flow rates of the fluid flowing
in the channels were kept steady.

The first measurement series was carried out at average volumetric flows of approx.
530 m3/h (hot air duct) and approx. 400 m3/h (cold air), respectively.

The second measurement series was carried out with average volumetric flows of
approx. 520 m3/h (hot air duct) and approx. 460 m3/h (cold air), respectively. This series
is distinguished by a high-volume flow rate in the hot air duct.

The third measurement series was carried out at average volume flows of approx-
imately 380 m3/h (hot air duct) and 370 m3/h (cold air), respectively. This series was
characterized by the lowest average volumetric flows in the air channels. The range of
airflows corresponds to average velocities: 1.7–2.5 m/s, which is typical for small air-
conditioning ducted systems (for systems with capacities < 1000 m3/h, 3 m/s velocity is
considered maximal, to avoid high pressure drops). HEX studies were conducted at the
experimental rig shown in Figure 20.

Figure 20. Diagram of the HPHE test rig: 1—HPHE; 2, 7—air filters; 3–5—electric preliminary heaters;
6, 8—air fans; 9—air cooler; 10–15—manual dampers.

The subject of the test is a HEX (1) made of finned SHP (Figure 21) for the recovery of
heat from exhaust air.

Figure 21. Photo of the finned heat pipe.

Two air streams (hot—exhaust and cold—fresh air) pass through the HEX. The airflow
arrangement is countercurrent. The HEX is made up of 32 HPs in a staggered arrangement.
Each of the HP’s is filled with R404A refrigerant. Based on previous research [22] the
optimal amount of refrigerant in HP has been determined as 20% of its volume. Air flows
through steel air ducts with a diameter of d = 0.2 m, while in the part adjacent to HPHE they
transform into ducts with a rectangular flow area: 0.24 m × 0.25 m. Streams of the exhaust
(hot) and fresh (cold) air flow in closed circuits. Airflow in the ducts is forced, utilizing
fans (6, 8). There is one fan for exhaust and one for fresh air. The speeds of both fans are
individually regulated. The air parameters are regulated by a cooler (9) and heaters (3–5).
Cooler is an element of a split refrigeration system (refrigerant R404A). The air-cooled
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condenser, which is expelling the heat absorbed from an air stream, is placed outside the
building. The cooling capacity is regulated by manually adjusting the automatic expansion
valve opening, which is metering a refrigerant flow to the cooler. Heaters are simple electric
air duct heaters. There is a temperature probe upstream of every heater for the feedback to
the automation system controlling the power output for obtaining the pre-set temperature.
Air is drawn in through filters (2, 7) and the flow direction is controlled by mechanical
dampers. The experimental rig arrangement allows for cooling only the top channel of
HPHE and heating the bottom channel (Figure 19).

The air system can operate in both closed and open circuit (drawing or releasing
air to outside). The experimental tests were carried out in conditions where supply and
fresh air flowed in closed circuits without contact with the external air. Both HPHE flow
channels were divided into 27 equal areas. In the centers of these areas, velocity and
temperature measurements were taken. In each of the measurement planes, the average
velocity and temperature were calculated based on 27 measurements. The temperature and
velocity measurements were performed utilizing the “climate meter” probe LB-580 [25],
which has the functions of a thermal anemometer, thermometer (Pt1000), and capacitive
hygrometer. The mass flow rate was calculated from the average value of the velocity
at the measurement planes. In each of the airflow ducts (fresh and exhaust air) there
were two measurement planes—directly upstream and downstream of the HPHE. The
differences between the average velocities of a single airstream did not exceed 5%. The
average relative humidity of air was also checked at the inlet and outlet of HPHE, but in
any of the cases no change was recorded, so no water vapor condensation occurred on the
heat exchange surfaces.

The graph shown in Figure 22 specifies the values of the average heat transfer rates
depending on the set temperature of the fresh (cold) air at the HPHE inlet for three
measuring ranges, differing in the average air volumetric flow rates in the ducts. The
experimental values were shown with error bars and computed values from the numerical
model. The temperature of the fresh air at the inlet to the HPHE in the condenser section
changed according to Figure 3 and in the evaporator section, it was kept at 24 ◦C. The
charts were made for the air flows shown in Table 3.

Table 3. Exhaust and fresh air flows.

Measurement Series Number I II III

fresh air (m3/h) 400 460 370
exhaust air (m3/h) 530 520 380

The characteristics presented in Figure 22 show that with the increase in the tempera-
ture at the inlet of the fresh air, the heat transfer rates became lower. The decrease in the
average air volume flows in individual measurement series is accompanied by a decrease
in the average heat transfer rates. The highest average experimental heat transfer rate,
1773 W, was obtained for the second case, for which the average temperature measurement
of the fresh air at the heat exchanger inlet was equal to 1.5 ◦C. The lowest average heat flux
of 592 W was obtained for the third case and the fresh air temperature of 14.70 ◦C. There
is a good agreement between experimental heat transfer rates and those obtained from
the model described in the following section—the average difference between measured
and computed values is approximately 10%. In the high heat transfer rates region, the
model output is within the estimated measurement uncertainty. Relative uncertainty is
in the range of 5–8%. The model is more differing from the experimental data for the
smaller heat fluxes. As can be seen in Figure 22, as fresh air inlet temperature increases, the
measurement, and numerical curves diverge. The highest relative difference is 20%, the
lowest is 1%. The reason for the higher discrepancy for lower heat fluxes can be the higher
uncertainty of the heat pipe thermal resistance for low throughputs. The same argument
could be made for the airside convective heat transfer correlation.
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Figure 22. Average HPHE heat transfer rates
.

Q from model and experimental for varying volumetric
airflow rates.

Figure 23 shows the values of the experimental HEX efficiency η defined as the ratio of
the heat transfer rate absorbed by the fresh air to the value of the heat transfer rate released
by the exhaust air. These values depend on the average inlet temperature of the fresh air.
The graph shows the characteristics for three cases, characterized by different average fluid
volumetric flow rates.

Figure 23. HEX efficiency η versus the fresh air temperature at the inlet to HEX for different
volumetric flow rates.

Based on the above diagram, it can be concluded that the efficiency of the HEX η

decreases in most cases with increasing temperature of the fresh air at the inlet. The
exception is the second case, for which the average volume flows were 520 m3/h (the
exhaust air duct) and 460 m3/h (the fresh air duct). At a lower average temperature
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(1.54 ◦C), a lower efficiency (94%) was obtained than for similar measurements at higher
temperatures (97.8%). The lowest efficiency (93%) was obtained for the temperature of
16.09 ◦C, which leads to the conclusion that it is worth ensuring that the HEX works with
air at possibly the lowest temperatures. The highest efficiency (98.9%) was obtained for the
third measurement of the third series (2.22 ◦C). In the entire tested range, the efficiency of
the HEX was in the range of approx. 93–98%.

Figure 24 shows the values of the temperature effectiveness of the heat exchanger ε. Ef-
fectiveness depends on the fresh air inlet temperature. The graph shows the characteristics
for three cases, characterized by different average volumetric flow rates in the air-ducts.

Figure 24. HEX temperature effectiveness vs. the fresh air inlet temperature for different volumetric
flow rates.

Based on the characteristics in Figure 24, it is possible to determine the ranges of
the temperature effectiveness in the case of the tested HEX. The highest temperature
effectiveness was recorded for the first measurement series (56%). The lowest temperature
effectiveness of 49.2% was observed for measurement series characterized by the lowest
volumetric airflow rates. The recorded temperature effectiveness was in the range of
49–56%. The temperature effectiveness decreased with increasing the fresh air temperature
for all measurement series.

4. Discussion

The present work was aimed at the parametric design of HPHE aided by the compu-
tational model. The model was validated against the experiment on a nine-row prototype
HPHE. There was a good agreement between the model and measured heat transfer rates
of the prototype HPHE. Process and design specifications were made for HPHE utilized as
an air-to-air recuperator for air conditioning systems. This HEX type implies the following
design parameters:

The HP container is a 1 mm thick 20 mm outer diameter copper tube, and the finned
surface is made of aluminum. Finned tubes are manufactured by cold rolling technol-
ogy. Aluminum was chosen because of its lower weight than copper, and considerably
lower price.
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The computational model was used to obtain the heat transfer rates, effectiveness, and
pressure drop for varying parameters. The first set of calculations with assumed constant
inlet and outlet air temperatures was analyzed to choose a number of rows that fulfills the
60% thermal efficiency goal: 20 rows were chosen (including three extra HPS as a safety
factor in calculations). In this arrangement (for 300 m3/h volumetric flow of hot and cold
airstreams), the pressure drop does not exceed 100 Pa, increasing the maximal temperature
difference of HPHE decreases in ΔP, with a relatively slight increase in effectiveness. The
penalty for a reduction in temperature difference is not great as effectiveness drops by
4% over a 20 ◦C decrease. To sum up, a 20-rows HPHE exhibits stable effectiveness over
a broad temperature range with an acceptable pressure drop for small air conditioning
applications.

Further parametric computations were made to choose the optimal spacing between
the HPs—3D plots show the dependence of efficiency and pressure drop on Xl and Xt.
Traversal heat pipes spacing has the greatest influence on heat transfer rate; upon reduction
in traversal spacing there is a steep increase in heat transfer rate and effectiveness for
Xt ≈ 61 mm caused by the increase in the number of HPs in rows. Four and three pipe
arrangement can be used (70 HPs total) instead of three and two (50 HPs total). Xt = 50
was chosen as the most effective transverse spacing between HPs, which corresponds
to the physical contact of HPs. Smaller Xl means a shorter heat exchanger but also a
higher pressure drop (Figure 23). To minimize the pumping power of the fan longitudinal
spacing Xl = 61 mm was chosen. It corresponds to the total length of the heat exchanger,
L2 = 1.22 m.

The final dimensions of the designed heat pipe heat exchanger are:

Length L2 = 1.22 m; Height L1 = 0.245 m, Width L3 = 0.245 m.

The final finned heat pipe arrangement is shown in Figure 25. Tables 4 and 5 summa-
rize HPHE working parameters for typical winter and summer conditions. The present
best HPHE geometrical parameters choice is supported by the optimization of the overall
cost function, which could be simplified to:

overall cost=HP cost·N + cost of fan operation − savings due to heat recuperation (27)

where N—a number of HPs in an HPHE. The cost of the manufacture of one heat pipe
was estimated as USD 21, and the value of the working fluid inside one HP is approx.
USD 1.5. The cost of the fan operation is estimated, assuming a fixed price of 1 kWh of
electricity (0.2 USD/kWh). The first two terms in Equation (27) generate cost—initial cost
of manufacture of HPHE plus the consumed electric energy for the fans’ operation. The
savings come from the last term which takes into account the heat recuperation—in the cold
months, the recuperated amount of thermal energy is priced as electrical energy (use of
electrical heater), whereas in hot months, recuperated energy is divided by the Coefficient
of Performance of the refrigeration device hypothetically used for airstream cooling. Based
on the heat transfer rates, pressure drops, and air volumetric flow rate from the numerical
model, the overall cost of HPHE in operation for 4 years is plotted in Figure 26. The chosen
independent parameters were number of rows and traversal spacing Xt. The longitudinal
spacing does not affect heat transfer or pressure drop significantly, so it was excluded
from the analysis. The optimization method used to minimize the overall cost function is
the so-called “brute force” method. The function’s value is computed at each point of a
multidimensional grid of points, to find the global minimum. An obvious disadvantage of
this approach is the high computing power requirements, but the advantage is a certainty
of obtaining the minimum in the range of the specified parameters. The minimum is
marked in Figure 26, being USD −4218 (a negative value means that the savings are greater
than the cost of the investment) for 18 rows HPHE, and optimal spacing Xt = 0.051 m. It is
very similar to the final dimensions of the HPHE chosen according to previous engineering
analysis.
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Figure 25. Final heat pipe heat exchanger arrangement.

Table 4. Final HPHE working parameters for typical summer conditions.

.
Q (W) ε (%) thi (◦C) tho (◦C) tci (◦C) tco (◦C) Δp (Pa) U (W/(m2 K))

446.9 55.6 30.0 25.4 22.0 26.5 160 5.74

Table 5. Final HPHE working parameters for typical winter conditions.

.
Q (W) ε (%) thi (◦C) tho (◦C) tci (◦C) tco (◦C) Δp (Pa) U (W/(m2 K))

2334 64.9 22.0 −1.27 −10.0 10.8 147 10.53

Figure 26. The overall cost of 4 years of operation of HPHE as a function of number of rows and
traversal HPs spacing.
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5. Conclusions

The final parameters given in Tables 4 and 5 prove that the designed 20-row indi-
vidually finned HPHE is characterized by high recuperation effectiveness (55–65%). The
effectiveness and heat transfer rate is higher for winter conditions, where higher tempera-
ture differences between airstreams exist.

The designed HPHE made of an individually finned HPs bundle is a competitive
solution to the continuous plate-fine HPHE. The continuous fin HEX is a more thermally
efficient construction (smaller number of rows for the same heat transfer rate), although
the individual finning has its advantages in HPHE:

- It is more durable—can withstand higher pressure differences on the airside;
- Circular fins are less susceptible to mechanical damage than continuous fins, which

can be easily deformed;
- Individual finning allows for simple identification of damaged HPs in the bundle and

their replacement;
- HPHE with individually finned HPs can be more easily cleaned than continuously

finned, therefore it is more robust in flue gas recuperation.

Even though more common continuous finned HPHEs outperform individually finned
constructions, taking into account the above advantages, the construction proposed by
authors can be more desired, especially from the exploitation and maintenance perspective.

The heat transfer intensification by the utilization of turbulators in an individually
finned tube bundle (between HPs) is an attractive research direction, as it is not a widely
recognized topic in the literature. It could improve the HPHE effectiveness significantly.

6. Patents

Polish patent number: P.415828, “Two-phase thermosiphon heat exchanger”, date
16-08-2018.
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Nomenclature

A heat transfer surface area, m2

Af finned area of the tube, m2

Ao minimum flow area, m2

Ar root (unfinned) area of the tube, m2

As area of finned surface, m2

df circular fin diameter, m
do, di outside and inside HP diameter, m
dr fin root diameter, m
f friction coefficient, -
h heat transfer coefficient, W/(m2·K)
hca, hha cold and hot air heat transfer coefficients, W/(m2·K)
I0, I1 modified Bessel function of order 0 and 1
k thermal conductivity, W/(m·K)
K0, K1 modified Bessel function K of order 0 and 1
lf fin length, m
L length of HP, m
L1, L2, L3 height, length, and width of HEX, m
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m the coefficient for fin efficiency—Equation (20), -
N number of HPs in HPHE bundle, -
Nf number of fins per unit length, 1/m
Nt number of heat exchanger tube rows, -
Nu Nusselt number, -
p pressure, Pa
.

Q heat transfer rate through heat pipe, W
ro, ri outer and inner diameter of a circular fin, m
R thermal resistance, K/W
Rca convective thermal resistance of cold air flow, K/W
Rha convective thermal resistance of hot air flow, K/W
Rhp inside resistance of HP, K/W
Rfinned overall thermal resistance of the finned surface, K/W
Rtube thermal resistance of tube, K/W
Red Reynolds number based on diameter, -
s fin spacing, m
tf fin thickness, m
tco, tci outlet and inlet cold air stream temperature, ◦C
tho, thi outlet and inlet hot air stream temperature, ◦C
T temperature, K
Tm enthalpy mixed-mean-temperature, K
U overall heat transfer coefficient, W/(m2·K)
.

V volumetric flow rate, m3/s
wmax maximal average velocity through a finned tube bundle, m/s
x, y, z cartesian coordinates, m
x’, y’, z’ the distance between HPs according to Figure 6 and Equations (11) and (12)
Xt traversal spacing between tube centers, m
Xl longitudinal spacing between tube centers, m

Greek Symbols

Δp a pressure drop, Pa
εo overall finned surface efficiency, -
ηf fin efficiency, -
ν kinematic viscosity, m2/s
ρ density, kg/m3

Abbreviations

HEX heat exchanger
HP heat pipe
HPHE heat pipe heat exchanger
SHP separate heat pipe
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Abstract: This article presents a variable-order derivative (VOD) time fractional model for describing
heat transfer in the rotor or stator in non-contacting mechanical face seals. Most theoretical studies so
far have been based on the classical equation of heat transfer. Recently, constant-order derivative
(COD) time fractional models have also been used. The VOD time fractional model considered here
is able to provide adequate information on the heat transfer phenomena occurring in non-contacting
face seals, especially during the startup. The model was solved analytically, but the characteristic
features of the model were determined through numerical simulations. The equation of heat transfer
in this model was analyzed as a function of time. The phenomena observed in the seal include the
conduction of heat from the fluid film in the gap to the rotor and the stator, followed by convection
to the fluid surrounding them. In the calculations, it is assumed that the working medium is water.
The major objective of the study was to compare the results of the classical equation of heat transfer
with the results of the equations involving the use of the fractional-order derivative. The order of the
derivative was assumed to be a function of time. The mathematical analysis based on the fractional
differential equation is suitable to develop more detailed mathematical models describing physical
phenomena.

Keywords: heat transfer analysis; non-contacting mechanical face seal; variable order derivative
integral transform

1. Introduction

Over the last few years, there have been many studies using fractional-order differ-
ential and integral operators to generalize classical differential and integral calculus with
the aim of further understanding the nature of complex systems. Currently, attempts are
being made to apply fractional calculus to solve various physical, mechanical, biological, or
chemical problems. While classical integer-order operators are dependent only on the local
behavior of the function, fractional-order operators accumulate all the information about
the function. Another fundamental feature of fractional derivatives is that they are defined
along a segment, not at a point, as is the case with classical derivatives. This feature ensures
a more accurate and effective analysis of different phenomena. One of the shortcomings
that most models have to overcome is that, mathematically, velocity is an instantaneous
velocity defined at a point. Thus, it can be seen from the literature that differential calculus
is used in the heat transfer theory.

It has been found, for example, that variable thermal conductivity is a key physical
property of materials, especially when it is dependent on temperature. Variable thermal
conductivity is of significance in a wide range of applications, including modern physics
and mechanical engineering. It is taken into consideration primarily to determine the
effect of temperature on the performance of machine elements. Special attention is paid to
this property when rapid changes in temperature occur, as they may affect the operation
of mechanical assemblies and subassemblies, and consequently the whole machine. The
relationship between variable thermal conductivity and fractional differential calculus
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has been investigated extensively for problems related to fluid mechanics [1,2], viscous
elasticity [3], relaxation [4], thermal elasticity and conductivity [5,6], control theory [7,8],
and many others [9–11]. Over the years, researchers have extended the classical theory of
elasticity and introduced the theory of thermoelasticity.

The mechanical properties, especially the relaxation, of additively manufactured
materials were analyzed, for example, in [4]. A mathematical model was developed using
fractional differential calculus to further fit the relaxation curves with the experimental
data.

Warbhe et al. [5] used the quasi-static approach to the fractional-order theory of
thermoelasticity to solve a two-dimensional problem for a thin circular plate with zero
temperature across the lower surface and constant and evenly distributed temperature
across the insulated upper surface. The integral transform technique was employed to
solve the physical problem, while the displacement potential function was applied to
calculate thermal stresses. Povstenko and Kyrylych [6] studied the interface between two
solids. They considered generalized boundary conditions of a non-ideal thermal contact to
solve the heat conduction equation of the fractional order as a function of time using the
Caputo derivative.

The extensive monograph by Kaczorek [7] presented the theoretical and practical
aspects of the application of fractional calculus to fractional discrete-time linear systems.

The research by Nowacki, described for instance in [12–14], was a breakthrough in
this field. His findings are still valid and thus widely cited, as they can be applied to solve
a large number of theoretical and practical engineering problems.

Knowledge of all theories available in this area is crucial to understand the defor-
mations of elastic materials. Their thermal and mechanical behavior needs to be taken
into account whenever thermoelastic deformations result in leaks, as is the case with non-
contacting face seals, where the gap height may range from one to several micrometers.

Fractional differential calculus has proved well-suited to predict many physical phe-
nomena associated with elastic media, e.g., thermal conductivity, heat transfer, and vis-
coelasticity. The classical differential equations describing physical phenomena are modi-
fied using the variable-order derivative (VOD) time fractional approach. Recently, there
has been much research focusing on extending the applications of fractional differential
calculus, e.g., [15–18]. These studies provide an insight into many important aspects
associated with heat conduction. In [15], for example, Povstenko presented fundamen-
tal solutions to the time-fractional advection diffusion equation for two cases: the plane
and the half-plane. He also considered Cauchy problems, inverse source problems, and
Dirichlet problems. The solutions were expressed in terms of Bessel integral functions
combined with Mittag–Leffler functions. In his other articles [16,17], Povstenko discussed
solutions for heat transfer in composite media, in which he employed the time-fractional
heat conduction equation with the Caputo derivative of fractional order to describe heat
transfer in both constituent materials (0 < α ≤ 2 and 0 < β ≤ 2, respectively). The problem
was solved under ideal contact conditions. This suggests that the temperature of the two
materials and the heat fluxes were the same.

Liu et al. [19] proposed an approach to solving the time fractional nonlinear heat
conduction equation. Similar solutions were proposed by Koca and Lotfy [20,21].

Another issue is an inverse problem in heat transfer. Liu and Feng [22], for instance,
solved it using the fractional differential equation for a time-dependent derivative. The
solution to the 2D time-fractional inverse problem of diffusion was based on an improved
kernel technique. Maximum a posteriori estimation was required. Convergence was
achieved using the regularization term and deriving a priori probability.

The primary aim of this article was to show how the results obtained by solving
the classical equation of heat transfer differ from those obtained for the same physical
phenomenon by employing the fractional differential equation. The study involved using
the derivative order as a time-dependent function. The results from the two approaches
were compared graphically. The analytical solutions of the main physical quantities were
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developed using the Marchi–Zgrablich transform, the finite Fourier cosine transform, and,
finally, the Laplace transform.

2. Mathematical Model

The classical Fourier heat equation can be written as:

q = −λ∇ ϑ, (1)

where q—heat flux vector, ϑ = T − To and λ—thermal conductivity.
When combined with the energy conservation principle, the heat equation can be

used to calculate the local deformation:

−∇q(t) = ρ Cp
∂ϑ(t)

∂t
, (2)

with ρ being the density and Cp the specific heat capacity.
Many researchers have examined the application of differential calculus or integral

calculus involving the use of derivatives of fractional orders. Fractional calculus is a
natural extension of the notions of differentials and integrals used in classical differential
calculus and integral calculus, respectively. Recently, there has been much interest in the
use of fractional differential calculus to explain and model many physical phenomena.
For example, fractional differential calculus has been used to design and/or model PIλDμ

controllers, heat conduction [23–25], thermoelasticity [26], complex nonlinear systems [7],
supercapacitors, electrical and mechanical systems [27–29], electrical filters, dielectric
relaxation, diffusion, and viscoelasticity [30].

The time fractional heat conduction equation for the rotor can be written as [31]:

∂αϑ

∂tα
= κ Δϑ 0 < α ≤ 2 and κ =

K
ρ Cp

. (3)

For the case considered here, it was assumed that α = α(t). The function α(t) was
defined as a function of time (see Figure 1).

Figure 1. Fractional derivative order α vs. time.

The function describing the change in the coefficient α(t) can be written using the
following formula:

α(t) =

{
1 + 1

1+10−3(t−t0)
t ∈ (0, 2〉

1 t > 2
, (4)
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The transition to the time fractional heat conduction equation with the boundary
conditions, was described, for example, in [32] as:

∂αϑ

∂tα
= κ

(
1
r

∂ϑ

∂r
+

∂2ϑ

∂r2 +
∂2ϑ

∂z2

)
, for ri ≤ r ≤ ro; 0 ≤ z ≤ L; t > 0, (5)

where L is the thickness of the sealing rings.
The Caputo derivative of the fractional order can be defined as described in [15]:

∂α f (t)
∂tα

=

⎧⎪⎨
⎪⎩

1
Γ(n−α)

t∫
0
(t − τ)

n−α−1
dn f (τ)

dτn dτ, n − 1 < α < n,

dn f (t)
dtn , α = n,

, (6)

where Γ(α) is the gamma function, with the initial conditions being: t = 0 ϑ = 0, 0 < α ≤
2, t = 0 ∂ϑ

∂t = 0, 1 < α ≤ 2.
The heat conduction equation for the stator is thus rewritten as:

1
r

∂θ

∂r
+

∂2θ

∂r2 +
∂2θ

∂z2 = 0, for ri ≤ r ≤ ro; 0 ≤ z ≤ L, (7)

The heat transfer model analyzed here also needs to take into consideration the
heat flux generated in the gap, which can be described with a relationship based on the
simplified energy equation. A similar method was used in [32]:

μ

(
∂νφ

∂z

)2

+ λ f ∂2T f

∂z2 = 0 (8)

The velocity of the fluid particles νϕ is linearly variable. Ranging from zero on the
stator surface to the value of (ω r) on the rotor surface, it can be described as:

∂νφ

∂z
=

ωr
h

(9)

The energy Equation (8) was solved taking into account relationship Equation (9) to
calculate the distribution of temperature in the gap.

Considering sealing rings with unmodified face surfaces and neglecting other factors
affecting their geometry, e.g., mechanical deformations, we can assume that the height
of the gap is constant: h = const. The gap height considered by other researchers is that
discussed, for example, in reference [33].

As dynamic viscosity is a temperature-dependent parameter, here it can be defined
using the formula proposed by Li et al. [1]:

μ = μo exp(−b (Tm − To)). (10)

The average temperature of the medium in the gap can be determined from:

Tm =
1

h(r)

h(r)∫
0

T f dz. (11)

Equation (10) is a function describing the distribution of dynamic viscosity μ(r) in the
radial direction.

The seal performance is largely affected by the forces acting on the stator and the rotor.
The closing force produced by the spring ensures the leak tightness of the device in the
OFF mode and the contact of the stator and the rotor. However, when the device operates
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(is ON), the opening force is generated by the pressure of the medium in the gap. The
distribution of pressure can be described using the one-dimensional Reynolds equation:

d
dr

(
r

ρ h3

μ

dp
dr

)
= 0, (12)

where the boundary conditions are:

p(r)|r=ri
= pi, p(r)|r=ro

= po (13)

Equation (12) is the simplified Reynolds equation describing the changes in pressure
of the incompressible medium in the gap only in the radial direction.

3. Boundary Conditions

The schematic diagram in Figure 2 illustrates the non-contacting face seal with the
flexibly mounted stator (1) and the rotor (2) connected to the shaft (6) of the turbo machine.
The gap between the stator and the rotor, with a height ranging from one micrometer to
several or even more than ten micrometers, is filled with a sealing medium, e.g., water. The
distribution of temperature on the stator and rotor surfaces is dependent mainly on the
heat flux in the gap.

Figure 2. Non-contacting face seal made up of the flexibly mounted stator (1), the rotor (2), the spring
(3), the housing (4), the O-ring (5), and the shaft (6).

The boundary conditions are represented graphically in Figure 3.

Figure 3. Boundary conditions for the heat transfer in the non-contacting face seal. (a) Heat flux, (b)
convection, and (c) insulated surfaces.

In this analysis, it is assumed that the inner and bottom surfaces of the rotor (ri) and
the inner and top surfaces of the stator are not in contact with the surroundings; thus, heat
transfer for these surfaces takes the general form: ∂ϑ

∂n = ∂θ
∂n = 0. In a real system, these

surfaces are in contact with other elements of the seal characterized by different physical
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properties. Under certain conditions, heat transfer taking place between these elements can
be assumed to be negligible. Another reason to introduce the boundary conditions ( ∂ϑ

∂n = 0)
for the surfaces is the considerable simplification of the calculations for the analytically
solved model.

As the gap is limited by the ring faces, the boundary conditions for the rotor and the
stator are as follows:

λ
∂ϑ

∂z

∣∣∣∣
z=L

= λ f ∂θ f

∂z

∣∣∣∣∣
z=0

and ϑ = θ f , (14)

λ f ∂θ f

∂z

∣∣∣∣∣
z=h

= λ
∂ϑ

∂z

∣∣∣∣
z=0

and θ f = θ, respectively (15)

For the outer surface of the rotor (ro), heat transfer is assumed to be by convection,
and it can be expressed by:

− λ
∂ϑ

∂r

∣∣∣∣
r=ro

= α f ϑ|r=ro
, for the rotor (16)

− λ
∂θ

∂r

∣∣∣∣
r=ro

= α f θ|r=ro
, for the stator. (17)

where α f is the convection coefficient.
All the above boundary conditions are necessary to solve the system of three differen-

tial equations.

4. Problem Solution

For the case considered here, a cylindrical coordinate system corresponding to the
geometry of the physical model was used, and thus Equation (3) can be written as:

∂αϑ

∂τα
=

1
r

∂ϑ

∂r
+

∂2ϑ

∂r2 +
∂2ϑ

∂z2 , where τ = κ t (18)

Equation (18) was solved by adopting the Marchi–Zgrablich transform, the finite
Fourier cosine transform, and the Laplace transform. The general form of the finite integral
transform by Marchi-Zgrablich [34] is:

H( f (x)) = f (n) =
ro∫

ri

r f (x) Sp(λ, α, kn r)dr (19)

The inverse integral transform proposed by Marchi-Zgrablich can be expressed as:

H−1
(

f (x)
)
= f (x) =

∞

∑
n=1

an Sp(λ, α, kn · r), (20)

where

an =
f p(n)

Cn
, (21)

Cn =

ro∫
ri

r
[
Sp(λ, α, kn r)

]2dr. (22)

Thus, Equation (18) is written as:

∂αϑ

∂τα
=

(
∂2ϑ

∂z2 − k2
nϑ

)
. (23)
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The finite Fourier cosine transform is described in the general form as:

Fc[g(x)] = g∗(m) =

L∫
0

g(x) cos
(mπx

L

)
dx, (24)

where m = 1, 2, 3, . . .

Fc

[
d2g(x)

dx2

]
= (−1)m dg(x)

dx

∣∣∣∣
x=L

− dg(x)
dx

∣∣∣∣
x=0

− m2π2

L2 g∗(m)︸ ︷︷ ︸
g∗(n)=Fc [g(x)]

. (25)

The inverse transform is given in the general form as:

F−1
c [g∗(m)] = g(x) =

g∗(m = 0)
L

+
2
L

∞

∑
m=1

g∗(m) cos
(mπx

L

)
. (26)

Applying the finite Fourier cosine transform to write Equation (23) and assuming the
boundary conditions given in Equation (14), we obtain:

∂αϑ
∗

∂τα
=

(
ϕq

λ
− m2π2

L2 ϑ
∗
(m)− k2

nϑ
∗
(m)

)
. (27)

With the Laplace transform [25] being:

L{Dα
C f (t)} = sα f̂ (s)−

n−1

∑
k=0

f (k)
(
0+

)
sα−1−k, n − 1 < α < n, (28)

we can rewrite Equation (27) as:

sαϑ̂
∗
(s) =

ϕq

λ
− m2π2

(Lr)2 ϑ̂
∗
(s)− k2

nϑ̂
∗
(s). (29)

Once the transformations are completed, Equation (18) has the following form:

ϑ̂
∗
(s) =

ϕq

λ

1
ω2

(
1
s
− sα−1

(sα + ω2)

)
where

(
m2π2 + L2k2

n

L2

)
= ω2 and ω0

2 = k2
n (30)

After the three inverse integral transforms are employed, the equation describing the
temperature distribution for the rotor takes the final form:

Tr = To +

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
L

∞
∑

n=1

ro∫
ri

r ϕq Sp(λs ,α f , kn r)dr

λ
ro∫
ri

r[Sp(λ,α, kn r)]
2
dr

Sp(λ, α, kn r)
(

1
ω0

2 − 1
ω0

2 Eα

(−κω0
2tα

))
+

+ 2
L

∞
∑

n=1

ro∫
ri

r ϕq Sp(λs ,α f , kn r)dr

λ
ro∫
ri

r[Sp(λ,α, kn r)]
2
dr

Sp(λ, α, kn r)
∞
∑

m=1
cos

(mπx
L

)( 1
ω2 − 1

ω2 Eα

(−κω2tα
))

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (31)

where Eα,β(z) is the function of the Mittag–Leffler type [35,36]:

Eα,β(z) =
∞

∑
v=1

zv

Γ(αv + β)
α > 0, β > 0. (32)
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For α, β = 1, Eα,β(z) = ez, and thus Equation (31) is solved using the classical heat
equation with predetermined initial and boundary conditions.

Sp(λ, α, kn · r) = (−kn Y1(kn ri) + α Y0(kn ro)− λ kn Y1(kn ro))J0(kn r)
+(kn J1(kn ri)− α J0(kn ro) + λ kn J1(kn ro))Y0(kn r)

(33)

Equation (33) is dependent on the boundary conditions assumed for the rotor or stator
model. The distribution of temperature in the stator is defined as:

Ts = T0 +
∞

∑
n=1

cosh(kn z)
ro∫
ri

r θ f Sp

(
λs, α f , kn r

)
dr

cosh(kn L)
ro∫
ri

r
[
Sp

(
λs, α f , kn · r

)]2dr
Sp

(
λs, α f , kn r

)
. (34)

where θ f is the excess temperature of the medium in the gap, calculated as θ f = T f − To.

5. Operating Conditions

The parameters characterizing the material used for the rotor and the stator are
provided in Table 1.

Table 1. Properties of the rotor and stator materials.

Material

Properties Density
ρ (kg/m3)

Poisson’s Ratio
ν

Thermal
Conductivity

λ (W/mK)

Thermal
Expansion
τ (1/◦C)

Specific Heat
Cp (J/kgK)

Silicon carbide 3100 0.18 130 5 · 10−6 750
Resin-impregnated carbon 1860 0.20 15 4 · 10−6 –

The parameters concerning the seal geometry and performance are shown in Table 2.
It is assumed that the surrounding fluid is water with a temperature of 20 ◦C.

Table 2. Parameters related to seal geometry and performance.

Seal Geometry Seal Performance

Inner radius
ri (m) 0.050 Convection coefficient (water)

αf (W/m2 K) 18,000

Outer radius
ro (m) 0.055 Temperature of the surrounding fluid

To (◦C) 20

Rotor/Stator thickness
L (m) 0.010 Angular speed

ω (rad/s) 800

Gap height
h (m) 2 · 10−6

The analytical solution to the mathematical model considered here shows the distribu-
tion of temperature in the cross-section of the seal when α in Equation (18) has a fractional
order value of 1 ≤ α ≤ 2. Moreover, the parameter α is time-dependent, which is illustrated
graphically in Figure 1.

6. Results and Discussion

The simulations were performed to determine the influence of the factor α on the
distribution of temperature in the seal (Figure 4).
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Figure 4. Distribution of temperature in the cross-section of the non-contacting face seal at different values of α. (a) for
α = 1, (b) for α(t) = var.
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Figure 4 illustrates the distributions of temperature in the rotor over time, ranging
from 0.1 s to 1.5 s. When the classical heat equation is used (Figure 4a), the temperature of
the rotor increases gradually because of the heat flux generated in the gap. The greatest
difference between the diagrams is observed for the time range 0.1–1.25 s. With the
assumption that α(t), Figure 1 suggests that if values higher than t0 = 1 s are used, the
order of the derivative tends toward unity.

The heat flux provided by the sealing ring face at a given moment of time for t = 0.05 (s)
causes a local increase in temperature of 2.1 ◦C, which may result in thermal deformations
of the sealing ring in contact with the gap. In the case of the fractional differential equation
(for t = 0.05 (s)), the equation is hyperbolic in nature, as illustrated in Figure 5b.

Figure 5. (a) Distribution of temperature in the seal for t = 0.05 (s) and α = 1.998, (b) temperature vs.
the rotor thickness for r = 0.0545 (m).

The solution based on the variable-order derivative (VOD) time fractional model
provides a better correlation between the predicted data and the observed results than the
classical approach.

7. Validation of Results

The results were validated using Ansys Workbench software (Figure 6).
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Figure 6. Temperature distribution in the rotor calculated by (a) the Ansys Workbench model and (b) the proposed model
for t = 300 s.

Figure 6 depicts the temperature distributions calculated using the Ansys Workbench
model (Figure 6a) and those obtained analytically (Figure 6b).

Figure 7 compares the distributions of temperature along the radius (r = 0.0525 m).

Figure 7. Distributions of temperature along the rotor height (thickness) for r = 0.0525 m.
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From Figure 7, it is apparent that the results obtained using both calculation methods
are in good agreement.

8. Conclusions

This article has presented a mathematical model to determine the heat transfer phe-
nomena occurring in the non-contacting face seal used in a turbo machine. The problem
was solved analytically by applying three integral transforms. The resulting relationships
described the changes in temperature in the face seal cross-section. The boundary condi-
tions were taken into consideration. The classical Fourier law was extended by applying
the time fractional derivative where α = α(t). This model can be used to describe unstable
heat transfer conditions or thermal shock.

Even small local changes in temperature of an order of 2–10 ◦C can cause thermoelastic
deformations of the stator and the rotor. As a result, there is a change in the gap geometry.
During the first moments of the startup, unstable conditions can be observed because the
seal operates under dry friction conditions; thus, the heat flux generated between the rotor
and the stator is much greater than during the non-contact operation of the seal assumed
in this model. The deformations may contribute to a greater leak.

It should be mentioned that the mathematical analysis based on the fractional differ-
ential equation is suitable to develop more accurate models to analyze similar physical
phenomena.
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Abstract: A series of large eddy simulations was conducted to analyze conjugate heat transfer
characteristics in a ribbed channel. The cross section of the rib is square and the blockage ratio is
0.1. The pitch between the ribs is 10 times the rib height. The Reynolds number of the channel is
30,000. In the simulations, the effect of the thermal resistance of the solid wall of the channel on
convective heat transfer was observed in the turbulent flow regime. The numerical method used was
based on the immersed boundary method and the concept of effective conductivity is introduced.
When the conductivity ratio between the solid wall and the fluid (K*) exceeded 100, the heat transfer
characteristics resembled those for an isothermal wall, and the cold core fluid impinging and flow
recirculation mainly influenced the convective heat transfer. For K* ≤ 10, the effect of the cold core
fluid impinging became weak and the vortices at the rib corners strongly influenced the convective
heat transfer; the heat transfer characteristics were therefore considerably different from those for an
isothermal wall. At K* = 100, temperature fluctuations at the upstream edge of the rib reached 2%,
and at K* = 1, temperature fluctuations in the solid region were similar to those in the fluid region.
The rib promoted heat transfer up to K* = 100, but not for K* ≤ 10. The Biot number based on the
channel wall thickness appears to adequately explain the variation of the heat transfer characteristics
with K*.

Keywords: ribbed channel; large eddy simulation; immersed boundary method; conjugate heat
transfer; thermal conductivity ratio

1. Introduction

Gas turbines are mainly used as prime movers for aircraft propulsion and natural gas
power generation. Their thermal efficiency and output increase with their inlet tempera-
ture [1]. Current state-of-the-art turbine engines operate at inlet temperatures (1700 ◦C)
well above the melting point of the material (1000 ◦C), and hence, the turbine blades are
cooled by compressor bleed air (700 ◦C). Cooling air is supplied to the internal cooling
passage of the turbine blade (Figure 1a), where ribs are installed to promote heat transfer.
If the predicted temperature of the blade is out of 30 ◦C, the blade life can be halved, and
therefore, local heat transfer by the rib and the blade temperature should be accurately
predicted [2].

The effect of promoting heat transfer by using ribs has been studied under various
conditions and by considering various variables over the past several decades. It has been
reported that the channel blockage ratio, rib pitch (=p) [3], rib angle of attack [4], and
rib shape [5,6] have a significant effect on performance. In the recirculating flow region
behind the rib, heat transfer is not active. When the blockage ratio is increased, the pressure
drop increases significantly, so the optimal values of blockage ratio and pitch exist [7]. It
is recommended that the rib height (=e) be 10% of the channel height and the pitch be
10 times the rib height [8].
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Figure 1. Computational domain and grid system: (a) schematic diagram of the internal cooling passage; (b) the computa-
tional domain; and (c) the grid system.

At a typical pitch of p/e = 10, since 90% of the channel wall is a bare surface, many
studies have dealt with the heat transfer of the channel wall. Although rib heat transfer
has received relatively little attention, on-rib heat transfer significantly contributes to the
total heat transfer [6,9]. Most of the past studies have been performed under isother-
mal or iso-flux thermal boundary conditions [10]. In actual cooled turbine blades, solid
conduction exists and is important for predicting the blade temperature [10,11]. In par-
ticular, heat transfer by the rib, where the conduction effect is concentrated, is not purely
convective [12,13].

Iaccarino et al. [13] performed a Reynolds-averaged Navier–Stokes (RANS) simulation
by adopting the k-ε v2f model and considering the conduction of the rib. They also
imposed an iso-flux condition on the channel wall, despite conduction between the rib
and the channel wall existing in actual cooled blades. Subsequently, studies conducted
experiments on conjugate heat transfer including channel walls [14,15]. When conduction
was considered, the average heat transfer coefficient decreased by 26% in the rib and 10%
in the channel wall compared with the case of pure convection [15].

Using k-ε v2f improves [16], but in the ribbed channel problem, RANS underpredicts
the heat transfer and does not accurately predict local peaks. Large eddy simulations (LESs)
can solve these problems [17,18]. Furthermore, mechanisms for generating local peaks can
be elucidated by observing instantaneous flow and thermal fields [18,19]. For studying
the conjugate heat transfer of ribbed channels [14,15], Scholl et al. [20,21] performed a LES.
The LES predicted that the heat transfer of the channel wall was in good agreement with
the experiment, but the heat transfer coefficient at the front edge and back of the rib was
higher than those observed in the experiment [20].

The difference observed between experimental and LES results at the edge of the
rib indicates the possibility of an optical problem involving infrared camera images [22].
Additionally, the possibility of solid/fluid time disparity [23] caused by Scholl et al. [20,21]
using the conduction–convection linkage as the heat transfer coefficient forward temper-
ature back method was raised. Recently, Oh et al. [24] performed a fully coupled LES
using the IBM (Immersed Boundary Method) for the same problem [13,14]. While the
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thermal response of a solid and a fluid has been shown to affect temporal changes in the
temperature, it does not significantly affect the time-averaged heat transfer [24].

In the above studies [14,15,20,21,24], the blockage ratio was 0.3 and the thickness of the
channel wall was the same as the rib height. In actual turbine blades, the typical blockage
ratio is about 0.1, and the wall thickness is usually 2 to 7 times the rib height [25,26].
Ahn et al. [27] performed a fully coupled LES of a ribbed channel with a blockage ratio of
0.1 by applying the IBM. They also set the channel wall thickness to be thrice the ribs to
consider an appropriate length scale when defining the Biot number (Bi). They found that
Bi was below 0.1, and the amount of reduction in the conjugate heat transfer compared
with pure convection was predicted to be 3%.

The reasons for the effect of conduction being small (3%) are the blockage ratio and
the thermal conductivity of the blade material, which is 500 to 600 times that of air [27].
On the basis of dimensional analysis, Cukurel and Arts [15] showed that the heat transfer
characteristics of a ribbed channel with a conducting wall can be expressed as

Nu = f (Re, K*, Bi), (1)

where the thermal conductivity ratio K* (=ks/kf) is important for conjugate heat transfer.
The blade material and coolant (air) are predetermined and therefore not actively consid-
ered. Recently, as 3D printing has been reviewed as a production technique for turbine
blades [28,29], it has become possible to have a turbine blade with different thermal conduc-
tivities. Recently, as a new gas turbine cycle [30,31] has been studied as a countermeasure
against global warming, cooling fluids with thermal conductivities different from that of
air, such as carbon dioxide and water vapor, are being studied [32,33].

The effect of the thermal conductivity ratio has been partially addressed in previous
studies related to ribbed channels. Iaccarino et al. [13] compared cases with K* = 0.1, 1,
and 100, but their results were RANS results and they did not consider wall conduction.
Oh et al. [24] only verified their code for laminar flow over a flat plate in the range of
K* = 0.01 to 1, and they did not report the effect of K* in the ribbed channel. In the current
study, we observed the effect of the thermal conductivity ratio on the turbulent heat transfer
of the ribbed channel for K* = 1, 10, 100, and 566.26.

In this study, a channel wall with a thickness thrice the rib height was considered in
the calculation area and a fully coupled LES was performed using the IBM. The thermal
conductivity ratio was analyzed for 1, 10, and 100 cases with 566, which is a typical value
for a gas turbine blade, and the results were compared. On the basis of the time average
temperature field and heat transfer distribution, it was examined whether the mechanism
responsible for promoting heat transfer under pure convection conditions is valid even
when the conductivity ratio is different. Furthermore, conjugate heat transfer characteristics
for different K* values were observed through the instantaneous flow and thermal fields.
Finally, the thermal performance of a ribbed channel according to the thermal conductivity
ratio and the Biot number is discussed.

2. Numerical Methods

In the simulation, an in-house code was used. This code was based on the finite
volume incompressible Navier–Stokes solver [31] at Stanford University, USA. All spatial
derivatives were discretized by the central difference with second-order accuracy. The semi-
implicit fractional step method based on the Crank–Nicolson and Runge–Kutta methods
with third-order accuracy was used as the time integration method. The code was revised
to deal with solids in the flow field with the IBM [32] and supplemented to solve the
convective heat transfer between solids and fluids [33]. Later, it was revised twice, once
to perform an LES of turbulent heat transfer [18,19], and again to handle conjugate heat
transfer (CHT) [34].

The computational domain analyzed in this study is presented in Figure 1b. Ribs
with a square cross-section and a height (e) that was 0.1 of the channel height (H) are
arranged at intervals of 10 e on the upper and lower sides of the channel. By comparing
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the computational domain, including three periods in the x direction and one including
single period, the same time average result was obtained, and finally, the computational
area was set to include single period as shown in Figure 1c. The spanwise domain was set
to be 2.5 π e, for which zero fall-off was observed with two-point correlation in a smooth
channel simulation [18,19]. The thickness of the solid wall was set to be three times e, which
corresponds to 30% of H.

Periodic boundary conditions were imposed in the main flow (x) and spanwise (z)
directions. In the wall normal direction (y), no slip conditions or isothermal conditions
were imposed on the upper and lower surfaces in the computational domain. The grid
system comprised 128, 256, and 48 meshes in the x, y, and z directions (Figure 1c). A
nonuniform grid was used in the x and y directions, while a uniform grid was used in
the z direction. This was similar to the resolution obtained by [35] for a grid independent
solution by performing a resolution test on the LES of a ribbed duct.

The grid-filtered incompressible Navier–Stokes equation and energy equation were
adopted as the dimensionless governing equations, and they can be expressed as fol-
lows [34]:

∂ui
∂xi

− ms = 0, (2)

∂ui
∂t

+
∂uiuj

∂xj
= − dp

dxi
+

1
Re

∂2ui
∂xj∂xj

+
∂τij

∂xj
+ fi, (3)

∂θ

∂t
+ ω

∂

∂xj

(
ujθ

)
=

C∗K∗

Re Pr
∂2θ

∂xj∂xj
+

∂qj

∂xj
+ ξ. (4)

Under the assumption of fully developed flow, the mean streamwise pressure and
temperature gradient were decoupled as follows to impose periodic boundary conditions
in the streamwise direction [36]:

P(x, t) = −βx + p(x, t), (5)

T(x, t) = γx + θ(x, t), (6)

where β and γ are the mean streamwise pressure and temperature gradients, respectively.
These two parameters were determined to satisfy the conservation of global momentum
and energy, respectively [36].

In the energy equation, the thermal properties of the solid were distinguished from
those of the fluid by defining the heat capacity ratio C* and the thermal conductivity ratio
K*, and by introducing the concept of effective thermal conductivity (ke). The effective
thermal conductivity was determined to satisfy the continuity of temperature and heat flux
at the interface [34]. The parameter ω was a convection correction factor, and it was 0 in
the cell containing the solid–fluid boundary and 1 in the remaining cells when conduction
between the solid and the fluid was considered. In Equation (4), ξ was introduced to
maintain second-order accuracy in the cell containing the interface [34]. The code was
verified through the CHT problem involving a ribbed duct and a circular cylinder [34].

Turbulent flow was analyzed using an LES. In Equations (3) and (4), τij and qj are the
sub-grid scale turbulent stress and turbulent heat flux, respectively, and τij was determined
as a dynamic sub-grid model by using scale similarity and setting a test filter around the
grid [37,38]. The dynamic sub-grid model provided better results than the constant model
for the ribbed channel problem [35]. Similar to τij, qj was determined dynamically; this
approach yields better results in problems where the flow and heat transfer are dissimi-
lar [39]. The simulation were performed for 10,000 time steps to reach a steady state. After
that, additional 10,000 time steps (t Ub/Dh = 5) were carried out to obtain the statistics.

Numerical analysis was performed with thermal conductivity ratios of 1, 10, 100,
and 566.26 to examine the thermal resistance effect of the solid wall. The value 566.26 is
the thermal conductivity ratio between the gas turbine blade material and air [22]. The
remaining flow and geometry conditions are summarized in Table 1. In this study, an LES
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was performed to obtain the instantaneous flow field and turbulence statistics along with
the time average flow and temperature field. Furthermore, the turbulent heat transfer on
the fluid side and changes in temperature fluctuations on the solid side according to the
thermal conductivity ratio were observed.

Table 1. Parameters related to conjugate heat transfer.

Present Study Liou et al. [6]
Cukurel et al.

[14,15]
Scholl et al.

[20,21]

Method LES Hologram IR Camera LES
Re 30,000 10,200 40,000 40,000
Pr 0.71 0.71 0.71 0.71
K* 566.36 1368.8 618.32 618.32
C* 0.00031 0.00038 0.00031 0.00031
d/e 3 0.75 1 1

3. Results and Discussion

3.1. Code Validation Study

Figure 2a shows the time-averaged streamline in the ribbed channel. Similar to the
streamlines [40] obtained with experimental data, recirculating cells exist behind the rib,
and there is a secondary vortex between the recirculation flow and the back of the rib.
There is a vortex on the front side of the rib and there is a separation bubble on the top
side of the rib. While the LES-predicted flow field was almost identical to that observed in
the experiment, the corner vortices occurring before and after the rib were predicted to be
slightly larger compared with those in the experiment. This appears to be because of the
difference between the blockage ratio and the channel aspect ratio. In the time-averaged
temperature distribution under isothermal conditions (Figure 2b), a high-temperature
region was formed behind the rib since heat transfer was not active.

 

Figure 2. Time-averaged flow and thermal fields for the isothermal wall: (a) comparison of time-
averaged streamlines with particle image velocimetry measurement data of Casarsa et al. [40], (b) the
time-averaged temperature field, and (c) the Nusselt number ratio on the channel wall between ribs.

Figure 2c shows a comparison of the heat transfer coefficient distribution at the channel
wall with those in the literature (see Table 1). The heat transfer coefficient was compared
with the Nusselt number ratio, where Nu0 is the Nusselt number of a smooth channel wall
obtained using the following Dittus–Boelter correlation:

Nu0 = 0.023 Re0.8 Pr0.4. (7)
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When wall conduction was considered (red solid line in Figure 2c), the local heat
transfer change slightly decreased compared with that obtained through locally isothermal
analysis (black dotted line in Figure 2c). Among the experimental data, it was in good
agreement with that of Liou et al. [6] (green square), who adopted the same blockage ratio
(=0.1). The results of Cukurel et al. [14,15] compared together had a blockage ratio of
0.3, and the pink triangle and blue circle show iso-flux and conjugate results, respectively.
Although not as quantitatively consistent as [6], the tendency of the convective heat transfer
to be higher than the conjugate heat transfer in the range of 2 < x/e < 4 and the reversal of
this tendency downstream are identical to those in the present study.

3.2. Time-Averaged Thermal Fields and Heat Transfer

The time-averaged temperature fields for different thermal conductivity ratios (K*)
are compared in Figure 3. For a high conductivity ratio (K* ≥ 100), the temperature
distributions are similar to those for the isothermal wall condition (Figure 3a,b). The
fluid region accounts for most of the thermal resistance, and therefore, the temperature
distribution inside the solid wall is uniform and the temperature in the fluid region near
the solid–fluid interface varies.

Figure 3. Time-averaged thermal fields: (a) K* = 566.26, (b) K* = 100.00, (c) K* = 10.00, and (d) K* = 1.00.

On the other hand, in the case of low conductivity ratios (K* ≤ 10), the contour lines
are narrowly packed in the solid region and the temperature distribution in the fluid region
is relatively uniform since the thermal resistance inside the solid wall is greater than that of
the fluid (Figure 3c,d).

Figure 4 shows the heat flux inside the solid wall for each thermal conductivity
ratio; the contours are isotherms. In general, the thermal resistance of a fluid varies
greatly spatially because of the recirculation of the flow and the collision of the cold core
fluid [18,19]. On the other hand, the thermal resistance inside the solid wall is constant.
When the thermal conductivity ratio is large (K* ≥ 100), the thermal resistance in the fluid
dominates. Therefore, the heat flux vector inside the solid wall is concentrated on the rib
and directed toward both edges of the rib (Figure 4a,b).
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Figure 4. Heat flux vectors inside the solid wall: (a) K* = 566.26, (b) K* = 100.00, (c) K* = 10.00, and (d) K* = 1.00.

When the thermal conductivity ratio is small (K* ≤ 10), the thermal resistance inside
the solid wall is dominant. Consequently, the heat flux vector flows toward the fluid in
the wall normal direction (y), without being concentrated on the rib. In Figure 4c,d, the
heat flux vector inside the rib is toward the upstream edge. However, the heat flux is
smaller than that for a large thermal conductivity ratio. Furthermore, when the thermal
conductivity ratio is 10 (Figure 4c), the fluid temperature is higher than that of the rib on
the downstream side of the rib, and therefore, the heat flux cannot pass through the rib.

The cases of K* = 100 and 1 were compared with RANS data [13] by adopting the
same thermal conductivity ratio. At K* = 100 (Figure 4b), the temperature inside the rib
was almost uniform for both LES and RANS simulation. In the present LES, the isotherm
inside the rib including the channel wall was close to the horizontal line, but in the RANS
simulation in which only the conduction of the rib was considered, the isotherm inside
the rib appeared in the diagonal direction. At K* = 1, both LES and RANS simulation
increased the number of isotherms inside the rib. The number of isotherms of the LES
including the channel wall was considerably smaller than that of the RANS simulation.
In the RANS simulation, isotherms occurred in a diagonal direction, while in the LES,
they occurred in the form of a parabola that was convex upwards. If K* = 100 or less, the
conjugate effect can be accurately identified only when the channel wall is included in the
computational domain.

Figure 5 shows the dependence of local temperature distributions at the solid–fluid in-
terface on the thermal conductivity ratio. In the case of high conductivity ratios (K* ≥ 100),
the temperature at the interface between the ribs (Figure 5a) is considerably close to the
outer wall temperature and uniform in space since the solid wall tends to maintain a uni-
form temperature distribution. Similar behavior is observed on the rib surface (Figure 5b).
However, the upstream edge of the rib has the lowest temperature because of the high heat
transfer rate. This is clearly observed for K* = 100.
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Figure 5. Local temperature distribution at the solid–fluid interface: (a) the temperature along the interface between the ribs
and (b) the temperature on the rib.

In the case of low conductivity ratios (K* ≤ 10), the temperature was considerably
lower than that in the case of high conductivity ratios, and a relatively large temperature
variation was observed. The reason is that the spatially nonuniform thermal resistance
of the flow field mainly influenced the temperature at the interface. In particular, the
temperature near the upstream corner of the rib increased (Figure 5a). For K* ≤ 10, the
fluid impinging on the upstream face of the rib was not very cold compared with the
solid wall. However, the corner vortex prevented heat transfer from the solid to the fluid,
resulting in the temperature near the upstream corner of the rib increasing.

Figure 6 shows the effect of the thermal resistance of the solid wall on the local heat
transfer. Nu0 is the Nusselt number without ribs, given by Equation (7). The Nusselt
number presented in Figure 6 was defined on the basis of Dh. In Figure 6a, the local
heat transfer coefficient evidently increases (8 ≤ x/e ≤ 9) near the upstream corner for
all thermal conductivity ratios as the cold core fluid collides with the rib. However,
as the thermal conductivity ratio increases, the local heat transfer coefficient decreases
noticeably and becomes spatially uniform. Quantitatively, the local heat transfer coefficient
depends strongly on the thermal conductivity ratio, but its qualitative distribution does
not significantly depend on the local thermal conductivity ratio. Except in the vicinity of
the rib, heat conduction in the flow direction is not significant since the heat flux vector
inside the solid is directed in the +y direction (Figure 4).
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Figure 6. Effect of thermal resistance on local convective heat transfer along the solid–fluid interface: (a) heat transfer along
the interface between the ribs and (b) heat transfer on the rib.

On the other hand, the local heat transfer distribution over the rib was strongly
dependent on the thermal conductivity ratio (Figure 6b). Quantitatively, even at K* = 566.26,
the heat transfer rate at both edges of the rib was considerably lower than that in the
isothermal case, and the local difference was quite small. Nevertheless, for large thermal
conductivity ratios (K* ≥ 100), the distribution of local heat transfer was qualitatively
similar to that of the isothermal wall. However, when the thermal conductivity ratio
became small (K* ≤ 10), the heat transfer distribution changed qualitatively. For large
thermal conductivity ratios, the maximum value of heat transfer occurred at the upstream
edge of the rib, while for small thermal conductivity ratios, the maximum value of heat
transfer occurred near the upstream edge of the rib (s/e ≈ 0.2). Furthermore, in the vicinity
of the downstream edge (s/e ≈ 2.1), as the temperature of the solid decreased below that of
the fluid, a region with negative heat transfer was formed.

3.3. Turbulent Heat Transfer

Figure 7 shows turbulent heat flux contours. It is well known that turbulent heat flux
is an important factor in determining heat transfer [18,19]. The turbulent heat flux was
large near the two edges of the rib and around x/e = 4 near the wall. For all heat flux ratios,
the distribution of turbulent heat flux was similar, but when the thermal conductivity ratio
decreased, the value of turbulent heat flux decreased and the distribution of turbulent
heat flux became spatially uniform. As shown in Figure 3, when the heat conduction ratio
decreased, the temperature distribution on the fluid side became uniform and the turbulent
heat transfer decreased. In particular, the peak of the turbulent heat flux near the wall
disappeared for K* < 10.
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Figure 7. Turbulent heat flux θ′v′ contours for (a) K* = 566.26, (b) K* = 100.00, (c) K* = 10.00, and (d) K* = 1.00.

Locally, the turbulent heat flux near the rib varied with the thermal conductivity ratio.
As evident in Figure 7a,b, when the thermal conductivity ratio was large, the turbulent heat
flux at the front face of the rib was almost uniform. On the other hand, when the thermal
conductivity ratio was small, the effect of the corner vortex relatively increased, resulting
in the turbulent heat flux at the corner exceeding that at the edge. Consequently, the heat
transfer distribution near the rib varied with the thermal conductivity ratio (Figure 6).

Figure 8 shows temperature fluctuations inside the solid wall. As explained in the
introduction, the thermal condition of the solid wall is an important factor in determin-
ing convective heat transfer. In particular, in the turbulent flow section, temperature
fluctuations in the solid are important along with thermal resistance. When the thermal
conductivity ratio exceeds 1, most temperature fluctuations are caused by turbulent flows
in the fluid region. At K* = 100, the temperature fluctuation at the upstream edge of the rib
reaches 2%. When K* is 10 or higher, the temperature fluctuation inside the solid increases
with the thermal resistance of the solid. When the thermal conductivity ratio is 1, the
effect of the flow on convective heat transfer decreases and the temperature fluctuation in
the fluid region weakens. Consequently, the temperature fluctuation in the solid region
becomes similar to that in the fluid region. Furthermore, the depth at which temperature
fluctuations occur inside the solid becomes smaller than that for K* = 10 or 100. When the
thermal conductivity ratio is 1, the influence of the corner vortices becomes significant, and
therefore, the maximum temperature fluctuation occurs at the corners of the rib.
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Figure 8. Temperature fluctuations (θrms) for (a) K* = 566.26, (b) K* = 100.00, (c) K* = 10.00, and (d) K* = 1.00.

3.4. Instantaneous Thermal Fields

Figure 9 shows instantaneous temperature fields near the rib. When the thermal
conductivity ratio was large, the temperature inside the solid wall exceeded that of the
fluid at all interfaces (Figure 5). In those cases, the difference between the bulk temperature
of the fluid and the temperature on the solid surface was large (Figure 5), and therefore,
the cold core fluid impinging became an important heat transfer mechanism.

However, as the thermal resistance of the solid increased (K* ≤ 10), the temperature
difference between the fluid and the solid decreased. Consequently, the impingement of
the fluid did not significantly influence the convective heat transfer in the near-upstream
region of the rib. In this case, the corner vortex at the upstream corner of the rib induced a
temperature change and reduced the local thermal resistance, resulting in the convective
heat transfer increasing near both corners of the rib. In particular, the effect of the secondary
vortex generated after the rib was very different when the thermal conductivity ratio
was small. As shown in Figure 9c, the fluid heated by the channel wall was supplied
to the downstream face of the rib by the recirculation flow and the secondary vortex.
Consequently, the heat transfer rate at the downstream face of the rib was negative. In
the temperature field of Figure 9d, compared with the temperature field of Figure 9c, it is
evident that the isotherms are more concentrated near the surface as the relative thermal
resistance of the solid increases. Consequently, the top surface of the rib is not heated and
remains cold, and the cold flow over the rib takes heat from the rib and the hot fluid behind
the rib.
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Figure 9. Instantaneous thermal fields near the rib for (a) K* = 566.26, (b) K* = 100.00, (c) K* = 10.00, and (d) K* = 1.00.

Figure 10 shows the local heat transfer distribution obtained for the instantaneous
temperature field. Here, A, B, C and D represent the upstream corner, upstream edge,
downstream edge, and downstream corner of the rib, respectively. At K* = 566.26, the cold
fluid flowing along the wall collides with the rib, greatly promoting heat transfer to the
upstream face of the rib. This can be confirmed by the repeated occurrence of high heat
transfer after the corner at the location of the streak with a high heat transfer coefficient on
the channel wall based on A, which corresponds to the upstream corner of the rib. At edge
B, as the flow separates and recombines, spots with high heat transfer coefficient occur
on the downstream side of the top of the rib. The downstream face of the rib is partially
supplied with recombined cold fluid and has a high heat transfer coefficient, but the overall
heat transfer is greatly reduced compared with the upstream face. In the downstream
corner D, a locally negative heat transfer coefficient (white area in the contour) is observed.
For K* = 100, the above-mentioned trend is maintained, but the heat transfer coefficient is
reduced overall.

As the thermal conductivity ratio decreases (K* ≤ 10), the heat transfer rate decreases
and becomes uniform overall. As the heat transfer rate decreases, the area of negative heat
transfer (the white area in Figure 10) also widens. In the case of K* = 10 (Figure 10c), a
negative heat transfer coefficient appears on the downstream side and along the down-
stream corner (D). For K* = 1, it appears along the downstream corner (C) but not at the
downstream corner. This appears to be because the cold fluid flowing over the top of the
rib cools the rib, as discussed in the context of Figure 9.
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Figure 10. Instantaneous local heat transfer: (a) K* = 566.26; (b) K* = 100.0; (c) K* = 10.0; and (d) K* = 1.0.

3.5. Thermal Performance and Biot Number

Since ribs can be considered to be extended surfaces or fins, the performance of fins
was analyzed. Fin performance is evaluated by examining the fin effectiveness and fin
efficiency [41]. The fin effectiveness is defined as follows:

ε f =
qrib,conj

hconv Ac,b(Tw − Tb)
. (8)

Fins are judged to be effective when their effectiveness is 2 or more [41], and this
condition is satisfied when K* is 100 or higher (see Figure 11a).

The fin efficiency is defined as follows [41]:

η f =
q f

qmax
=

qrib,conj

hconv Arib(Tw − Tb)
. (9)

Since numerator is identical to qrib,conj, it shows the same trend as the fin effectiveness.
In actual gas turbine materials (K* = 566), the fin efficiency is close to 100%, but at K* = 100
it decreases to 78%. At K* = 10, the fin efficiency is less than 20%, and the fin does not
perform its intended function properly.

The total heat transfer rate (q) is shown in Figure 11b; q0 is the heat transfer rate
in the smooth channel for pure convection, and it is obtained from the Dittus–Boelter
equation (Equation (7)). Figure 11b shows that the overall heat transfer rate decreases
significantly as K* decreases. For K* = 566.26, there is no significant difference from the
isothermal conditions, but for K* = 100, the overall heat transfer rate decreases by about
17%. At K* = 10, it is less than 1/3, and at K* = 1 it is considerably smaller than that in the
isothermal smooth channel.
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Figure 11. Thermal performance: (a) fin performance of the rib and (b) the total heat transfer rate.

Thermal performance considering both heat transfer and pressure drop is defined by
Equation (10), where f stands for frication factor [10].

Thermal performance =
q/q0

( f / f0)
1/3 . (10)

Thermal performance is proportional to the total heat transfer rate as the flow field
(i.e., friction factor) does not change even when the conductivity changes. For the heat
transfer enhancement to be greater than the pressure drop penalty, the value of thermal
performance should exceed 1, but this criterion is satisfied only when K* = 100 or higher. If
K* = 10 or lower, the rib is not effective in promoting heat transfer.

Figure 12 shows the variation of the local Biot number with the conductivity ratio.
The Biot number on the coolant side, which is within the scope of this study, is defined by
Equation (11), using the thickness of the solid wall (d) as the characteristic length [42]:

Bi =
hconjd

ks
=

Nu
K∗

d
Dh

. (11)

In a cooled gas turbine blade, Bi is typically around 0.3 [43]. If the Biot number is
less than 0.1, the fluid domain accounts for most of the thermal resistance, similar to
the isothermal case [43]. Ahn et al. [27] reported that under typical gas turbine blade
conditions, the Biot number is less than 0.1 (black circles in Figure 12) and reflects heat
transfer characteristics close to pure convection.

At K* = 100 (red squares), Bi exceeds 0.1 at 3 < x/e < 6 on the channel wall, making
the conduction thermal resistance non-negligible (Figure 12a), and at the rib surface, Bi
goes up to 0.6 at the upstream edge (Figure 12b). At K* = 10 (blue triangles), Bi is close to
1, and the thermal resistance of the solid is similar to that of the fluid. About half of the
temperature drop is expected in the solid region. The data for K* = 10 in Figure 5 shows
that θ is around 0.4, confirming that the Biot number is an appropriate indicator. At K* = 1
(green diamonds), Bi exceeds 1 in most regions, resulting in a higher temperature drop in
solids than in fluids, consistent with the results presented in Figures 3–5.
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Figure 12. Local Biot number variations: (a) on the channel wall and (b) on the rib.

4. Conclusions

In this study, a CHT analysis including heat conduction in a ribbed channel was
performed, and the effect of the thermal resistance of a solid wall was discussed on the
basis of simulation data. The main results can be summarized as follows.

1. When the thermal conductivity ratio was large (K* ≥ 100), the heat transfer character-
istics were similar to those in isothermal conditions. In this case, the impingement
of the cold core fluid into the rib and recirculation of the flow mainly affected the
convective heat transfer. The heat flux from the solid wall was concentrated on the
rib and directed toward both edges of the rib.

2. When the thermal resistance of the solid increased (K* ≤ 10), the effect of cold core
fluid impingement on the rib decreased, and the two vortices located at the corners
played an important role in heat transfer. In this case, the temperature distribution of
the solid wall that was affected by the two corner vortices determined the convective
heat transfer. In particular, on the downstream face of the rib, a region with negative
heat transfer appeared.

3. For K* ≤ 10, the turbulent heat flux on the front face of the rib was concentrated
at a corner, and the turbulent heat flux whose peak occurred near the channel
wall disappeared.

4. At K* = 100, the temperature fluctuation at the upstream edge of the rib reached 2%,
and at K* = 1, the temperature fluctuation in the solid region was at a level similar to
that in the fluid region.

5. Below K* = 100, heat transfer enhancement was significantly reduced by conduction.
Up to K* = 100, the rib promoted heat transfer, but below K* = 10, it did not promote
heat transfer.

6. Compared with the thermal resistance of the solid and fluid for the CHT of the ribbed
channel, the Biot number that was defined on the basis of the thickness of the channel
wall appropriately represented the heat transfer characteristics. In other words, for
K* = 100 or higher, the Biot number at the channel wall was considerably smaller than
0.1, but at K* = 1, it was considerably larger than 1, which was consistent with the
thermal performance of the rib.
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Nomenclature

Ac,b cross-sectional area at the base [m2]
Arib rib surface area [m2]
Bi Biot number (=hd/ks)
C* heat capacity ratio (=(ρ cp)f/(ρ cp)s)
d thickness of the channel wall [m]
Dh hydraulic diameter of the channel [m]
e rib height [m]
f friction factor
f i momentum forcing
h heat transfer coefficient [W/m2K]
H channel height [m]
kf thermal conductivity of the fluid [W/mK]
ks thermal conductivity of the solid [W/mK]
K* thermal conductivity ratio (=ks/kf)
ms mass source/sink
Nu Nusselt number (=hDh/kf)
p rib-to-rib pitch [m]
Pr Prandtl number (=v/α)
Q” heat flux {W/m2}
q heat transfer rate [W]
qf heat transfer rate through a fin [W]
Re bulk Reynolds number (=UbDh/v)
t time [sec]
T temperature [K]
Tb bulk temperature [K]
Tw wall temperature [K]
Ub bulk velocity [m/s]
V′ wall-normal velocity fluctuation [m/s]
W channel width [m]
Greek symbols
α thermal diffusivity [m2/s]
β mean pressure gradient [Pa/m]
γ mean temperature gradient [K/m]
εφ fin effectiveness
ηφ fin efficiency
v kinematic viscosity [m2/s]
θ dimensionless temperature (=(T–Tb)/(Tw–Tb))
Θ time-averaged dimensionless temperature
ω index function between the solid and the fluid
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Subscripts
rms root-mean-square value
0 fully developed value in a smooth pipe
Abbreviations
IBM immersed boundary method
LES large eddy simulation
RANS Reynolds averaged Navier–Stokes simulation
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Paweł Bury 5 and Michał Stosiak 5

Citation: Urbanowicz, K.; Bergant,

A.; Kodura, A.; Kubrak, M.;
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Abstract: Most of today’s water supply systems are based on plastic pipes. They are characterized by
the retarded strain (RS) that takes place in the walls of these pipes. The occurrence of RS increases
energy losses and leads to a different form of the basic equations describing the transient pipe flow.
In this paper, the RS is calculated with the use of convolution integral of the local derivative of
pressure and creep function that describes the viscoelastic behavior of the pipe-wall material. The
main equations of a discrete bubble cavity model (DBCM) are based on a momentum equation of
two-phase vaporous cavitating flow and continuity equations written initially separately for the gas
and liquid phase. In transient flows, another important source of pressure damping is skin friction.
Accordingly, the wall shear stress model also required necessary modifications. The final partial
derivative set of equations was solved with the use of the method of characteristics (MOC), which
transforms the original set of partial differential equations (PDE) into a set of ordinary differential
equations (ODE). The developed numerical solutions along with the appropriate boundary conditions
formed a basis to write a computer program that was used in comparison analysis. The comparisons
between computed and measured results showed that the novel modified DBCM predicts pressure
and velocity waveforms including cavitation and retarded strain effects with an acceptable accuracy.
It was noticed that the influence of unsteady friction on damping of pressure waves was much
smaller than the influence of retarded strain.

Keywords: retarded strain; cavitation; water hammer; unsteady friction; method of characteristics

1. Introduction

1.1. Gaseous and Vaporous Cavitation

Cavitation is one of the natural phenomena whose thorough understanding should be
a scientific priority. Among others, it takes place when gas is released from the liquid. It
occurs in hydraulic systems (water supply, hydropower, heating, cooling, etc.) in which
the flow (forced by the pressure gradient) takes place through pressurized pipes. There are
two types of cavitation: gaseous and vaporous [1–3].

More dangerous is vaporous cavitation, which occurs when the pressure drops to
the saturated vapor pressure. This type of cavitation is rapidly changing, as it only takes
place during the duration of the reduced pressure. In the literature, there is a group of
mathematical models based on this type of cavitation, the so-called discrete vapor cavity
models (DVCM) [1–3]. In the event of a water hammer, the reduction of pressure to the
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saturated vapor pressure takes a relatively short time, which is followed by an implosion
of the resulting vapor regions. The implosion is accompanied by large local increases in
the velocity of the liquid, because the cavitation space must rapidly be filled with liquid at
the time of pressure increase (above the vapor pressure). The impact of the liquid against
the walls of the pipe (as well as the walls of other elements of the systems: valves, turbines,
pumps, flow meters, etc.) results in cavitation erosion in the long term. Irreversible losses
appear in the material of the walls of the pipes and other elements of the system. Sections
in which such erosion takes place are systematically weakened in terms of strength, and it
is in these places that leaks or, in extreme cases, complete damage of the structure can occur.
Cavitation also leads to a reduction of the efficiency of hydraulic systems, contributing to
the deterioration of the operation of energy-saving systems in hydraulic drives [4].

The second type of cavitation, namely gaseous cavitation, is a slowly changing phe-
nomenon occurring in systems with unsteady flows (dynamic, rapid changes of velocity
and pressure) or large pressure drops along the length of the system. Each liquid dissolves
a certain amount of air (possibly a different gas). In water systems (water supply networks),
the average amount of dissolved air is about 2%. In oils, on the other hand, the amount of
dissolved air can reach up to about 10%. Hence, the influence of this type of cavitation is
much more noticeable in oil-hydraulic systems than in water supply systems. Interestingly,
during water hammer, such cavitation areas, due to the large time necessary for desorption
and absorption, are beneficial. Their presence causes a faster damping of dynamic wave-
forms, as the “air bags” emitted by their action resemble local air–liquid shock absorbers.
The influence of this type of cavitation is still poorly understood both experimentally and
theoretically. There is a group of models called discrete gas cavity models (DGCM) [1,2],
which take into account the influence of free gas in a simplified way.

The type of pipe material also significantly affects the intensity and timing of tran-
sient phenomena [5]. The flows in metal pipes with vapor–gas cavitation areas are well
recognized and described. However, if we look at plastic pipes, which are now starting
to displace metal pipes (especially in water supply systems), the researchers have mostly
used the two basic cavitation models, i.e., the DVCM and the DGCM. Apart from these
two models, alternative models have been developed, including a revised version of the
DVCM model proposed by Adamkowski [6,7] as well as a model based on two-phase flow
equations that can be called a discrete bubble cavity model (DBCM), which was developed
by Shu [8]. Shu’s model does not generate the unrealistic pressure spikes due to flow
discontinuity at each computational section [8] that have been found in DVCM simula-
tions. In DGCM, it is difficult to assign the physical amount of free air at computational
sections along the pipeline. The model that is based on two-phase pipe flow equations is in
principle more realistic than the model that is based on single-phase pipe flow equations
with cavities lumped at computational sections. However, the aforementioned discrete
Adamkowski cavity (DACM) and DBCM models have not been previously used to model
transient cavitating flow in plastic pipes. The main objective of this paper is to present a
novel DBCM that will enable the simulation of transient cavitating flows in plastic pipes.

1.2. Transient Cavitating Flow in Plastic Pipes

Among the phenomena accompanying transient flows, the most important are (1) un-
steady friction (UF, other name: skin friction), (2) cavitation (CAV), (3) viscoelastic property
of pipe deformation (flow in plastic conduits) associated with the retarded strain (RS), and
(4) mutual fluid–structure interaction (FSI) of the flowing liquid with the vibrations of the
pipe walls. In this work, we will focus in detail on the first three phenomena. They will be
implemented in the revised DBCM model. The continuity equation with the retarded strain
term was originally proposed by Rieutord and Blanchard [9]. Cavitation was modeled by
Güney [10] using the column-separation modeling assumption proposed by Swaffield [11]
and Safwat [12]. Another scientist examining the effect of cavitation occurring during
transient flow in PE and PVC pipes was Mitosek [13,14], who showed that an increased
pressure reduction is accompanied with gas desorption (reduced pressure oscillations
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with the increase time period of their existence). Hadj-Taïeb with Taïeb [15] proposed
initially a numerical model based on the conservative finite difference method to solve the
nonlinear system of hyperbolic partial differential equations describing the transient flow
in which the degasification takes place (according to Henry’s law). Their study showed
that the degasification area is strongly connected with the wall elasticity. The same two
authors [16] proposed an alternative modified mathematical model that includes retarded
strain and cavitation, which was solved with the second-order finite difference scheme.
The mixture density in this model was expressed by means of a non-linear expression
of the liquid volume fraction. Borga et al. [17,18] conducted several transient tests with
localized gas cavities in around 200 m long HDPE pipe and concluded that the presence
of the leak (or air valves) in cavitating flow induces a greater damping and dispersion
of transient pressure waves. Soares et al. [19,20] continued the research of Borga (which
was done under the supervision of H. Ramos) and compared the effect of used cavitation
models DVCM and DGCM for the prediction of transient flows with cavitation in HDPE
pipes. The results indicated that the assumption of the ideal gas law (DGCM) is more
appropriate than a simple adoption of vapor pressure when the pressure reaches vapor
pressure (DVCM) and induces more attenuation and dispersion of transient pressures.
For flows with cavitation, a new set of pipe-wall viscoelastic parameters was determined
(calibration technique). The unsteady friction losses, pipe-wall viscoelasticity, and wave
speed variation due to the formation of localized gas cavities were described only by the
creep function. Such an approach lumped all these important phenomena in the coefficients
of the creep function. Keramat et al. [21] utilized DVCM and modeled RS uses a modified
Kelvin–Voigt model to study the unsteady flow with cavitation in plastic pipes. His model
did not include at that time the unsteady friction effects. The main conclusion from the
presented simulations (compared to simulated results with Covas [22] and Soares data [19])
is that viscoelastic pipes strongly diminish the dangers of column separation: “First, cavity
opening and collapse occur only one or two times instead of tens of times (as inelastic
pipes)”. Two years later, Keramat and Tijsseling [23] were first to present a numerical
model that included all four important phenomena that take place in transient pipe flows:
UF, CAV, RS, and FSI. Unfortunately, to date, there are no experimental results that are
conducted to check this interesting model in the full extent. In 2018, Urbanowicz and
Firkowski developed the foundations of the model presented in this paper [24]. A year
later, Urbanowicz et al. [25] compared the DACM and DBCM models, which had not been
used before, for the analysis of cavitation flows in plastic pipes, indicating that they both
model the phenomena in a similar way, despite the fact that they are characterized by a
significantly different mathematical notation.

1.3. Recent Progress in Cavitation Modeling in Metal Pipes

Liu et al. [26] analyzed cavitation that can take place in long-distance transport
pipelines. The water hammer due to the collapse of air cavities in the pipeline was
discussed when the pump unit is shut down due to an incident. The theoretical and
numerical analysis pointed out that it is very important to prevent the occurrence of
large water hammer loads due to the collapse of flow interruption in such a system.
Santoro et al. [27] tested the DVCM model, writing the continuity equation in terms of
mass balance instead of volume balance. Such an assumption allowed calculations with
appropriate computational fine grids. Additionally, the flow field was assumed to be
two-dimensional (2D axial-symmetric flow), in order to evaluate unsteady friction without
the need of parameters calibration. This research pointed out that one-dimensional (1D)
models are weakly sensitive to grid size, whereas 2D model results are practically grid-
independent, and in the opinion of the authors, the 2D model performs better than the 1D
ones. Shankar et al. [28] studied the optimal operation of centrifugal pumps to avoid the
major harmful issues as cavitation and water hammering. These authors built a system
with a cascade parallel pumping setup. The extensive experimental study reveals that
the preferable operating region enhances reliability as well as reduces the occurrence of
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faults. This paper can serve as a reference to VFD pumping systems and paves the way
for sensor-less control. Zhao et al. [29] built an experimental test stand to realize a water
hammer event with multipoint collapse. The influencing factors and laws of the cavity
length and water hammer pressure have been summarized using the experimental data.
They also reveal that the initial flow rate and valve-closing speed greatly affect the water
hammer pressure rise and cavity length. In their next work [30], the authors presented a
new water hammer velocity formula, a new cavity model, and introduced a floating grid
method. An in-house program written in C++ confirmed that the simulation results of the
new model matched the measured values.

Sun et al. [31] proposed a quasi-two-dimensional transient model coupled with DVCM
which, according to the authors’ analysis, can provide a better fit than classic 1D solutions.
Warda et al. [32] performed three-dimensional computer fluid dynamics (CFD) simulations
based on the finite volume numerical approach. The cavitation was modeled with the
use of two models: the Volume of Fluid (VOF) and Schnerr–Sauer. They concluded that
the 3D model that was adopted is “deemed physically superior to the existing 1D models
as it removes the restriction of the 1D models that vapor cavities, when formed, fill the
whole cross-section of the pipe without radial variation”. Sanín-Villa et al. [33] considered
the influence of the convective terms in the momentum and continuity equations (which
standardly are neglected). The cavitation problem has been evaluated by use of the
DVCM model. In conclusion, they stated that the influence of the convective term is small
compared with a simple model where those terms are neglected. Tang et al. [34] used Fluent
software to investigate the cavitation flow in the pipeline. A density–pressure model has
been implemented into the continuity equation by using the further development of a user-
defined function, which gives the possibility of studying the effects of the variable wave
speed on the transient cavitation flow. The weakly compressible fluid RANS model (CFD)
results agree well with the measured results. Saidani et al. [35] analyzed the temperature
effect (in a range from 4 to 95 ◦C) on unsteady flow with cavitation. These authors simulated
single-phase and two-phase transient flows in a hydraulic copper pipe system. The DVCM
and DGCM models were used. From the performed simulations, it was evident that the
water hammer is considerably sensitive to the temperature, and its proper value needs to
be considered at the design stage of hydraulic systems. Yang et al. [36] used a uniform
cavitation distribution model in which the critical flow velocity gradients are calculated
both in front and at the back of the section and are the sufficient condition to define water
column separation. Dynamic meshes were applied for tracking the change of vaporous
cavitation. However, multidimensional models are computationally expensive.

2. Mathematical Model Derivation

The original bubble cavitation flow model was introduced by Shu more than fifteen
years ago [8]. Its applicability was limited to systems made of metal pipes. Today, when
plastic pipes are replacing traditional pipes (this trend is especially visible in water supply
systems), there is a strong need to modify this interesting numerical model. In the model
discussed and presented below, a single-phase flow is treated as its special solution.

2.1. Momentum and Continuity Equations

The derivation starts from the equation of momentum of two-phase vapor–liquid flow
in a freely oriented conduit:

∂

∂t
(ρmvm A) +

∂

∂x

(
ρmv2

m A
)
+ A

∂p
∂x

+ πDτm + gρm A sin θ = 0 (1)

in which ρm being the mixture density is calculated:

ρm = αρl + (1 − α)ρv. (2)
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Please note that this starting momentum equation, as well as the set of the continuity
equations (Equation (4), is identical to the one discussed in the IAHR Synthetic Report [37].
After the differentiation and ordering, one gets the following form:

ρmvm

A
dA
dt

+ ρm
dvm

dt
+ ρmvm

∂vm

∂x
+ vm

dρm

dt
+

∂p
∂x

+
2
R

τm + gρm sin θ = 0. (3)

For the sake of simplicity, let us assume that the pipe is horizontal, i.e., θ = 0. Thus,
the last term on the left-hand side of the above equation (Equation (3) is zero. Now, let us
write the continuity equations written separately for the gas and liquid phase, respectively:

∂
∂t (ρv(1 − α)A) + ∂

∂x (ρv(1 − α)Avv) = 0
∂
∂t (ρlαA) + ∂

∂x (ρlαAvl) = 0

}
(4)

where α—volumetric fraction of liquid.
Adding the continuity equations (Equation (4) together for the respective phases gives:

∂

∂t
(ρv(1 − α)A + ρlαA) +

∂

∂x
(ρv(1 − α)Avv + ρlαAvl) = 0. (5)

Next, assuming that a homogeneous bubbly flow takes place, then the dispersed
vapor phase does have the same velocity as the surrounding continuous liquid phase
vv = vl = vm :

∂

∂t
Aρm +

∂

∂x
(Avmρm) = 0. (6)

By making differentiation and ordering in Equation (6), the following result is ob-
tained:

A
dρm

dt
+ ρm

dA
dt

+ Aρm
∂vm

∂x
= 0. (7)

Dividing Equation (7) by Aρm, the first useful form of this equation is derived:

1
ρm

dρm

dt
+

1
A

dA
dt

+
∂vm

∂x
= 0. (8)

However, when one multiplies Equation (7) by vm and then divides by A, we get the
second useful form of Equation (7):

vm
dρm

dt
+

ρmvm

A
dA
dt

+ vmρm
∂vm

∂x
= 0. (9)

Using the above Equation (9) and the fact that the analyzed system is horizontal, the
momentum Equation (3) can be reduced to a simpler form:

ρm
dvm

dt
+

∂p
∂x

+
2
R

τm = 0. (10)

Please note that Equation (10) reduces to the equation of a single-phase flow (contin-
uous liquid phase) when no cavitation occurs (mean values of pressure in an analyzed
cross-section are larger than the vapor pressure).

The next step is to derive the continuity equation. From the works [22,37,38], it follows
that in bubble flow and plastic pipes, the fluid elasticity (separately defined for liquid and
vapor) and the pipe deformation can be defined as follows:

1
ρl

dρl
dt

=
1
Kl

dp
dt

;
1
ρv

dρv

dt
=

1
Kv

dp
dt

and
1
A

dA
dt

=
Ξ
E

dp
dt

+ 2
dεr

dt
(11)

where Ξ = D
e ξ—enhanced pipe restraint factor. The first two equations represent liquid

and vapor elasticity, respectively, whereas the third one defines pipe deformation (the
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right-hand one). The derivation of the first two ones is straightforward. This is not the case
for the third one—its derivation is presented in Appendix A.

The total derivative of Equation (2) mixture density ρm is:

dρm

dt
= α

dρl
dt

+ (ρl − ρv)
dα

dt
+ (1 − α)

dρv

dt
. (12)

When Equations (11) and (12) are used in the continuity equation, Equation (8), one gets:[
ρm

Ξ
E
+

αρl
Kl

+
(1 − α)ρv

Kv

]
dp
dt

+ (ρl − ρv)
dα

dt
+ 2ρm

dεr

dt
+ ρm

∂vm

∂x
= 0. (13)

In addition, a constant pressure wave speed is assumed. In the proposed model, the
value of the speed will be assumed for the steady flow occurring before the water hammer
event. Then, there is only pure liquid phase (α = 1). The last term of the square bracket in
Equation (13) vanishes, and the formula under square bracket reduces to:

c−2 =

[
ρl

(
Ξ
E
+

1
Kl

)]
(14)

which is the pressure wave speed of the pure liquid phase. The above wave speed equation
includes elastic effects of the fluid (Kl) and of the pipe wall (E). Enhanced pipe restraint
factor Ξ is calculated in a different way in thin ((D/e) < 25) and thick-walled pipelines [2].

Equation (14) governs the final form of the continuity equation for unsteady flows in
plastic pipes:

1
c2

dp
dt

+ (ρl − ρv)
dα

dt
+ 2ρm

dεr

dt
+ ρm

∂vm

∂x
= 0. (15)

In non-slip flow conditions, the proportion of the dispersed phase is of a statistical
nature; i.e., the volumetric concentration and the mass are equal to the corresponding
dynamic shares—the transport concentration and the degree of dryness [39,40]. Then, the
following relationship applies in non-slip flows: vm = v/α, and the final set of fundamental
equations (appropriately momentum and continuity) is as follows:⎧⎨

⎩ ρm
d
dt
( v

α

)
+ ∂p

∂x + 2
R τm = 0

1
c2

dp
dt + (ρl − ρv)

dα
dt + 2ρm

dεr
dt + ρm

∂
∂x
( v

α

)
= 0

(16)

The term v/α indicates the difference between the velocities of the liquid and vapor phase.

2.2. Wall Shear Stress and Retarded Strain

The wall shear stress in transient pipe flow can be calculated with the help of convolu-
tional theory. Zielke [41] for laminar flow and later Vardy-Brown [42] for turbulent flow
presented an initial version of this equation. For homogeneous bubble flow, the mixture
density should be taken into account:

τm =

(
f v|v|ρm

8α2 +
2μm

R

∫ t

0

∂

∂t

( v
α
(u)

)
·wUF(t − u)du

)
. (17)

The function wUF(t − u) [-] is a so-called weighting function. In our work, this function
is identical to the functions used in other cavitational and single-phase flow models. For
detailed form and more information about weighting functions, please refer to paper [43].

The numerical modified effective solution of the above convolution integral, which is
used in this work, is based on the improved solution for single-phase flows [44,45]:
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τ(t + Δt) ≈
ρm f v(t)

∣∣∣v(t)∣∣∣
8α2

(t)
+

2μm

R ∑3
i=1

[
Aiyi(t) + ηBi

[
v(t)
α(t)

− v(t−Δt)

α(t−Δt)

]
+ [1 − η]Ci

[
v(t−Δt)

α(t−Δt)
− v(t−2Δt)

α(t−2Δt)

]]
︸ ︷︷ ︸

yi(t+Δt)

. (18)

where Δt [s] is a constant time step in the method of characteristics; μm is Dukler’s [46]
two-phase mixture dynamic viscosity [Pa·s], and

η =

∫ Δt̂
0 wclass.(u)du∫ Δt̂
0 we f f .(u)du

; Ai = e−niΔt̂; Bi =
mi

Δt̂ni
[1 − Ai]; Ci = AiBi. (19)

The mi and ni coefficients are determined from the analytical formulas presented in
a recent paper [47], and Δt̂ = μm

ρmR2 Δt is dimensionless time. In the case of turbulent flow,
these coefficients must be scaled in accordance with the guidelines presented in paper [48].

The next step is to evaluate the partial derivative of retarded strain using a convolution
integral. According to [49,50], the retarded strain can be written in a simpler form than the
original one [38]:

∂εr(t)
∂t

=
D
2e

ξ
∫ t

0

∂

∂t
(p(u)− p(0))·

(
k

∑
i=1

Ji
Ti

e−
t−u
Ti

)
du =

Ξ
2

∫ t

0

∂p(u)
∂t

·wJ(t − u)du (20)

where wJ(t − u) is the creep weighting function [Pa−1·s−1]; Ji is the creep compliance of
the i spring of the Kelvin–Voigt element [Pa−1]; Ti is the retardation time of the dashpot of
i-element [s].

Worth noting is the analogy of the above convolution integral with the convolutional

integral representing the wall shear stress ∑k
i=1

Ji
Ti

e−
t−u
Ti = wJ(t − u). This analogy made it

possible to solve numerically the above convolution integral in an effective manner using
Schohl’s effective scheme [51]:

∂εr

∂t
(t + Δt) ≈ Ξ

2 ∑k
i=1

(
zi(t)·e−

Δt
Ti +

Ji
Δt

[
1 − e−

Δt
Ti

](
p(t+Δt) − p(t)

))
︸ ︷︷ ︸

zi(t+Δt)

. (21)

The above equation (Equation (21) may be written in a simpler form:

∂εr

∂t
(t + Δt) =

(
p(t+Δt)F − G(t)

)Ξ
2

(22)

where:

F = ∑k
i=1 Mi ; G(t) = ∑k

i=1

(
Mi p(t) − zi(t)·Ni

)
; Mi =

Ji
Δt

[
1 − e−

Δt
Ti

]
; Ni = e−

Δt
Ti . (23)

The use of convolution integrals (Equations (17) and (20)) in the basic system of
Equation (16) results in:⎧⎪⎨

⎪⎩
ρm

d
dt
( v

α

)
+ ∂p

∂x + 2
R

(
f v|v|ρm

8α2 + 2μm
R

∫ t
0

∂
∂t
( v

α (u)
)·wUF(t − u)du

)
= 0

1
ρmc2

dp
dt +

(ρl−ρv)
ρm

dα
dt +

∂
∂x
( v

α

)
+ Ξ

∫ t
0

∂p(u)
∂t ·wJ(t − u)du = 0

. (24)
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2.3. Numerical Solution for Inner Nodes

The convective terms are less important and are omitted from the main analyzed
set of equations. This procedure will ensure that the use of interpolation, which greatly
affects the numerical solution [2], is excluded. The simplified equations of continuity and
momentum are identified as L1 and L2, respectively:

L1 =
∂p
∂t

+ c2(ρl − ρv)
∂α

∂t
+ 2ρmc2 ∂εr

∂t
+ ρmc2 ∂

∂x

( v
α

)
= 0 (25)

L2 =
∂

∂t

( v
α

)
+

1
ρm

∂p
∂x

+
2

ρmR
τm = 0. (26)

Combining linearly L = ψL1 + L2, these equations by the unknown multiplier ψ gives:

ψ

[
∂p
∂t

+
1

ρmψ

∂p
∂x

]
+

[
∂

∂t

( v
α

)
+ ψρmc2 ∂

∂x

( v
α

)]
+ ψc2(ρl − ρv)

∂α

∂t
+ 2ψρmc2 ∂εr

∂t
+

2
ρmR

τm = 0. (27)

By examination of the above Equation (27) with the definition of total derivatives, it
can be noted that with:

dx
dt

=
1

ρmψ
= ψρmc2 (28)

it becomes the ordinary differential equation:

ψ
dp
dt

+
d
dt

( v
α

)
+ ψc2(ρl − ρv)

∂α

∂t
+ 2ψρmc2 ∂εr

∂t
+

2
ρmR

τm = 0. (29)

The solution of Equation (28) yields two particular values of ψ,

ψ = ± 1
cρm

. (30)

By inserting the above values into Equation (28) the particular relation between x and
t is given as follows:

dx
dt

= ±c. (31)

This leads to a set of two equations on positive C+ and negative C− characteristic
lines:

C+ :
1

cρm

dp
dt

+
d
dt

( v
α

)
+

c
ρm

(ρl − ρv)
∂α

∂t
+ 2c

∂εr

∂t
+

2
ρmR

τm = 0 (32)

C− : − 1
cρm

dp
dt

+
d
dt

( v
α

)
− c

ρm
(ρl − ρv)

∂α

∂t
− 2c

∂εr

∂t
+

2
ρmR

τm = 0. (33)

From Equation (2), it follows that:

α =
ρm − ρv

ρl − ρv
. (34)

Considering the above Equation (34), the third term on the left-hand side in Equations
(32) and (33) can take the form:

c
ρm

(ρl − ρv)
∂α

∂t
=

c
ρm

∂

∂t

(
ρm − ρv

ρl − ρv
(ρl − ρv)

)
=

c
ρm

∂

∂t
(ρm − ρv) =

c
ρm

∂

∂t
ρm. (35)

Shu [8] writes the partial derivative of the density of the mixture in a logarithmic form:

c
ρm

∂

∂t
ρm = c

∂

∂t
ln
(

ρm

ρl

)
. (36)
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Note that under the logarithm, we have the division of ρm by ρl , but the ρl could be
exchanged to any other constant, and the above equation would be satisfied anyway.⎧⎪⎪⎨

⎪⎪⎩
1

cρl

Δ(p−κpv)A−D
Δt + Δ

Δt
( v

α

)
A−D + c Δ

Δt ln
(

ρm
ρl

)
E − D
F − A

+ 2c
(

∂εr
∂t

)
E−D

+ 2
ρmR (τm)F−A = 0

f or dx
dt = c

(37)

⎧⎪⎪⎨
⎪⎪⎩

− 1
cρl

Δ(p−κpv)B−D
Δt + Δ

Δt
( v

α

)
B−D − c Δ

Δt

(
ρm
ρl

)
E − D
G − B

− 2c
(

∂εr
∂t

)
E−D

+ 2
ρmR (τm)G−B = 0

f or dx
dt = −c

(38)

where κ = 1 + c2ρlΞFΔt.
From both characteristics at the inner node, the following explicit system of equations

is obtained:⎧⎪⎪⎨
⎪⎪⎩

1
cρl

((pD−κpv)−(pA−κpv))
Δt +

(
vD
αD

− vA
αA

)
Δt + c

2Δt

(
ln ρmD

ρl
− ln ρmEρmF

ρl ρmA

)
+ 2c

(
∂εr
∂t

)
E−D

+ 2
ρmR (τm)F−A = 0

− 1
cρl

((pD−κpv)−(pB−κpv))
Δt +

(
vD
αD

− vB
αB

)
Δt − c

2Δt

(
ln ρmD

ρl
− ln ρmEρmG

ρl ρmB

)
− 2c

(
∂εr
∂t

)
E−D

+ 2
ρmR (τm)G−B = 0

. (39)

The system can be further rewritten after introducing:

2c
(

∂εr

∂t

)
E−D

= pDΞcF − ΞcGE(t) (40)

2
ρmR

(τm)F−A =
fAvA|vA|

4Rα2
A

+
4νmA

R2

3

∑
i=1

[
AiyiF + ηBi

[
vA
αA

− vF
αF

]
+ [1 − η]Ci

[
vF
αF

− vF′

αF′

]]
︸ ︷︷ ︸ =

λF−AvA|vA|
4Rα2

A
yiA

(41)

2
ρmR

(τm)G−B =
fBvB|vB|

4Rα2
B

+
4νmB

R2

3

∑
i=1

[
AiyiG + ηBi

[
vB
αB

− vG
αG

]
+ [1 − η]Ci

[
vG
αG

− vG′

αG′

]]
︸ ︷︷ ︸

yiB

=
λG−BvB|vB|

4Rα2
B

(42)

where:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

λF−A = fA +
16νmAα2

A
RvA |vA | ∑3

i=1

[
AiyiF + ηBi

[
vA
αA

− vF
αF

]
+ [1 − η]Ci

[
vF
αF

− vF′

αF′

]]
︸ ︷︷ ︸

yiA

λG−B = fB +
16νmBα2

B
RvB |vB | ∑3

i=1

[
AiyiG + ηBi

[
vB
αB

− vG
αG

]
+ [1 − η]Ci

[
vG
αG

− vG′

αG′

]]
︸ ︷︷ ︸

yiB

. (43)

By transforming the system of Equation (39) in a way that the parameters searched
for a given inner node D of the characteristics grid (Figure 1) remain on the left-hand side,
one obtains: ⎧⎨

⎩
pD
cρl

− κpv
cρl

+ vD
αD

+ c
2 ln ρmD

ρl
+ pDcΞFΔt = CA

− pD
cρl

+ κpv
cρl

+ vD
αD

− c
2 ln ρmD

ρl
− pDcΞFΔt = CB

(44)
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where CA as well CB are time-dependent functions that are iteratively calculated using the
values known from the previous numerical time step:⎧⎪⎨

⎪⎩
CA = vA

αA
+ pA−κpv

cρl
− fAΔtvA |vA |

4Rα2
A

+ c
2 ln ρmEρmF

ρlρmA
+ GE(t)ΞcΔt

CB = vB
αB

− pB−κpv
cρl

− fBΔtvB |vB |
4Rα2

B
− c

2 ln ρmEρmG
ρl ρmB

− GE(t)ΞcΔt
. (45)

Δ ΔΔΔ −2Δ
ΔΔ ΔΔ

Δ

Δ

Δ

Δ

4Δ

2Δ

Δ
Δ

2Δ −Δ
ΔΔ

Figure 1. Rectangular grid in the method of characteristics.

From the above equations, the final solutions for the inner node D (Figure 1) of the
grid of characteristics are obtained. The solution for the mean velocity at cross-section is:

vD =
αD(CA + CB)

2
(46)

and the solution for the pressure is:

pD =
(CA − CB)cρl

2κ
+ pv − c2ρl

2κ
ln

ρmD
ρl

. (47)

The analysis of the above formulas shows that in order for pD > pv (note that then
ρmD = ρl), the condition that CA ≥ CB must be met. When CA ≥ CB, there is no cavitation
and αD = 1; pD = (CA−CB)cρl

2κ + pv. Otherwise, when CA < CB cavitation occurs, then

pD = pv and ρmD = ρl e(
CA−CB

c ).
Having the instantaneous value of the mixture density ρmD, the vapor density ρv, and

the liquid density ρl , the instantaneous value of the liquid phase concentration αD should
be determined from the formula (Equation (2):

αD =
ρl e(

CA−CB
c ) − ρv

ρl − ρv
. (48)

2.4. Boundary Conditions

The next step is to solve the boundary conditions. According to Figure 1, the instan-
taneous closing valve of an RVP system is at the left-hand side of the system (x = 0). The
valve boundary condition is derived from the negative C− characteristic:⎧⎨

⎩
− pZ

cρl
+ κpv

cρl
+ vZ

αZ
− c

2 ln ρmZ
ρl

− pZcΞFΔt = CX

CX = vX
αX

− pX−κpv
cρl

− fXΔtvX |vX |
4Rα2

X
− c

2 ln ρmYρmW
ρlρmX

− GY(t)ΞcΔt
. (49)
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Please note that the value of CX is based only on known values from the previous time
steps. The velocity at the valve section for time t > 0 has zero value, i.e., vZ = 0 (closed
valve). The above Equation (49) takes the form:

pZ

⎛
⎝1 + c2ρlΞFΔt︸ ︷︷ ︸

κ

⎞
⎠ = −cρlCX + κpv − c2ρl

2
ln

ρmZ
ρl

(50)

which finally reduces to:

pZ = pv −
(

CX + c
2 ln ρmZ

ρl

)
cρl

κ
. (51)

When the pressure pZ at this boundary is higher than the vapor pressure pv, then the
natural logarithm is equal to 0 as ρmZ = ρl ; this means that there is no cavitation when
CX < 0, and the pressure at the valve section can be calculated from the following equation:

pZ = pv − CXcρl
κ

. (52)

Otherwise, when CX ≥ 0 and pZ = pv, then the bubble mixture density and volumet-
ric fraction of the liquid, respectively, should be calculated as follows:

ρmZ = ρl e−
2CX

c and αZ =
ρmZ − ρv

ρl − ρv
. (53)

Next, the dynamic viscosity of the homogeneous bubble mixture using Dukler’s
formula [46] should be calculated:

μmZ = αZμl + (1 − αZ)μv. (54)

At the opposite end (x = L) of the RPV system, Figure 1 is the reservoir. At the cross-
section connecting the pipe with the reservoir, the pressure is assumed to be of constant
value, i.e., pN = pR during the complete transient event associated with the analyzed
water hammer phenomenon. As the pressure does not pulsate at this cross-section, the
retarded strain is neglected here. The final equation for the velocity pulsation at this section
in which the pressure is always higher than the vapor pressure pN > pv is:

vN =
vL
αL

+
pL − pN

cρl
+

c
2

ln
ρmMρmK

ρlρmL
− 2Δt

Rρl
τL. (55)

3. Experimental Verification of New Model

In order to demonstrate the effectiveness of the newly presented model, in this section,
the results of simulation tests will be compared with the experimental results presented by
Güney [10]. The Güney experimental test stand located at the INSA research center in Lyon
(France) was a simple system consisting of three main components: reservoir–pipe–valve
(Figure 2).

In the analyzed RPV system, in steady flow, water flowed directly into the atmosphere.
The pipe had a total length of L = 43.1 m and an internal diameter D = 0.0416 m (the
wall thickness of the pipe was e = 0.0042 m). The test pipe was made of low-density
polyethylene (LDPE). The experimental tests of the water hammer forced by the sudden
(momentary) closure of the valve (shutting off the flow) have been carried out for five
different temperatures of the flowing liquid (water). In Table 1, the parameters required
to simulate the analyzed unsteady flows with cavitation are tabulated. It can be seen that
although the initial flow velocity was similar, due to the change in viscosity, the value of
the Reynolds number increased with the temperature increase (almost twice as high for
Case 05 : Re05 ≈ 82, 000 than for Case 01 : Re01 ≈ 45, 500). After the temperature change,
not only do the parameters related to the flowing liquid change (Table 1) but also the values
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of the parameters representing the mechanical properties of the pipe; thus, it is necessary
to compare their values (J creep compliances and τ retardation time coefficients values are
presented in Table 2).

L=43.1 m

Figure 2. Schematic diagram of Güney’s experimental test stand: 1—booster pump, 2—temperature stabilization system, 3—test
stand supply pump, 4—thermometer, 5—reservoir, 6—LDPE pipe, 7, 8, and 9—pressure transducers, 10—quick-closing valve.

Güney used the time–temperature superposition principle (also known as time–
temperature reducibility) to derive his creep compliance functions for different tempera-
tures. During initial simulations, complete Güney creep compliance functions were used
(three exponential terms) that can be found in the works [10,52]. As the initially obtained
simulation results indicated that this creep function is a source of simulation error, we had
a detailed look at the original coefficients. We noticed that the corresponding creep compli-
ance values of small retardation times (τ < 1.5Δ10−4 [s]–original J1 and τ1 coefficients) are
out of the frequency range of the used dynamic viscoelastometer RHEOVIBRON. Filtering
out this coefficient for small retardation times (rejecting from the analysis original J1 and τ1
coefficients without changing all other experimentally defined creep coefficients) helped to
receive corrected comparisons results.

The creep functions for LDPE have different characteristics (Figure 3) than those for the
typical currently used plastic material, namely HDPE. The LDPE material has higher values
of creep compliance than the HDPE material. Additionally, we may see (Figure 3) that an
increase in temperature increases the creep compliance values. The HDPE traces which are
presented for comparison in Figure 3 were obtained experimentally by Covas et al. [22].

Figure 3. Creep functions for two different PE pipes.
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The pressure wave speeds were estimated based on the empirically observed dura-
tion of the first pressure amplitudes. Their values summarized in Table 1 enabled the
determination of J0 (see Table 2) from the transformed formula of the pressure wave speed:

J0 =
1

ρΞc2 − 1
KlΞ

(56)

where ξ = 0.97; Ξ = D
e ξ = 9.61.

The method of characteristics was used with a constant number of reaches N = 64.
The selected number of reaches meets the computational compliance criteria discussed
in paper [53], i.e., N > 10. Extra simulation studies performed during the preparation
of this paper whose purpose was to investigate the impact of the number of reaches
showed that there are no significant differences between the results of N = 16, 32, and the
selected 64. A finer grid is favorable in the case of instantaneous valve closure. The time
steps are calculated on the basis of the Courant–Friedrichs–Lewy (CFL) stability condition
Cn = (c·Δt)

Δx ≤ 1. In order to keep the value of the CFL number equal to one, appropriate
values of the time steps should be determined from Δt = Δx/c (wave speeds c are given
in Table 1). In the MOC Δx = L/N i.e., Δx ≈ 0.67 m. Then, the following time steps
are obtained for the five cases: ΔtG01 = 0.0022 s; ΔtG02 = 0.0025 s; ΔtG03 = 0.0027 s;
ΔtG04 = 0.0029 s; and ΔtG05 = 0.0031 s, respectively. The results of the simulation tests
compared with the experimental data are presented in Figure 4.

  
(a) (b) 

  
(c) (d) 

 

 

(e)  

Figure 4. Computed and measured results for different cases: (a) Case 01 (13.8 °C); (b) Case 02 (25 °C);
(c) Case 03 (31 °C); (d) Case 04 (35 °C); (e) Case 05 (38.5 °C).
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The qualitative analysis of the obtained results (Figure 4) indicates the following:

- In systems based on plastic pipes, as the temperature of the flowing medium increases,
the maximum value of the pressure at the first amplitudes decreases (assuming a similar
value of the initial velocity in the steady flow just before the quick valve closure). The
above is due to the decrease in pressure wave speed with increasing temperature;

- The decrease of pressure wave speed caused by the increase in temperature is also respon-
sible for the change in the frequency of the water hammer itself. Based on the research
carried out, one may notice that for a higher value of the pressure wave speed, the number
of pressure amplitudes appearing in the same time interval increases (Figure 4a—five
amplitudes), while for a small value, this amount is smaller (Figure 4d,e—four amplitudes);

- The omission of unsteady hydraulic resistances negatively affects the modeled wave-
forms, which are overestimated starting from the second amplitudes (Figure 4a–e).
Large discrepancies are visible in the modeled pressures at the peaks and at the valleys
of these pressure amplitudes;

- The modified proposed numerical solution modeled the first peak of pressure visible at the
beginning of all tops of first amplitudes (Figure 5a) as well the small peak at the beginning
of second amplitudes (Figure 5b). This proves the physics of the analyzed phenomena;

- In Cases 03, 04, and 05, where only single column separation takes place (after the
first amplitude), it can be seen that the phase shift of the simulated pressure increased
over time. This behavior can be explained by the fact that in a real situation, the
pressure wave speed does not remain constant during the entire transient event but
rather slightly changes. The change of the pressure wave speed is not included in the
current version of the mathematical model, as it would force the use of interpolation,
which would introduce additional numerical damping [2];

- Although qualitative studies indicate the advantage of the model taking into account
unsteady friction, it is necessary to carry out quantitative studies to confirm the above
hypothesis. Such research will be carried out in the next Chapter 4;

- The largest model discrepancies occurred in the runs carried out for Cases 02, 03, 04,
and 05 at the top of the first amplitude. In the experimental studies in the final phase
of the pressure increase (first amplitudes), no increase in pressure was observed as
in Case 01 (Figure 4a), while from what we can see in Figure 4b–e, such an increase
was modeled by the numerical model. This increase was not influenced by the way
of taking into account skin friction (quasi-steady or unsteady resistances); hence, the
applied creep functions were responsible for them.

 
(a) (b) 

Figure 5. Enlargement of (a) top of first amplitude and (b) early stage of second amplitude.
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4. Quantitative Analysis of Results

In this section, quantitative research is performed whose role is to define and deter-
mine important criteria parameters of the analyzed flow. It is difficult to find any favorable
quantitative method in the literature on the subject of transient pipe flows. Here, we present
a new methodology that results in two criteria parameters. The role of the final qualitative
parameters is to determine the compliance of the simulated histories with respect to the
experimental ones in a simplified mathematical way.

A MATLAB subprogram was written to search for maxima (peaks) and minimum
values of pressure histories and their occurrence times (calculated from the beginning of
the analyzed transient state). In a demonstrative way, Figure 6 illustrates the working
idea of this proposed “collecting” subprogram. As can be seen, the pressure drops to the
saturated vapor pressure were not taken into account, as the final results would be false.
Additionally, when determining the time compliance, the time of the first pressure peak t1
at the first amplitude was omitted, as it would also cause the final result to be distorted.

pv

t
t1

p2

p3 p5 p7
p8p6

p1

p4

t2 t3 t4 t5 t6 t7 t8

p

Figure 6. Selection of maximal and minimal pressures and their times of occurrence.

The pressure compliance parameter determining the compliance of the maximum and
minimum simulated pressures is calculated by the following formula:

Ep =
∑k

i=1

∣∣∣ ps,i−pe,i
pe,i

∣∣∣
k

·100% (57)

where ps,i—simulated maximal and minimal pressures and pe,i—experimentally predicted
maximal and minimal pressures

The time compliance parameter that determines the time fit of subsequent simulated
amplitudes was calculated using the following formula:

Et =
∑k

i=2

∣∣∣ ts,i−te,i
te,i

∣∣∣
k − 1

·100% (58)

where ts,i—times of occurrence of maximal and minimal simulated pressures and te,i—
experimentally observed times of maximal and minimal pressures (note that times ts,1 and
te,1 representing the maximum at first amplitude are not taken into account, because in
some cases, their fit could distort the whole analysis).

The degree of simulation compatibility increases with decreasing values of the above
coefficients. In Table 3, the complete quantitative results of the Ep and Et parameters
calculated for all comparative studies carried out in this work are summarized.
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Table 3. Quantitative results.

Case T [°C] v0 [m/s] Re0 [−]
Unsteady Friction (UF) Quasi−Steady Friction (QSF)

ΔCavEXP [s] ΔCavUF [s] ΔCavQSF [s]
Ep [%] Et [%] Ep [%] Et [%]

01 13.8 1.28 45,511 8.39 0.70 23.51 0.39 0.74 0.77 0.83

02 25 1.37 63,892 5.32 0.49 15.15 0.31 0.59 0.61 0.72

03 31 1.34 71,102 6.76 1.02 23.17 0.88 0.45 0.46 0.53

04 35 1.37 78,827 8.57 0.90 18.04 0.62 0.43 0.44 0.47

05 38.5 1.33 81,967 4.38 1.62 10.46 1.36 0.38 0.38 0.42

The results of quantitative research indicate the following:

- Unsteady friction losses contribute to a significant reduction of pressure compliance
errors (parameter Ep—values of simulated pressures). When only quasi-steady re-
sistances were taken into account, the average error Ep from all the tests carried out
was about 18%, while when the model of UF losses was taken into account, then the
average error Ep was about 6.5%; i.e., almost three times smaller;

- The unsteady friction also influences the second analyzed parameter, i.e., the phase
compatibility Et. However, in this case, there was a slight increase in the value of
the time fit error of the modeled waveforms. When the quasi-steady nature of the
resistance was taken into account, the average error Et was 0.71%, while when the
unsteady nature of the resistance was taken into account, the average error Et was
0.95%. The difference is very small and can be neglected; however, it is recommended
to use models of unsteady friction when the experimentally obtained creep functions
are used during modeling;

- The deterioration of the quantitative parameter Et, which was noted in the previous
paragraph, after taking into account the unsteady hydraulic resistances, prompted
us to analyze another quantitative parameter, which is the duration of the cavitation
phenomenon at the analyzed cross-section (cross-section at the valve). From the data
presented in Table 3 (ΔCavEXP), it can be seen that the duration of the cavitation
phenomenon at the cross-section at the valve decreased with increasing temperature
(decreasing the speed of pressure wave propagation). It can also be seen that the
numerical model which takes into account unsteady friction predicts the duration
of cavitation areas slightly longer than it was in the experiments. The quasi-steady
resistance model overestimated the duration of cavitation quite significantly.

5. Conclusions

The paper presents a modified unsteady discrete bubble cavity model DBCM. The
new model is developed in a very simple form, which makes it easy for implementation in
commercial programs for unsteady pipe flow analysis. The new model takes into account
three very important phenomena: unsteady wall shear stress, vaporous cavitation, and
pipe-wall retarded strain. The latter mentioned phenomenon occurs in plastic pipes.

The conducted comparative studies have shown that with the help of the presented
model, it is possible to simulate pressure and velocity waveforms in which vapor areas
appear as a result of the cavitation phenomenon in plastic pipes. It was noticed that the
influence of unsteady friction was much smaller than the influence of retarded strain. An
innovative method of calculating the convolutional integral describing the retarded strain
was applied by using the analogy to the convolutional integral defining the wall shear
stress (Schohl’s method). Taking into account the commonly known boundary conditions
related to the method of characteristics enables the use of the novel model in complex
networks: water supply, oil hydraulics, heating, etc.

The modified solution is an alternative to the two commonly used transient cavitating
pipe flow models, namely the DGCM (discrete gas cavity model) and the DVCM (discrete
vapor cavity model). In our future work, we are planning to execute broad comparisons of
the presented new model with the existing ones.
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The use of the experimentally determined creep functions (obtained by Güney)
showed that such functions can be an alternative to the calibration methods commonly
developed today. This indicates that the creation of the so-called “maps” of creep function
curves for various polymeric materials currently used in the world for pressure pipes
will significantly help designers at the design stage and will enable the study of the most
dangerous unsteady cases “a priori”. Presentation of such “maps” obtained for different
temperatures should be a priority of the current scientific research.
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Nomenclature

A pipe cross-sectional area (m2)
Ai, Bi and Ci unsteady friction coefficients (-)
D pipe internal diameter (m)
E pipe modulus of elasticity (Pa)
Ep and Et pressure and time compliance parameters (%)
J0 = 1/E instantaneous creep compliance (Pa−1)
Ji creep compliance of the i-th Kelvin-Voigt element (Pa−1)
Kl bulk modulus of liquid phase (Pa)
Kv bulk modulus of vapor phase (Pa)
L pipe length (m)
N number of computational reaches (-)
R pipe internal radius (m)
T temperature in Celsius degrees (◦C)
Ti the retardation time of i-th Kelvin-Voigt element (s)
c pressure wave speed (m/s)
e pipe-wall thickness (m)
f Darcy–Weisbach friction factor (-)
g acceleration due to gravity (m/s2)
mi and ni frictional weighting function coefficients (-)
p pressure (Pa)
pv saturated vapor pressure (Pa)
pR reservoir pressure (Pa)
Re0 initial Reynolds number (-)
t time (s)
u dummy variable (s)
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wUF weighting function of unsteady friction (-)
wJ weighting function of creep (Pa−1·s−1)
v average flow velocity (m/s)
vm mixture velocity (m/s)
v0 initial liquid velocity (m/s)
x space coordinate (m)
yi time-dependent velocity history effect (m/s)
zi time-dependent strain history effect (s−1)
α volumetric fraction of liquid phase (-)
Δt numerical time step (s)
Δt̂ dimensionless time step (-)
Δx numerical spatial step (m)
εr retarded strain (-)
η correction factor of unsteady friction (-)
θ pipe slope angle (o)
λ transient friction factor (-)
μl liquid dynamic viscosity (Pa·s)
μm mixture dynamic viscosity (Pa·s)
μv vapor dynamic viscosity (Pa·s)
νl kinematic viscosity of liquid (m2/s)
νm kinematic viscosity of liquid-vapor mixture (m2/s)
νv kinematic viscosity of vapor (m2/s)
ξ pipe restraint factor (-)
Ξ enhanced pipe restraint factor (-)
ρl density of liquid phase (kg/m3)
ρm mixture density (kg/m3)
ρv density of vapor phase (kg/m3)
σe elastic component of the hoop stress (Pa)
τm mixture wall shear stress (Pa)
ψ MOC multiplier (m·Pa−1·s−1)

Abbreviations

CAV cavitation
CFL Courant–Friedrichs–Lewy condition
DACM discrete Adamkowski cavity model
DBCM discrete bubble cavity model
DGCM discrete gas cavity model
DVCM discrete vapor cavity model
EXP experimental
FSI fluid structure interaction
HDPE high-density polyethylene
LDPE low-density polyethylene
MOC method of characteristics
ODE ordinary differential equation
PDE partial differential equation
QSF quasi-steady friction
RS retarded strain
SIM simulation
UF unsteady friction
VOF volume of fluid method
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Appendix A

The total derivative of strain represents a derivative of pipe inner diameter changes [38]:

dε

dt
=

d
dt

(
D − D0

D0

)
=

1
D

dD
dt

. (A1)

These changes in plastic pipes differ from those reported in elastic pipes. The relation
between the cross-section derivative and strain derivative is:

dA
dt

=
d
dt

(
πD2

4

)
=

πD
2

dD
dt

=
πD2

2
1
D

dD
dt

=
πD2

2
dε

dt
= 2A

dε

dt
. (A2)

The circumferential strain can be decomposed into an instantaneous elastic strain εe
and a retarded strain εr:

ε = εe + εr. (A3)

Using the above decomposition (Equation (A3)) in Equation (A2) gives:

dA
dt

= 2A
(

dεe

dt
+

dεr

dt

)
. (A4)

Typically, the instantaneous strain εe, which is assumed to be linear–elastic, can be
related to the hoop stress as follows:

εe =
ξσe

E
(A5)

where σe—elastic component of the hoop stress.
The hoop stress is also related to the fluid pressure and the ratio between the pipe

inner diameter and wall thickness:
σe =

pD
2e

. (A6)

Let us take the derivative of the above Equation (A6):

dσe

dt
=

p
2e

dD
dt

+
D
2e

dp
dt

. (A7)

The derivative of the elastic strain component (Equation (A5)) can be written with the
help of Equation (A7):

dεe

dt
=

d
dt

(
ξσe

E

)
=

ξ

2eE

(
p

dD
dt

+ D
dp
dt

)
=

ξ

2eE

(
pD

1
D

dD
dt

+ D
dp
dt

)
. (A8)

Finally, with help of Equation (A1), one gets:

dεe

dt
=

Ξ
2E

(
p

dεe

dt
+

dp
dt

)
. (A9)

After rearrangement:

dεe

dt
=

Ξ
2E

dp
dt

1 − Ξ
2E p

. (A10)

Introducing Equation (A10) into Equation (A4) results in:

dA
dt

=
A dp

dt
E
Ξ − p

2
+ 2A

dεr

dt
. (A11)
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Since in most practical applications p/2 � E/Ξ, then:

1
A

dA
dt

=
Ξ
E

dp
dt

+ 2
dεr

dt
. (A12)

This equation has been used in the manuscript during the derivation of the continuity
equation—see Equation (11).
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Abstract: At present, vortex generators have been extensively used in radiators to improve the
overall heat transfer performance. However, there is no research on the effect of vortex generators
on the ends of motor coils. Meanwhile, the current research mainly concentrates on the attack
angle, shape and size, and lacks a detailed study on the transverse and longitudinal distance and
arrangement of vortex generators. In this paper, the improved dimensionless number R is used as the
key index to evaluate the overall performance of enhanced heat transfer. Firstly, the influence of the
attack angle on heat transfer enhancement is discussed through a single pair of rectangular vortex
generators, and the results demonstrate that the vortex generator with a 45◦ attack angle is superior.
On this basis, we compare the effects of different longitudinal distances (2 h, 4 h, and 6 h, h meaning
the height of vortex generator) on enhanced heat transfer under four distribution modes: Flow-Up
(FU), Flow-Down (FU), Flow-Up-Down (FUD), Flow-Down-UP (FDU). Thereafter, the performances
of different transverse distances (0.25 h, 0.5 h, and 0.75 h) of the vortex generators are numerically
simulated. When comparing the longitudinal distances, FD with a longitudinal distance of 4 h (FD-4
h) performs well when the Reynolds number is less than 4000, and FU with a longitudinal distance
of 4 h (FU-4 h) performs better when the Reynolds number is greater than 4000. Similarly, in the
comparison of transverse distances, FD-4 h still performs well when the Reynolds number is less
than 4000, and FU with a longitudinal distance of 4 h and transverse distance of 0.5 h (FU-4 h–0.5 h) is
more prominent when the Reynolds number is greater than 4000.

Keywords: vortex generator; arrangement; heat transfer; numerical simulation

1. Introduction

The motor is widely used in ship, municipal, electric power, port handling, and other
fields, with broad development prospects and considerable market capacity. In recent
years, with the upgrading of power system requirements, the traditional motor with low
efficiency and low power to weight ratio has been unable to meet the market demand,
which has prompted the need for the research and development of new oil-cooled motors
with high efficiency, high power density, low vibration and noise, and strong overload
capacity [1,2]. During operation, the motor will produce immense heat, which will reduce
the operating efficiency of the motor. In order to ensure the efficient operation of the
motor, a heat exchanger is often used to enhance heat transfer and cool the motor. Fluid
mediums in heat exchangers are diverse, and the oil phase is widely used because of
its superior heat exchange effect, low cost, and long service life [3]. However, when the
motor is compact, there will still be areas with a high temperature in the motor after the
oil phase heat exchange [4,5]. For instance, in an oil-cooled motor, the temperature at the
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end of the coil outlet is higher than that of the iron core section, so further improving
the heat transfer effect at the end of the coil outlet can enhance the performance of the
whole motor [6–8]. Three ways are acknowledged to enhance heat transfer: increasing heat
transfer area, increasing average temperature difference, and increasing the heat transfer
coefficient [9]. According to the characteristics of coil oil cooling, the feasible heat transfer
enhancement method of the coil end can be analyzed, and the vortex generator can be used
to increase the heat transfer coefficient [10].

As a passive heat transfer enhancement technology, the vortex generator can produce
vortexes to effectively improve the heat transfer rate of the heat transfer system. Because of
its economy and convenience, it has attracted extensive attention in recent years. When it
was initially proposed, it was mainly used in the field of aerodynamics [11]. Later, Johnson
and Joubert [12] studied the heat transfer enhancement effect of the delta wing vortex
generator on the air of the heat exchanger, which initiated the application of the vortex
generator in the field of heat exchangers. Chai et al. [13] investigated the improvement of
heat exchanger performance via the installation of vortex generators, based on the mecha-
nism of the longitudinal vortex destroying the growth of the boundary layer, increasing
the turbulence intensity, and producing secondary fluid flow on the heat transfer surface.
There are various structures of vortex generators, such as rectangular wing, triangular wing,
trapezoidal wing, cylindrical trapezoidal wing, cylindrical triangular wing, cylindrical
rectangular wing, and so on [14–17]. Promvonge et al. [18] studied the influence of the
vortex generator, combined with a fin and airfoil, on the heat transfer and drag characteris-
tics of the flow passage under the condition of uniform heat flow boundary. The results
showed that the heat transfer efficiency and friction loss of the fluid with the fin and airfoil
vortex generator were higher than those with a smooth channel. Chen et al. [19] optimized
the aspect ratio of the fluid channel and the height of the vortex generator. The results
showed that, in a fluid channel with a large aspect ratio, the heat transfer performance
could be enhanced while reducing the pressure loss. So far, many scholars have done a lot
of research on the size and attack angle of vortex generators [20–25]. Wijayanta et al. [26]
used the k − ε turbulence model to explore the heat transfer and pressure drop charac-
teristics of vortex generators with various attack angles, and found that the maximum
increases in Nusselt number and friction coefficient are 269% and 10.1 times higher than
those of smooth tubes, respectively. Zhang et al. [27,28] explored the best combination of
length, width, and longitudinal distance of the vortex generator, and its total efficiency
was 7.2% higher than that without the vortex generator. Ebrahimi et al. [29,30] studied the
heat transfer and fluid characteristics in the laminar flow channel installed with the vortex
generator. It was noted that the channel of the vortex generator had higher efficiency, the
friction coefficient increased by 2–25%, and the Nusselt number increased by 4–30%.

So far, the application of the vortex generator to enhance heat transfer has mainly been
used in the heat exchanger, and air is primarily used as the fluid medium. In addition, the
current research on the heat transfer of the vortex generator mainly focuses on the attack
angle, size, and shape. However, only a few studies roughly explore the influence of the
longitudinal distribution mode of the vortex generator on heat transfer, while there is a lack
of detailed and orderly analysis and research on the specific longitudinal and transverse
distribution mode of the vortex generator. Therefore, it is of great significance to study the
arrangement of the vortex generator on the coil in the motor with oil as the fluid medium.
With the help of computational fluid dynamics (CFD) software, the effect of different
distribution types of the vortex generator on the heat transfer effect can be simulated, and
the temperature change at the end of the coil and the pressure loss before and after the
installation of the vortex generator can be analyzed. At the same time, the best distribution
type can be obtained, and the mechanism of heat transfer enhancement by turbulence at the
end of the coil can be revealed. Thus, through these explorations, this paper can provide a
feasible idea for the design and application of the motor in industrial manufacturing.
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2. Materials and Methods

2.1. Physical Model

As shown in Figure 1a, a three-dimensional rectangular fluid channel is built on the
basis of the rectangular coil. The length of the fluid channel is 888 mm, while the height
and width of the inlet and outlet are 245 mm. Besides, the length, width, and height of
the rectangular coil are 365 mm, 85 mm, and 20 mm respectively, and the distance from
the rectangular coil to the inlet and outlet is 261.5 mm, and the distance to the upper and
lower boundaries is 112.5 mm. Moreover, as illustrated in Figure 1b, the rectangular coil is
composed of copper wire surrounded by a 0.5 mm thick insulating layer.

Figure 1. (a) Diagrams of a channel with coil and vortex generators, (b) specific graph of the coil, (c,d) specific graphs of
vortex generator, (e) four different distribution types, (f,g) slice diagrams in X and Z directions.

Figure 1c shows the detailed data of the vortex generator. The length and width
of vortex generators are 30 mm, 1 mm respectively, while the height, which is defined
as h, of the vortex generator, is 7.5 mm. Furthermore, the attack angle of the vortex
generator is defined as α, and the distance between each pair of wings is 15 mm. As
presented in Figure 1d, when investigating the best arrangement of the vortex generator,
the longitudinal distance between two adjacent vortex generators is x, while the transverse
distance is defined as y. Additionally, besides the variety of the longitudinal and transverse
distance, four different vortex generator distribution modes are shown in Figure 1e, which
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are specified as Flow-Up (FU), Flow-Down (FD), Flow-Up-Down (FUD), Flow-Down-UP (FDU).
It is worth noting that when investigating the influence of vortex generator arrangement
on heat transfer performance, this paper first explores x = 2h, 4h, 6h and four different
distribution modes to obtain a better longitudinal distance and distribution mode. On this
basis, y = 0.25h, 0.5h, 0.75h are discussed to explore the influence of the transverse distance
of vortex generator on heat transfer. Based on the above results, a relatively better heat
transfer arrangement can be obtained.

When discussing and analyzing the effect of vortex generator arrangement on heat
transfer, there are six different slices in X and Z directions, specified as Slice X1, Slice X2,
Slice X3, Slice Z1, Slice Z2, Slice Z3. The X coordinates of Slice X1, X2, and X3 were −40 mm,
−10 mm, and 20 mm separately, while the Z coordinates of Slice Z1, Z2, and Z3 were 10 mm,
25 mm, and 42.5 mm respectively. On this foundation, the straight line 3.75 mm above
the coil is selected on the slice to obtain the temperature data to explore the uniformity of
temperature distribution. Since only one pair of vortex generators are used to discover
the change of attack angle, while two pairs of vortex generators are used to explore the
distance and arrangement, the position of the slice relative to the vortex generator changes
slightly, which can be observed in Figure 1f,g.

2.2. Materials

Table 1 illustrates the materials and properties of all parts of the physical models
[31,32].

Table 1. Materials and properties.

Models Materials ρ (kgm−3) Cp (Jkg−1k−1) λ (wm−1k−1) μ (kgm−1s−1)

Copper wire Copper 8978 381 387.6 -
Insulating layer Polymer 1190 1.05 0.2 -
Vortex generator Epoxy 1200 550 2 -

Fluid Oil 875 2093 0.135 0.008

2.3. Governing Equations

No. 25# transformer oil is used as the working fluid, due to its good viscosity tem-
perature property. Considering that the temperature change in the whole fluid domain is
very small, the viscosity of oil is assumed to be constant. As pointed out by Chai et al. [13],
the standard k − ε turbulence model is the most widely used and validated model, so
the standard k − ε turbulence model is used as the mathematical model for numerical
simulation, the near-wall treatment is enhanced wall treatment, and the governing equa-
tions include continuity equation, momentum equation, and energy equation, which are
expressed as follows:

Continuity equation:
∂

∂x i
(ρoui) = 0 (1)

Momentum equation:

∂

∂t
(ρoui) +

∂

∂xw
(ρouiuw) =

∂

∂xw
(μ

λo∂ui
∂xw

− ρou′
iu

′
w)−

∂p
∂xi

(2)

Energy equation:

∂x
∂t

(ρoT) +
∂

∂xi
(ρouiT) =

∂

∂xi
(

λo

Cp

∂T
∂xi

− ρou′
iT

′) (3)

k equation:

∂

∂t
(ρok) +

∂

∂xi
(ρokui) =

∂

∂xw

[(
μ +

μt
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)
∂k
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]
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ε equation:

∂

∂t
(ρoε) +

∂

∂xi
(ρoεui) =

∂

∂xw

[(
μ +

μt

σε

)
∂ε

∂xw

]
+

C1ε

k
G − C2ρo

ε2

k
(5)

2.4. Boundary Conditions

As shown in Table 2, the inlet boundary is the velocity inlet with a speed range of
0.04 to 0.2 m/s, the outlet is the pressure outlet, and the relative pressure is 0. For the
no-slip wall conditions used for the wall, the specific material properties can be referred to
in Table 1.

Table 2. Boundary conditions.

Boundary Conditions Methods Values

Inlet Velocity inlet 0.04–0.2 m/s
Outlet Pressure outlet 0 Pa
Wall No slip -

2.5. Simulation Method and Initial Conditions

The commercial software FLUENT 17.1 is used to simulate the heat transfer process,
and the finite volume method is used as the governing equation. The simple algorithm
is used to realize the coupling between pressure and velocity. The second order upwind
scheme is used for the momentum and energy equations. The convergence residuals of the
velocity dependent equation and the energy dependent equation are less than 10−6. The
initial conditions are heating capacity of 392,857 w/m3, the initial temperature of 303 K.

3. Grid Independence Test

As illustrated in Figure 2a, all models calculated in this paper use hexahedral mesh.
When figuring out the grid near the wall, it is necessary to take the thickness of the
boundary layer into account, thus the use of the dimensionless number Y plus is required
for characterization [33]. When calculating the grid spacing of the first layer, Y plus = 1 is
taken to obtain the grid spacing of the first layer. After the grid spacing of the first layer
is determined as 0.02 mm, it is extended outward in the proportion of 1.1 ratio. Before
the numerical simulation, the grid independence is analyzed with five grid numbers, i.e.,
262× 104, 421× 104, 596× 104, 685× 104, and 799× 104. From Figure 2b, it can be observed
that with the increase of the number of grids, the growth of Nu and f gradually decreases.
Besides, it can be seen from Figure 2c that the maximum temperature of copper wire
decreases and the ΔP increases with the increase in grid number. When the number of
grids is greater than 685 × 104, the Nu, f , maximum temperature, ΔP change little, and
when the number of grids changes from 685 × 104 to 799 × 104, the relative change rates
are less than 0.3%. Therefore, considering the accuracy and calculation time, a grid number
of 685 × 104 is adopted in the present study.
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Figure 2. (a) Representative grids in numerical simulation, (b,c) grid independence test results.

4. Results and Discussions

4.1. Parameter Definition

The Nusselt number (Nu), Reynolds number (Re), Prandtl number (Pr), Colburn factor
(j), and friction factor ( f ) are employed to describe the thermal and flow characteristics of
the oil channel and are defined as

Nu =
hcD
λo

(6)

Re =
ρouD

μ
(7)

Pr =
Cpμ

λo
(8)

j =
Nu

RePr
1
3

(9)

f =
2ΔPD
ρou2L

(10)

where ΔP is the pressure drop between the inlet and outlet of the test model.
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In order to evaluate the overall performance considering both maximum temperature
and fluid characteristics, the dimensionless number R, is improved in the study based on
Zhou’s [14] research. The R is defined as

R =
T0

T1
×

j
j0
f
f0

(11)

where T0 represents the maximum temperature of the coil without vortex generators,
while T1 represents the maximum temperature of the coil with different dislocations of
vortex generators. Based on the dimensionless number R, the larger R is, the better the
comprehensive performance will be.

4.2. Verification of Numerical Results

Since the numerical model of the smooth channel proposed in this paper is similar
to the physical models presented by Ma et al. [34] and Zhou et al. [14], the Nu, f of the
numerical model and the experimental model are compared to verify the reliability of
the numerical model. As is found in Figure 3a, the Nusselt numbers are in reasonable
conformity with two correlations from Ma et al. and Zhou et al., with average deviations
of 9.5% and 10.8%, respectively. Similarly, according to Figure 3b, the friction factors of the
simulation results are in reasonable agreement with Ma and Zhou’s results, with average
differences of 26.9% and 16.9%, separately. Therefore, it is credible that the numerical
model and solution method in this study are reliable.

Figure 3. Validation of numerical results (a) Nu, (b) f .

4.3. Effect of Attack Angle of the Vortex Generator

Four different attack angles of vortex generators are used to explore the best choice, the
four models differ only in the attack angle, and the other control conditions are consistent.
By comparing the performance of the R of vortex generator under four different attack
angles of 15◦, 30◦, 45◦, and 60◦, a better attack angle can be obtained. Figure 4a shows
the change of the R of vortex generators with different attack angles in the process of Re
increasing. It can be seen that the R is very close when the attack angles are 30◦ and 45◦,
and both of them are better than 15◦ and 60◦ attack angles, which is similar to the law
obtained by Lotfi et al. [35] and Gholami et al. [36] when studying the attack angles of
vortex generators in the past. Considering that the maximum temperature has a greater
impact on oil-cooled motors, when the R of different types have the same performance,
the vortex generator with a lower maximum temperature is used for calculation and
discussion. In order to more widely explore the effect of the vortex generator on the coil
end heat transfer, we introduce the thermal enhancement factor ΔT

T0
, where ΔT represents
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the difference between the maximum temperature of the channel with vortex generator and
the maximum temperature of the channel without vortex generator, and T0 represents the
maximum temperature of the channel without vortex generator. As presented in Figure 4b,
the thermal enhancement factor ΔT

T0
of the 45◦ attack angle is higher than that of the 30◦

attack angle. Therefore, the 45◦ attack angle vortex generator is selected as the basis for
subsequent exploration.

Figure 4. Performance of (a) R and (b) thermal enhancement factor ΔT
T0

at different Re.

When the iterative error is less than 10−5 and the maximum temperature does not
change, the calculation is considered to be completed, and the data required for temper-
atures, velocities, and slices are extracted and analyzed. Under steady state conditions,
Figure 5 shows pictures of a smooth channel without vortex generator at Re = 3993,
Figure 5a shows the streamline diagram at 3.75 mm above the coil. Corresponding to this
is the temperature contour diagram shown in Figure 5b. Moreover, Figure 5c,d shows the
point line diagrams of the temperatures of different points extracted from the slices in the
X and Z directions, respectively. Figure 6 shows pictures of the channel after installing a
pair of vortex generators with an attack angle of 45 degrees. In Figure 6a,b, it can be seen
that the region with low velocity in the streamline diagram shows higher temperature in
the temperature contour diagram. Comparing with Figure 5a,b, due to the addition of
vortex generator, two vortexes are formed behind the vortex generator, and the velocity
at the two vortexes is higher than that in the adjacent region to a certain extent; therefore,
this area shows lower temperature in the temperature contour diagram. However, by
observing Figure 6c,d, since the thermal conductivity of the solid is significantly higher
than that of the oil phase, the temperature of the vortex generator is higher than that of
the oil phase on the same section, so the temperature of the vortex generator increases
obviously at the place where the vortex generator is placed. In the middle of the two wings
of the vortex generator and the area where the fluid flows through the vortex generator,
the heat dissipation is accelerated due to the generation of the vortex, and the temperature
is significantly lower than that in Figure 5c,d.
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Figure 5. Diagrams of smooth channel under steady state conditions: (a) streamline diagram, (b) contour diagram of
temperature, (c) slice temperature diagram in X direction, (d) slice temperature diagram in Z direction.

Figure 6. Diagrams of channel with 45◦ attack angle vortex generator under steady state conditions: (a) streamline diagram,
(b) temperature contour diagram, (c) slice temperature diagram in X direction, (d) slice temperature diagram in Z direction.
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4.4. Effect of Longitudinal Distance of the Vortex Generator

After selecting 45◦ as the better attack angle of the vortex generator, the best longitudi-
nal distance and distribution mode are explored. In this part, two winglets of the vortex
generator are symmetrically distributed, with a total of 12 different cases. Figure 7a–d
shows the variation of the R of vortex generators with FU, FD, FUD, and FDU distribution
modes at different longitudinal distances at different Re. Through comparing the perfor-
mance of the R, it can be concluded that in the three distributions of FU, FD, and FUD, the
performance of longitudinal distance of 4h is better than that of 2h and 6h. Especially in the
two cases of FU and FD, the performance of the longitudinal distance of 4h is significantly
better than that of 2h and 6h at small Re. However, in the case of FDU distribution, the
performance of longitudinal distance of 4h is similar to that of 6h. Therefore, as shown in
Figure 7e, comparing the five cases of FU-4h, FD-4h, FUD-4h, FDU-4h, and FDU-6h, the
conclusion that when the Re is less than 4000, the comprehensive performance of FD-4h is
the best, while when the Re is greater than 4000, FU-4h has a slight advantage over other
cases can be summarized. Besides, according to Figure 8, it can be concluded that the
thermal enhancement factor ΔT

T0
of FD-4h performs more prominent when the Re < 4000,

while the FU-4h tends to be better when the Re > 4000, and the overall thermal performance
can be improved by up to 10.2%.

Figure 7. Performance of R at different longitudinal distances (2 h, 4 h, and 6 h) and distribution
modes, (a) FU; (b)FD; (c) FUD; (d) FDU and (e) relatively better distribution mode.
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Figure 8. Performance of thermal enhancement factor ΔT
T0

at different Re.

Figures 9 and 10 show pictures of FD-4h and FU-4h. By observing Figures 9a and 10a,
four vortexes are formed behind the vortex generator due to the installation of two pairs
of vortex generators at this time. In FD-4h, the vortexes are created at the contracted two
wings of the vortex generator and develop towards the center of the vortex generator,
while in FU-4h, the vortexes are formed at the expanded two wings of the vortex generator
and develop towards both sides of the vortex generator. Through analyzing Figure 9c,d
and Figure 10c,d, it can be found that, in FD-4h, the flow velocity at the center of the
vortex generator is relatively slow and the temperature is high, while in the vicinity of
the center, due to the formation of the vortex, more energy loss and temperature drop
are generated, whereas in FU-4h, the flow velocity at both sides of the vortex generator is
relatively slow and the temperature is high, and the vortexes generated near both sides
speeds up the heat dissipation and reduces the temperature. Moreover, due to the change
of flow mode, the position of the highest temperature point on the section also changes.
There are two symmetrical peaks in Slice Z1 in Figure 10d, while the two peaks in Figure 9d
are asymmetrical.

4.5. Effect of Transverse Distance of the Vortex Generator

Through the above research results, eight transverse distributions are explored based
on FD-4h and FU-4h. Figure 11a,b illustrates the change of the R of FD-4h and FU-4h with
different transverse distances under different Re. According to Figure 11a, compared with
other transverse distances, FD-4h without transverse distance still performs best, while
in Figure 11b, FU-4h-0.5h has slight advantages. Therefore, as shown in Figure 11c, by
comparing FD-4h and FU-4h-0.5h, the results can be conducted that when the Re is less than
4000, the comprehensive performance of FD-4h is better, while when the Re is greater than
4000, the effect of FU-4h-0.5h is better than other situations. Furthermore, from Figure 12,
the conclusion that when the Re < 4000, the thermal enhancement factor ΔT

T0
of FD-4h still

performs better, while when the Re > 4000, the FU-4h-0.5h tends to have some gradual
preponderance.
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Figure 9. Diagrams of FD-4h under steady state conditions: (a) streamline diagram, (b) temperature contour diagram,
(c) slice temperature diagram in X direction, (d) slice temperature diagram in Z direction.

Figure 10. Diagrams of FU-4h under steady state conditions: (a) streamline diagram, (b) temperature contour diagram,
(c) slice temperature diagram in X direction, (d) slice temperature diagram in Z direction.
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Figure 11. Performance of R at different transverse distances (0.25 h, 0.5 h, and 0.75 h) and distribution
modes, (a) FD-4h; (b) FU-4h; (c) relatively better distribution mode.

Figure 12. Performance of thermal enhancement factor ΔT
T0

at different Re.

Since the FD-4h situation has been analyzed above, there will be no more details here,
and only the FU-4h-0.5h situation will be discussed. Figure 13a shows the flow line diagram
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of FU-4h-0.5h, from which it can be found that the flow line in the center of the vortex
generator is no longer a straight line, but a curve with secondary disturbance on the left
side of the second pair of vortex generators. In addition, the vortexes generated on the right
side of the two pairs of vortex generators have a superposition effect, which impacts the
heat transfer effect. The temperature contour diagram of Figure 13b and the slice diagrams
of Figure 13c,d verify the analysis of the streamline in Figure 13a, the lower temperatures
at the left wing of the second pair of vortex generators and the rear area of the second pair
of vortex generators can be obtained. In addition, compared with Figure 10, due to the
influence of transverse distance, the maximum temperature in Slice X2 in Figure 13c is no
longer symmetrically distributed, but the temperature is higher on one side and lower on
the other.

Figure 13. Diagrams of FU-4h − 0.5h under steady state conditions, (a) streamline diagram, (b) temperature contour
diagram, (c) slice temperature diagram in X direction, (d) slice temperature diagram in Z direction.

5. Conclusions

Equipped with vortex generators, the coil end aims to solve the local overheating
of the oil-cooled motor, so as to increase the efficiency of the oil-cooled motor. The oil
phase is used as the coolant in the fluid domain. Firstly, the numerical model is verified
and compared with the experimental data in the references. On this basis, the improved
dimensionless number R is used to optimize the attack angle, longitudinal distance, and
transverse distance of the vortex generator. The main conclusions are shown below:

1. Compared with the vortex generators with attack angles of 15◦ and 60◦, the vortex
generators with attack angles of 30◦ and 45◦ have better enhanced heat transfer effect.
The performances of 30◦ and 45◦ attack angles are almost the same. Nevertheless,
from the point of view of the maximum temperature, the effect of the 45◦ vortex
generator is better than that of the 30◦ vortex generator.

2. The effect of vortex generator with the longitudinal distance of 4h is better than that
of 2h and 6h. When the Reynolds number is less than 4000, the enhanced heat transfer
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performance of FD with a longitudinal distance of 4 h (FD-4h) is more prominent,
and when the Reynolds number is greater than 4000, the performance of FU with a
longitudinal distance of 4 h (FU-4h) is superior.

3. Through the numerical simulation of the transverse distance of FU-4h and FD-4h, it
can be concluded that, when the Reynolds number is less than 4000, the enhanced heat
transfer performance of FD-4h is extraordinary, and when the Reynolds number is
greater than 4000, the improved heat transfer performance of FU with a longitudinal
distance of 4 h and transverse distance of 0.5 h (FU-4h − 0.5h) is better.
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Nomenclature

Nu Nusselt number
Re Reynolds number
Pr Prandtl number
j Colburn factor
j0 Colburn factor of smooth channel
f Darcy friction factor
f0 Darcy friction factor of smooth channel
hc Convective heat transfer coefficient (Wm−2K−1)
D Hydraulic diameter (mm)
u Fluid velocity (m/s)
Cp Specific heat capacity (Jkg−1K−1)
P Pressure (Pa)
t Time (s)
T Temperature (K)
X, Y, Z Cartesian coordinates
G Turbulence generation term
C1, C2 Constant number
k Turbulent kinetic energy
Greek letters
λ Thermal conductivity (Wm−1K−1)
λo Oil Thermal conductivity (Wm−1K−1)
ρ Density (kg/m3)
ρo Oil density (kg/m3)
μ Dynamic viscosity
ε Turbulent Dissipation Rate
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μt Turbulent viscosity coefficient
σk, σε Constant number
Subscripts
i, w i, w = 1, 2, and 3, respectively, represent the components along the X, Y and Z axes
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Abstract: Currently, when designing plate-fin and tube heat exchangers, only the average value of
the heat transfer coefficient (HTC) is considered. However, each row of the heat exchanger (HEX)
has different hydraulic–thermal characteristics. When the air velocity upstream of the HEX is lower
than approximately 3 m/s, the exchanged heat flow rates at the first rows of tubes are higher than
the average value for the entire HEX. The heat flow rate transferred in the first rows of tubes can
reach up to 65% of the heat output of the entire exchanger. This article presents the method of
determination of the individual correlations for the air-side Nusselt numbers on each row of tubes
for a four-row finned HEX with continuous flat fins and round tubes in a staggered tube layout. The
method was built based on CFD modelling using the numerical model of the designed HEX. Mass
average temperatures for each row were simulated for over a dozen different airflow velocities from
0.3 m/s to 2.5 m/s. The correlations for the air-side Nusselt number on individual rows of tubes were
determined using the least-squares method with a 95% confidence interval. The obtained correlations
for the air-side Nusselt number on individual rows of tubes will enable the selection of the optimum
number of tube rows for a given heat output of the HEX. The investment costs of the HEX can be
reduced by decreasing the tube row number. Moreover, the operating costs of the HEX can also be
lowered, as the air pressure losses on the HEX will be lower, which in turn enables the reduction in
the air fan power.

Keywords: plate-fin and tube heat exchanger; air-side Nusselt number; different heat transfer
coefficient in particular tube row; mathematical simulation; numerical simulation; CFD simulation

1. Introduction

Plate and fin heat exchangers (PFTHEs) are complicated devices. Their construction,
which involves cross thin metal sheets and tubes with different numbers of rows, different
fin pitches, and tube sizes, causes complicated phenomena on the air- and/or water-side [1].
Each row in PFTHEs operates in a different way. Differences are caused by variations in
air and water temperatures, airflow turbulence, or even air velocity. Those elements cause
different HTCs in each row [2].

Performance characteristics of tube heat exchangers are most often determined ex-
perimentally. This is usually due to the high complexity of the systems studied. An
example is the experimental testing of photovoltaic (PV) cells cooled by phase-change ma-
terials (PCM) [3]. Fouling phenomena in exchangers are also investigated experimentally.
Ali et al. [4] investigated the influence of dust deposited on the surface of two types of PVs,
monocrystalline silicon, and polycrystalline silicon modules. Experimental studies are also
widely used to determine the flow and heat characteristics of finned tube heat exchangers.
Heat transfer correlations are determined on the side of the flowing gas, which is usually
air, in a wide range of Reynolds number variations [5]. Additionally, the effectiveness of
various types of improvements in the design of heat exchangers, such as oval tubes [6], new
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fin shapes, or guide vanes forming the air flow in the exchanger [5], is usually evaluated
experimentally. Despite the high reliability of the obtained results, a disadvantage is the
cost of experimental studies. To determine the experimental characteristics of an exchanger
with a different number of rows, tubes, or different construction, it is necessary to build
an experimental test facility equipped with a measuring apparatus and a computer data
acquisition system. Moreover, the time and therefore costs of experimental investigations
are high. Therefore, CFD modelling is increasingly used in the development of tubular
cross-flow heat exchangers [7]. The influence of various innovations in the design of the
exchanger is modelled in different ranges of Reynolds numbers on the air-side and on the
fluid-side flowing inside the tube. Four round-convex strips were placed around the tube
to enhance air-side heat transfer [8].

If the experimental testing cannot be fully replaced, then the experiment comes down
to verification of a certain part of the results [9]. The CFD modelling gives us increased
flexibility in the research and industry. This study shows the newly determined correlations
of the air-side Nusselt number for the four-row PFTHE. Those correlations illustrate new
functions to determine HTC in a particular row of PFTHE. Individual correlations can also
change the way we look at the heat flow inside PFTHE.

Until recently, plenty of Nusselt number, Colburn factor, or HTC correlations were
determined. However, the majority are referred to as average correlations. Some studies
presented local HTCs and only a few of them showed results or determined Nusselt number
correlations for a particular row in multi-row PFTHEs.

The first group of research overviews is about average HTCs in PFTHEs. Khan et al. [10]
investigated twisted oval tube HEXs and designated the average Nusselt numbers and
pressure drop correlations. Lindqvist et al. [11] conducted CFD research taking into ac-
count different tube bundle array angles. They also presented diagrams with the Colburn
factors for low Reynold numbers. Łęcki et al. [12] presented a comparison between HTCs
obtained using CFD simulation to the one calculated with VDI correlation for three-row
inline PFTHE. Sadeghianjahromi et al. [13] determined HTCs and pressure drop factors of
PFTHEs with different fin types and circular and flat tubes under dry and wet conditions.
Elmekawy et al. [14] showed that attaching the splitter plates to the tubes could increase
the Nusselt number and reduce the pressure drop. Okbaz et al. [15] presented different
Colburn factors correlations for PFTHEs with different numbers of rows. However, those
correlations were averaged for entire PFTHEs. Petrik and Szepesi [16] determined Nusselt
number correlations for one and two-row U-shape HEXs. Additionally in another piece of
research, Petrik et al. [17] presented Nusselt number correlations but for standard PFTHEs.
González et al. [18] presented the average Nusselt numbers as a function of fin material
and Reynolds number for two-row PFTHE with inline tube arrangement. Awais and
Bhuiyan [19] collected plenty of Colburn factor correlations in their state-of-the art paper.
It is possible to present many more average correlations. However, it is not necessary for
this research. Adam et al. [20], in a state-of-the-art paper, shows studies of local HTCs and
local heat/mass transfers coefficients.

All of the above research is related to the average Nusselt numbers, Colburn factors, or
HTC correlations, or presents local HTCs to predict heat transfer correlations for the entire
PFTHE. There are only a couple instances of research referring to heat transfer correlations
for a particular row in PFTHEs. During the 1970s, Rich et al. [21] showed experimental
research where a Colburn factor in a particular row for multi-row PFTHEs, with one-row
to eight-rows, was presented. This was the first time when someone showed variation in
the HTC inside PFTHEs. Taler et al. [2] determined individual Nusselt number correlations
for each row in the case of two-row PFTHE. Despite its high practical importance and
current marginal existence in the literature, there is a lack of heat transfer correlations on
individual tube rows for heat exchangers with different number of tube rows. Additionally,
the literature is full of average Nusselt number, Colburn factor, or HTC correlations for
different fin geometries, tube geometries, fin pitches, tube sizes, air velocities, etc.
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Only Rich et al. [21] showed that further tube rows in multi-row PFTHEs are inefficient
when the air velocity is low and the airflow in the exchanger is laminar. However, correla-
tions on Nusselt number for individual tube rows have not been developed. Taler et al. [22]
showed that in a two-row automotive radiator, made with round or oval tubes, the first
row of tubes is more efficient than the second row when the air velocity is less than 2.5 m/s.
However, coolers with larger tube numbers have not been modelled by CFD or studied
experimentally. There are many problems to solve, such as: whether a larger cross-section
of a PFTHE, but with a smaller number of rows, would be more efficient than a three-,
four-, or five-row PFTHE. Which row is the least effective? Should we consider individual
correlations in the case of multi-row PFTHEs?

The present research refers to four-row PFTHE with the air velocity before the HEX
changing in the range from 0.5 m/s to 2.5 m/s. This paper covers:

• Determination of individual air-side Nusselt number correlations by CFD simulation;
• Determination of average air-side Nusselt number correlations by CFD simulation;
• Comparison of determined correlations to correlations available in the literature.

2. Problem Statement

This paper presents a three-dimensional (3D) steady-state CDF simulation of PFTHE
under the following assumptions:

• Constant air inlet temperature: 20 ◦C.
• Air outlet as an open condition with checking the average mass temperature in the air

outlet cross-section.
• Constant air-side wall surface temperature (including tube and fins temperature):

70 ◦C.
• Variable air parameters dependent on the temperature.
• Shear Stress Transport (SST) turbulence model.
• Relative differences (eTn) between different mass average air temperatures in the

last (the fourth) row of PFTHE for mesh with particular element numbers (Tni) and
the reference mass average temperature in the last (the fourth) row of PFTHE for
mesh with 6,790,572 mesh elements (T6,790,572) are shown in Equation (1). The above
reference mesh has been selected for further calculations as the best ratio of calculation
accuracy to calculation time.

eTn =
(Tni − T6,790,572)

T6,790,572
(1)

• Relative differences (eTw ) between the Nusselt number for a particular fin and tube
surface temperature (NuTw ) and Nusselt number for the reference fin and tube surface
temperature: 70 ◦C (Nu70 ◦C) as calculated according to Equation (2).

eTw =
(NuTw − Nu70 ◦C)

Nu70 ◦C
(2)

3. Description of the Geometry of the Repeating Element of the Exchanger

Figure 1 presents a 3D view and geometry of analysed PFTHE. Directions of air and
water flow are shown. Figure 1b illustrates a repetitive fragment of air between one fin
pitch in PFTHE (grey colour). In this case, fin pitch equals 3 mm. However, the distance
between surfaces of the adjacent plate fins is 2.84 mm. This is because the fin thickness
is 0.14 mm. In the same picture, we can observe yellow colours in front and behind the
PFTHE. Those fragments are free zones of air for the correct performance of CFD simulation.
Each zone is 5 mm in length (Figure 1b). The diameter of the tubes is 12mm. Air Inlet
in CFX software is set as a constant temperature: 20 ◦C. Air outlet is set as an opening
condition with checking mass average temperature in the outlet cross section of air. The
rest of the boundary conditions of the CFX software are shown in Figure 2a.
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(a) (b) 

Figure 1. (a) The analysed PFTHE: 3D view; (b) Repetitive fragment of the PFTHE with run-up zone using in ANSYS-CFX
2020 R2: geometry, mm.

 
(a) (b) 

Figure 2. Repetitive fragment of the PFTHE with run-up zone using in ANSYS-CFX 2020 R2: (a) boundary conditions;
(b) finite element mesh.

4. Mesh Parameters and Mesh Independent Study

Mesh characteristics are presented in Table 1. The division of the modelled domain
into finite elements considers mesh compaction at the junction of the air and fin wall
surface and air and tube wall surface (Figure 2b).

Table 1. Specification of the finite element mesh for the model presented in Figure 2b.

Number of Finite Elements 6,790,572

Number of nodes 6,989,646
The dimension of the element, mm 0.15

The maximal dimension of the element, mm 0.25

Boundary layer
First layer thickness: 0.023 mm

(
y+ = 1)

Growth rate: 1.1
Number of layers: 12

Minimum orthogonal angle Air: 36◦
Mesh expansion factor Air: 12
Maximum aspect ratio Air: 20

All simulations for the entire range of air velocity were preceded by mesh independent
studies, separately for all considered air velocities. The final mesh was selected only for
the most favourable simulation. Temperature stabilisation for air velocity—4 m/s for the
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fourth row of PFTHE—is shown in Figure 3. It was observed that, from air velocity in front
of PFTHE, more than 2.5 m/s temperature stabilisation is not much different in comparison
with temperature stabilisation in the fourth (last) row of PFTHE. Temperature stabilisation
showed that, between chosen mesh element size and mesh with almost 30 million elements,
relative differences were less than 1% for the fourth row of PFTHE (Figure 3). Moreover, for
the first row, even for 10 m/s relative differences between chosen mesh and mesh with over
30 million, elements are less than 0.1% (Equation (1). This shows that, in the considered
scenario, the greatest irregularity of flow and turbulence exists in the last row of PFTHE.

Figure 3. Temperature stabilisation for mesh independent study from the fourth row of PFTHE for
4 m/s air velocity in front of the heat exchanger.

A mesh with 6,790,572 elements was selected. Mesh elements’ size belongs to the
following CFX mesh sizes: mesh element size: 0.15 mm; mesh max size: 0.25 mm (Table 1).
The whole mesh contains cuboidal elements only (Figure 1b).

5. Method of Determining HTC on the Individual Row Based on CFD Simulations

A method for determining HTCs for the individual rows is illustrated with an example
of four-row PFTHE (Figure 4). The HTC is appointed, factoring constant fin and tube
temperatures, which are equal to 70 ◦C Further simulations have also been performed for
two different temperatures: 60 ◦C and 80 ◦C. It has been shown that, for three different
surface temperatures of the tubes and fins, the determined HTCs do not differ more than
1.5% (Figure 5), and that proposed procedure for determining the air-side HTC can be
successfully used in practice. The method consists of the following steps.

• Export the average mass flow temperature Ti
a from CFX simulations of considered air

velocity ranging for each row independently. Cross-section to export temperatures in
a half distance between the next two tubes in rows.

• Calculate the mean logarithmic temperature (ΔTm,a) difference between fin and tube

surface temperature (Tw) and average mass flow temperature (Ti
a) (Equation (3).

ΔTi
m,a =

(
Tw − Ti+1

a

)(
Tw − Ti

a

)
ln
(

Tw−Ti+1
a

Tw−Ti
a

) (3)
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Figure 4. Graphical representation of determining HTC on the individual row based on a CFD
simulation. The numbers on the picture show the order of calculation to determine HTC in the case
of PFTHE.

 
(a) (b) 

Figure 5. Relative differences of Nusselt numbers for each row of PFTHE for different air wall temperatures (constant
temperature of fin and tube wall), where reference temperature is 70 ◦C: (a) 70 ◦C and 80 ◦C; (b) 70 ◦C and 60 ◦C.
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The symbol Tw denotes a constant fin and tube surface temperature. The symbols Ti
a

and Ti+1
a designate the inlet and outlet mass average air temperature for the i-th row of

PFTHE. Then:

• Export total heat flow rate transferred from fin and tube wall surface to air (Figure 4).
• Calculate individual HTC for each row (Equation (4) (Figure 4)).

αi
a = Qi/

(
AwΔTi

m,a

)
(4)

The following designations are used in Equation (4): Q i the total heat flow rate for
the entire row of the repetitive fragment of PFTHE; αi

a the air-side HTC in a particular row.

• Calculate Nusselt number Nui
a = (αi

a dh)/λa and Colburn factor jia = Nui
a/

(
Rei

a Pri
a

1/3
)

.

6. CFD Simulation Results and Nusselt Number Correlations

The CFD simulation results of average mass flow temperatures behind the tube rows
are shown in Table 2.

Table 2. CFD simulation data.

i wo,i, m/s TI
a,i,

◦C TII
a,i,

◦C TIII
a,i,

◦C TIV
a,i,

◦C

1 0.3 59.95 67.67 69.42 69.85
2 0.4 55.55 65.13 68.23 69.34
3 0.5 52.06 62.51 66.62 68.44
4 0.7 47.07 57.91 63.10 66.03
5 0.9 43.72 54.37 59.97 63.59
6 1.1 41.33 51.69 57.45 61.63
7 1.3 39.53 49.60 55.46 60.08
8 1.5 38.11 47.94 53.87 58.71
9 1.7 36.96 46.57 52.51 57.43

10 1.9 36.01 45.41 51.27 56.25
11 2.1 35.21 44.41 50.17 55.21
12 2.3 34.52 43.54 49.21 54.34
13 2.5 33.92 42.76 48.35 53.58

Presented correlations for air-side Nusselt numbers relate to Reynolds numbers. The
Reynolds number (Equation (5) is related to the hydraulic diameter, which is calculated us-
ing the definition proposed by Kays and London [23], where wmax is given by Equation (6).
Parameter wmax has been calculated for the minimum airflow cross-section between tubes
and it can exist in a different place in case of different PFTHE construction. The hydraulic
diameter has been calculated by assumption dividing the volume through which air flows
in one row by the surface area in contact with the air. Most often, this hydraulic diameter
in the case of PFTHE is a bit smaller than double the fin pitch, and using geometry from
Figure 1, equals 5.35 mm.

Reynolds numbers (Redh ,a) (Equation (5) and maximal velocities (wmax) (Equation (6))
have been calculated for each row separately, due to a different maximum air velocity
caused by higher air temperature causing increased air volume. The calculated parameters
such as Reynolds numbers, HTCs, Nusselt numbers, and Colburn factors are presented in
Tables 3–6.

Redh ,a =
wmax·dh

νa
(5)
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Table 3. Calculated thermal parameters for the first row of PFTHE.

i wo,i, m/s
wmax,i,

m/s
ReI

a,i αI
a,i NuI

a,i jI
a,i

1 0.3 0.54 169.6 17.07 3.33 0.022647
2 0.4 0.71 227.4 17.57 3.45 0.017474
3 0.5 0.89 285.4 18.14 3.58 0.014413
4 0.7 1.23 402.0 19.32 3.84 0.010949
5 0.9 1.57 519.1 20.53 4.09 0.009035
6 1.1 1.91 636.3 21.72 4.35 0.007813
7 1.3 2.25 753.7 22.89 4.59 0.006959
8 1.5 2.60 871.2 24.02 4.83 0.006325
9 1.7 2.94 988.7 25.12 5.06 0.005832

10 1.9 3.28 1106.4 26.19 5.28 0.005437
11 2.1 3.62 1224.1 27.22 5.49 0.005112
12 2.3 3.96 1341.8 28.24 5.70 0.004839
13 2.5 4.30 1459.6 29.22 5.91 0.004606

Table 4. Calculated thermal parameters for the second row of PFTHE.

i wo,i, m/s
wmax,i,

m/s
ReII

a,i αII
a,i NuII

a,i jII
a,i

1 0.3 0.54 150.9 15.44 2.83 0.021261
2 0.4 0.72 204.1 15.31 2.83 0.015750
3 0.5 0.90 258.2 15.35 2.86 0.012582
4 0.7 1.25 368.2 15.74 2.97 0.009166
5 0.9 1.60 479.6 16.44 3.13 0.007413
6 1.1 1.95 591.8 17.34 3.32 0.006379
7 1.3 2.29 704.6 18.38 3.54 0.005708
8 1.5 2.64 817.7 19.49 3.77 0.005234
9 1.7 2.98 931.2 20.61 4.00 0.004876

10 1.9 3.33 1044.9 21.73 4.23 0.004593
11 2.1 3.67 1158.9 22.83 4.45 0.004360
12 2.3 4.02 1273.0 23.90 4.67 0.004165
13 2.5 4.36 1387.4 24.93 4.88 0.003992

Table 5. Calculated thermal parameters for the third row of PFTHE.

i wo,i, m/s
wmax,i,

m/s
ReIII

a,i αIII
a,i NuIII

a,i jIII
a,i

1 0.3 0.55 147.6 14.62 2.65 0.020270
2 0.4 0.73 198.3 14.23 2.59 0.014768
3 0.5 0.91 250.0 13.97 2.55 0.011563
4 0.7 1.26 355.6 13.78 2.55 0.008108
5 0.9 1.61 463.1 14.02 2.61 0.006391
6 1.1 1.96 571.7 14.60 2.74 0.005429
7 1.3 2.31 680.9 15.47 2.92 0.004856
8 1.5 2.66 790.6 16.54 3.13 0.004491
9 1.7 3.01 900.7 17.52 3.33 0.004191

10 1.9 3.36 1011.3 18.26 3.48 0.003902
11 2.1 3.71 1122.2 18.91 3.62 0.003652
12 2.3 4.05 1233.3 19.60 3.76 0.003452
13 2.5 4.40 1344.8 20.29 3.90 0.003284

178



Energies 2021, 14, 6978

Table 6. Calculated thermal parameters for the first row of PFTHE.

i wo,i, m/s
wmax,i,

m/s
ReIV

a,i αIV
a,i NuIV

a,i jIV
a,i

1 0.3 0.55 146.9 14.34 2.59 0.019199
2 0.4 0.73 196.5 13.92 2.52 0.013971
3 0.5 0.91 246.9 13.70 2.49 0.010986
4 0.7 1.27 349.7 13.71 2.51 0.007826
5 0.9 1.62 454.5 14.33 2.64 0.006350
6 1.1 1.98 560.4 15.88 2.94 0.005743
7 1.3 2.33 666.9 17.73 3.30 0.005419
8 1.5 2.68 773.9 19.11 3.57 0.005055
9 1.7 3.04 881.5 20.14 3.77 0.004694

10 1.9 3.39 989.8 21.06 3.96 0.004389
11 2.1 3.74 1098.5 22.11 4.17 0.004165
12 2.3 4.09 1207.4 23.45 4.43 0.004030
13 2.5 4.44 1316.6 24.93 4.72 0.003939

The following designations are used in Equation (5): Re dh ,a is the Reynolds num-
ber in case of air hydraulic diameter; dh is the air hydraulic diameter; νa is the air
kinematic viscosity.

wmax =
(s·pl)(

s − δ f

)
·(pl − do,min)

·
(

Ti
a

)
(
Ta,o

) ·wo (6)

The symbol wmax designates the air velocity in the least cross-section of the air flow.
The symbol s denotes fin pitch. Other symbols represent: pl the longitudinal fin pitch δ f

the fin thickness, do,min the minimal dimension between tubes, Ti
a the mass average air

temperature in i-th row of PFTHE, and Ta,o the inlet mass average air temperature.
The approximation function was determined using the least-squares method. Using

this function, the Nusselt number was approximated, depending on the Reynolds and
Prandtl numbers, according to Equation (7). The range of Reynolds numbers considered is
factored in the present study, and is also present in Equation (7).

Nua = x1·Rex2 ·Pr
1
3 140 < Re < 1500 (7)

The heat transfer correlation for the entire heat exchanger is shown in Figure 6. The
Nusselt numbers for the first and second rows of tubes as a function of the Reynolds
number, calculated separately for each row, are illustrated in Figure 7a,b. The heat transfer
correlations for the third and fourth rows of tubes are shown in Figure 8a,b. Figures 6–8
also show the confidence intervals for the Nusselt number calculated using Equation (7).
The legend of each figure shows the corresponding correlation, either for the whole ex-
changer (Figure 6) or for a given row of tubes (Figures 7 and 8). Each figure also shows
the limits of the 95% confidence intervals for the Nusselt number on a given tube row,
where the coefficients x1 and x2 are determined by the least-squares method. For the 95%
confidence interval, the values of the Nusselt number calculated for a given Reynolds
number (Equation (7)) differ by +/−2 σ, where the symbol σ denotes the mean standard
deviation of the Nusselt numbers obtained by the CFD modelling. The process of determin-
ing 95% confidence intervals for correlations per Nusselt number obtained by least-squares
is detailed in Chapter 11 of Taler’s book [24].
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Figure 6. The average value of the Nusselt number as a function of the Reynolds number for the
entire PFTHE.

 
(a) (b) 

Figure 7. The Nusselt number as a function of the Reynolds number: (a) for the first row of PFTHE; (b) for the second row
of PFTHE.

 
(a) (b) 

Figure 8. The Nusselt number as a function of the Reynolds number: (a) for the third row of PFTHE; (b) for the fourth row
of PFTHE.
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7. Discussion of the Obtained Results

Nusselt number correlations for considered PFTHE (Figure 1) have been determined
using the CFD simulation data. New individual correlations (Figures 7 and 8) for particular
rows are significantly different from the average Nusselt number correlation for the entire
PFTHE (Figure 6), also determined by the CFD simulation. Parameter x2 in Equation (7)
determined by the least-squares method is compatible only for the first row with parameters
known in the literature [2], while in the second row, there is a 46% discrepancy compared
to the parameter x2 found by [2] for the two-row car radiator. The heat transfer correlations
for the last two rows, the third, and fourth, are new and there are no existing correlations
in the literature for comparison.

Additionally, Nusselt numbers fall between Reynolds numbers from 140 to 500, al-
though they also increase from 500 to 1400. This increase may occur when the air stream
does not separate away from the tube for low air velocity (0.3 m/s). The Nusselt number
value is larger for higher air velocity (0.5 m/s–0.7 m/s) where the detachment of the air
stream from the tube surface occurs.

The determined heat transfer correlations showed that the third row is the least
efficient. It has been noticed that, for the entire air velocity range, the Nusselt number
falls to the third row and then increases in the fourth row. This could mean that airflow in
the penultimate row is less turbulent or airflow has formed only a narrow flow channel,
leaving a wide heat transfer dead zone in front of and behind the tubes in the third row.

Experimental verification of derived CFD-based correlations has not been carried out
in this paper. Experimental verification is planned as an extension of this research. The
future of this research topic also considers a wider Reynolds number range, different tube
and fin pitches, and tube diameters of PFTHE.

8. Conclusions

New heat transfer correlations for the air-side Nusselt number have been proposed
for four-row PFTHE. Consideration of individual correlations on individual rows of heat
exchanger tubes can improve designing of the PFTHEs. In the analysed range of air
velocities in front of the heat exchanger from 0.3 m/s to 2.5 m/s, the average HTC for
the first tube row has the highest value. In the subsequent tube rows, the HTC is lower
compared to the HTC on the first tube row. This paper also presents a simple method for
the determination of Nusselt number correlation for individual rows, which can reduce
or even eliminate experimental research. The adoption of a constant external surface
temperature for the ribs and tubes simplifies the determination of HTC on individual tube
rows. It is shown that, for constant fin and tube surface temperatures of 60 ◦C, 70 ◦C, and
80 ◦C, the resulting HTC values for the same airflow velocity differ slightly. However, CFD
simulation must be precisely conducted with a proper finite volume mesh and turbulence
model for turbulent flows. CFD modelling is an effective tool for determining individual
correlations for calculating the air-side Nusselt number on the individual tube rows of
the exchanger.
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Nomenclature

Afin area of the fin sides, m2

Atube tube outer surface area, m2

dh hydraulic diameter, m
do tube outer diameter, m
e relative differences, %
j Colburn factor
n number of mesh elements
Nu Nusselt number
pl longitudinal fin pitch, m
pt transversal fin pitch, m
Pr Prandl number
rin outer radius of a plain tube, m
s fin pitch, m
Re Reynold number
Ta mass average air temperature, ◦C
Ta,0 air inlet temperature, ◦C
ΔTm,a log mean temperature difference, ◦C
Tw wall temperature (tube and fin), ◦C
w air velocity, m/s
Q total heat transfer rate, W
x1 Nusselt number parameter
x2 Nusselt number parameter
y+ dimensionless wall distance
α heat transfer coefficient, W/(m2.K)
λ thermal conductivity coefficient, W/(m.K)
δf fin thickness, m
σ standard deviation
ν air kinematic viscosity, m2/s
0, I, II, III, IV number of PFTHE row
i current row of PFTHE
i+1 next row of PFTHE
a air
avg average
i next iteration
max maximal
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15. Okbaz, A.; Pınarbaşı, A.; Olcay, A.B. Experimental investigation of effect of different tube row-numbers, fin pitches and operating
conditions on thermal and hydraulic performances of louvered and wavy finned heat exchangers. Int. J. Therm. Sci. 2020, 151,
106256. [CrossRef]

16. Petrik, M.; Szepesi, G. Experimental and numerical investigation of the air side heat transfer of a finned tubes heat exchanger.
Processes 2020, 8, 773. [CrossRef]

17. Petrik, M.; Szepesi, G.; Jármai, K. CFD analysis and heat transfer characteristics of finned tube heat exchangers. Pollack Period.
2019, 14, 165–176. [CrossRef]

18. González, A.M.; Vaz, M.; Zdanski, P.S.B. A hybrid numerical-experimental analysis of heat transfer by forced convection in
plate-finned heat exchangers. Appl. Therm. Eng. 2019, 148, 363–370. [CrossRef]

19. Awais, M.; Bhuiyan, A.A. Heat and mass transfer for compact heat exchanger (CHXs) design: A state-of-the-art review. Int. J.
Heat Mass Transf. 2018, 127, 359–380. [CrossRef]

20. Adam, A.Y.; Oumer, A.N.; Najafi, G.; Ishak, M.; Firdaus, M.; Aklilu, T.B. State of the art on flow and heat transfer performance of
compact fin-and-tube heat exchangers. J. Therm. Anal. Calorim. 2020, 139, 2739–2768. [CrossRef]

21. Rich, D. The effect of the number of tube rows on heat transfer performance of smooth plate fin-and-tube heat exchangers.
ASHRAE Trans. 1975, 81, 307–317.

22. Taler, D.; Taler, J.; Trojan, M. Experimental verification of an analytical mathematical model of a round or oval tube two-row car
radiator. Energies 2020, 13, 3399. [CrossRef]

23. Kays, W.; London, A. Compact Heat Exchangers, 3rd ed.; Krieger Pub Co.: Malabar, FL, USA, 1998.
24. Taler, D. Numerical Modelling and Experimental Testing of Heat Exchangers; Springer Nature: Cham, Switzerland, 2019.

183





energies

Article

Novel Method of the Seal Aerodynamic Design to Reduce
Leakage by Matching the Seal Geometry to Flow Conditions

Damian Joachimiak

Citation: Joachimiak, D. Novel

Method of the Seal Aerodynamic

Design to Reduce Leakage by

Matching the Seal Geometry to Flow

Conditions. Energies 2021, 14, 7880.

https://doi.org/10.3390/en14237880

Academic Editor: Artur Bartosik

Received: 6 October 2021

Accepted: 18 November 2021

Published: 24 November 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Institute of Thermal Engineering, Poznan University of Technology, 60-965 Poznan, Poland;
damian.joachimiak@put.poznan.pl; Tel.: +48-61-665-22-09

Abstract: This paper presents a novel method of labyrinth seals design. This method is based on
CFD calculations and consists in the analysis of the phenomenon of gas kinetic energy carry-over
in the seal chambers between clearances. The design method is presented in two variants. The first
variant is designed for seals for which it is impossible to change their external dimensions (length and
height). The second variant enables designing the seal geometry without changing the seal length
and with a slight change of the seal height. Apart from the optimal distribution of teeth, this variant
provides for adjusting chambers geometry to flow conditions. As the result of using both variants
such design of the seal geometry with respect to leakage is obtained which enables achieving kinetic
energy dissipation as uniform as possible in each chamber of the seal. The method was developed
based on numerical calculations and the analysis of the flow phenomena. Calculation examples
included in this paper show that the obtained reduction of leakage for the first variant ranges from
3.4% to 15.5%, when compared with the initial geometry. The relation between the number of seal
teeth and the leakage rate is also analyzed here. The second variant allows for reduction of leakage
rate by 15.4%, when compared with the geometry with the same number of teeth. It is shown that
the newly designed geometry reveals almost stable relative reduction of leakage rate irrespective of
the pressure ratio upstream and downstream the seal. The efficiency of the used method is proved
for various heights of the seal clearance.

Keywords: labyrinth seal; leakage; design method; kinetic energy; inverse problem; steam turbines;
gas turbines; fluid-flow machines

1. Introduction

Labyrinth seals are widely used in various types of fluid-flow machines, such as steam
turbines, gas turbines, and compressors. Labyrinth seals enable reducing the leakage of
working medium between two elements that are non-contacting. Concern for the protection
of the natural environment imposes current trends to achieve greater efficiency of flow
machines and flowing systems. High parameters of machines operation are required,
which means that seals work in the environment characterized by high temperatures and
large pressure drop. Labyrinth seals have particular impact on the efficiency of high power-
generating machines. In the paper [1], the impact of the leakage in the internal gland of
the steam turbine 13K215 on the power loss was analyzed. It was showed that the power
loss resulting from the steam leakage through the internal seal of nominal geometry had
achieved approx. 1 MW, and through the worn out seal it could achieve 2 MW. Therefore,
the problem of leakage minimization is of great importance. The paper [2] presented the
numerical analysis of fluid flow in the two-teeth straight through over-bandage seal in
the axial turbine stage, with particular attention to the impact of the leakage on the main
flow. Authors of this paper showed that the leakage had a considerable impact on the
agitation loss and secondary flows generating serious energy losses in the turbine stage.
It was proved in the paper [3] that 1% increase in the seal-tooth clearance height causes
a significant decrease in performance and efficiency of the multistage axial compressor.
Labyrinth seals also have a great influence on the efficiency of reciprocating machines [4–6].
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Various calculation methods for estimating the leakage rate in the labyrinth seal are
presented in the scientific literature. The first calculation model describing the gas flow
in the straight through seal was developed by Martin [7]. Egli [8] and other researchers,
Hodkinson [9], Zimmermann and Wolff [10], had included in their calculation models
the phenomenon of kinetic energy carry over as well as the result of flow contraction.
Those models were next developed by Neumann [11] and Scharrer [12], among others,
who proposed the method for calculating the seal leakage tooth by tooth. There are new
one-dimensional models appearing in the literature [13,14], enabling the determination of
supercritical CO2 leakage. The most advanced of these models provide for such features
of the seal geometry as the clearance height, chamber length, and tooth thickness. These
methods have different accuracy which depends on coefficients being determined experi-
mentally. Applying the above-mentioned models to analyze the seal geometry in order to
optimize it with respect to the leakage rate would be subjected to great error, which was
proved in the paper [15].

Usage of the CFD flow analysis enables better observation of physical and flow phe-
nomena, which in turn enables designing seals of higher leak tightness. In papers [16–20],
the impact of the seal geometric parameters, such as the pitch or the chamber size, on the
leakage rate was described. The degree of sealing wear and tear has a considerable impact
on the failure of the seal integrity [21–23]. Slight changes in the dimensions of the clearance
influence the leakage value and the flow coefficients, which is presented in the paper [24].
A seal with staggered helical teeth, which is characterized by reduced leakage, is presented
in the paper [25]. In the paper [26], the reduction of leakage is achieved by slight changes
in the chamber geometry, which were disturbing the gas jet flowing with high velocity.
Surrogate models of optimization based on a set of input data, which features had been
specified parametrically, obtained from CFD calculations, are discussed in the paper [27].
Radial clearance height and teeth spacing were variable parameters. The leakage mini-
mization and decreasing total increase of enthalpy resulting from the friction were taken as
the optimization criterion. The paper [28] presents the method for optimizing the straight
through sealing with the use of CFD by changing the teeth inclination angle and spacing.
The paper [29] presents an optimization model taking into account such design variables as
the seal clearance, teeth width, teeth height, pitch, and teeth backward and forward expan-
sion angle. The problem of optimizing the geometry of seal chambers is considered in the
paper [30]. Semi-empirical model and parametric CFD analysis were used for this purpose.
In the paper [15], the impact of the increasing number of teeth for constant length of the
straight through seal on the leakage rate is investigated. Data presented therein indicate
that there is a specific range of the seal pitch length in the straight through seal for which
the minimum leakage is obtained. The increase of the number of seal teeth results in the
decrease of pitch length and reduction of chambers size. It was proved in the paper [9] that
the application of too many teeth leads to the effect of increasing leakage in the seal. This is
the result of fading gas expansion in chambers of reducing size. Then the flow character
becomes similar to that in the slot seal [31]. In this paper a new method for designing the
geometry of the labyrinth seal is described. The inspiration for research work presented
herein was to develop a relatively simple in-use method for designing such seal geometry
which is based on the observation of flow phenomena intensifying leakage. So far, seals
with equal chamber dimensions or with sequentially repeated chambers were designed.

The approach to designing seals by matching the seal geometry to flow conditions,
and particularly based on the analysis of the gas kinetic energy distribution along the seal
length, has not yet been presented in scientific literature. The method for labyrinth seal
design, presented in this paper, enables quick obtaining of results. It enables determination
of many dimensions of the geometry in one calculation step. Application of this method
results in obtaining the geometry with a lower leakage than the geometry with the same
external dimensions and teeth being spaced evenly (variant A) or the geometry with
slightly increased chambers height (variant B). This problem belongs to the group of
geometry-related inverse problems [32,33].
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2. Method of Aerodynamic Design

The leakage rate in sealing is strongly affected by the gas expansion in clearances
and by the gas kinetic energy dissipation in chambers. Gas flowing through subsequent
clearances expands, which results in the density reduction. The relation between the
clearance height and the pressure distribution in the straight-through seal was presented in
the paper [34]. In each subsequent clearance the gas velocity is higher and higher (Figure 1).
Widely used labyrinth seals are characterized by constant chamber size.

 

 
Figure 1. Example vectors of velocity fields in a representative segment for pin/pout = 2 and Tin = 300 K,
pout = 105 Pa.

In the seal chambers of constant dimensions one can observe the unequal degree
of gas kinetic energy dissipation. The measure of the gas kinetic energy dissipation in
chambers is the kinetic energy carry-over coefficient, which was analyzed in the paper [35].
The phenomenon of the gas kinetic energy carry-over has a great impact on the leakage
rate [36–38]. The idea of a novel method of aerodynamic design is to adjust the seal
geometry to flow conditions so that the gas kinetic energy dissipation as even as possible
in the seal chambers is obtained.

The novel design method is discussed based on the geometry of a staggered labyrinth
seal (Figure 2) of the outer diameter D, segment height H, radial clearance RC, segment
length LS, pitch LP, and tooth thickness B.

 

Figure 2. Illustrative geometry of a staggered labyrinth seal.

The design method presented in this paper is based on CFD calculations pertaining to
gas flow in the labyrinth seal.

Labyrinth seals have axisymmetric geometries, therefore the flow can be described
along the axis X. In the method presented herein, calculations were based on the local
non-dimensional coordinate x of the seal length being parallel to the seal axis. The origin of
the coordinate system is determined at the place being the beginning of the first seal tooth
on the gas inflow side. The end of the non-dimensional coordinate system is located at the
end of the segment (Figure 2). Hence,

x =
X
LS

. (1)
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The method consists in the analysis of the kinetic energy E(x) distribution in the axial
direction (the main flow) within the seal area. The gas kinetic energy in the axial direction
was described by the dependency

E(x) =
u2

2
, (2)

where u denotes the gas velocity in the axial direction. Non-dimensional kinetic energy
was defined as follows:

e =
E(x)− Emin
Emax − Emin

, (3)

where Emin and Emax denote the minimal and maximal gas kinetic energy, respectively, in
the axial direction in the seal. For calculations it was assumed that Emin = 0.

Illustrative fields of non-dimensional gas kinetic energy e are shown in Figure 3. To
improve the readability of the Figure 3, the scale was set within the range from 0 to 0.6.

 

 

Figure 3. Example distribution of non-dimensional kinetic energy e in the axial direction in the
staggered seal for pin/pout = 2, Tin = 300 K, pout = 105 Pa.

The initial stage of the method of adjusting the seal geometry to flow conditions is
searching for local maximal non-dimensional values of the gas kinetic energy in the axial
direction. In staggered labyrinth seals local maxima of the kinetic energy occur in the area
of clearances and in seal chambers just behind clearances (Figure 3).

Illustrative distribution of local maxima of non-dimensional kinetic energy emax(i)
occurring in the staggered seal with the approximation function e(x) is shown in Figure 4.

Figure 4. Local maxima of non-dimensional gas kinetic energy emax(i) in the staggered seal with the
approximating line e(x); discontinuous green line shows the location of tooth sidewalls on the inflow
side (the distance between them is LP).

In non-dimensional coordinates, the field below the approximating line, hereinafter
designated as e(x), (Figure 4), is divided into n areas with beginnings and ends included
between points (xi, xi+1) for i = 1, 2, . . . , n + 1. The number n of areas is equal to the number
of chambers in the seal segment, and their length corresponds with the length of pitch
xi+1 − xi = LP of the initial geometry.

The area below the approximating curve can be described as follows:

Ae =
∫ 1

0
e(x)dx =

n

∑
i=1

Ae(i), (4)
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where fields of respective areas are as follows:

Ae(i) =
∫ xi+1

xi

e(x)dx, where i = 1, 2, ..., n. (5)

Fields below the curve e(x) of respective areas are proportional by weight to the length
of respective pitches of the new geometry.

The length of respective pitches of the improved geometry results from the
following equation:

LP(i) = LS
Ae(i)

Ae
. (6)

As a result of the applied method, a variable pitch length of the seal adapted to the
flow conditions was obtained. Depending on the possibility of changing the inner diameter
and the external geometry of the seal, two variants of the method were specified.

2.1. Variant A of the Design Method

Variant A of the design method consists in relevant arrangement of the seal teeth.
Pitch lengths are determined according to the Equation (6) without changing the length LS
and height H of the seal (Figure 2). External dimensions of the seal do not change in this
variant. It can be applied for cases when there is no place for increasing the height of the
seal in the geometry of the flow machine.

2.2. Variant B of the Design Method

Variant B of the design method can be applied when the change of the height of the
seal chambers in the flow machine design is possible. This variant consists in changing
the pitch lengths according to the Equation (6) without changing the length LS and with
adapting the height of respective seal chambers to the flow conditions. The application of
variant B results in obtaining variable chamber volumes in such a way that chambers are
increasing in the direction of the gas flow (Figure 5). Illustrative diagram of the staggered
seal geometry after the variant B of the design method was applied, is presented in Figure 5.

 

Figure 5. Diagram of geometry as per the comprehensive design method.

Variable chambers’ height is selected so that the height of the last chamber is equal to
its length HC(n) = LC(n). It was assumed that the variability of chambers’ height HC(i) is
linear, which can be described by the dependence:

HC(i) = H + (LC(n)− H)
i
n

, (7)

where n is the number of the seal chambers, i = 1, 2, . . . , n.
Furthermore, it was assumed that the new geometry has clearances of the same flow

field as the initial geometry. Height H and diameter D of the inlet and of the outlet channels
are also the same as in the initial geometry.
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2.3. Assumptions for CFD Calculations

CFD calculations were performed using Ansys Fluent 19. The investigated geometry
has inflow section of the length of 6H (Figure 6), where H denotes the height of the inflow
channel (Figure 2). The length of the outflow section was assumed as 11H. At the inlet to the
seal, the total pressure pin and temperature Tin are known, while downstream the segment
the static pressure pout is known. Based on the above boundary conditions (Table 1.) CFD
calculations are performed.

 

Figure 6. Computation domain.

Table 1. Boundary conditions.

Surface Parameter Value

inlet total pressure
total temperature

2·105 − 2.8·105 Pa
300 K

outlet static pressure 105 Pa
walls adiabatic, no slip (no rotation) -

In these calculations air was treated as the compressible ideal gas. RANS type calcula-
tions were performed for 2D axisymmetric geometry. Equations (8)–(10) were taken into
account in the CFD calculations. The continuity equation

∇
(

ρ
→
v
)
= 0, (8)

and the momentum conservation equation

∇
(

ρ
→
v
→
v
)
= −∇p +∇·→τ , (9)

where
→
τ is the stress tensor, was analyzed. The energy conservation equation [39]

was considered
∇
(→

v (ρEt + p)
)
= ∇

(
ke f f∇T +

(→
τ e f f ·→v

))
, (10)

where Et is the total energy, keff is the effective thermal conductivity,
→
τ e f f is the deviatoric

stress tensor.
The next part of the paper deals with the method of selection of the grid for CFD

calculations according to [40]. The grid convergence method was used, which is based on
the Richardson extrapolation method. In order to select the mesh, a representative mesh
size h was used

h =

[
1
N

N

∑
i=1

(ΔAi)

]1/2

. (11)

where ΔAi is area of the i-th cell, and N is total number of cells. Three significantly
different mesh sets were selected for the analysis. In order to determine the mass flux
change calculations were performed for the boundary conditions given in the Table 1
(pin = 2·105 Pa). Let h1 < h2 < h3 and r21 = h2/h1, r32 = h3/h2 then calculate the
apparent order p of the method using the expression

p =
1

ln(r21)
|ln|ε32/ε21|+ q(p)| (12a)
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q(p) = ln

(
rp

21 − s
rp

32 − s

)
(12b)

s = 1·sgn(ε32/ε21) (12c)

where ε21 =
.

m2 − .
m1 and ε32 =

.
m3 − .

m2.
Extrapolated mass flow was calculated from expression

.
m21

ext =
(

rp
21

.
m1 − .

m2

)
/
(

rp
21 − 1

)
. (13)

Then the following parameters were calculated and reported, along with the apparent
order p:

- Approximate relative error,

e21
a =

( .
m1 − .

m2
)
/

.
m1, (14)

- Extrapolated relative error,

e21
ext =

( .
m21

ext −
.

m1

)
/

.
m21

ext, (15)

- The fine-grid convergence index,

GCI21
f ine =

1.25e21
a(

rp
21 − 1

) . (16)

The analysis was performed for the initial geometry with dimensions given in point 3
and exact geometry presented in Figure 10a (t = 8, LP = 4 mm, RC = 0.315 mm). The results
are summarized in Table 2.

Table 2. Parameters used in the grid convergence method [40].

Parameter Mark Value

Total number of cells
N1 350,000
N2 290,378
N3 120,812

Mass flux difference
r21 1.104 [-]
r32 1.55 [-]

Mass flow

.
m1 0.01981 [kg/s]
.

m2 0.01986 [kg/s]
.

m3 0.0201 [kg/s]

Apparent order p 0.598 [-]

Extrapolated mass flow
.

m21
ext 0.01967 [kg/s]

.
m32

ext 0.01968 [kg/s]

Approximate relative error e21
a 0.042 [%]

Extrapolated relative error e21
ext 0.69%

Fine-grid convergence index GCI21
f ine 0.86%

According to Table 2, the obtained numerical uncertainty for the fine grid solution
N1 is 0.86%. This is a satisfactory value. The grid with the number of approximately
N1 = 354,000 elements was used for further analysis. In boundary layers, approx. 20 grid
cells were assumed. Illustrative grid taken for calculations is shown in Figure 7. The k-ω
SST turbulence model [41] was included in calculations. To obtain the grid of appropriate
quality for the k-ω SST model, the condition that y+ < 2 in the boundary layer was assumed.
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Figure 7. Illustrative grid used for calculations.

Stationary calculations were performed using the pressure-based coupled solver.
Convergence tolerance of 4 × 10−6 was assumed for calculations. To obtain the required
convergence criterion, for each case approx. 150 iterations of calculations were made.

For the model research presented in this paper, CFD simulations were performed for
similar grid parameters and the same solver settings as those described in papers [15,24].
The same working medium and similar boundary conditions as in [15,24] were applied.
Relative mass-flux error between the values obtained experimentally and from CFD cal-
culations for the segment of the straight-through seal [15] was within the range from 0.3
to 0.7%.

This paper presents initial analysis of the new design method. It was decided to
perform two-dimensional calculations due to reduced calculation time for many geometries
and various boundary conditions. Data shown in the paper [42] indicate that the rotational
speed has a little impact on the gas leakage value. Therefore, the impact of the rotational
speed was not included in the general CFD analysis.

3. Application of the Method of Aerodynamic Design for the Staggered Seal of the
Geometry Similar to the Element of the Front Sealing in Turbine 13CK60

The staggered seal consisting of eight teeth located alternately on the shaft and on the
body of the sealing (Figure 2) was analyzed. The initial geometry is the staggered seal seg-
ment of the external diameter D = 139.9 mm, length LS = 28.5 mm, height H = 4 mm, equal
pitch LP = 4 mm, the tooth thickness B = 0.5 mm, and the clearance height RC = 0.315 mm
(Figure 2). The paper presents preliminary research. CFD calculations were performed
for perfect air. Distribution of local maxima of non-dimensional kinetic energy dependent
on the non-dimensional segment length, obtained from the CFD simulation, is shown in
Figure 8.

 
Figure 8. Local maxima of the non-dimensional gas kinetic energy emax(i) in the staggered seal with
the approximating line e(x) for boundary conditions pin/pout = 2, Tin = 300 K, pout = 105 Pa.

Within the area of the first and last clearances, one local maximum of the kinetic
energy was obtained (Figure 8). In other clearances two local maxima of the kinetic energy
emax(i) were obtained. As a result of the design method, variable lengths of the seal pitches
LP(i) were obtained. The first seal pitch is 2.04-mm long and the last one is 6.58-mm long
(Figure 9).
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Figure 9. Resultant distribution of the staggered seal pitch lengths; discontinuous line marks the
constant length of the pitch of the initial geometry.

The application of the design method results in the reduction of the leakage rate.
To present results, a relative leakage change for the new geometry had been defined,
which was in turn compared with the initial geometry comprising eight teeth, which was
described by the following formula

δ
.

m(t, 8) =
.

mLPconst(8)− .
mLPdm(t)

.
mLPconst(8)

× 100% (17)

The relative leakage change between the geometry of the seal with equal pitch and
the improved one with the same number of teeth t was described by the relation

δ
.

m(t) =
.

mLPconst(t)− .
mLPdm(t)

.
mLPconst(t)

× 100% (18)

Further part of the paper presents results obtained with the use of the design method
without changing external dimensions according to the variant A and results of the
variant B with a slight change of the seal height.

3.1. Application of the Variant A of the Design Method

In this chapter, the impact of the variant A application on the leakage rate for various
number of the seal teeth is analyzed. Figure 10 presents the gas velocity contours for the
initial geometry and the improved one.

For the geometries under consideration (Figure 10) of uniformly spaced teeth, the
change of gas velocity along the seal length is great. The gas velocity in the first clearance
is approx. 70 m/s, and in the last one it exceeds 180 m/s. The effect of gas expansion in
clearances impacts the intensity of gas vortices in subsequent chambers. The vortex in
the last chambers is significantly greater than in the first few chambers. In the designed
geometry, it was observed that chamber lengths were adapting to the increasing gas velocity
in clearances. In result, the gas velocity close to the last tooth (upstream the clearance) is
significantly smaller for the designed geometry, when compared with the initial geometry
for cases 8t, 9t, and 10t, being considered. When the distribution of the gas velocity in the
optimized geometries of 9 and 10 teeth is analyzed, it can be observed that gas vortices
occur within the whole chambers’ volume. Table 3 summarizes obtained values of mass
flow for geometries shown in Figure 10.
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(a) 

 

 
(b) 

 

 
(c) 

 

Figure 10. Distribution of air velocity in the seal of the initial geometry and of the designed one for the radial height
RC = 0.315 mm comprising of (a) eight, (b) nine, and (c) ten teeth for boundary conditions pin/pout = 2.4, Tin = 300 K,
pout = 105 Pa.

Table 3. Leakage rate for the seal of the initial geometry and of the designed one and their relative
changes according to Equations (17) and (18), RC = 0.315 mm and of different number of teeth for
pin/pout = 2, Tin = 300 K, pout = 105 Pa.

t
.

mLPconst (t) [kg/s]
.

mLPdm (t) [kg/s] δ
.

m (t, 8) [%] δ
.

m (t) [%]

8 0.0198 0.0191 3.4 3.4
9 0.0184 0.0179 9.7 2.8

10 0.0171 0.0167 15.5 2.2

The design method for geometries 8t, 9t, and 10t, when compared to the geometry 8t
with evenly spaced teeth (constant pitch length) LPconst (Figure 10a), improves the leak-
tightness of the relative value δ

.
m(t, 8) by 3.4%, 9.7%, and 15.5%, respectively. Comparing

the relative difference of the mass flow (Table 3, Figure 11) obtained for the designed
geometry

.
mLPdm(t) and the geometry with evenly spaced teeth

.
mLPconst(t) according to
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the Equation (12), the leak-tightness was improved by 3.4%, 2.8%, and 2.2%, respectively,
for the geometry 8t, 9t, and 10t.

Figure 11. Mass flow obtained for the seal of equal pitch and for the designed one depending on the
number of teeth t, for the clearance RC = 3.15 mm and boundary conditions pin/pout = 2, Tin = 300 K,
pout = 105 Pa.

Application of the design method and changing the number of teeth from eight to
ten enable significant reduction of the leakage. There is a linear relationship between the
number of teeth in the range from 8 and 10 and the relative reduction of the leakage rate
for pin/pout = 2 (Figure 12). The limitation of the applied design method for the given seal
length LS and many teeth is obtaining too small spaces between them. Therefore, the
analysis has not been continued for a greater number of teeth.

 
Figure 12. Relative reduction of the integrity of the designed geometry δ

.
m(t, 8) [%] depending on

the number of teeth t, for the clearance RC = 0.315 mm and the pressure ratio pin/pout, Tin = 300 K,
pout = 105 Pa.

Distribution of flow and thermodynamic parameters of the seal is affected by the ratio
of pressure upstream and downstream the sealing. For the ratio pin/pout equal to 2.4 and
2.8, the increase of leakage rate for the designed geometry with 10 teeth was observed
(Figure 12). Within the frames of research work a series of numerical calculations was
performed for the geometry of the clearance height RC = 0.315; 0.542 and 0.77 mm for the
pressure ratio pin/pout ranging from 2 to 2.8. Tables 4–6 summarize the obtained values of
air mass flow for the initial geometry and the designed one for various heights of the radial
clearance RC.
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Table 4. Change of the leakage rate by Equation (17) depending on the pressure ratio pin/pout

for the initial 8t and the designed geometry 9t of the staggered seal, RC = 0.315 mm, Tin = 300 K,
pout = 105 Pa.

pin/pout [-]
.

mLPconst (t = 8) [kg/s]
.

mLPdm (t = 9) [kg/s] δ
.

m (t, 8) [%] Δ
.

m [kg/s]

2 0.0198 0.0179 9.65 0.0019
2.2 0.0224 0.0202 9.62 0.0022
2.4 0.0249 0.0225 9.62 0.0024
2.6 0.0273 0.0247 9.62 0.0026
2.8 0.0297 0.0269 9.57 0.0028

Table 5. Change of the leakage rate by Equation (17) depending on the pressure ratio pin/pout for
the initial 8t and the designed geometry 9t of the staggered seal, RC = 0. 542 mm, Tin = 300 K,
pout = 105 Pa.

pin/pout [-]
.

mLPconst (t = 8) [kg/s]
.

mLPdm (t = 9) [kg/s] δ
.

m (t, 8) [%] Δ
.

m [kg/s]

2 0.0302 0.0269 10.78 0.0033
2.2 0.0341 0.0304 10.87 0.0037
2.4 0.0379 0.0338 10.89 0.0041
2.6 0.0416 0.0371 10.90 0.0045
2.8 0.0453 0.0404 10.90 0.0049

Table 6. Change of the leakage rate by Equations (17) and (18) depending on the pressure ratio pin/pout

for the initial 8t and the designed geometry 9t of the staggered seal, RC = 0. 77 mm, Tin = 300 K,
pout = 105 Pa.

pin/pout [-]
.

mLPconst (t = 8) [kg/s]
.

mLPdm (t = 9) [kg/s] δ
.

m (t, 8) [%] Δ
.

m [kg/s]

2 0.0385 0.0343 10.95 0.0042
2.2 0.0435 0.0388 10.95 0.0048
2.4 0.0484 0.0431 10.80 0.0052
2.6 0.0532 0.0474 10.76 0.0057
2.8 0.0580 0.0517 10.97 0.0064

The relative reduction of the leakage δ
.

m(t) for geometries of the staggered seal under
consideration is slightly affected by the pressure ratio pin/pout. For geometries RC = 0.315,
0.542, 0.77 mm, it is included in the range 9.57–9.65%, 10.78–10.90%, and 10.76–10.97%,
respectively. The leakage rate reduction depends on the clearance height. The greatest
relative reduction of the leakage was obtained for the geometry RC = 0.542 and 0.77 mm,
t = 8 (Tables 5 and 6).

For the increasing pressure ratio, the leakage reduction Δ
.

m is linear for the analyzed
RC, (Figure 13).

3.2. Application of the Variant B of the Design Method

For the geometry as per the variant B (described in Section 2.2.), numerical simulations
of air flow for various air pressure ratios pin/pout from the range 2–2.8 were performed.

In the geometry with chambers of variable height the gas velocity field is more complex
than in the geometry from the variant A. During the analysis of the distribution of the gas
velocity, a better adaptation of chambers’ size to the gas vortex can be observed, when
compared with the variant A. The higher is the gas velocity in the clearance, the greater are
the chambers’ volume and vortex.

The gas velocity before clearances is significantly lower than in the variant A (Figure 14).
Furthermore, a significantly weaker gas stream of a high velocity is observed in chambers
behind clearances. When compared with the initial geometry and data from the variant A,
in chambers no. 2, 4, 5, and 6 additional gas vortices were obtained in the area of the
outlet from the clearance behind back walls of shorter teeth, which made the gas flow be
more dissipative.
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Figure 13. Leakage reduction for geometries 8t of the clearance height RC = 0.315, 0.542, and 0.77 mm
depending on the pressure ratio for Tin = 300 K, pout = 105 Pa.

 

 

Figure 14. Velocity fields in the designed geometry as per variant B for pin/pout = 2.4, Tin = 300 K, pout = 105 Pa.

To sum up, more complicated flow results in a significant reduction of the leakage
rate. Obtained results concerning the gas mass flow for the geometry in the variant B are
summarized in Table 7.

Table 7. Variant B—change of the leakage rate by Equation (18) depending on the pressure ratio
pin/pout for the initial geometry 8t and the improved one of the staggered seal RC = 0.315 mm,
Tin = 300 K, pout = 105 Pa.

pin/pout [-]
.

mLPconst (t = 8) [kg/s]
.

mLPdm (t = 8) [kg/s] δ
.

m (t) [%] Δ
.

m[kg/s]

2 0.0198 0.0167 15.7 0.00311
2.2 0.0224 0.0189 15.5 0.00348
2.4 0.0249 0.0211 15.3 0.00381
2.6 0.0273 0.0232 15.1 0.00413
2.8 0.0297 0.0252 15.2 0.00452

Application of the method for the improved spacing of teeth and changing the cham-
bers depth enabled a significant reduction of the leakage rate by approx. 15.4%. The relative
reduction of the leakage rate reveals a slightly decreasing trend for growing pressure ratio
pin/pout. It is a good result for the leakage rate reduction when a slight change of the seal
height with keeping the length unchanged is taken into consideration. It should be noted
that in the designed geometry the gas flow field in clearances has not changed.

Pressure drop has no significant impact on the relative leakage decrease, therefore
representative results for Variant A and B are summarized in Table 8.

197



Energies 2021, 14, 7880

Table 8. Summary of change of the leakage rate by Equations (17) and (18) for application of the
design method for Variant A and B, for the initial geometry (8t) and the improved one 8t and 9t,
pin/pout = 2 Tin = 300 K, pout = 105 Pa.

Variant RC [mm] δ
.

m (t = 8) [%] δ
.

m (t = 9, 8) [%]

A
0.315 3.4 9.65
0.542 3.5 10.78
0.77 3.3 10.95

B 0.315 15.7 -

Variant A of the method for the geometry without change of teeth number (t = 8)
brings improvement of leak-tightness δ

.
m(t) in the range from 3.3% to 3.5%. For geometry

with the increased number of teeth (variant A), a significantly reduced leakage (δ
.

m(t, 8) was
achieved in the range from 9.65% to 10.95%. Variant B enables a significant reduction of
the leakage (even by 15.7%) without the increased number of teeth.

4. Conclusions

Minimization of the leakage rate in labyrinth seals is a problem of great importance
since it enables improvement of high-power fluid-flow machines efficiency. This paper
presented two variants of the method for aerodynamic design of the seal geometry. Variant
A can be used when it is impossible to change external dimensions of the seal; it consists in
changing the location of the seal teeth. In this variant, the design method anticipates the in-
terference in the geometry of internal elements of the seal. Variant B can be used when there
is a possibility to change slightly the height of seal chambers in the fluid-flow machine.

The design method in both variants, A and B, enables improvement of seals in different
machines, newly designed as well as already installed but under modernization or repair.
This method is based on the observation of thermodynamic and flow phenomena occurring
in labyrinth seals, such as the gas flux of a high velocity formation, and the mechanism
of kinetic energy dissipation. The above described method allows for determining the
resultant geometry unequivocally.

The method in the variant A enables changing the pitch length for the staggered seals
to obtain the reduced leakage. For the representative straight through seal geometry the
leakage rate reduction ranging from 3.4% to 15.5% had been obtained, when compared
with the initial geometry of a constant pitch.

The method in the variant B brings significant reduction of the leakage rate by 15.4%
without changing the seal length and with a slight change of the seal height.

Results of calculations presented in this paper confirm the effectiveness of the design
method for both variants irrespective of the value of the pressure ratio pin/pout in the range
from 2 to 2.8. Results presented in the paper show that the use of the improved geometry
enables the reduction of leakage of various degrees of wear of the seal, from radial clearance
0.315 to 0.77 mm.

Currently, there is no similar approach to the design of seals in the literature. The
method discussed in this article opens up a new perspective on seal design. It is planned to
use this design method to other geometries of sealing and to conduct experimental research.
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Nomenclature

Ae area below the approximating curve [-]
B tooth thickness [m]
D seal diameter [m]
E specific kinetic energy [J/kgK]
e non-dimensional kinetic energy [-]
emax(i) i-th local maximum of non-dimensional kinetic energy [-]
e(x) function approximating local maxima of non-dimensional kinetic energy emax(i) [-]
H segment height [m]
HC(i) height of the i-th chamber [m]
LC(i) length of the i-th chamber [m]
LS segment length [m]
LP pitch length [m]
LP(i) length of the i-th pitch [m]
.

m mass flow [kg/s]
δ

.
m relative change in mass flow [-]

n number of chamber [-]
p pressure [Pa]
RC radial clearance [m]
t number of teeth [-]
u gas velocity in the axial direction [m/s]
→
v gas velocity vector [m/s]
X coordinate along the seal axis [m]
x non-dimensional coordinate along the seal axis [-]
indices:
in total parameter upstream the seal
LPconst constant pitch
LPdm method design
max maximum value
min minimum value
out static parameter downstream the seal
Greek symbols:
Δ –absolute difference
δ –relative difference
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Abstract: Temperature management for battery packs installed in electric vehicles is crucial to ensure
that the battery works properly. For lithium-ion battery cells, the optimal operating temperature is in
the range of 25 to 40 ◦C with a maximum temperature difference among battery cells of 5 ◦C. This
work aimed to optimize lithium-ion battery packing design for electric vehicles to meet the optimal
operating temperature using an air-cooling system by modifying the number of cooling fans and
the inlet air temperature. A numerical model of 74 V and 2.31 kWh battery packing was simulated
using the lattice Boltzmann method. The results showed that the temperature difference between the
battery cells decreased with the increasing number of cooling fans; likewise, the mean temperature
inside the battery pack decreased with the decreasing inlet air temperature. The optimization showed
that the configuration of three cooling fans with 25 ◦C inlet air temperature gave the best performance
with low power required. Even though the maximum temperature difference was still 15 ◦C, the
configuration kept all battery cells inside the optimum temperature range. This finding is helpful
to develop a standardized battery packing module and for engineers in designing low-cost battery
packing for electric vehicles.

Keywords: electric vehicle; battery thermal management system; optimization; lattice Boltzmann
method

1. Introduction

In the last three decades, electric vehicles (EVs) have been developed rapidly and have
brought a massive transformation in the automotive industry due to their low emission
and energy-efficient advantages over internal combustion engine vehicles (ICEV) [1,2].
However, despite its rapid development, the current technology of EV still has several
drawbacks compared to ICEV. One of the main disadvantages is the high battery cost,
which is more than 40% of the total EV price [3]. This high cost is partly caused by the
advanced technological implementation in the battery packing to assure high performance
and high safety standards, such as complex cooling systems, massive structural packing
protection, and advanced electrical system for energy management and control.

The batteries experience high charging and discharging rates during EV operation,
increasing their surface temperature [4]. The frequency of charging and discharging also
impacts battery degradation, decreasing the battery’s lifetime [5]. To realize the best
performance and longest lifetime, the batteries need to be operated under the optimal
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temperature condition. This optimal temperature condition for a lithium-ion battery
consists of two terms: (1) the optimal operating temperature range, which states the
temperature range where a battery cell gives optimal charging and discharging rate while
maintaining the longest life cycle; and (2) the maximum temperature difference, which
states the maximum difference in temperature between each battery cells to one another to
provide relatively uniform charging and discharging rates.

The optimal temperature for lithium-ion battery cells to operate is in the range of
25 to 40 ◦C, with a maximum temperature difference among battery cells of 5 ◦C [6].
Operating outside the optimal temperature range can decrease the battery’s performance
significantly [7]. Moreover, safety issues like thermal runaway may arise when the battery
operates in high-temperature conditions [8]. Temperature differences among battery cells
may occur due to an inappropriate cooling system, especially when air cooling is applied.
These differences may cause each battery cell to have different charging–discharging rates.
Therefore, they are not beneficial because the battery management system (BMS) must
work hard in balancing the state of charge (SOC) of the batteries, which can degrade its
lifespan faster.

A battery thermal management system (BTMS) plays an essential role in maintaining
the temperature of batteries at the optimal operating temperature [9]. An optimum BTMS
can also reduce the workload of the BMS by lowering the temperature differences among
battery cells. Therefore, various kinds of BTMS are applied and installed in the battery
packing, such as air cooling [10], liquid cooling [11], heat pipe [12], and phase change
materials (PCMs) [13]. Being a novel medium for BTMS and having high efficiency and
stable performance in extreme conditions, PCMs have gained popularity in recent times.
However, PCMs have the disadvantages of having low conductivity and needing to be
regenerated after completely melted [14].

On the other hand, heat pipe systems do not suffer from these drawbacks, and they
do not require an external power supply. They have high conductivity and efficiency in
reducing battery temperature rise, but the equipment is complicated and not conducive
to the practical applications of EV [15,16]. Another thermal management system, liquid-
cooled BTMS, is also complex with its many supporting devices, like pumps, fans, and
pipes, making it costly and vulnerable to the risk of leakage that may lead to a short
circuit [17].

Another cooling method in BTMS is an air-cooling system. This system has a simple
configuration, low initial and maintenance cost, simple integration, and it possesses no risk
of leakage, making it more favorable in the market compared to the methods mentioned
above. Moreover, air-cooling systems can significantly lower battery manufacturing costs,
which directly reduces the EV price. However, despite its advantages, low heat transfer
coefficient, uneven temperature distribution, and low efficiency are the main drawbacks
of air-cooled BTMS [18,19]. To overcome the low heat transfer coefficient of air as the
cooling medium, a hybrid system of BTMS was developed either by combining air-cooling
with PCMs [20] or by integrating air-cooling with mini-channel liquid cooling [21]. These
studies successfully lower the battery’s temperature, but on the other hand, increase the
BTMS power consumption.

Adjusting the structure and flow configuration of the battery pack could also be
beneficial to lower the temperature difference between battery cells and increase the
efficiency of air-cooled BTMS. Several studies were conducted to achieve this result by
optimizing the shape of battery pack [22,23]. Xu et al. [22] discovered that a horizontal
battery pack with a double U-type duct could improve the heat dissipation performance of
the air-cooling system in various conditions. Zhang et al. [23] minimized the temperature
difference in battery packs for prismatic battery cells for Z-, U-, and I-types air-cooled BTMS
by optimizing the widths of parallel cooling channels and divergence/convergence ducts.
Other studies also have focused on improving the air-cooled BTMS by adding parts to the
battery pack [24,25]. Mohammadian et al. [24] studied that thermal management of air-
cooling systems of high-power lithium-ion batteries could be enhanced by implementing
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aluminum metal porous. Hong et al. [25] improved air-cooled BTMS performance in
reducing temperature differences by adding a secondary vent. And some studies did both,
optimizing the shape and adding parts to the battery pack. Jiaqiang et al. [26] improved the
performance of the air-cooling strategy by locating the lateral inlet and outlet on different
sides and utilizing the baffle plates. Other studies have tried to improve air-cooled BTMS
performance by optimization. Liu et al. [27] performed manifold size optimization to
improve J-type BTMS thermal performance under varying working conditions, resulting
in the optimal configurations for each battery working condition. To achieve optimal
performance for different battery working conditions, a valve control mechanism was
needed to control the manifold size. Chen et al. [28] found that optimization of airflow
parallel outlet position can improve the performance of J-type BTMS for prismatic battery
cells; although, optimization for the airflow parallel inlet position is not as effective.

The studies mentioned above [22–28] may have successfully improved BTMS perfor-
mance, but their practical implementation on EVs is still challenging, especially in reliability,
energy density, and feasibility due to its complexity. Moreover, there has been no standard
and design guideline regulating the battery packing until now, which leads to complex
designs for battery packing. In addition, to improve the applicability, the optimization
design should consider the air properties, number and position of cooling fans, spacing
between cells, and other related factors [29]. These factors must be determined during the
design process, together with maintaining lower manufacturing costs.

Despite the numerous studies conducted to improve the performance of air-cooling
systems either by combining the air-cooling system with another type of cooling system or
adjusting the structure and airflow configuration of the battery pack, not a lot have been
done by optimizing the number of cooling fans and the inlet air temperature. By optimizing
these parameters, this research aimed to develop a simple yet reliable air-cooling system
that can simultaneously maintain high energy density by conditioning the battery tempera-
ture inside the optimal temperature condition while having low manufacturing cost.

Thermal analysis was necessary to investigate the effect of the number of cooling fans
and inlet air temperature on the BTMS performance for the optimization. Some studies have
performed thermal analysis for electric vehicle batteries using simulation. For example,
Raharjo et al. [30] conducted a thermal analysis of modular battery by computational fluid
dynamics (CFD) simulation to understand its thermal behavior, prevent overheating, and
maintain battery life. Divakaran et al. [31] performed finite element simulation to analyze
18,650 lithium-ion batteries’ thermal behavior under two conditions: with and without
cooling systems.

To understand the cooling phenomenon, the battery packing was built in a 3D numer-
ical model and analyzed using CFD simulation based on the lattice Boltzmann method
(LBM). The effects of the number of cooling fans and inlets on air velocity and temperature
distribution inside the battery pack were revealed, and the simulation results from the
LBM analysis were compared. The effects of the number of cooling fans and inlets along
with the inlet air temperature on the performance of BTMS were then discussed thoroughly.
Furthermore, an optimized cooling strategy for air-cooled BTMS based on the consideration
of temperature distribution and power consumption was developed. The results of this
study are significant to develop a standardized battery packing module and enrich the
literature on electric vehicle battery pack optimization.

2. Numerical Model and Simulation

2.1. Heat Generation in Battery Cell

In battery packing, the battery cells generate heat during the charging and discharging
processes. The initial temperature was set according to the ambient temperature. The
heat generation of the lithium-ion battery module consisted of two primary sources: the
irreversible heat caused by the Joule’s heating based on the internal resistance (Qirr) and
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the reversible heat inside the battery (Qrev). From these sources, the battery heat generation
can be represented by Equation (1) [26].

Q= I2Re − I
[

T
dE
dT

]
(1)

where I is the current flowing through the battery (A), Re is the internal resistance (Ω), T
is the temperature (K), dE/dT is the entropy coefficient (V/K), and Q is the battery heat
generating rate (W). Re and dE/dT are a function of battery temperature (T) and SOC as
shown in Equations (2) and (3), respectively.

Re =

⎛
⎝ −112 × SOC3 − 0.203 × SOC2 × T + 0.000737 × SOC × T2

+0.00000753 × T3 + 301 × SOC2 − 0.144 × SOC × T
−0.0061 × T2 − 188 × SOC + 1.28 × T + 23.6

⎞
⎠× 10−3 (2)

dE
dT

=
(
−0.342 + 0.979 × SOC − 1.49 × SOC2 + 0.741 × SOC3

)
× 10−3 (3)

To model the battery in an extreme condition, we used a current of 2.6 A for 1 C
discharge rate, battery temperature of 20 ◦C, SOC of 0.1, along with the parameters shown
in Table 1. The parameters were under the assumption of operation in a tropical region
with the already included ambient temperature. Based on Equations (1) to (3), the lower
the SOC or the battery temperature, the higher the heat generated from the battery. SOC
of 0.1 was the limit value used in the experiment by Jiaqiang et al. according to the
recommendation of the battery manufacturer [26]. Meanwhile, the battery temperature of
20 ◦C was used as the low temperature in possible operating conditions in a tropical region
with an average ambient temperature of 30 ◦C. The heat generation rate of the battery
module was calculated with the result of 81.02 W. This value was used for the simulation
input for battery cell heat generation.

Table 1. The specification of the lithium-ion battery investigated in this study.

Characteristics Specifications

Nominal capacity a 2.6 Ah
Nominal voltage a 3.7 V

Cell mass a 0.0475 kg
Thermal conductivity in the axial direction b 37.6 W/m·K
Thermal conductivity in the radial direction b 0.2 W/m·K

Specific capacity c 1200 J/kg·K
Cell diameter 18.3 mm

Cell length 64.5 mm

a Ref. no [26]. b Ref. no [32]. c Ref. no [33].

2.2. System Design

The battery pack design in this study is shown in Figure 1. The interconnection of
the battery cells developed within the battery pack created an electrical and mechanical
connection, and the casing covered the mechanical requirements for the battery pack. The
battery pack also consisted of stiffeners and acrylic to support the battery pack under static
and dynamic loads transferred from an electric frame or chassis. The conductor plate was
used to flow electricity from the battery to other electrical components and vice versa. The
BMS, which could be an active or passive balancer, was placed inside the BMS casing.
The inlet and outlet of the airflow were created on the lateral side of the battery pack
casing to investigate the effect of forced convection by the cooling fan on the temperature
distribution within the battery pack. The battery cells used in this battery pack were lithium
nickel manganese cobalt oxide (NMC) 18,650 cylindrical batteries, and the specification is
presented in Table 1. The 18,650 cylindrical battery type was employed due to its popularity
in its application for electric vehicle battery. This module was suitable for electric trike
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and city cars. The electric trike, in particular, is currently being developed in our research
facilities and has been presented in several studies, such as by Reksowardojo et al. [34].

 

Figure 1. Battery pack design and its simplification model.

The original geometry of the battery pack was complex, so it was difficult to configure
the airflow within the battery pack iteratively with the Ansys Discovery Live software.
This situation could also lead to continuous errors and long simulation time. To achieve
the optimum results using the software, the battery pack was modeled as a simplified
form without removing the components sensitive to the heat generation within the battery
pack. The battery cells themselves consisted of layers of cathode, anode, separator, and
current collector. Although these different layers had their thermal properties, the detailed
structure of the cylindrical cell presented in Figure 1 had an insignificant impact on the
thermal performance of the battery, according to many references [35,36]. Therefore, the
battery parameters listed in Table 1 were utilized as the equivalent values representing a
whole battery cell.

The simplified model of the battery pack was created in the form of 240 cells enclosed
by a box, as shown in Figure 1. Each battery cell is represented as a cylinder with a diameter
of 18.3 mm and a height of 64.5 mm. The offset between the 240 cylinders and the box was
1 mm on each surface. This close proximity was applied to ensure the designed battery
pack had a high density and compact geometry as space and weight in EV are the main
constraints to increase energy density [37]. The distance between the center of the two
adjacent cylinders was 20 mm, and the gap between them was 1.7 mm. The pack would
act as the fluid, and the inlet came from one lateral side and the outlet on the other.

Forced convection utilized in this system was carried out using a cooling fan. The
available area for the cooling fan was 240 mm × 40 mm; therefore, the maximum dimension
of the cooling fan was 40 mm × 40 mm. The selected cooling fan was a chip cooler
AP0405MX-J70 from Adda Corp. with a rated power of 0.7 W and a maximum airflow of
4.7 CFM or 7.99 m3/h.

The effect of fluid flow within the battery pack on the temperature distribution was
studied by conducting LBM-based transient CFD simulations. For the simulation, the
airflow inlet and outlet were positioned at the lateral opposing end of the battery pack,
while the other sides were set as the wall. Each inlet was accompanied by one cooling fan.
For simplicity, from this point forth, the number of cooling fans and inlets will be called
the number of inlets only, without mentioning the cooling fans. The number of inlets was
varied into four configurations of 1-, 2-, 3-, and 4-inlets to investigate the effect of airflow
configuration on temperature distribution inside the battery pack. Afterward, the inlet
air temperature was varied by 20, 25, and 30 ◦C for each airflow configuration to inves-
tigate the effect of inlet air temperature on temperature distribution and to calculate the
power required for each variation. Finally, the configuration with minimum temperature
distribution and power consumption was chosen as the optimum cooling strategy.
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2.3. Lattice Boltzmann Method

The simulation was conducted using LBM that discerned air at its mesoscopic scale.
LBM has an advantage in its excellent numerical stability and can be solved efficiently on
parallel computers [38]. Furthermore, due to its diffusive particle modeling, LBM could
handle the simulation of complex topology [39]. In LBM, the motion of the air particles
is modeled in a completely disordered direction and random manner whose velocities
are distributed around the mean value. In this study, the structure is introduced as the
Bhatnagar–Gross–Krook (BGK) (Equation (4)) model is discretized in the lattice unit of
space x and time t [40].

fi( x + eiΔt, t + Δt) − fi(x, t) = Δt
1
τ

(
f eq
i (x, t) − fi(x, t) ) + ΔteiFk (4)

where fi is the distribution function of air particles, Δt is the lattice time step, Fk is the
external force, ei is the discrete lattice velocity vector of a particle in a link, τ is the single
relaxation time, f eq

i is the local equilibrium distribution function, and i represents the air
particle in specified lattice point.

The LBM simulation was conducted using ANSYS Discovery Live to generate instant
results of the velocity and temperature distribution within the battery pack. The model
used in the LBM simulation was created using ANSYS Space Claim that was integrated
with ANSYS Discovery Live. The dimension of each inlet was 40 mm × 40 mm, and the
outlet dimension was 240 mm × 40 mm. The volume of the fluid was then extracted from
the inlet to the outlet that enclosed the cylinders. After this process, airflow from the inlet
to the outlet could be seen in real-time or live. The flow velocity at the inlet was set to
1.4 m/s according to the cooling fan characteristics, and at the outlet, the relative pressure
was set to 0 MPa. The ambient temperature was 30 ◦C according to the average ambient
temperature for the tropical region where the BTMS was designed to be used. The air
was assumed to be dry air having low thermal conductivity to represent the worst cooling
condition. The thermal condition of the battery cells was set by adjusting the heat flow
for each cylinder with the calculated heat generation rate of 0.338 W. The example of the
model in ANSYS Discovery Live, consisting of battery cells and the volume of the fluid
within the battery pack for four inlets, is shown in Figure 2.

  

(a) (b) 

Figure 2. Example of LBM model (a) battery cells configuration (b) battery pack for 4 inlets.

The solution was created by assigning the inlet region and the outlet region enclosing
the whole model. This region that enclosed the cylinders was extracted as the volume
of fluid, which was the volume of air flowing. After the fluid volume was extracted, the
velocity contour of the air flowing could be investigated from the maximum value or
the small particles flowing within the battery packs. The number of particles flowing
within the battery pack could be adjusted by setting the solution’s speed or fidelity, where
high-speed results reduced the fidelity, and the high fidelity reduced the speed results.
This fidelity was based on the distance between the lattice points. The high speeds could
generate the temperature contour within seconds, albeit not very accurately, because when
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the high-speed result was chosen, fewer particles of air were flowing within the cells.
In this simulation for the 3D geometry model, the setting was adjusted to have higher
fidelity than the speed, so the contour of the temperature distribution would resemble
the real condition more accurately. The simulation in this work was performed in two
configurations. The former was varying the number of inlets into 1, 2, 3, and 4 inlets with
a constant inlet air temperature of 30 ◦C to study the effect of airflow configuration on
temperature distribution. The latter was varying both the number of inlets (1, 2, 3, and
4 inlets) and the inlet air temperature (20, 25, and 30 ◦C) to find the optimum cooling
strategy for the air-cooled BTMS.

3. Results and Discussion

3.1. LBM Simulation Results

The effect of airflow configuration on temperature distribution within the battery
pack was studied by varying the number of inlets and simulated using LBM-based CFD. A
constant air inlet temperature of 30 ◦C was used to represent the average air temperature of
the tropical region where the BTMS was intended to be used. The performance of air-cooled
BTMS could be represented by the air velocity and the temperature inside the battery pack.
The air velocity affected the convective heat transfer of the air and indicated the amount of
air flowing and taking the heat generated by the batteries. Meanwhile, the temperature
was the main objective of BTMS and represented its performance in providing an optimal
operating condition for the batteries. In this section, the distributions and the average
values of air velocity and the temperature inside the battery pack were compared.

The velocity and temperature contour, along with the batteries whose temperatures
were maximum and minimum of one, two, three, and four-inlets configuration, are pre-
sented in Figures 3–6 respectively. The velocity contour described the velocity distribution
of the air traveling across the battery pack and indicated how the air could reach every spot
inside the battery pack. The temperature contour showed the temperature distribution
inside the battery pack after being cooled by the air.

  
(a) (b) 

Figure 3. The contour of (a) velocity and (b) temperature of 1 inlet model.

  
(a) (b) 

 

Figure 4. The contour of (a) velocity and (b) temperature of 2 inlet model.
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(a) (b) 

  

Figure 5. The contour of (a) velocity and (b) temperature of 3 inlet model.

  
(a) (b) 

  

Figure 6. The contour of (a) velocity and (b) temperature of 4 inlet model.

The air entered the battery pack through the inlet on the left side and exited through
the outlet on the right side while taking the heat generated by the batteries in the process.
The arrows on the left side of the figure indicate the number and locations of the inlet
and the airflow direction. The air velocity had its maximum value around the inlet as the
nearest area to the cooling fan. It gradually decreased as it reached the outlet due to the
decreasing kinetic energy. On the contrary, the battery temperature was at the minimum
value around the inlet and gradually increased as it got further. This happened because the
convective heat transfer decreased due to the rising temperature of the air as it traveled
through the battery pack while taking the heat from the batteries. This phenomenon led to
the temperature difference that resulted in different charging/discharging rates between
battery cells, causing a heavy workload for BMS. Excessive workload caused inefficient
equalization, especially for BMS with an active balancing method, leading to non-optimal
power generation and reducing the batteries’ lifespan faster. Ideally, the simulation result
needs to be validated with an experiment, but obtaining velocity and temperature contour
from an experiment might be challenging. However, the current simulation result was
sufficient to show the temperature distribution, which represents the performance from
each configuration.

The overall velocity and temperature results were represented by their average value.
The average value of air velocity and batteries temperature from each configuration are
plotted in Figure 7. The results generated showed that air velocity increased while the
temperature decreased with the increasing number of inlets. The increase in the number of
inlets meant an increase in the number of cooling fans. This led to more power pushing
the air from the inlet to the outlet, resulting in higher air velocity and more air particles
transferring the heat from the batteries. This condition, in turn, caused a lower temperature
as the number of inlets increased. The lowest average temperature of 36.4 ◦C was achieved
by the four inlets configuration; however, the maximum battery temperature was still
42.2 ◦C, which is higher than the maximum optimal temperature range of 40 ◦C. Therefore,
an additional optimization strategy was needed for the air-cooled BTMS to meet the optimal
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temperature requirement. In the next section, we varied the inlet air temperature and the
number of inlets to obtain the optimum cooling strategy.
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Figure 7. The average values of velocity and temperature vs. the number of inlets.

3.2. Optimization of Battery Packing Design

In addition to the number of inlets, the inlet air temperature was varied to 20, 25,
and 30 ◦C to find the optimum temperature distribution inside the battery pack. Before
entering the battery pack, the inlet air temperature was the conditioning of air temperature
from its ambient temperature. The simulation is meant to model the battery operation in
a tropical region, with no winter and summer, and where a temperature drop is unlikely
to happen. Therefore, the ambient temperature does not change drastically throughout
the year and can be considered a constant. We set the ambient temperature at 30 ◦C as it
was the average temperature for the tropical region. Therefore, the inlet air temperature of
20 ◦C and 25 ◦C was obtained by cooling the ambient temperature. The number of inlet
and inlet air temperature were fundamental factors that affected the BTMS performance,
which was also simple and easy to manufacture once the design was optimized.

The simulation results of varying the inlet air temperature to each inlet configuration
are presented in Figure 8 as a plot of temperature difference to the average temperature.
It was fair to use average temperature as the representative parameter because one of
the main objectives of the optimization was to obtain the lowest temperature difference
that was still located within the optimal temperature range. The horizontal shaded area
represents the optimal operating temperature, while the vertical one represents the optimal
temperature difference for the lithium-ion battery, and the intersection between the two
areas represents the optimal criteria for an optimized cooling strategy. From Figure 8, it can
also be seen that for constant inlet air temperature, the temperature difference decreases as
the number of inlets increases. The temperature difference was significantly affected by the
number of inlets because higher inlet numbers had a wider inlet area that made it easier
for air to reach every spot inside the battery pack.
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Figure 8. Temperature distribution of LBM model.

Meanwhile, the average temperature was affected by the inlet air temperature more
than by the inlet number. This gave the idea of adjusting the inlet number and air tem-
perature parameters to achieve any desired performance. The best airflow configuration
was the four inlets configuration with 25 ◦C air inlet temperature. This configuration
gave the lowest average temperature and the temperature differences that were still in
the optimum range compared to all other configurations. However, using four cooling
fans meant that the configuration cost more power to operate while potentially being over
capacity. It is unjustified to have a high-performance BTMS that consumes a large amount
of power since the objective of BTMS is to optimize the power generation for the vehicle
operation. Therefore, the power required for each cooling fan and the inlet air temperature
should also be considered to obtain the most energy-efficient cooling strategy giving the
best performance.

The required power was calculated as the sum of the power required for operating
the cooling fans and generating the sensible heat. The sensible heat represented the power
needed to obtain the inlet air temperature of 20 ◦C and 25 ◦C by cooling the air from its
ambient temperature of 30 ◦C before entering the battery pack. The sensible heat and the
power required were calculated from Equations (5) and (6), respectively.

Hs = Cp × ρ × ∀ × dT (5)

P = n × Pf + Hs (6)

where Hs is the sensible heat (kW), Cp is the specific heat of air (1.006 kJ/kg·◦C), ρ is the
density of air (1.202 kg/m3), ∀ is air volume flow (m3/s), dT is the temperature difference
(◦C), P is the power required (W), n is the number of cooling fans, and Pf is the cooling fan
rated power (W).

The power required and the resulting temperature of all cooling strategies are plotted
in Figure 9. Each strategy is represented by a marker that indicates its required power in x
axis, and average temperature in y axis. The marker shape represents the inlet number of
one, two, three, and four inlets by triangle, square, diamond, and circle, respectively. The
color represents the inlet air temperature of 20 ◦C, 25 ◦C, and 30 ◦C by blue, green, and red,
respectively. The dashed vertical line extending from the top and bottom of the markers
represent the temperature range of the battery cells resulting in each corresponding config-
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uration. The green shaded area represents the area of optimal operational temperature for
the lithium-ion battery.
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Figure 9. Temperature versus required power.

The optimal cooling strategy has the lowest median temperature and minimum
temperature difference that meets the optimal temperature condition while having the
least power required. Therefore, the optimal cooling strategy in Figure 9 is represented
by the closest marker to the objective point (0 W, 25 ◦C), whose marker and dashed line
are located inside the green shaded area. The optimization utilized the Qhull algorithm
to find the nearest marker to the objective point. As a result, it was found that the three
inlets configuration with the inlet air temperature of 25 ◦C was the best cooling strategy in
terms of performance and power consumption and was chosen as the optimized cooling
strategy for air-cooled BTMS. The configuration gave a mean temperature of 33.1 ◦C,
which met the optimal temperature condition for a lithium-ion battery. However, the
maximum temperature difference in this configuration was 14.9 ◦C, which did not meet the
requirement. In fact, the temperature differences in all simulated configurations did not
meet the requirement. This is the challenge of air-cooling applications for a battery pack.

Compared to the available BTMSs, the optimized design from this study has several
advantages. Firstly, the optimized cooling strategy is low cost and easy to manufacture
since there are no complex parts needed and it only consists of a few parts. In addition,
the optimized design can meet the optimal temperature condition for a lithium-ion battery
with low power consumption compared to other cooling methods such as water cooling,
heat pipe, and PCMs. Therefore, the three inlets configuration with the inlet air temperature
of 25 ◦C can be proposed as a standard design for a battery pack air-cooling system. For
future work, when the simplicity is not the main objective, employing variable cooling
fan speed might improve the performance while increase the system complexity for the
additional control system. This study only discusses the optimization from the temper-
ature distribution perspective. Therefore, further research is required to evaluate other
important aspects, such as structural strength and water protection, to complement the
design optimization of the battery pack air-cooling system.
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4. Conclusions

The effect of the number of inlets and the inlet air temperature on air-cooled BTMS
performance was studied using a LBM-based CFD simulation. To find the optimum cooling
strategy, the power required to operate the configuration was also considered. In the end, an
optimized cooling strategy for an air-cooled BTMS consisting of three inlets configuration
with an inlet air temperature of 25 ◦C is recommended to achieve optimum performance
in terms of temperature distribution and power consumption. The configuration gave
the average temperature of 33.1 ◦C and the maximum temperature difference of 14.9 ◦C.
Although the temperature difference is wider than the requirement of 5 ◦C, the chosen
cooling strategy kept all the batteries inside the range of optimum operating temperature.
Therefore, the optimized design can be proposed as a standard for a battery packing cooling
system. For future work, an investigation on the effect of employing variable speed for
cooling fans and a study for structural strength and water protection for the air-cooling
systems are recommended.
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Abstract: This paper concerns the start-up process of a hydrostatic transmission with a fixed dis-
placement pump, with particular emphasis on dynamic surplus pressure. A numerically controlled
transmission using a proportional directional valve was analysed by simulation and experimental
verification. The transmission is controlled by the throttle method, and the variable resistance is the
throttling gap of the proportional spool valve. A mathematical description of the gear start-up pro-
cess was obtained using a lumped-parameters model based on ordinary differential equations. The
proportional spool valve was described using a modified model, which significantly improved the
performance of the model in the closed-loop control process. After assuming the initial conditions and
parameterization of the equation coefficients, a simulation of the transition start-up was performed
in the MATLAB–Simulink environment. Simulations and experimental studies were carried out for
control signals of various shapes and for various feedback from the hydraulic system. The pressure
at the pump discharge port and the inlet port of the hydraulic motor, as well as the rotational speed
of the hydraulic motor, were analysed in detail as functions of time. In the experimental verification,
complete measuring lines for pressure, speed of the hydraulic motor, flow rate, and temperature of
the working liquid were used.

Keywords: hydrostatic transmission; hydrostatic transmission start up; hydraulic drive

1. Introduction

In the case of heavy working machinery, some actuators often require low rotational
speed values, ranging from a few to tens of rotations per minute. A crane rotation mecha-
nism is an example of such equipment.

Hydrostatic drive units for low rotational speed movement can be constructed using
two methods: with a high-speed hydraulic motor combined with an additional mechan-
ical transmission, or with a low-speed motor coupled directly to the driven mechanism.
In practice, however, a solution based on a hydrostatic transmission with a high-speed
motor and mechanical transmission is used, as this is the only solution that can be applied
in the case of a crane rotation mechanism [1]. This results from the need to comply with
industry-specific legal regulations, which require using a mechanical brake to securely
block the rotation mechanism in the event of external forces (wind, sloping ground within
admissible limits, etc.). When a direct drive with a low-speed motor is used, the dimensions
of the mechanical brake are quite large, particularly in the case of high load values.

The designer of the drive unit, apart from basic parameters, such as output power,
speed range of the driven element, efficiency [2], etc., has to ensure specific dynamic
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characteristics corresponding to the nature of the designed machinery [3]. In some cases,
dynamic surplus is not allowed; for example, in the case of CNC machining tools, where
the tool must be positioned right next to the machined surface without overshoot of the
tool position.

Furthermore, the requirements applicable to machinery in dynamic states are con-
stantly increasing. Modern machine and equipment evaluation criteria have recently been
expanded to include vibration- and noise-level criteria, especially for hydrostatic drive
machines [4]. Apart from their well-known advantages, hydrostatic drive units have a
significant drawback—they generate relatively high noise emission levels, a factor which
can disqualify this type of drive by causing them to exceed the standard noise emission
levels (which are being gradually reduced), determined by ergonomic considerations [5–8].
It also means the necessity to reduce the risk of cavitation in hydrostatic systems [9] and the
need for its proper modelling. However, limiting the maximum pressure during start-up
will result in a reduction in the global noise emission level generated by the transmission
in a transient state [10]. On the other hand, reducing the time during which the maxi-
mum pressure is generated will result in shortening of the time of the maximum noise
levels of the unit during the start-up of the transmission. For a number of years, there
has been an increasing tendency to reduce energy losses in mechanical systems, including
hydraulic ones [11]. An increase in the efficiency of hydraulic systems can be achieved
through control and adjustment of the hydraulic elements (valves, pumps, receivers), the
use of systems featuring energy recuperation or hybrid systems, and reduction in dynamic
loads [12]. Specific solutions make it possible to increase the efficiency of hydrostatic
systems by several tens of percent. In the case of systems offering energy recuperation, the
consumption of energy can be reduced by approx. 30% [13]. In hydrostatic systems, this
can be achieved in a number of ways, depending on whether the system features fixed or
variable displacement pumps. In systems with fixed displacement pumps controlled by
throttle methods, the predominant approach is to limit the operation of the safety valve
(where serial throttle control is used). The introduction of proportionally controlled valves
(a proportional relief valve or a proportional spool valve) can also result in a reduction in
energy consumption by the hydrostatic system, particularly in a transient state [14,15].

Additionally, dynamic surpluses (pressure and speed) occurring within the system
contribute to excessive wear of the system elements and reduce the uptime [16].

Hydrostatic Transmission Control Methods

There are two basic methods for controlling a hydrostatic transmission in a hydrostatic
drive unit: a throttle method and a volumetric method [17]. The throttle method involves
an intentional modification of the flow resistance value (e.g., via an adjustable throttle
valve) to regulate the value of the usable flow supply to the receiver. There are two types of
control methods depending on the positioning of the adjustable throttle valve relative to
the receiver—serial or parallel. In practice, the variable throttling gap is often obtained on
the gaps of the spool–sleeve couple of the proportional spool valve. In the serial throttle
control method, the use of a proportional valve for the purpose of throttling the usable
flow supply to the receiver is justified by the fact that this solution enables changing the
direction of the movement of the hydraulic receiver, among other factors. The continuous
volumetric control method involves using a variable displacement pump and/or receiver.

This paper analyses a drive unit based on an M2C 1613 high-speed, hydraulic gear mo-
tor and an OH-500 three-stage planetary gear with a total gear ratio of i = 69.7. The paper
investigates the impact of the parameters of the control signal for the proportional spool
valve on the waveforms of the pressure and speed of the transmission, with a particular
emphasis on the transient state during start-up. The transmission start-up process was
examined according to the serial throttle control method. Additionally, a system featur-
ing feedback from the speed of the hydrostatic motor and a PI numerical control system
was analysed.
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In the research on the control of hydraulic systems using proportional spool valve,
many approaches can be found on how to model the opening characteristics of a hydraulic
distributor. Very often, a linear or quadratic relationship between the spool displacement
and the flow rate at a given differential pressure is adopted [18,19]. These methods often
give satisfactory results for basic analysis of control systems that rarely operate at small
valve openings. Unfortunately, when analysing closed-loop control systems, this approach
can produce simulation results that differ significantly from experiment, which makes a
proper machine control design process difficult.

Another method found in the literature is a very detailed modelling of the spool
shape, which allows one to determine the cross-section of the orifice responsible for the
flow [20]. This approach gives significantly better results than those of assuming a linear
relationship; however, it does not take into account the phenomena associated with flow
through a variable orifice. Additionally, such a spool modelling process requires one
to obtain detailed documentation from the valve manufacturer, or the disassembly and
detailed measurement of the spool and sleeve.

In this paper, a different method of spool modelling is presented, which does not
require any additional documentation of the valve beyond the opening characteristic curve
typically provided by the manufacturer.

It was assumed that the characteristic curve can be approximated with sufficient
accuracy by a polynomial equation. A similar approach was presented by the authors of pa-
per [21], but they did not present the implementation of this solution in the control system.

Figure 1 shows a diagram of a serial throttle control system for a hydrostatic trans-
mission based on the use of a proportional valve, while Figure 2 shows schematics of the
analysed control systems.

 
Figure 1. Diagram of the hydraulic system of a hydrostatic transmission with serial throttle control.
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Figure 2. Diagrams of investigated control systems: (a) open-loop system; (b) closed-loop system.

2. Mathematical Model for the Serial Throttle Control Method

A mathematical description of the start-up of a hydrostatic transmission with serial
throttle control using a proportional valve was obtained based on a set of ordinary differen-
tial equations (a model with focused parameters). One of the equations for the model is the
flow continuity equation at particular points of the hydraulic circuit, and the other is the
equation of the equilibrium of torque values on the shaft of the hydrostatic motor [22].

In order to solve this set of equations, it is also necessary to formulate the initial conditions.
In the presented mathematical model, the following simplifying conditions were

adopted (among others):

• The temperature of the medium, and consequently its viscosity, remains constant
throughout the simulation;

• The pressure has no effect on the viscosity of the medium;
• The compressibility of the medium and the deformability of the hydraulic elements

was reduced to the concentrated capacitance at particular points of the system;
• There is no air in the system;
• There is no backlash in the mechanical system;
• The load of the motor is focused on its shaft (inertia);
• There are no wave phenomena;
• There are no external leaks in the system;
• The speed of the electric motor driving the pump is constant and is independent of

the pump load;

The flow continuity equation can be formulated as follows:

Qpt = Qvp + Qcp + QRD + Qz (1)

The throttling valve flow rate is determined as follows:

QRD = Qs + Qvs + Qcs (2)

QRD = GRD
√

pp − ps − pd (3)

In a system with a proportional flow valve, it is usually assumed that there is a
linear dependency between the area of the surface through which the liquid flows and the
displacement of the spool. Unfortunately, this simplification does not work in simulations
of systems where even the slightest displacement of the spool is a significant factor.

In the model, it was assumed that the aforementioned relation is a polynomial func-
tion (4), whose degree and values of coefficients were selected based on the characteristics

218



Energies 2022, 15, 1860

listed in the catalogue specification provided by the manufacturer of the spool valve. The
result of model matching has been presented in Figure 3.

sm = A3s3 + A2s2 + A1s + A0 (4)

 

Figure 3. Opening characteristic curve of the spool valve from the data sheet with a fitted curve of
model based on Equation (4). Curves 1–5 correspond to different valve pressure differential, the red
dashed line is the fitted curve.

In the system with a proportional flow valve, it was assumed that the dynamics of the
proportional flow valve are characterised by the following first-order differential equation,
identical to the first-order inertial element:

sm · GRDmax = GRD + TRD
dGRD

dt
(5)

The flow through the hydraulic motor is described by the following equation:

Qs = qsωs (6)

The flow caused by the compressibility of the working medium [23] and the deforma-
tion of the elements of the system was assumed to be as follows:

• On the section from the pump to the proportional spool valve:

Qcp = cp
dpp

dt
(7)

• On the section from the proportional spool valve to the motor:

Qcs = cs
dps

dt
(8)

Losses caused by leakages in the pump and in the motor can be described linearly
with the following equations:

Qvp = avp pp (9)

Qvs = avs ps (10)

The pressure drop caused by the total loss of pressure resulting from viscous drag
values (Hagen–Poiseuille equation) as well as the turbulent flow (Bernoulli’s equation)
were modelled using the following relation:

pd =
8μLQRD

πR4 + ∑
j

ζ j
ρ

2

(
QRD

πR2

)2
(11)
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The equation of the flow through the safety valve can be presented in the following
form [24]:

Qz(t) =

{
hz
(

pp − p0
)− Tz

dQz
dt for pp > p0

0 − Tz
dQz
dt for pp ≤ p0

(12)

In the analysed case, the motor load torque consists of three components: the constant
one coming from static friction, the one coming from viscous friction in the motor and gear-
box, and the moment of inertia. The torque value equilibrium condition on the hydrostatic
motor shaft is described by the following relation:

qs ps = Mb + f ωs + Izr
dωs

dt
(13)

To solve the above equations, the following initial conditions were assumed (slightly
different from those found in the literature):

pp(0) = p0 +
Qpt

hz
(14)

ps(0) = 0 (15)

Qz(0) = Qpt − avp p0 (16)

ωs(0) = 0 (17)

The limit condition for the hydrostatic motor was defined as follows:

if qs ps ≤ Mb, then ωs = 0,
dωs

dt
= 0 (18)

Solving the above equations numerically requires their parametrization; this was car-
ried out based on the catalogue data and the information found in the literature. However,
the available literature does not specify the value of some of the coefficients for the equa-
tions; therefore, experiments were conducted in order to determine the friction coefficient
of the hydraulic motor and of the coupled planetary gear.

In hydrostatic drive units, damping is caused predominantly by internal leakage,
resistance related to the flow of the working medium, and friction forces caused by the
movement of the hydraulic motor and the driven mechanism. In the dynamic model of
hydrostatic transmission, leakages are taken into account in the flow balance equation,
while the resistance of the movement of the hydraulic motor and of the coupled mechanism
(independent of the speed in the case of Coulomb friction and linearly dependent on the
speed in the case of viscous friction) are described via the equation of the equilibrium of
the torque values acting on the shaft of the motor. The viscous friction coefficients of the
hydraulic motor and of the coupled planetary gear were determined by measuring the
resistance to idle running motion as a function of the angular velocity of the shaft of the
motor. The pressure differences, ps, in the connection pipes of the hydraulic motor were
taken as the measure of the aforesaid resistance values. Figure 4 shows the relation ps
as a function of the angular velocity, ωs, of idle running. As the graph of this function
shows, it is a linear relation, which—with accuracy sufficient for practical purposes—can
be approximated with a straight line, which confirms the assumption of viscous friction.
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Figure 4. Resistance to motion of the gear motor M2C1613 and of the coupled planetary gear OH-500
as a function of angular velocity, ωs, of idle running.

The findings presented here pertain to an M2C1613 gear motor coupled with an
OH-500 planetary gear. The planetary gear was filled with SAE 85W90 transmission oil,
whose temperature was kept within the range t1 = 25 − 28 ◦C during the measurements,
and the hydraulic motor was supplied with ISO-VG 46 hydraulic oil at a temperature of
t2 = 40 ◦C ± 2 ◦C.

Based on the presented measurement results, one can determine the value of the
viscous friction torque, and, in consequence, also the coefficient f of that friction, according
to the following equation:

f =
(ps − pc)qs

ωs
(19)

Considering the specific absorptivity of the motor (qs = 5.03× 10−6 [m 3 /rad]), the vis-
cous friction coefficient—determined based on the data presented in Figure 4, in accordance
with Equation (19)—was f = 6.3 × 10−2

[
N · m · s/rad2

]
.

Due to the specific nature of the rotational speed measurement, it was assumed in
the model that the speed measurement system can be described using a first-order inertial
element with the following transmittance:

Gn(s) =
1

Tns + 1
(20)

Once the equations of the mathematical model had been parametrized and the initial
conditions adopted, it was possible to solve the model numerically, and subsequently to
present in graphical form the pumping pressure of the pump, pp, the pressure on the motor,
ps, and the angular velocity of the motor’s shaft, ns, over time, for various waveforms of
the control signal, s, supplied to the coils of the proportional electromagnet, as described
by Equation (21) and presented in graphical form in Figure 5:

s =

{
s0 +

smax−s0
t0

t for 0 < t < t0

smax for t > t0,
(21)
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Figure 5. Waveform of the control signal, s, for the proportional valve.

The coefficient s0 was taken in such a form as to compensate for the idle stroke of
the spool of the proportional spool valve resulting from the stationary overlap, smax was
assumed to be the maximum value of the signal as specified in the specification sheet of
the spool valve, and t0 is the signal rise time from s0 to smax.

Figures 6–8 show the waveforms obtained by solving the mathematical models for,
respectively, the pressure in the discharge flange of the pump pp, the pressure at the inlet
port of the motor ps, and the rotational speed of the motor shaft ns.

Figure 6. Result of simulation of the waveform of pressure on the motor ps for various signal rise
times, t0.

Figure 7. Result of simulation of the waveform of rotational speed ns for various signal rise times, t0.
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Figure 8. Result of simulation of the waveform of pressure on the pump pp for various signal rise
times, t0.

The simulations were carried out for various values of the ramp time (edge rise time)
t0 = { 0.5 s, 1 s, 2.5 s, 5 s, 8 s, 10 s}.

For the obtained results, the following parameters enabling assessment of the transi-
tional state of the transmission were determined:

• Dynamic surplus pressure ps max as the maximum pressure recorded during the start-
up phase;

• Start-up time ts as the time after which the rotational speed reaches 95% of the set
value from the moment of supplying the control signal;

• Reaction time tr as the time after which the speed of the motor reaches 5% of the
set value;

• Energy Es generated by the pump during the start-up process (first 10 s).

Table 1 presents a comparison of the parameters of the control signal along with the
above-described values of the parameters for assessment of the transition state.

Table 1. Comparison of the control signal parameters and dynamic surplus pressure values at the
inlet port of the motor, and the transmission start-up duration and reaction time. Transmission
controlled with the serial throttle method without feedback.

t0 [s] ps max [MPa] ts [s] tr [s] Es [Wh]

0.5 9.29 3.00 0.48 5.58
1.0 8.63 3.12 0.58 5.62
2.5 6.99 3.61 0.81 5.76
5.0 5.23 4.60 1.13 6.08
8.0 4.03 5.91 1.44 6.54
10 3.53 6.87 1.65 6.87

Analysing the simulation results obtained for the open control system (Figures 6–8 and
Table 1), we can observe that for a signal rise time below t0 < 5 s the start-up time, ts, varies
in a small range. This is directly due to the performance of the system, specifically the large
moment of inertia and the maximum pressure set on the relief valve. Additionally, Table 1
shows the energy generated by the pump during start-up process. It can be observed that
increasing the rise time of the signal increases the energy used for start-up. This is due to
the fact that the pressure on the pump remains high for a longer period of time when the
signal rise time is increased.
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As the next step, the control system was equipped with a feedback loop from the an-
gular velocity on the shaft of the hydraulic motor of the tested transmission. The following
relation describes the transmittance of the PI controller used:

GPI(s) = KP

(
1 +

1
TIs

)
(22)

The linear rise from n0 = 0 rpm to the set value of nmax = 200 rpm was taken to be
the signal of the set value to the controller, and t0 = 10 s was taken to be the signal rise
time. The following is the mathematical description of the signal of the set value:

nr =

{
n0 +

nmax−n0
t0

t for 0 < t < t0

nmax for t > t0,
(23)

A series of simulations for various values of parameters of the PI controller was
conducted for the assumed control signal. To assess the state of adjustment, apart from the
above-mentioned parameters, two additional parameters were introduced:

• Overshoot parameter described by the following relation:

κn =
max{n}

nmax
(24)

• Steady-state error for the ramp input measured at the end of the ramp signal:

er = nr − ns (25)

Table 2 presents a comparison of the parameters of the PI controller for which the simu-
lation results are presented, as well as the determined values of the assessment parameters.

Table 2. Comparison of the parameters of the PI controller and the obtained values of the dynamic
surplus pressure on the motor, the start-up time, the reaction time, and the overshoot.

KP TI ps max [MPa] ts [s] tr [s] κn [%] er [rpm]

0.020 0.50 2.70 9.72 1.49 102.7 4.4
0.020 0.75 2.34 9.84 1.63 101.8 6.4
0.020 1.00 2.15 9.94 1.73 100.9 8.8
0.015 0.50 2.51 9.79 1.70 102.7 5.7
0.015 0.75 2.19 9.94 1.87 101.6 8.6
0.015 1.00 2.03 10.09 2.00 100.5 11.5
0.010 0.50 2.28 9.93 2.05 102.6 8.5
0.010 0.75 2.04 10.16 2.28 101.2 12.9
0.010 1.00 1.91 10.39 2.45 - 17.4

The diagrams in Figures 9 and 10 illustrate the significant impact of the control and
adjustment parameters on the waveforms of the pressure on the pump and on the motor,
as well as the speed on the hydrostatic motor shaft.

Figures 11 and 12 show simulation results for different moments of inertia of the
system in the range I = 0.5 − 2.5Izr. The presented model corresponds to other rotating
systems of machines in which the moment of inertia changes significantly by changing the
value and position of the load. In addition, the changes of the static load are insignificant,
so it is assumed in the simulation that they are constant.

224



Energies 2022, 15, 1860

Figure 9. Result of simulation of the waveform of rotational speed, ns, for various parameters of the
PI controller.

Figure 10. Result of simulation of the waveform of pressure on the motor ps for various parameters
of the PI controller.

Figure 11. Result of simulation of the waveform of rotational speed, ns, for various moments of
inertia of the system (KP = 0.015, TI = 0.75 s).
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Figure 12. Result of simulation of the waveform of pressure on the motor ps for various moments of
inertia of the system (KP = 0.015, TI = 0.75 s).

3. Experimental Verification of the Mathematical Model

Experimental studies were conducted to verify the mathematical model, the assumed
values of the parameters, and the assumptions. The experimental studies also made it
possible to determine the relation between the shape (parameters) of the control signal for
the proportional spool valve and the dynamic surplus pressure (at the inlet port of the
motor) and the speed on the shaft of the motor. Additionally, the duration of the start-up
process was analysed for various waveforms of the control signal for the proportional
spool valve.

Figure 13 shows the test stand that was used to verify the model. The hydraulic power
source is based on an axial variable displacement piston pump (flow was set to 14 L/min).
The system is protected by a direct operating relief valve (nominal flow 25 L/min). A direct
proportional spool valve (nominal flow 16 L/min) with spool position feedback was used
to control the gear motor (size 32 cm3/rev). The control signal was generated using a
multifunction DAQ device with analogue I/O (NI USB-6001) connected to a PC with dedi-
cated LabVIEW-based software. The measurement system was based on a 16-bit recorder
(Hydrotechnik Multi System 8050) and piezoresistive pressure transducers (Hydrotechnik
HySense PR100). The speed was measured using a tachometer (PZO E2/CPPB4).

Figure 13. The hydrostatic transmission test stand: 1—planetary gear; 2—coupling housing; 3—
hydraulic gear motor; 4—hydraulic power source.
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Figures 14–16 show the waveforms obtained during the start-up of the transmission
controlled by the serial throttle method with a proportional spool valve.

Figure 14. Measurement and result of simulation of the waveform of pressure on the motor ps for the
control signal rise time t0 = 1 s.

Figure 15. Measurement and result of simulation of the waveform of rotational speed on the motor,
ns, for the control signal rise time t0 = 1 s.

Figure 16. Measurement and result of simulation of the waveform of pressure on the pump pp for
the control signal rise time t0 = 1 s.
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In Figure 14, for the simulation time t = 0, the difference in pressure between the
experiment and the result of simulation can be noticed. This difference is caused by the
residual pressure remaining in the line from directional spool valve to the motor.

Figure 17 presents the result of two simulations compared with the experimental
run. The simulation labelled “sim.” is the result of the simulation including the opening
characteristic fit (Equation (4)). In addition, the simulation labelled “sim.*” is shown, which
assumes a linear dependence of flow on slider displacement (s = sm), as in [18]. In the
first control phase, a significant difference between the responses of different modelling
approaches can be observed, which has a significant impact on the evaluation of the
control dynamics.

Figure 17. Measurement and result of simulation of the waveform of speed on the motor ns for the
control system (KP = 0.02, TI = 0.5 s). Waveforms labelled “sim.” and “sim.*” shows the difference
between simulation results with and without the modified spool valve model (Equation (4)).

The experimental verification studies demonstrate that the simulations satisfactorily
model the actual transmission. This enables further work intended to optimise the pa-
rameters and the waveform of the control signal, which will result in a reduction in the
dynamic surplus of the selected parameter (e.g., pressure at the inlet port of the motor)
while maintaining control of the duration of the transitional process.

4. Conclusions

The paper describes the start-up process of a hydrostatic transmission controlled with
a serial throttle. Additionally, it includes analyses of a transmission installed in a system
equipped with a PI regulator controller. Based on the resulting waveforms over time,
it can be concluded that during the start-up phase of an open-loop-controlled transmission
with the serial throttle method, the positive-displacement pump operates under high load
regardless of the ramp time of the proportional spool valve control signal. The pump
high load time is correlated with the start-up time and the pressure waveform on the
motor. However, the high load time of the pump can be reduced by suitably adjusting
the parameters of the control signal supplied to the coils of the proportional spool valve.
It was demonstrated that the maximum pressure value at the inlet port of the hydraulic
motor during its start-up can be modified by adjusting the shape of the proportional spool
valve control signal. In this way, it is also possible to reduce the noise generated by the
transmission during start-up [25,26]. Therefore, reduction in the maximum pressure is an
effective method for reducing the noise emission levels of a hydrostatic transmission in both
transient and steady states. By adjusting start-up parameters (the control signal waveform),
it is possible to regulate the maximum pressure value, the start-up time, and the reaction
time. The start-up process can be also modified by selecting the shape of the spool of the
proportional spool valve (e.g., symmetrical, asymmetrical) or by adjusting the stationary
overlap and operational overlap, but these methods are not analysed in this paper. These
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methods also result in reduction in the load of the elements of the transmission, which
extends its operational life.

The method of modelling the hydraulic system presented in this paper, in particular
the method of modelling the opening characteristics of the proportional spool valve, allows
improving the simulation results obtained. The detailed construction of the model and
conducting simulations enable initial adjustment and analysis of the control or regulation
parameters prior to their application on the target machine. This is extremely important
because it reduces the risk of errors during the prototype start-up phase, and therefore it
reduces the time and costs of prototyping.

The presented detailed model for the start-up of the hydrostatic transmission equipped
with a proportional valve can be used for the purpose of optimising the start-up process in
terms of the execution of the objective function for the following parameters: dynamic sur-
plus of a selected value, start-up time, reaction time, or the energy efficiency of the system.
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Nomenclature

avp pump leakage coefficient [m 3 /Pa·s]
avs motor leakage coefficient [m 3 /Pa·s]
A0, A1, A2, A3

coefficients of the polynomial function describing
the opening of the spool valve [−]

cp
capacitance of the liquid and of the pipes on the section
from the pump to the proportional spool valve [m 3 /Pa]

cs
capacitance of the liquid and of the pipes on the section
from the proportional spool valve to the motor [m 3 /Pa]

er steady-state error to ramp input [rpm]
Es energy generated by the pump during the first 10 s [Wh]
f viscous friction coefficient [N·m·s/rad 2

]
Gn transmittance of the rotational speed measuring system
GPI PI controller transmittance
GRD conductivity of the spool valve

[
m3/s

√
Pa

]
GRDmax maximum conductivity of the spool valve

[
m3/s

√
Pa

]
hz amplification factor of the relief valve [m 3/Pa · s]
i gear ratio of the planetary gear [−]
j summation index [−]
s0 minimum value of the control signal [−]
smax maximum value of the control signal [−]
Izr reduced mass moment of inertia of rotational masses

[
kg · m2]

KP proportional gain of the PI controller [−]
Mb braking torque on the shaft of the hydrostatic motor [N·m]
L total length of the pipes between the pump and the motor [m]
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n rotational speed of the hydrostatic motor [rpm]
n0 initial rotational speed in the controlled system [rpm]
nmax target rotational speed in the controlled system [rpm]
nr current rotational speed set point in the controlled system [rpm]
ns rotational speed on the shaft of the hydrostatic motor [rpm]
p0 opening pressure of the relief valve [Pa]
pd total pressure drop resulting from flow rate losses [Pa]
pp pressure on the pump [Pa]
ps pressure on the hydraulic motor [Pa]
ps max dynamic surplus pressure on the motor [Pa]

pc
pressure at the hydraulic motor corresponding to
static resistance values (for ω ≈ 0) [Pa]

R inner radius of the hydraulic pipes [m]
s control signal [−]
sm modified control signal [−]
t simulation time (step) [s]
t0 control signal edge rise time [s]
t1 oil temperature in the planetary gear [◦C]
t2 oil temperature in the hydraulic system [◦C]
tr transmission reaction time [s]
ts transmission start-up time [s]
TI time constant of the integrating element of the PI controller [s]
Tn time constant of the system for measuring the rotational speed [s]
TRD time constant of the spool valve [s]
TZ time constant of the relief valve [s]
qs displacement of the hydraulic motor [m 3 /rad]
Qpt theoretical pump output flow [m 3 /s]
Qvp flow value resulting from losses in the pump [m 3 /s]
QZ flow through the relief valve [m 3 /s]
QRD flow through the proportional valve [m 3 /s]

Qcp
flow caused by compressibility in volume
between the pump and the spool valve [m 3 /s]

Qcs
flow caused by the compressibility in volume
between the proportional spool valve and the hydraulic motor [m 3 /s]

Qs flow towards the hydraulic motor [m 3 /s]
Qvs flow value resulting from losses in the hydraulic motor [m 3 /s]
ζ coefficient of pressure losses caused by turbulent flow [−]
κn speed overshoot in a PI controlled system [%]

μ dynamic viscosity of the working medium [N · s/m2
]

ρ density of the working medium [kg/m 3
]

ωs angular velocity of the hydrostatic motor [rad/s]
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