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Abstract: Blockchain technology continues to grow and extend into more areas with great success,
which highlights the importance of studying the fields that have been, and have yet to be, fundamen-
tally changed by its entrance. In particular, blockchain technology has been shown to be increasingly
relevant in the field of transportation systems. More studies continue to be conducted relating to both
fields of study and their integration. It is anticipated that their existing relationships will be greatly
improved in the near future, as more research is conducted and applications are better understood.
Because blockchain technology is still relatively new as compared to older, more well-used methods,
many of its future capabilities are still very much unknown. However, before they can be discovered,
we need to fully understand past and current developments, as well as expert observations, in apply-
ing blockchain technology to the autonomous vehicle field. From an understanding and discussion
of the current and potential future capabilities of blockchain technology, as provided through this
survey, advancements can be made to create solutions to problems that are inherent in autonomous
vehicle systems today. The focus of this paper is mainly on the potential applications of blockchain
in the future of transportation systems to be integrated with connected and autonomous vehicles
(CAVs) to provide a broad overview on the current related literature and research studies in this field.

Keywords: blockchain; security; privacy; financial transactions; transportation systems;
autonomous vehicles

1. Introduction

Despite being widely anticipated and celebrated by many today, the field of connected
and autonomous vehicles (CAVs) has also faced scathing criticism, disadvantage analysis,
and distrust from wary organizations and people [1–7]. Security, safety, and privacy
concerns have all been brought up and, as a result, there is a great deal of uncertainty
surrounding just how beneficial CAVs can truly be to our society and overall health.
A major force in this skepticism is that CAVs systems rely on online networks and, as
connected devices, they may be susceptible to numerous software and hardware faults that
can be exposed and exploited by attackers [8–11]. Attackers are known for using any means
possible to compromise user data, overwhelm networks, and potentially cause dangerous
situations for users. In the case of AVs, any form of lax security and safety measures can
prove to be fatal due to the inherent hazards that are involved in driving and managing
past and present location-sensitive information of users [12,13].

A centralized system is viewed by many to be incredibly ineffective, as well as dan-
gerous, due to the constantly changing nature and wide-scale data management required
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in CAV operations [14]. Retrieving data in a timely manner is an absolute necessity in
ensuring prompt response time, which may be difficult in the case of a single central system
managing all user data. Another concern with this setup is the potential for attackers to
take advantage of the single failure point for all CAVs by overwhelming the centralized
system with requests or manipulating certain user data, at which point they would be able
to potentially devastate the entire CAV network [15].

Over time, inherent flaws in totally centralized networks led to the search for alter-
native models, such as those that are depicted in Figure 1. The proposed model relies on
a variety of interconnections between users and other entities instead of using a single,
central node. Among the many possibilities, the most promising one was blockchain,
proposed by a person or group of people using the name Satoshi Nakamoto in 2008 [16].
Blockchain has the potential to realize a large system, with its size being supported by a
variety of peers, equipped with measures to validate, begin, and end transactions through
its consensus and validation protocols. No longer restricted to the performance and security
challenges of centralized network, blockchain provides all the same necessary features that
are present in centralized networks, but, under a high throughput, scalable peer-to-peer
based architecture. Despite its creation being fueled primarily by a desire to allow bitcoin
technology to function, it has gained a lot of traction with researchers and the public in a
wide variety of fields due to its benefits in providing secure, reliable transactions without
the use of a single central entity in managing them.

As of now, the blockchain solution has already been incorporated across varying areas
of study with great success, which has led many to wonder whether it can be applied
similarly to other emerging fields [8]. Among these fields, the applications of blockchain in
CAVs have been extensively studied [12–14]. Through these studies, a wide spectrum of
methods have been proposed on how blockchain can be incorporated to add and expand
on existing CAV functionality, coupled with a number of tests indicating the feasibility of
implementations [17,18].

While not designed with a CAV system use in mind, blockchain has proven itself
to have a number of benefits that could be successfully carried over to CAVs [19]. Its
application could lend itself to use in enhancing the security of CAVs as well as improving
the privacy of the users [20], increasing passengers’ safety, and maintaining records on
vehicle actions in the case of accidents to provide more accurate information for insurance
and compensation purposes, as has been noted by a variety of researchers [21], allowing
financial transactions to occur directly between a vehicle and a user or other device without
the involvement of unnecessary parties [22,23], and providing CAVs with the ability to
interact with other devices to offer additional relevant services to users. With its high level
of use in various industries and noted security and operation-based benefits, its integration
into CAVs could completely eliminate former concerns and provide a framework for
entirely new capabilities.

Current blockchain faults in terms of energy and resource consumption, as well as
financial cost and increased delay, when several users that are connected to a network have
caused some researchers to view it as too inherently flawed to scale to such a large and
time-sensitive system, but such concerns may soon prove to be unfounded. Blockchain
is, when compared to a variety of other technologies today, relatively new, which means
that there is still plenty of ability for improvement. In addition, there have been several
proposals on how to resolve such issues, including the use of more lightweight approaches,
coupled with the revision of the current Proof of Work algorithm that is responsible for
many of the issues discussed [24,25]. With more time to study and improve on blockchain
and the algorithms that it tends to use, it will likely prove to be fully capable to support
the decentralized network discussed, with its production cost lowering in turn due to an
increase in blockchain understanding between companies and develop.

The stride to achieve a safe and secure ecosystem where all-inclusive CAVs operate
without a human input has been aligned with our motivation to demonstrate the potential
benefits of leveraging blockchain to address the previous transportation-related threats.
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Because the current literature is lacking a comprehensive study on the application of
blockchain in operation and security of Transportation Systems, this paper surveys the most
recent studies in this domain. In this survey, we briefly describe the structure of blockchain
as well as highlighting the advantages of utilizing blockchain in CAVs. Furthermore, we
thoroughly demonstrate how blockchain can be, and has already been, applied to CAV
technology. More specifically, this study aims to discuss the following concerns relating
to CAVs:

• The importance of future CAV applications in our day-to-day convenience, safety,
security, and growth is illustrated.

• The current obstacles that hinder the public acceptance and development of CAVs,
like safety, security, and speed concerns, are discussed.

• The common applications and attributes of blockchain technology and how they have
been used for numerous projects in the past are included.

• The benefits for the implementation of blockchain technology in the transportation
system’s development are presented.

The remainder of this article is organized, as follows: Section 2 of the paper discusses
the basic background information surrounding the history of blockchain and how it func-
tions, Section 3 elaborates on how common blockchain applications and features could
benefit CAVs if implemented effectively. Section 4 describes the application of Blockchain
in collective decision. Section 5 presents the future research direction and challenges.
Section 6 serves as the conclusion.

Figure 1. The different types of networks. Centralized networks have a central node that provides
connection capabilities for the entire network. Decentralized networks have multiple connection
paths between nodes, but some nodes can still lose connection with the network. Distributed
networks have several communication paths between nodes, which drastically reduces the probability
of a node disconnecting. Centralized is the most common, but decentralized and distributed are
increasing in popularity.

2. Background

Before discussing specific blockchain applications, we need to briefly explain the
terminologies, concepts, and algorithms that construct the blockchain methodology.

2.1. Ledger

The blockchain is best described as a distributed ledger, maintaining information
regarding the transactions carried out and providing its services to all blockchain users.
Under this system, every party maintains its own ledger copy, which allows them to check
any past or present transaction record sent to them for security and validity. The network
bundles transactions into blocks to facilitate the distribution of data across the nodes. Those
blocks are then checked for authenticity and appended to the chain.

2.2. Block

A block is comprised of a number of different data-bearing segments, with each being
necessary for upholding transactions. In the most general view, a block is composed of
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its header and its body. Its header contains important information regarding the specifics
of the version, hash, and other relevant protocol details for the validation, while its body
includes the actual transaction taking place, as well as its counters. One block can contain
multiple transactions, with the total number of transactions being dependent on its size.

2.3. Proof-of-Work (PoW) and Hashes

Each block connects to the previous block by using hashes, as shown in Figure 2. Each
hash is a set value, which is computed by assessing block contents and used to detect
errors. As an extra mechanism to detect the alteration of previous blocks in the chain, the
hash value of the prior block is included. Any entity that wants to send a block over the
network needs first to compute an algorithm we will call a puzzle, Power-of-Work (PoW),
and then send the solution to the network for approval. This requirement accomplishes
two key goals: stopping attackers from generating and sending incorrect transaction data
to the ledger and similarly limiting the number of concurrent transactions that a ledger can
receive to prevent it from being overloaded.

Figure 2. A diagram showing connections between blocks in blockchain technology, providing these
connections through hashes.

2.4. Scalability

Scalability is one of the most highly desired features for any system that expects to
expand over time or needs to be able to remain stable in the face of targeted attacks on its
infrastructure as a whole. Centralized networks, while simple to set up and understand, are
severely limited in this regard, since they rely on a single entity for all network operation,
which provides a clear target for attackers, as well as allowing for the potential overload of
the central node as more users join the network since these nodes do not come with their
own resources to manage increased network traffic. This is demonstrated in Figure 3.

Figure 3. In a centralized network, a small percentage of the nodes handle a bulk of the work. To
scale such a network, the primary nodes need to increase their ability to handle more traffic.
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However, with blockchains, when a user is added to a blockchain, like in Figure 4, they
come with their own set of resources. Besides the resource requirements, the complexity
and run time of the consensus algorithms running on the network should also scale (either
linearly or sublinearly) with the size of the network. This contribution of resources and the
scalability of the consensus algorithm allows for enhanced network operation, since users
will primarily take care of themselves and their own role in the chain, letting the blockchain
scale easily when new users are added without straining a central server. The peer-to-peer-
based architecture means that there is no single point in the network that is responsible for
all normal operation of other nodes, meaning that the system lacks a single failure point,
and is thus much more resilient. All of the nodes can rely on its interconnections between a
variety of other nodes instead of choosing just one, providing a backup for all users over a
network. This allows for the blockchain to retain overall connection and operation, even
when several nodes are compromised.

Figure 4. Scaling in a distributed network is simpler because new nodes contribute their
own resources.

2.5. Privacy, Anonymity, and Keys

Instead of associating transactions with a fully-fledged identity, as is the case in fully
centralized institutions, blockchain uses a pseudo-identifier. Commonly, this pseudo-
identifier is just a cryptographic key. All of the transactions that would typically need a
name, social security number, ID, and other associated information, now only require the
key. This increases both privacy and risk proportionally, since, now, if an entity loses its
key, it loses access to all of its information. Even worse, if a malicious party compromises
an entity’s key, it can then use that to either pretend to be the entity or access all the entities’
records, credentials, and resources.

The cryptographic key is based on the famous public-private key architecture. In
this architecture, a user generates two keys: the public key and private key. Private keys
they keep to themselves, while public keys are broadcasted over the network whenever
requested. In this system, private keys are used to encrypt the information, while public
keys are utilized to decrypt encrypted messages. This allows the identity of the user to
be easily verifiable. If the user encrypts a file and that file later comes into question, its
authenticity can be verified, since the system trusts that a user will keep their private
key secure.

2.6. Re-Purposing

Currently, the primary and most notable application of the blockchain protocol is
Bitcoin. For processing transactions, users, referred to as miners, gain a digital monetary
reward that is known as Bitcoin. As the number of miners on the network increase, the PoW
increases proportionally. The appeal of a decentralized financial system that is unregulated
by any government has led to its widespread popularity among the public.
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Although blockchain was designed with application to bitcoin alone in mind, it is
a very flexible system that can be applied to countless industries. Currently, blockchain
technology is used in healthcare, online transaction security, and several other fields.
Because blockchain is new, many researchers are eager to find new ways to apply this
quickly growing and changing technology to other systems and areas.

Table 1 briefly demonstrates how blockchain can overcome the challenges of central-
ized systems.

Table 1. Blockchain solutions for centralized system flaws.

Centralized Problems Blockchain Solutions

Requires Trusted Authority Trustless System

Scalability Issues System Scales with New Users

Information is Modifiable Immutable Blocks Using Hashes

Identities are not Anonymous Cryptographic Keys as
Pseudo-Identifiers

3. Blockchain and Transportation

One of the main reasons CAV technology has not been fully embraced is an underlying
safety concern. However, at the same time, many would agree that the most dangerous
and unstable elements of transportation are the human drivers [26]. While not yet perfect,
CAVs have the potential to compensate for the shortcomings of humans and fully prevent
accidents. When discussing CAVs, there are several levels to consider: level 0, which
has no automation, level 1, which has certain automation when needed for certain very
specific and isolated functions, level 2, which has automation in the case of several different
communicating functions, level 3, which has significantly limited, but still functional, self-
driving capabilities that may require some user input, and level 4, which has the complete
ability to operate and drive by itself. In the end, it is expected and desired that level 4
CAVs will be developed, but, until then, the focus has been on enhancing the capabilities of
previous levels, with the exception of level 0. Several companies, including Google, Uber,
and Telsa, have recently made great strides in self-driving vehicles, and Tesla has recently
announced that its shared autonomy fleet will go live within 2020.

Despite an overall reduction in accidents, there have still been many noted driving
failures involving CAVs. Currently, CAVs are known to make incorrect decisions at times
for two reasons: (1) because the technology is far from perfect, as it is challenging to
meet the mandatory requirements, and (2) because the vehicles do not yet have enough
information to process to avoid certain incidents.

Though many of the factors that cause such flaws and potential areas of improve-
ment are well known, methods that outline how solutions can be implemented may not
be as clear. Some examples of well studied problems in CAV technology are ensuring
the abilities to both maintain and secure certain data, like physical and geographic loca-
tion of vehicles [27–30], allow sufficient operation space for vehicles and control traffic
flow [31–34], allowing and securing communication between vehicles and each other as
well as other network-connected devices [35–39], providing collision warning and evasion
techniques [40–44], providing security against attacks from malicious entities and faulty
software or hardware [45–49], and offering safe and reliable availability of updates when
needed [50]. The possibilities that are opened by CAV technology are too vast to be ignored,
with broad applications to various fields to improve operation and user convenience. As
noted, CAV technology lends itself to use in transport-based financial transactions, like
public transportation systems [51].

CAVs are still relatively new, which leads them to suffer from a number of flaws that
have lessened public support in the name of security and safety concerns for drivers and
pedestrians. However, while CAVs have yet to gain full public trust, blockchain technology
is viewed as one of the most secure methods used to maintain transactions and enable
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users to perform common operations as simply and safely as possible. In order to promote
trust in CAVs and more fully demonstrate the full capabilities and possible extension of
blockchain technology, the integration of blockchain technology and CAV systems is an
idea that could prove advantageous to both fields. Figure 5 illustrates a summary of the
leading research activities in each aspect of applications of blockchain. We explain the
technical contribution of each work in the rest of the manuscript.
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Figure 5. A circular dendrogram demonstrating the leading research activities in each domain.

3.1. Anonymity and Security

Figure 6 shows the attribute graph of the security concerns of CAVs that blockchain
technology can address. In the case of CAVs, data and device security and anonymity are
some of the largest places of failure, as well as the largest places that must be secured in
vehicle operation, as brought up by a variety of researchers and wary consumers [52–56].
Because blockchain was built entirely to provide security in transactions, its role in provid-
ing security for CAV users is by far the most well studied and desired. Thus, the majority
of this study will discuss this aspect, as well as the several approaches that utilize the
blockchain to ensure security and user anonymity in CAV systems.
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Figure 6. The attribute graph of the security concerns of connected and autonomous vehicles (CAVs)
that blockchain technology can address.

Although data security and user anonymity are both highly prized features of any
vehicle or device in use today, they tend to be ignored in favor of physical driver safety and
more technically accurate operation. Recently, this has been extremely noticeable in CAV
development, leading to user outrage from the fact that their personal data and vehicles’
safety from attackers is not given necessary protection [57–61]. As an example, VANETs [62]
seek to remedy the issue of numerous drivers, and the risk that is associated with them, by
creating a network for cars to directly communicate with each other, sharing information on
road safety issues, upcoming traffic stops, and general information to improve the efficiency
of the whole vehicular system. However, while this sounds promising to many researchers
and drivers, some users worry about the inherent risks involved, with concerns being based
around the exposure of car, driver, and location information in these communications.

VANETs were not designed with the current developments of CAVs in mind, but
could prove incredibly beneficial to an CAV network, possibly even more beneficial than
it is to regular vehicle systems with the removal of human unpredictability. The use of
consistent and constant communication between adjacent vehicles to help them prepare for
future traffic events and situations would provide CAVs with all of the needed information
to make decisions in a timely and accurate manner, which is why their incorporation is
so essential. However, before they can be safely added, the previously mentioned risks to
user privacy and security must be overcome.

Le et al. have outlined a system, called a Blockchain-based Anonymous Reputation
System (BARS), which works using guidelines and defined operations to ensure trust
throughout the network [10]. With this, Ref. [10] believe they have found a way to mitigate
known security and privacy flaws in CAV systems. This BAR system works under its
defined development in a number of connected phases, called steps, all of which were
created to secure user privacy. The first step is to adjust blockchain features, so the
preexisting, commonly used Public Key Infrastructure (PKI) can be extended to provide
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for a new authentication procedure that guarantees user data privacy. At this point, there
is a distinct link from the communicating vehicle to its private key, which presents a huge
security risk in allowing attackers to find the private key for a given user, and, in turn,
gain access to their transaction information. This risk is accounted for and prevented with
the addition of a Certificate Authority (CA), which serves to provide a new abstraction
layer to protect the anonymity of all users, letting the whole network continue to function
securely [10].

The next development step is in the researcher’s design of a new algorithm to assess
vehicle reputation and its level of trustworthiness based on its prior actions and broadcasts
over the network, as well as nearby vehicles viewpoints [10]. Adversaries may attempt
to spoof vehicles or manipulate vehicle data in such a way as to disturb the functionality
of the network or the records of the victim vehicles. This can be incredibly dangerous
to both the driver and the network relying on that vehicle’s information. Table 2 lists
the parameters that need to be considered in the design of a reliable consensus protocol
in CAVs.

Currently, different trust models can be, and have been, applied to VANET systems,
including entity-centric, data-centric, and combined trust models. The model used in [10]
is entity-centric, meaning that it is concerned primarily with the vehicles themselves. Some
potential assessment measures include a reputation-based system, as depicted in Figure 7,
where every vehicle’s weight is judged based on its past behavior in the network. The rep-
utation of each vehicle transmitting data determines the validity of the transmission. There
are three main message types in the network, including the following: beacon messages,
which are sent periodically with simple driving status information, alert messages that are
sent for emergencies and come in three levels, and disclosure messages, which are sent by
witnessing vehicles and those with conflicting information [10]. By this model, underlying
blockchain technology is the backbone of the system in regards to the security and stability
of the system underlying vehicle operation in this model. Its inherent security, flexibility,
and trust among users make it a natural choice, and one that could serve to solve many
more common issues with current CAV technology.

Figure 7. Reputation-based system for judging the validity of vehicles and their provided information
on a network. This system is based on the past and present behavior of the vehicle and culminates in
a score that is attributed to that vehicle.

9



Electronics 2021, 10, 629

Table 2. Considerations for consensus protocol involving CAVs.

Security against Known Exploits Focused Validation Protocols

Low Communication Complexity Vehicle Integrity Checks

Minimal Latency Dynamic Node Tolerance

Resistant to DoS Attacks Faulty Node Tolerance

Low Energy Cost High Scalability

Consensus Finality Fast Error Handling

The possibility of using blockchain in VANETs has also been noted by Leiding et al. [63],
with them offering an approach based around peer-to-peer networks instead of the tra-
ditional centralized client-server architectural approach. Because blockchain inherently
lends itself to decentralized approaches, it was noted as being a very promising potential
choice. Decentralization is assured through the implementation of smart contracts, which
function using an Ethereum blockchain implementation, with these smart contracts pro-
viding applications that make user vehicles perform operations that contribute to overall
network decentralization by relying on several RSUs (road-side units) instead of a single
entity [63]. Operations that are carried out may entail forcing vehicles to follow traffic
rules or regulations, or presenting useful roadway condition information to drivers [63].
This heightened level of consistent control without reliance on a single party in operation
ensures both the proper function of the system and connected vehicles and the stability
and reliability of the underlying system, which makes this approach a very promising one
to consider for future CAV use [63].

Any given VANET is heavily reliant on the reliable interaction between vehicles and,
as a result, any malicious adversary interference could prove dangerous to the driver in
question and other drivers in the system. To combat this risk, Singh and Kim [64] suggested
implementing IV-TP into messages that are sent over the network, with their focus being
to add needed security elements and data reliability. This element is represented as a
singular, unpredictable number, which is chosen randomly and appended to any message
sent in a particular communication. The researchers propose using a cloud storage solution
that is based on blockchain to handle IV-TP communications. The authors note that the
necessity for such a system derives from the fact that current vehicular ad-hoc networks
use less secure forms of communication that can be accessed or manipulated by malicious
adversaries, and that the proposed blockchain solution will provide a freely available
and accessible ledger, secured via a Merkle tree and SHA-256 Hash with a consensus
mechanism (PoW).

The new proposed system involves the use of blockchain technology, vehicular cloud
computing (VCC), and a network-connected device (the vehicle). VCC operates as a form
of hybrid technology, utilizing the resources that are owned by user-controlled vehicles, like
their data maintenance and storage, computing power, and Internet-aided decision-making
skills. In this case, the blockchain makes up much of the system and it has been divided
into seven layers, similar to the popular OSI model that was used in the Internet.

An article written by Rathee et al. proposed a security method that made extensive use
of blockchain technology in order to protect CAVs from exploitation [20]. Following this
proposed method, blockchain technology would be used to protect user data security, as
well as maintain a history of vehicle movement, decisions, and external conditions. By this
implementation, blockchain technology is the main method of data protection, a job that
has been noted to be extremely geared towards [20]. Similarly, Narbayeva et al. noted the
applicability of blockchain technology to CAV systems [65]. The reasons for incorporating
blockchain technology were supported in full with an analysis of past trends in technology
to make predictions for currently developing CAV technology, as well as how many new
technologies, like the Internet of Things and bitcoin, have made use of blockchain for
data protection [65]. In addition to its user and producer trust, its ease of application and
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flexibility can be seen through its widespread use in a variety of fields to secure data and
anonymity in transactions [65]. This flexibility, as discussed, makes it not only a safe and
reliable, but a relatively easy and inexpensive to implement, technology [65].

In the past, blockchain technology has been applied with great success in security
and it has been shown to be an effective means of facilitating the spread of information
between several connected systems. Because of these traits, a study that was conducted by
authors of [12] attempted to integrate blockchain technology with existing CAV traffic event
validation systems to quickly and effectively secure vehicle information and eliminate
misleading information exchanged by malicious vehicles [12]. To test the proposed system,
the team tracked the number of attackers and the ability of the blockchain-based system to
detect when users were generating malicious information, with the blockchain technology
using a reputation-based system to track the trustworthiness of certain users based on
their past actions [12]. The results gathered indicated that this system was very effective
in distinguishing normal from attacker-generated data [12]. Its success heightens an area
of particular importance for the use of blockchain technology in CAVs: attack mitigation
and user safety. Based on these results, it can be said that blockchain technology has the
potential to build greatly upon many previously concerning aspects of CAV operation
and reliability.

Objects that are connected to a large-scale network are frequently subject to attacks, old
and new, by malicious users, and CAVs have never been immune. Software vulnerabilities
that are present in a given product are generally remedied through updates to fix known
flaws, so the existence of a readily available system to provide such updates quickly and
completely to all users is necessary. However, these updates must also be provided securely,
with no chance of an attacker taking advantage of this system to infect CAVs. To meet
security needs while ensuring that no vehicle is missed, Baza et al. [14] highlighted traits
of blockchain technology that lend it to be used in such an application.

To explain the use of blockchain in finding a solution, the group outlined a firmware
update scheme that uses blockchain technology to provide security in their releases and
ensure that certain vehicles are not overlooked due to geographical location [14]. This
system would use several distributors, vehicles that are rated highly based on their reputa-
tion in regards to its trustworthiness and driving history, to deliver new updates [14]. The
reputation of vehicles would be recorded via the implementation of blockchain technology,
ensuring availability and security to avoid the targeting of high reputation vehicles in
attacks. The encryption scheme used would require that CAVs be authorized to install
updates, and all of the updates would be secured via the use of smart contracts. Smart
contracts can only operate via the use of blockchain technology and, as such, are known to
be incredibly secure and well-used by people in electronically conducted transactions today.
Blockchain technology serves as the basis for the scheme as a whole, again heightening its
relevance and role in the future development of CAV operation, security, and safety.

Another method of providing secure software updates via the use of blockchain
technology continues to use a cloud-based structure [13]. Wireless Remote Software
Updates are, instead of tasked to several deliverers to distribute, available via cloud storage
of a car manufacturer or software provider. In order to ensure the security of the update, the
software provider begins a transaction, using its private key and a signature constructed
via the signed hash of the software binary maintained inside of the cloud structure. Using
this signature, the transaction is verified by overlay nodes within, and the manufacturer
then signs the transaction. Following this, the overlay block managers supervising the
public blockchain broadcast the transaction by checking the signature and ensuring that the
manufacturer used the set private keys. Finally, the overlay block managers send out the
transaction to all members of their clusters, and all of the connected devices can verify and
download the update from the cloud storage. Figure 8 illustrates this process, providing
security through the use of extensive checks instead of using outside entities to deliver
essential updates [13].
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Figure 8. A diagram showing how software updates are created, verified, and delivered to CAVs across the network through
a cloud-based system, inspired by [13].

On top of securing user personal data, it is necessary to provide the security for the
messages that is sent between vehicles. Vehicle-to-vehicle communications are necessary
to keep both of the entities updated in traffic conditions and, in turn, mitigate accidents on
the road. However, if these communications are compromised, so too is the network in the
event of a malicious user carrying out attacks over these communication channels. Because
of the huge risk that is involved in allowing vehicle-to-vehicle communication at this time
and the significant benefit that this feature would provide to CAV capabilities, finding a
solution that provides security while allowing these necessary interactions is a priority of
many developers.

In response to this known issue, Rowan et al. [15] looked into a potential solution that
incorporated many different technologies, including blockchain, to secure communication
channels in CAV networks. The proposed solution outlined an advanced security system
that made use of visible light and acoustic audio-based side-channel encoding to permit
secure communications between two distinct vehicles, as well as using a PKI heavily
based on blockchain technology to allow communication between unverified, potentially
untrustworthy vehicles. In order to defend the use of blockchain, the researcher team
expanded on its past capabilities in remaining secure and stable when faced with a heavy
attack, as well as its proposed ability to verify information that is sent by untrusted vehicles
through the use of available distributed hash tables maintained by each machine involved.
Blockchain technology was incorporated for communication security and overall system
stability and reliability. The implementation of the side-channels would focus primarily
on the physical security of the transactions that were carried out by checking for and
maintaining the identity and location information of a vehicle being communicated with.
These numerous protections would allow immunity to RF channel jamming as well as
physical attacks on the side channels through the double-check system, implementing
blockchain on top of side channels to provide a backup if one of the systems is compromised
through the use of the other one [15].

Singh and Kim [66] also brought up how the use of blockchain could serve as the
solution for communication-based security vulnerabilities: citing its frequent use in similar
security-based applications, as well as its high level of user trust that stems from its past
reliability and flexibility between different fields. The proposed system is one that makes
use of two types of blockchains: the main blockchain and a local dynamic blockchain,
which each work together to store communications between vehicles. The local blockchain
works in maintaining communications that are sent to it, sending any that it deems to be
strange or out of the ordinary to the main blockchain, which will hold onto the strange
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data for longer than the local one is able to. This way, the local blockchain can continue
quickly storing and maintaining understood data, while the rest is held for a longer analysis
period by the main blockchain. By this method, the high power use concerns of blockchain
technology are mitigated, allowing for proper network function and the security benefits
provided by the blockchain. Overall, the proposed communication network would stay
secure and reliable without consuming excessive data or compromising network operation.

Michelin et al. [17] suggested the use of blockchain architecture based on smart city
operation, whose infrastructure connects through electronic means, allowing the city and
entities operating within it to act in a more efficient, beneficial way. Smart cities need to
account for all aspects of traditional cities and, thus, have to heavily consider how roadways
and traffic will be controlled and maintained. Today, this is generally done through the
use of advanced sensors that routinely monitor traffic conditions and let vehicles make
fast, consistent, and correct decisions, helping all the parties operating in, around, or with
vehicles [17].

However, the amount of data generated and analyzed by vehicles and the systems
they operate over may have some unintended drawbacks. In fact, Michelin et al. noted
that in the future, it would likely be possible for vehicles to create around 4000 GB of
data per day [17]. Clearly, this much data requires an extensive, reliable system that is
well-structured and built to expand easily when faced with greater content production,
while still providing for expected security and privacy features that users need. While
many systems have been considered to provide for this, there still fails to be one that
provides for all necessary qualities of such a system. Eventually, blockchain technology
was viewed more extensively in regards to this problem, and it was decided that it would
be the best technology to use for system implementation.

Currently, SpeedyChain is a system under heavy consideration, providing measures
for intelligent vehicles, elements that are present in smart cities in regards to traffic control
(such as traffic lights), Service Providers (SPs), and Roadside Infrastructure Units (RSIs).
Common blockchain activities, including transaction and block verification, are all con-
trolled by system users that have significantly higher available computing power and
resources than other entities, as well as those that work directly with the smart city to
ensure proper operation [17]. The process of introducing new entities, like vehicles and
similar network-oriented devices, as depicted in Figures 9 and 10, is well-outlined and
customized, especially for blockchain-aided implementation to prevent any coordination
problems. When vehicles are first added, they need to undergo a validation process con-
ducted by an RSI, with the validation methods being performed by both the new vehicle
and the city-based node [17]. In exchange, the vehicle gets its own block, which has its
creation dictated by the blockchain itself. Following the block’s creation, the vehicle can
use it to request and respond to transactions, with all of the transactions being visible to
the system.

Under the system defined, vehicles are able to create data for control or service-based
operations. Vehicle control data are uploaded for the use of concerned parties, like traffic
management or other vehicles, who wish to minimize the level of traffic in a certain area
of the city. However, service data are used instead by certain verified parties who want
to sell certain vehicle-related services to users, as well as letting users view statistics on
their vehicles to ensure their proper operation maintenance [17]. However, as it stands,
there are still numerous problems with vehicle-oriented blockchain technology, with a
major problem being the concept of dynamism. To explain, when a vehicle is active, it is
moving nearly constantly, so they hardly ever stay in the same exact place over a certain
time period. Because location-based data are needed for the system to work, the researcher
team came up with a possible solution: the system RSIs and SPs would both take on the
role of providing for blockchain implementation, a role that suits them well due to their
inherent rigidity and known reliability [17]. Whenever a node is first added to the vehicle
system, the RSI, as well as all surrounding vehicles, need to guarantee that the node is
valid. This process is called location-based trust establishment [17]. When performed, the
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process serves to validate the node’s operation, which prevents the possible infiltration of
malicious vehicles.

Figure 9. An example of a smart city infrastructure where all nodes, or entities, are capable of
processing information and contributing resources to the overall network.

Figure 10. An example UML of a new vehicle entering a Smart City such as the one shown in
Figure 9.

Smart cities have been noted to have great potential in improving their security
through the use of blockchain technology in their device management system by
Gong et al. [67]. Under this method, all devices, including CAVs, within the smart
city network are managed under a blockchain-based system that facilitates safe and re-
liable updates, device control, and access only by approved parties that oversee smart
city function and, overall, a secure and trusted network. Additionally, the blockchain
implementation ensures the use of a peer-to-peer based system as opposed to one that is
based on a single device, both aiding the reliability and protecting against data overflow
and the security concerns that it could bring. Different protocols for use allow this system
to communicate between any of the device types that are present within the smart city,
which aids in communication, as well as device security and maintenance. In securing the
network that oversees CAV operation via blockchain, the security and operation of CAVs
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are maintained by extension, showing that blockchain has a number of potential uses that
can directly or indirectly help them function.

Through the previous discussion, it is evident that blockchain has extensive ap-
plication to CAV security, as noted by several researcher teams and companies. How-
ever, all of these implementations differ tremendously, each with their own specific
benefits and drawbacks. Table 3 shows a more complete discussion of each method
of implementation discussed.

3.2. Financial Transactions and Enhanced Services

With many well-known uses of blockchain centering around securing financial
transaction-related data [68–72], it is not surprising that researchers are already look-
ing ahead at how this can benefit CAVs. Beyond proposed use in strictly driving and user
safety security measures, blockchain technology has been identified as having immense
potential in conducting financial transactions between users driving a vehicle and another
entity offering a service to the user [23,73–76]. While it seems like a somewhat outlandish
use upon first glance, after considering the number of transportation-related payments that
need to be made by people on a day-to-day basis, it is clear that the extension of blockchain
technology to this area could provide users with a number of new benefits that could save
them time, as well as provide further accessibility for such features to users who may not
have access to the type of payment that is required while using more traditional methods
on hand [23]. Parking payments, insurance, tolls, and car rentals are just a few examples of
common transactions that could be simplified and secured with less time, effort, and user
confusion via the implementation of common blockchain technologies [23].

Because CAVs are an emerging technology, they will likely cost too much for average
users. Similar to previous emerging technologies, commercial entities will probably be
among the first to use CAVs, with prices dropping enough for general consumer use
much later. Interested parties that first use this technology will likely offer services, like
ride-sharing, to customers that are interested in seeing which industries the technology
will head to first; Saranti et al. [18] studied the previous uses of blockchain in CAV systems,
taking note of affected areas and those that might be next.

As mentioned, there is a lot of promise for CAVs in ride-sharing, in which companies
save time and money by offering unmanned transport to customers. Saranti et al. then
moved on to investigate another blockchain-oriented application, in which the technology
was used to handle transactions between vehicles, facilitating communication through
the system.

The system network is composed of several CAVs, all of which can send messages
to a user directly through their phone. A user can access certain information through
a mobile application, more specifically, the locations of nearby cars, as well as relevant
information on the vehicle currently being driven. This consistent access to accurate
information promotes user safety, with the added benefit of building trust between the user
and their vehicle’s security. In a case where a user wants to use the application to carry out
financial transactions, users are also required to enter their own data and, if desired, make
a coin ledger.

This coin ledger handles payments between the passenger and CAVs. The vehicle will
be able to withdraw the required amount throughout the trip, cost per kilometer, or all
at once at the end. When completed, the blockchain-aided transaction is transmitted to
the network.

Viewing previous blockchain applications, like its earliest use in Bitcoin, its extension
into the financial field surrounding vehicle-based transactions would be relatively easy to
apply. As an added benefit, blockchain is most well-known for its widespread influence
in securing payments between network-connected entities, and it already has a solid
reputation among millions of satisfied users. As such, its implementation could also
promote user acceptance of CAVs, allowing for further development in the field and a
greater number of studies and system outlines focusing on its future applications.
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As Miller explained in an article that focused on the future adoption of blockchain
into several different fields, blockchain technology, with its ability to allow and manage
transactions securely and their details as permanent records, directly encourages the
possibility of allowing CAVs to carry out transport-related financial transactions [77].
Miller went on to add that different transaction types, such as refueling or vehicle repairs,
would be treated differently, with transaction rules differing depending on the exact type
of service that is being provided to the user. Figure 11 shows a basic diagram of the model,
which indicates the specialization of each individual process to make all transactions as
simple as possible [77].

Figure 11. A model showing how transactions can be carried out and recorded through the use of
blockchain in CAVs, inspired by [77].

A similar approach is brought up by Yuan and Wang, which also makes use of
blockchain in meeting its goal [78]. In their paper, the potential of CAVs acting with the
ability to get certain goods or services, like wi-fi or timed parking spots, through the use of
stored cryptocurrency powered by blockchain is discussed in detail [78]. Via this method,
it may be possible for people to make payments through the use of intelligent agents that
act on their behalf, with these agents having all the specific information, like rules and
algorithms, to actually carry out requested user transactions. This would greatly ease
the process of making transport-related purchases, ensuring that users are never at a loss
in how to carry them out, and CAVs are always equipped with the ability to facilitate
financial transactions when desired. Because of this, the integration of blockchain-based
cryptocurrency is certainly a promising concept and one that could serve to expand on the
capabilities of CAVs greatly.

Companies have not ignored the potential for financial applications of CAVs using an
underlying blockchain framework. In fact, IBM has begun contributing its own current
blockchain-based architecture to promote the development of a system to access such
applications [79]. Through this addition, the main goal is to provide security to the system,
as well as the ability to create, end, and manage financial transactions with as much user
ease of access as possible, as well as allow users to see statistics on their own vehicles in
order to guarantee that everything is functioning properly [79]. The Car eWallet system,
initially developed by ZF Friedrichshafen AG, is one that cites a huge number of benefits
as the reason for the addition of blockchain, including its security, low processing power
needs, validation of transactions, the constant and secured maintenance of transaction
records, and the consistent availability of such information to only verified parties [80].
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Easy user access to beneficial driving-related services, as well as ease of deploying such
services to users, are both major reasons for more companies and users to use this network,
and, with its broad applications to CAV technology, it could very well be a primary driving
force towards user acceptance of CAVs as a whole [80]. Figure 12 presents a visual model
of the transaction process carried out by this Car eWallet system.

Figure 12. A diagram of the transaction-establishment and completion process, inspired by [81].

Transportation, while used on a day-to-day basis by most people, has a number of
implementation-based flaws that limit its range of accessibility. In areas where public
transportation is not an option, anyone who is unable to afford or drive their own vehicle
is forced to rely on person-based transport, such as Uber or Lyft, which may not be desired
due to concerns of safety in trusting complete strangers to drive them to their destination,
or impossible in cases where no drivers live nearby. With the high level of activity that
is required in the lives of many people today to go to work, run errands, and access
certain services, consistently available and accessible transportation is an inviting concept.
While working towards this goal, CAVs may face many challenges in moving forward,
depending on their exact implementation. As companies jump on new CAV technology to
provide their own businesses in on-demand autonomous transport, there is an inherent
risk in this promoting a single transport platform, as has been seen in a number of other
industries that are controlled by a few well-known giants that limit competition and
promote centralization of the network and its data [21]. In such a case, if one of the major
few platforms is compromised, an unacceptably large number of users will be affected,
so a major goal of CAV system applications must be to promote many different transport
options to discourage single points of failure.

Though many may argue that such a centralized setup is unavoidable in business,
measures have been discussed further to promote decentralization, including the adapta-
tion of blockchain technology. A concept that was presented by Catapult Transport Systems
alongside the University of Sheffield elaborating on the benefits of decentralizing the trans-
portation industry focused on how blockchain lends itself to use as a factor promoting this
push on the industry [21]. Unlike many other systems that promote client-server network
architecture, blockchain uses an architecture much more similar to peer-to-peer systems
in enabling communication between entities. Making use of this system in transport-as-a-
service applications would remove controlling entities, allowing for a collection of transport
operators to moderate its use instead of putting all public trust in single entities [21]. This
necessary application of CAV technology could be made more robust and reliable through
these methods, allowing for its enhanced growth and development without compromising
the desired decentralization of the CAV system and its use. In particular, blockchain has
already shown itself to be well-trusted and used to promote decentralized networks in a
number of other industries with great success across fields, so its use in more specific CAV
applications would likely be met with approval from the public as well as researchers.

Similarly, Yuan et al. [82] emphasize the importance of having a decentralized In-
telligent Transportation System, as well as the role of blockchain technology in ensuring

19



Electronics 2021, 10, 629

it. The team also presents an outline for how such an architectural design would work,
proposing a seven-layer model covering all aspects of the blockchain implementation that
would be used. Unlike basic blockchain, this design is especially oriented towards an
Intelligent Transportation System approach, which it accomplishes by providing a number
of distinct layers. The physical layer is the first of these layers, which includes and secures
IoT-enabled entities. Following it is the data layer, providing data blockchains and the
ability to operate with or on them. Next is the network layer, which outlines the procedures
in forwarding and verifying data and participating on the network. After the network
layer is the consensus layer, which keeps track of and provides all necessary consensus
algorithms and decides on the most appropriate one for any interaction. Layer five is the
incentive layer, which works by motivating the network to keep up data verification efforts
through the use of money-based rewarding blockchains that are granted to contributing
nodes. The contract layer is used to maintain activating entities for specific blockchains,
like algorithms and smart contracts. The final layer, the application layer, keeps track
of different scenarios and use cases in the system. When combined, these layers form a
comprehensive blockchain structure that allows for the construction and maintenance of
an Intelligent Transportation System, aiding in the decentralization of CAV technology and
applications [82].

When blockchain technology is considered in terms of CAV services, there are a num-
ber of different approaches that are opened up by its addition. For example, Liu et al. [83]
has proposed the use of blockchain in enabling EVCE, electric vehicles cloud, and edge
networks. This architectural model focuses on allowing the needed, easily opened and
ended, communications between network-connected entities, while also allowing for cer-
tain other exchanges to occur. When vehicles communicate amongst each other across the
network, they cannot only share information, but unused resources from a shared pool
that can aid in the speed of operation and provide energy to vehicles that need it. In turn,
providing vehicles are rewarded with energy or data coins, depending on what they have
provided for other vehicles. These coins allow certain benefits, like greater access to the
resource pool between vehicles, or lower prices for energy, which encourages users to
contribute their unused resources more often. Roadside units serve as communication
providers for the system, working in information exchange, and they serve to validate the
information and enable transactions, as shown in Figure 13. Local aggregators have slightly
different roles, both facilitating information exchange and serving as an intermediate body
between an energy-providing power grid and the requesting vehicles to provide access to
energy-exchange features, using available batteries to accomplish the latter [83].

The VANETs previously discussed have been noted to be particularly oriented towards
the adoption of a financial transaction method, as they primarily act as huge networks of
different user-owned vehicles, all of which may have different needs that can be met by
suppliers. In their research paper, Benjamin Leiding and William V. Vorobev build on this,
outlining a potential transaction-focused network architecture for use in VANETs, citing the
number of areas in such networks that goods and services would be desired by users [84].
While similar networks are already in place after implementation by specific companies,
they noted that these networks all have different requirements, standards, and methods of
operation, which makes interoperability extremely difficult [84]. In order to remedy this
problem, they proposed a single unified platform that allows interactions between vehicles
and any other enabled devices, which makes the process of carrying out transactions much
easier for users [84]. In addition, the proposed platform outlined the foundations of a
system for auctioning such goods and services in cases where an agreement needs to be
made on a price between a user and seller, providing greater flexibility in the types of
purchases that can be made through CAVs [84]. The proposed method was also built on
blockchain technology, culminating in a final outline for a network that is able to support
full interaction between user vehicles and service-providing devices, letting them interact to
their fullest potential by making purchases whenever necessary, regardless of manufacturer
or exact object or service being bought [84]. Figure 14 shows a diagram of this system.
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Figure 13. A model showing how energy and information is exchanged over the network using blockchain, inspired by [83].

Figure 14. VANETs setup via blockchain, inspired by [84].

Blockchain has been noted as being particularly useful in carrying out financial trans-
actions, which has led to this described influx of different proposed models for how exactly
it can be applied to allow for CAV transactions. While they all seek to accomplish similar
goals, they all differ in the manner of implementation, and the exact provisions offered,
which makes them all unique. Table 4 shows a comprehensive discussion of each method
of implementation discussed.
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3.3. Driving Record Maintenance

In most areas of the world today, records of actions performed and their results are
maintained and analyzed to come to important conclusions, such as how much damage was
done in an accident, how much money is owed, and what must be done in reaction to certain
events. In driving, this no different: traffic accidents are both extremely common and, in
many cases, remarkably lengthy and challenging to document [85–89]. The introduction of
CAVs with no event-recording measures will not necessarily help to remedy this flaw and,
as such, many researchers have come to blockchain technology and similar technologies
as a possible mechanism to overcome it instead. Providing evidence through accurate
and secured records maintained in a database could greatly ease the current accident
documentation process and issue insurance claims, determine who is responsible, and
outline how reparations should be made [90–94].

With growing concern over the accountability assigned in traffic accidents involving
one or more CAVs, there must be measures to avoid collisions and measures of tracking and
securely maintaining information on crashes in the case that one still occurs. Accidents are
not always recorded and documented effectively and, even when they are, it can be difficult
to determine which parties were at fault. However, in the case of traffic incidents, this
information is needed to determine what actions need to be taken to resolve the situation.
From these needs, a system description from the authors of [95] emerged, focusing on the
application of an approach that is based heavily on blockchain technology in maintaining
records of vehicle statistics and decisions made to get a clearer view of events leading up
to and following accidents to determine which party was at fault.

While not involving blockchain directly, it was the inspiration for a proposed method
to take records of data, maintain these records securely, and promote the safety of CAVs
and the people surrounding them [95].

Aste et al. noticed the same potential, saying that the use of unified databases to hold
information are inefficient and ineffective when these databases have different information
relating to the same case [96]. With the peer-to-peer based model, in which all vehicles
present share gathered information, such concerns are mitigated, and the proof is ensured
to be provided in a faster, more accurate, and reliable manner. Blockchain was chosen
by them to be an incredibly effective method to underly such a system as well, citing its
high security, ability to provide proof of existence, and maintained, up-to-date, and readily
available information on transactions to verified parties. Data transparency, a decentralized
network layout, and the adaption of blockchain technology to a storage facility for the
information provided by a number of different relevant devices were all also reasons for
its incorporation. Extensive prior use of blockchain in verifying and validating different
entities before allowing them to interact is another benefit of the technology. This approach
needs further consideration in the adaption of such record-maintaining structures to CAV
systems [96].

Oham et al. outlined a similar approach to analyzing accident data for blame attribu-
tion [97]. This system manages to avoid several common errors in ensuring that parties are
not wrongfully accused or let off for roles in accidents. The model described is resilient,
relying on not one, but several parties, and it makes use of blockchain to validate provided
evidence and enable only parties directly involved to present information. When accidents
occur on the road, parties that are close to or involved in the accident can present evidence,
information that they witnessed regarding the accident, including information that is re-
lated to time and location, and other factors gathered through visual and auditory sensors
in vehicles. Blockchain, they explained, is a natural choice due to its inherent security and
heavy use in data validation and decentralized networks. The peer-to-peer based system,
in which all entities are able to present, agree on, and invalidate evidence presented makes
it harder to miss specific crash details and, in turn, greatly eases the process of determining
exactly what happened, who should be blamed, and who must be compensated. Figure 15
shows a basic model for this approach.
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Figure 15. A model outlining the basic proposed operation of a blockchain-based information-
gathering system to validate and collect accident details, inspired by [97].

Cebe et al. [98] also outlined a method of using blockchain to record events and infor-
mation in the event of accidents, with this approach making use of a type of permission-
oriented blockchain-based architecture, which guarantees the access to and use of vehicle-
collected data only when necessary to analyze accidents, and only by parties with certain
permissions. To continue providing the anonymity and security necessary in information
sharing, aliases are assigned to any users participating in the blockchain, so their informa-
tion will not be compromised. Information gathered can then be used to assess the entire
event and, eventually, assign blame to guilty parties and offer reparations to those harmed.
Because of heightened overhead in a variety of similar applications, the method accounts
for preserving speed and processing capabilities by only requiring the hash values of data
provided to be stored and shared in favor of the entire ledger. Figure 16 [98] outlines parties
assigned permission to add, analyze, and access accident-based information.

Figure 16. Different types of users who may have permission to operate on or with accident-related
data, inspired by [98].
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In terms of event-recording in piecing together accident-based information, the
method used must be both understandable and efficient in determining case-sensitive
details. As mentioned, it can be difficult to prove what has happened in the case of traffic
incidents, which is why blockchain has been viewed as a potential solution due to its
extensive background in maintaining and validating records. However, when CAVs are
involved, considerations need to be made for both the user and their vehicle in accident
assessment. In other words, how much of the accident was due to the user, and how much
was due to flaws inherent in the CAV itself?

M. Ugwu et al. proposed a new type of permissioned blockchain-based system to
address concerns on how accidents can be assessed in such a model, with this system
operating in a series of two tiers to promote the separation of different data types to their
respective tiers [99]. As in permissioned blockchain networks, each entity involved in the
accident assessment and recovery process has its own distinct permissions to add, edit,
and view data, being allowed and restricted based on their defined roles. Each tier is made
up of three classes of objects: those who send data, those who validate sent data, and those
who monitor overall functionality and activity on their tier. Tier one deals primarily in
exactly how responsible each party is for the crash, determined through communications
occurring at this level. Following the full assessment at this level, each party’s distinct roles
are known, and the known information is moved to the second tier. Next, at tier two, the
presented information is viewed and used in determining how exactly each party should be
held responsible for their roles. This two-tiered approach is extremely organized and easy
to view due to the clear roles, players involved, and task isolation in each area, improving
the overall system’s efficiency and activity. Figure 17 shows a model of behaving entities in
the system [99].

Figure 17. Different types of users who may have permission to operate on or with accident-related
data under a tiered model, inspired by [99].

The implementation of a tiered system has shown promising results through its many
benefits. In fact, it has shown numerous benefits over similarly proposed systems, like
Block4Forensics, in its enhanced abilities in proving the existence of participating entities
and their behaviors, entity involvement, and the ongoing activities of the blockchain
underlying transaction control and validation. By these new capabilities, it is clear that
blockchain is even more applicable to event-recording and validation in CAV systems than
previously thought. If more thought is put into how exactly CAVs and the entities they
work with specifically can benefit from various applications of blockchain technology, they
can reach greater capabilities than ever before. Blockchain is applicable to CAV systems
and outside systems that regularly interact with CAVs, so it must be thought of in terms of
how it can be applied to both, not simply how it can be directly used in CAVs.

Insurance is often difficult for people to manage, and companies tend to have great
difficulty in maintaining accurate information that is related to the driving history of an
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individual, especially in the case of undocumented traffic incidents and history of reckless
driving. Claims that a driver has suffered some form of personal or property damage must
be backed by extensive evidence, which is not always readily available due to the absence
of constant surveillance among all roadways. Even today, when technology and electronic
record keeping exists all around us, driving records do not necessarily have every single
instance of traffic-related wrongdoing committed by an individual, but such information
can prove itself to be extremely valuable in the case of damaging traffic accidents in
assigning blame and determining future insurance rates for individuals responsible, as
well as how individuals that are hurt can be properly helped by their insurance plan.

The use of blockchain in CAV insurance cannot be overlooked to remedy these flaws.
To understand why, consider the primary function of blockchain: maintaining, securing,
and allowing transactions. These transactions are maintained and they can be extended
to recording specific conditions, like those that are internal or external to the vehicle
in question in the event of a traffic accident. Automobile insurance, including that for
future CAVs, is an area that could face great improvement from the addition of blockchain
technology, as mentioned by Wang [100]. A consistent history of records with up to date
information on vehicle actions, conditions, and location that is secured and accessible only
by verified insurance-providing parties means that users can rest assured that they will be
able to quickly and effectively claim benefits if they suffer harm or damages in an incident,
and those insurance providers will have a simpler time accessing reliable user vehicle
data and shifting prices based on user reliability. Kudwa has also assessed the future
of blockchain in CAV insurance, who elaborates on just how far blockchain technology
can be extended to such an approach [101]. His focus is primarily on the simplification
of several auto insurance-related processes, including the ease of users in issuing claims,
including those that are based on vehicle and personal injuries or damages. Figure 18
shows a proposed model of how blockchain would be used to assist in general claims [101].
As shown, the prior issue of gathering, verifying, and analyzing extensive proof is made
significantly less taxing on all parties that are involved by the addition of blockchain
technology due to its known accuracy, tamper-resistant nature, and overall security in the
information recorded.

Figure 18. Information on how insurance claim processing and analysis can be benefited through
blockchain, inspired by [101].

The potential use of blockchain in CAVs record-maintenance to resolve known prob-
lems in providing accurate insurance provisions is also noted in [102]. The constant
maintenance of internal and external vehicle conditions and operations that are used by
blockchain technology would be able to keep a collection of records, with these records
being accessible if needed to present evidence of wrongdoing or traffic violation. In ad-
dition, this would greatly shorten the amount of time that is required to file claims and
appropriately charge individuals responsible. Blockchain, above other existing means
of maintaining such information, has shown great success in maintaining security and
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resistance to tampering of information, which would allow for access as needed as well as
absolutely ensuring that no change has been made to the data recorded.

Consistent driving records that are reliable and accessible to verified parties is also
essential in more specific operations. For example, as discussed in an article presented
by Deloitte, blockchain-aided recording of delivery vehicles can provide companies or
individuals with up to date information on when they can expect shipments to be deliv-
ered, as well as the current and prior states of this vehicle to inform them if something is
amiss [103]. Additionally, in the case that a product is harmed through transport, internal
vehicle conditions can be analyzed to determine so, proving that the customer had no
responsibility for the poor state of the product and guaranteeing that they will be compen-
sated instead of blamed for the damages. Similarly, customers will not be able to claim that
a product that was damaged wholly by themselves was faulty upon arrival, as the internal
conditions of the vehicle will prove that the package was secure for the duration of the
trip. This allows for transparency in product condition, delivery status, and accountability
in regard to damages, greatly aiding in the return process, as well as maintaining user
satisfaction and company reliability.

Continuous vehicle status records also provide for a number of new features regarding
vehicle rentals. In terms of leasing company benefits, the company can be sure of the past
actions and track records of users prior to setting a rental price and allowing them to
request certain vehicles. This setup also directly provides for the protection of safe CAVs
operators in the case that a vehicle they were renting was damaged by an outside entity,
which ensures that they will not receive full blame for the event in question. In such a way,
responsible users and the companies that serve them benefit from this system.

The use of blockchain in transactions has already been noted as a primary reason for
the technology by many, and this known benefit can be applied across most industries,
including CAVs in the case of enabling and securing the generation and acceptance of con-
tracts. The system that was outlined by [19] demonstrates the potential use of blockchain
technology for allowing users to easily and securely make transportation-related agree-
ments, letting them carpool, call autonomous taxis, and charge their vehicles without
needing to perform such operations by more traditional, time-consuming means. This
system is designed as a full-scale charging system, securing transactions and providing
services directly between an CAVs and charging station, gathering essential user input
with as little difficulty as possible.

Many people are still skeptical of the use of autonomous technology and so-called
smart vehicles in maintaining user security, trust, and immunity to attackers. However, the
adoption of such technology could meet these criteria and improve on existing measures in
place in terms of availability and ease of access and use. Blockchain technology maintains
records of all the transactions that take place, and its adoption in Bitcoin has already proven
its safety and security measures. By traditional means, there is often a concern of what
kind of currency a given service will require, with carpooling services ranging in whether
or not they will accept electronically-made payments and, for some users, entering and
exiting a vehicle to refuel or charge it can be a difficult or time-consuming task. Through
the implementation of blockchain technology in allowing traditional transportation-based
financial transactions to take place between machines with less direct user input, such
actions can be simplified, allowing for user ease of use, access, and overall support of
CAVs technology.

With the amount of attention blockchain has received in keeping secure and well-
documented records of important data for later use, the focus on how this function can be
applied to CAVs is not surprising. As a result, many different system outlines are available
to study, test, and consider for further use, each differing in their exact specifications.
Table 5 shows a table providing an overview of each of the outlines discussed previously
in terms of advantages and disadvantages.
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3.4. Improved CAVs Operation and Energy Network Functionality

The arrival of CAVs, while widely anticipated by a number of consumers, has also
been met with skepticism. Although they have shown a great deal of promise, it is
difficult to ask users to put complete faith in their vehicle safely, especially following
several noted failures to traverse roadways without endangering drivers or bystanders
involved [104–108]. In addition, with the expected future automation of certain driving-
related features, like recharging vehicles on the road, there are growing concerns regarding
how these features can be handled safely and effectively with as little driver inconvenience
and as much optimization as possible, with a number of existing system outlines and
potential implementations [109–113]. To resolve such issues, many have started to look to
blockchain technology for new solutions.

While CAVs have shown lots of promise in many areas of driving, they have also been
shown to come into trouble when approaching and entering intersections [114] consistently.
Intersections rely on a variety of complex rules that are easy for humans to process, un-
derstand, and quickly react to, but computer systems have difficulty in operating with
the same speed and accuracy. Another factor making intersection navigation difficult to
implement in CAVs is the amount of personal data that need to be analyzed in order to
make important decisions regarding how to proceed, which raises numerous privacy and
safety concerns from users. Of these issues, the latter relates closely to blockchain technol-
ogy applications today and as such, a study that was conducted by Buzachis et al. [114]
investigated how it could be implemented to aid CAVs operation.

Upon testing the discussed blockchain-based implementation of an CAVs system, the
team found that the flow of information between CAVs was still too slow to provide reliable
real-time decisions regarding what should be done. Latency faced a noticeable increase
when met with greater send rates and user interaction, with it eventually increasing delay to
the point of being unacceptable for real-time use in potentially hazardous driving scenarios.
However, this does not necessarily mean that blockchain technology has no potential for
future use in the area. As was discussed at several points throughout the experiment,
blockchain technology is not unacceptable for priority-based decision making in complex
roadway situations due to its own inherent flaws and incapabilities: the software and
hardware limitations today prevent it from making these decisions in a reasonable period.
With the constant and consistent evolution in software and hardware capabilities today, it
is still completely possible that blockchain-based approaches will prove to be successful in
meeting this currently unachievable goal.

Buzachis et al. [115] presented another proposed method to guarantee better CAVs
operation, dealing with CAVs navigation of intersections. This one focused on the use
of smart contracts to oversee the security and privacy of communications, relying on the
underlying blockchain technology. Here, CAVs are overseen by a multi-agent autonomous
intersection management system, known as an MA-AIM system, which requires the use of
a specific entity, an intersection manager agent, assigned to a given intersection, in order to
provide direction to each vehicle operating within its range. Of course, if not secured and
protected from alteration, these communications could easily be compromised by malicious
users, with potentially fatal results. The communications between adjacent vehicles, as
well as those between vehicles and the intersections they operate across, are essential to
this approach. Thus, blockchain technology, as well as smart contracts that are based on
them, are utilized to provide security.

Similarly to real-life traffic situations today, there has been some trouble in ensuring
that vehicles on the road are placed with enough space to ensure safety in the case of
sudden braking to avoid obstacles. Humans are not always as responsive as necessary
to avoid collisions that occur in crowded roadways, so the possibility of using CAVs
technology to ensure that sufficient space is always allotted between adjacent vehicles
could result in a significant decline in the number of accidents that occur. In response to
such concerns, Robin Westerlund made use of an Ethereum blockchain-based system to
keep track of where vehicles are in relation to each other and ensure that no boundaries
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are crossed during operation [31]. Through the tests conducted, Westerlund was able to
demonstrate the high level of security, reliable and correct operation, and acceptable time
and space use provided by the proposed system [31].

Another major source of error for CAVs today is the logic surrounding their lane
change operation, as the act of switching between lanes is an inherently complex operation
due to its dependence on a variety of internal and external factors [26]. Information transfer
is greatly hindered by this, as the sheer amount of information that a system needs to track
can be overwhelming, and even the slightest mistake or delay can lead to a collision. The
data collected can also be excessive and even dangerous in the eyes of users who do not
want information on their location and driving habits made known to hackers or other
malicious parties.

While blockchain technology has certainly been very promising, it also relies on the
use of extensive record maintenance and ledger updates to operating effectively, which
presents problems in the energy use and response delay of CAVs [116]. Energy use is a
huge hindrance for many vehicles and other devices today, so it cannot be ignored when
present on such a major scale in an entire class of developing technology. It is not enough
for CAVs to be secure and safe for users: their energy consumption must also be a factor
that is considered before their full implementation. In addition, the significant number of
transactions occurring at any given time over the network has dangerous implications for
the network as a whole. The potential for network overload contributes to overall instability,
as well as providing an opening for attackers to misdirect drivers and compromise user
information. In such a case, regardless of the security and safety benefits provided by the
implementation of blockchain technology into CAVs systems, it would be far too risky to
use. However, at the same time, the number of transactions cannot simply be reduced
without further thought. This would risk eliminating any of the beneficial aspects that are
provided by blockchain technology, which makes its use pointless. Because it is not possible
to prioritize either of these aspects without drastically compromising the network and
devices on it, there is no truly secure way to implement blockchain technology into CAVs
systems until its excessive energy-consumption and rate of transactions can be resolved.

Responding to energy-use concerns, Sharma came up with a method of drastically
reducing the number of transactions that are carried out over blockchain without com-
promising its many benefits. Figure 19 shows a model of the approach, labeling several
points where energy can be further conserved to allow improved efficiency. By his method,
the number of transactions and overall energy-use would be reduced via the use of his
designed distributed clustering model, with calculated 40.16% energy conservation on
average and an 82.06% reduction in the number of transactions. The model does this
by utilizing the optimal slots to update blockchain ledgers instead of choosing any slot
indiscriminately, which is found via the use of an optimal transaction model selected
from Cluster Heads. As noted, this potential reduction in energy use and the number of
transactions carried out across the CAVs network would greatly increase the efficiency,
speed, and overall operation of these devices, which makes it an extremely promising
method to consider for blockchain implementation.
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Figure 19. A model showing the structure of the areas of the CAVs network where energy use can be
improved, inspired by [116].

Charging systems put in place to provide for consistent and reliable energy provisions
in the case of requested transactions must also be assessed before CAVs systems as a whole
can function effectively. In order to understand why, keep in mind how many vehicles
may be completely autonomous in the future, and how this may open opportunities for
the overload of charging stations and their resources. In such a case, the network itself
may become compromised, and vehicles in need of energy may be unable to access it,
compromising the operation of vehicles across the network. Energy-allocating transactions
need to be readily available, presented via a scalable and resilient system, and immune
to overload.

Looking to find a way to ensure this functionality, Jin et al. noted that blockchain
technology is not only useful in CAVs themselves: it has a variety of traits that would
benefit the operation of charging stations. Using it, energy can be provided to vehicles
via a decentralized network, with ensured security and operation, very closely mirroring
the architectural layout of CAVs systems as a whole. Inherent scalability, flexibility, and
security present in blockchain technology have made it very well suited for such use, so it
is certainly worth further consideration in terms of this application.

Charging system optimization is, as mentioned, a strong factor in determining the
optimization of CAVs systems as a whole, since by improving their efficiency, CAVs
will be able to operate more efficiently while still providing for the safety and health
of our world in terms of environmental impact. To address concerns about the current
capabilities of energy-providing units, Su et al. [117] designed a comprehensive system
that works to provide a charge in a specialized, user-specific way, which guarantees that
any given car will receive the optimal treatment and that charge-distributors can function
with greater effect and efficiency. With the incorporation of blockchain in the system,
the security level is guaranteed to carry out needed transactions, mitigating energy use
concerns by implementing a permission-based model that avoids the use of an outside
entity to overlook transactions. In addition, the authors discussed the possibility of using
a consensus algorithm, called a delegated Byzantine fault tolerance algorithm, which
heavily cuts the amount of energy that is used in carrying out transactions. Transactions
are similarly carried out via blockchain to ensure the reliable, secure, and decentralized
approach that is desired, with records of transactions being secured and always maintained.
Figure 20 shows the results from analyzing the proposed model and previous methods for
utility relative to the cleanness and environmental-consciousness of energy in use [117].
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Figure 20. A model showing the environmental impact and utility of charging stations behaving
under different methods, adopted from [117].

The concept of energy exchange between distinct CAVs and defined charging units
or other charge providers has faced significant improvement from blockchain technology
use. In an article that was presented by Javed et al. [118], an entirely new framework to
charge vehicles, called a Mobile-Vehicle-to-Vehicle method, was outlined, which facilitates
decentralized charging between network entities, and showed marked improvement in
data security, transaction speed, energy cost, and ease in locating and accessing charge
providing units for users. THe benefits listed are accomplished through, among other
factors like improved algorithms, the incorporation of blockchain technology. An example
of its benefits in relation to the costs of vehicles traveling overall based on the number of
vehicles moving is shown in Figure 21 [118]. Underlying blockchain was used primarily
in security, but also ensured user trust and approval through its extensive past use in
known technologies and marked reliability, as well as its transparency in letting users
view ongoing transactions in terms of who is sending and receiving information. Its
implementation is an absolute necessity in this case, as, without the stability and security it
provides, this charging system would be dangerous for its users, and, thus, not a feasible
option for implementation [118].

Figure 21. A graph showing the cost to transport CAVs based on method, adopted from [118].

Another example of the use of blockchain-based scheduling optimization in benefiting
the energy-exchange process is shown in an article that was presented by Huang et al. [119].
In this case, a consortium blockchain-based architecture is used to define the presented
charge schedule, which aims to optimize the efficiency and utility of charge stations and
their users. Similar to the method that is discussed above, blockchain is used primarily
in its decentralized network promotion, as well as its inherent security and promotion of
user trust and transparency. Figure 22 shows a base outline of the discussed approach to
charging hybrid EVs, and, as pictured, involves a number of different entities that behave
in distinctly specified ways. Under the hybrid-based system, many different charging
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methods can be used, such as vehicle-to-vehicle and mobile charging vehicle-to-vehicle
style transactions. By this method, the charge would be available to vehicles, regardless of
type, model, and individual vehicle capabilities through the offer of a variety of charging
methods instead of expecting all to follow a singular style best.

Figure 22. A diagram presenting the overall layout of the hybrid-based vehicle system, inspired
by [119].

Open-source, usable networks for charging electrically-powered vehicles have not
only been proposed; some have already been put into place. The first example of such
a network was provided by the Energy Web Foundation (EWF), which put forward the
energy-based blockchain system, called the Energy Web Chain [120]. With its network,
the EWF hopes that energy can be provided to vehicles via an efficient, cost-effective, and
overall accessible and optimized process that, in turn, contributes to the efficiency of the
vehicles in using themselves. German-based company Share&Charge has also implemented
its own network, which is called the Open Charging Network (OCN), to provide electric
vehicles with fuel via the use of an expansive, mobile network [121]. Among other methods
and technologies, blockchain technology was a huge basis for the design of the OCN, its
security, mobility, and broad scope of applications causing it to have significant attention
in such areas.

With its heavy recent growth and success, it is extremely likely that this technology
will soon also be applied to CAVs. In this case, the optimization of the charging system
needs to be given just as much thought as that of the CAVs system, since charging will be
a central part of the proper operation of CAVs. Open, decentralized networks to provide
energy must be available, reliable, and presented in a user-friendly manner, while not
compromising the speed expected in carrying out energy-based transactions.
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The difficulty faced by CAVs attempting to change lanes safely has already been noted
and studied by a number of individuals and organizations, all rushing to find a way to
combat this flaw. In response, one study, which was conducted by Fu et al., decided to
implement blockchain technology into a more generally used machine-learning approach
in an attempt to expedite the process [26]. In this implementation, they made use of
vehicular blockchain in tandem with a deep reinforcement learning model, which acted
to secure and protect data collected as it related to the user. This information gathering
style allowed for users to remain anonymous and completely secure without sacrificing the
educational benefits offered by having access to numerous sources of information relating
to CAVs progress and behavior. Using this method, it was expected that users would have
fewer privacy and security concerns about CAVs, be more willing to participate in data
collection on their vehicles for research purposes, and that the information gathered would
be shared between CAVs more quickly and effectively, all of which would lead to a shorter
learning period for CAVs, and in turn, fewer accidents.

In order to test this idea, the group assessed the security of two separate groups:
one using a collective learning approach without blockchain technology, and the other
implementing blockchain technology to aid privacy and security. From the security tests
conducted, it was shown that, when compared to the collective learning approach, the CAVs
following the blockchain-based approach had a notably higher success ratio in changing
lanes as malicious nodes were added to produce faulty and harmful data. The results
showed that blockchain technology improved the safety and privacy of user information,
supporting the use of blockchain in further development in the lane-changing capabilities
of CAVs [26].

The use of blockchain has been applied and proposed for use in a variety of systems
aiming to benefit its potential applications, as well as how well resources that are involved
in such operations are maintained and utilized. As discussed above, these system and
method outlines, while often similar, are never the exact same in how they are applied or
what problem they aim to solve, and each has its own specific strengths and weaknesses.
Table 6 shows a comprehensive discussion of each method mentioned above and how they
relate to each other.
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4. Application of Blockchain in Collective Decision

Before their full deployment, autonomous vehicles must have both individual and
group operations that are assured to be secure. After all, the majority of accidents that occur
require more than one party, so there must be a way to allow for autonomous vehicles to
decide what maneuvers to make with other parties in proximity to avoid accidents. While
many solutions have been posed, all with their advantages and drawbacks, blockchain has
been applied rather extensively in this area through a variety of applications, highlighting
its ability to allow the safe and consistent operation of a variety of related parties within
a group.

There are not many methods of ensuring well-timed, secured communication between
distinct devices operating in a group, as mentioned previously. Many researchers have
noted that while devices may work adequately when operating alone, incorporating a
group is a much more difficult topic, as a great deal of the rules underlying their operation
are based upon human cues that are not readily understood by machines. As a potential
solution to such group-based operation problems, blockchain has emerged and been
employed in common group-based exercises to test its ability to govern such interactions.
For example, an experiment that was conducted by Moran Cerf, Sandra Matz, and Aviram
Berg, which incorporated its use into a Public Goods game, showed that its use of Smart
Contracts allowed operating entities to understand and take opportunities that yielded
better results [122]. Under different rule sets, this logical operation could be applied to
vehicle systems as well, allowing them to avoid collisions and operate optimally on the
road, securing the safety of all group entities and their passengers.

Cooperative decision making is essential to a variety of different systems, including
swarm robotics, in which blockchain has already been extremely successfully applied [123].
The secure and consistent control of these autonomous devices was one of the main
features keeping it back, but, with the application of blockchain technology in the field,
many of the underlying problems were overcome due largely to the security, flexibility, and
scalability of blockchain, as well as its low resource use when using its Proof-of-Authority
algorithm [123–125]. Through an experiment implementing it into the decision-making
process, it was shown to excel in this area, allowing for different parties in the swarm
to communicate seamlessly, and thus avoid colliding and allow work in an intelligent
manner [123].

Similarly, this use of blockchain to encourage cooperation within a system is main-
tained by studies conducted by Malavika Nair, and Daniel Sutter [126]. Starting by outlin-
ing the history of blockchain, its more common uses today, and its predicted growth, their
paper discusses the potential impact it will have on other group-oriented applications [126].
Through past uses of blockchain, it is evident that, as it continues to be implemented into
such problems, it will greatly contribute to entities’ ability to communicate quickly and
securely over a network, making it a promising choice in future studies regarding AV group
operation. This expectation is due to its strengths in allowing crowd-based applications to
thrive, in addition to it consistently providing users with expected security and privacy
needs [126].

Blockchain, by its very nature, lends itself to use in ensuring the cooperation of au-
tonomous entities, as emphasized by researchers in [127]. Their study, which begun with
the goal of finding an efficient, scalable, and effective way to allow the control of large
groups of robotic entities, arrived at the conclusion that blockchain would serve as an effec-
tive means [127]. This conclusion was reached due to the known benefits blockchain has
above similar methods in privacy, security, and decentralized network incorporation [127].
Through its incorporation, it is reasonable to expect that its incorporation may also gain
such benefits into AVs, which would be a significant step forward towards their wide-scale
implementation and acceptance.

Even more specifically, blockchain has had its use proposed in ensuring the safety
of vehicles operating in a platoon, a group of closely positioned operating vehicles. One
project involved its use in maintaining these platoon vehicles’ safety needs while simultane-
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ously making them secure from information-stealing and attacks [128]. Both of these traits,
while being necessary to AV operation, are often viewed as mutually exclusive, since the
increase of one tends to imply the relapse of the other, but, through the use of blockchain,
it is expected that both of the requirements may be met [128]. Such advanced operation
would allow for the hastened and safer deployment of large-scale AV structures, making
blockchain incredibly desirable incorporation.

LIPS (Leadership Incentives for Platoons) is another such method that is built around
blockchain to ensure the appropriate operation of connected AVs across a network [129].
Similarly, the method proposed is primarily put forth to aid AV platoons, this time in-
creasing their ability to form dynamically by providing certain benefits, often in the form
of payment, to vehicles willing to lead [129]. As proposed, this payment method would
be carried out over blockchain architecture, a natural choice due to its origin in Bitcoin,
ensuring secure and consistently available payment between entities [129]. In tests carried
out to test this proposal, it was shown to be effective in fulfilling its goals, with a number
of future areas for improvement in platoon operation and capabilities [129].

Studies of how blockchain can be applied to help AV platoons have extended far
beyond simply ensuring their security; however, such technology has been extended to
allow for the enhanced operation of such platoons in automated group toll payment for
charging. In fact, such an application was tested in an experiment conducted by Zuobin
Ying, Longyang Yi, and Maode Ma [130]. In the case of platoon operation, while it allows
for the eased navigation of a group to retrieve fuel with as little wasted time as possible,
there is the possibility of vehicles trying to sneak through without paying or providing
incorrect information to lie to a governing distribution authority [130]. For a time, this
was a pressing issue, significantly delaying its full implementation. However, it was
discovered, through the test that was carried out, that blockchain could provide the perfect
mechanism to allow such operation through its smart contract feature and noted security
prowess [130].

In addition to approaches that are entirely reliant on the blockchain, its flexibility has
allowed it to be considered an option to complement others based on differing technology.
For example, it is highlighted as an excellent choice of architecture to support platoons’
intelligence while navigating difficult intersections, as mentioned by a team of researchers
proposing potential solutions to such problems [131]. Blockchain is viewed as a natural
choice to support platoon navigational and operative techniques has also been mentioned
by Emanuel Regnath and Sebastian Steinhorst, who, in their research on how to supervise
platoons of AVs, noted the applicability of blockchain to verify parties that are involved in
the group [132].

Based on increased interest and study and growing capabilities, blockchain is expected
to provide numerous benefits in the area of group supervision, in which case its appli-
cation to AVs to benefit platoon operation would be a natural next step. Prior results in
implementation testing have shown to allow great strides forward already, providing a
promising look at AVs’ future capabilities if blockchain is to be utilized.

5. Future Research Directions, Challenges and Barriers

Bockchain has a lot of potential to be used in different areas, particularly in the field
of Autonomous Vehicles, as discussed through this paper. However, before this can be
deployed on a large scale, several problems surrounding the technology must be examined
and repaired to ensure that it meets necessary requirements for energy consumption,
resource use, and response time [24,25].

Nevertheless, the general form of Blockchain is quite inefficient in terms of consuming
computation resource. Lightweight applications of Blockchain have shown a great deal of
progress in reducing computational resource strain, and, even now, research is ongoing
to improve on this current drawback. Blockchain technology itself also does not have an
inherent flaw in computational resource consumption: this is instead linked directly to its
PoW algorithm, which has been studied, with some proposals being put forth to reduce
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resource consumption [24,133]. As alternative algorithms to PoW are studied, Blockchain
will likely be able to overcome its current high degree of resource use.

The high cost of implementation for Blockchain is the next challenge, which could be
expensive in applications, such as CAVs. There are not many works discussing the expected
cost for a large implementation, but examples of costs to develop other common blockchain
applications are discussed across several papers [134,135]. However, as with many tech-
nologies, this cost can be expected to reduce significantly over time as more people study it,
improve its efficiency, and become familiar with its structure and implementation enough
to increase the number of workers who are able to work on implementing large-scale
networks as needed.

Another challenge with using Blockchain in CAVs application is the fact that it requires
high energy consumption. However, that depends on the exact type of blockchain type,
there may be a much lower drain on energy use, as in non PoW models in use today [136].
While a good deal of blockchain applications today are fairly energy-intensive, a number
of papers have also thought of how to resolve this issue, coming to a variety of possible
solutions depending on the type of application desired [25]. In addition, Blockchain has
shown that it provides a platform for users to interact more directly with their energy
use and obtainment, as in proposed energy exchanging mechanisms between vehicles, as
discussed by papers in the past, which could make up for higher rates of consumption in
allowing more user control of how much energy they obtain at a time and from where they
can access it [137].

Another main drawback of Blockchain is the responding time when more users
are connected to the network, which makes them no suitable for safety applications.
Delays are a known problem for Blockchain today, and as such, there is currently a lot of
discussion on how to proceed when working to resolve the issue, as discussed in several
papers [138]. Although there is not currently an agreed-upon solution to be used in all
blockchain implementations, many incorporations of blockchain technology today still
use their own methods to account for the issue of delay when under use by many people.
For example, proposed methods like parallel proof of work [139] have shown to allow
significant improvement in this area already. More lightweight blockchain applications
have also been implemented, as with Block4Forensic, to improve the speeds of Blockchain
when several users are in a network. With these examples, it’s clear that these flaws are
already noted and are currently being examined in a variety of ways to come to a resolution.
In time, this flaw will most likely be mitigated, at which point blockchain technology will
be closer to being ready for full use.

6. Conclusions

The blockchain technology contributes many advantages to network architecture such
as scalability, security, and user safety which results in heavily being considered for future
applications in CAVs systems. From its conception, blockchain technology was designed
with several key features in mind: secured and maintained transactions, the use of a
decentralized network, and user data protection, all of which could be extremely beneficial
to future CAVs growth in a variety of ways. CAVs systems may not adequately protect
against malicious user interference, leading to numerous accidents that may result in the
loss of life. Thus, it still takes time to completely embrace the CAVs technology by public
communities, such as engineers, mankind’s scholars, legal intellectuals, social scientists,
and moral philosophers. We need to take step forward to incorporate novel technologies,
such as blockchain, to alleviate these concerns, as shown through experiments, outlines,
and increased researcher interest in the idea. For the reasons that are discussed above, it is
clear that the potential relationships between blockchain and CAVs technology need to be
studied further in order to promote further development in both fields. By making use of a
reliable, trusted technology to serve as a backbone for future CAVs systems, developers
could be more certain in the safety and security of their products, as could users. In this
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way, the full potential of CAVs technology would be realized, which would contribute to a
safer, more secure, and more accessible world through the mitigation of traffic accidents.
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Abstract: Networked control systems (NCSs) are designed to control and monitor large-scale and
complex systems remotely. The communication connectivity in an NCS allows agents to quickly
communicate with each other to respond to abrupt changes in the system quickly, thus reducing com-
plexity and increasing efficiency. Despite all these advantages, NCSs are vulnerable to cyberattacks.
Injecting cyberattacks, such as a time-delay switch (TDS) attack, into communication channels has the
potential to make NCSs inefficient or even unstable. This paper presents a Lyapunov-based approach
to detecting and estimating TDS attacks in real time. A secure control strategy is designed to mitigate
the effects of TDS attacks in real time. The stability of the secure control system is investigated using
the Lyapunov theory. The proposed TDS attack estimator’s performance and secure control strategy
are evaluated in simulations and a hardware-in-the-loop environment.

Keywords: time-delay switch attack; networked control systems; secure control design; Lyapunov
theory; attack estimation; hardware-in-the-loop testing

1. Introduction

A networked control system (NCS) is a type of control system in which the control and
feedback data packets are exchanged through communication channels between agents and
the controller. NCS systems are used to enhance the efficiency and reliability of the control
systems [1–4]. The simplicity and efficiency of NCSs for constructing networks among
multi-agent systems have received significant attention over the past years. Although lever-
aging communication channels in an NCS can control and supervise the system more
efficiently and reliably, NCSs are prone to cyber disruptions—either inherent or intentional
ones, such as cyberattacks. The most known cyberattacks are denial of service (DoS), which
disables access to the system information or a service [5], false data injection (FDI), which
intentionally manipulates the exchange of data [6], replay attack, which maliciously repeats
valid data transmissions [7], and a newly found attack, the time-delay switch (TDS) [3].
The number and intensity of these cyber manipulations have grown in recent years. One of
these cyber attacks was the 2015 Ukraine Blackout event, in which about 225,000 customers
lost their electricity for several hours. This cyber incident was a successful FDI on an actual
power grid [8]. The 2019 Venezuela blackout resulted from a cyberattack on energy supplies
in eighteen states that affected two-thirds of the country [9,10]. These cyber disruptions
determine the criticality of studying cyber attacks on NCSs, like power grids.

A TDS attack is made by inserting time delays into communication channels of
NCSs [11]. Since NCSs are time-sensitive and require updated measurement signals, a TDS
can be highly destructive [11,12]. Time delays can occur purposefully or inherently in a
wide range of engineering systems [12–14]. In general, time delays are common in control
systems and can influence the stability of control systems. Even worse delays can occur
when an adversary injects random TDS attacks into NCSs, making the systems inefficient or
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even unstable. This circumstance stems from the fact that the controller needs to receive the
measurement values in real time to be able to generate the control signals. NCSs transmit
the sensor measurements from agents to a centralized control unit through communication
channels, and injecting TDS attacks will result in instability in NCSs. Therefore, it is crucial
to design a secure NCS that is robust to both natural delays and TDS attacks [3,15].

Even though it has been shown in the literature that TDS attacks can cause insta-
bility in NCSs [11], only a few studies have focused on detecting TDS attacks in real
time, and none have investigated the compensation of TDS attacks by designing a secure
controller. A neural network (NN) approach was developed in [16] as a tool for estimat-
ing a time delay in industrial communication systems with nonlinear dynamics, but the
stability of this controller has not been investigated. Another NN-based approach was
introduced in [17] to estimate the state of the system in real time. The aforementioned
proposed algorithms require offline training and cannot detect TDS attacks in real time.
Although machine learning techniques have been utilized for cyber attack detection in
NCSs [18], various susceptible and erroneous detection results have been reported in the
literature [19,20]. These machine learning methods are prone to maliciously altering the
training or test data and cause disastrous operation issues and system instability [20]. A ro-
bust controller was introduced in [21] for systems with nonlinear dynamics. The proposed
approach can compensate for the effects of TDS attacks in real time without detecting them.
However, the proposed controller can only mitigate small amounts of TDS attacks. The
approach proposed in [22] uses a neural-network-based detection algorithm to detect and
estimate the TDS attack in real time. However, the proposed approach can estimate the
TDS attacks accurately, but it cannot mitigate the effects of TDS attacks in real time. To
mitigate the effect of a TDS attack, Ref. [12] proposed an adaptive control algorithm that
estimates TDS attacks introduced into measurement signals. This work was able to detect
and mitigate TDS attacks in real time. However, the stability of the proposed method was
not investigated due to the nature of the controller design. Furthermore, the convergence
of attack detection and estimation requires further investigation. Table 1 summarizes the
advantages and disadvantages of approaches in the literature.

Table 1. The advantages and disadvantages of the approaches in the literature.

Approach Advantage Disadvantage

Machine-learning-based
approaches [16–20]

These approaches do not require the
dynamic model of the system

Stability analysis of neural network
(NN)-based approaches is complex; offline
learning time is required

Robust controller-based
approach [21]

There is no need to detect attacks in real
time

The system is not efficient due to its robustness
to potential faults, failures, and attacks

NN-based detection approach [22] Ability of detection and estimation of
time-delay switch (TDS) attacks

Stability analysis requires further investigation;
it cannot mitigate the effects of TDS attacks

Least-mean-square-based
approach [12]

Accurate estimation of TDS attacks with a
linear model of the system Stability analysis is complex

The contributions of this papers are as follows:

• It develops a novel secure control strategy to estimate and compensate TDS attacks
in real time for NCSs with linear dynamics to address the current barriers in the
detection and compensation of TDS attacks in the literature.

• It designs a secure controller that is able to mitigate the effects of TDS attacks using
the proposed model-based algorithm.

• The controller and estimator in this paper are designed based on the Lyapunov theory
to guarantee the stability of an NCS under a TDS attack. The proposed method
is compared with an NN-based method [22] to show the efficacy of the proposed
technique in the presence of the TDS attack.
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To summarize, the contribution of the paper is its proposal of a novel TDS attack
detection technique along with its design of a secure Lyapunov-based controller for NCSs
with linear dynamics under TDS attacks. The proposed algorithm is a model-based method
that is able to detect and compensate for TDS attacks in real time with low computational
complexity compared with learning-based methods.

The rest of the paper is organized as follows. Section 2 presents a general model for an
NCS under a TDS attack. The proposed controller with a Luenberger observer is described
in Section 3. Section 4 verifies the controller’s stability. The case study is described in
Section 5. Simulations and results are demonstrated in Section 6, and the conclusion is
presented in Section 7.

2. Networked Control Systems

Despite all of the benefits of NCSs, including that they are fast, reliable, and have
remote capability, NCSs are vulnerable to cyber disruptions and threats, since NCSs are
highly dependent on information, communication, and cyber interfaces [1–3]. NCSs are
used in critical infrastructures, and their security is categorized as one of the important
concerns in the nation. Therefore, the vulnerability to external interruptions and attacks
must be prevented. Since these systems heavily rely on networked communications,
this dependency introduces delays, data packet drops, bandwidth allocations, and other
cybersecurity issues in the data transfer process [11,23,24].

Specifically, delays can cause catastrophic failures in the systems that are under
control. Measured data and control commands must be transferred within a limited
period; otherwise, introducing delays to these signals makes the system unable to trace its
operating conditions and causes an undesired response [3,25].

2.1. Dynamic Model of an NCS

A general diagram of an NCS system is presented in Figure 1. The communication
between the plant and the controller takes place through a networked communication
channel. Commands from the controller to the actuators and sensing signals from mea-
surement sensors, which are vulnerable points of NCSs, must flow through the network.
The NCS is mathematically represented by the following state-space model, assuming that
the NCS has J agents:

Controller

Plant 1

Plant 2

Plant 3

Plant J

𝑢(𝑡)

𝑦(𝑡 − τ)

𝑢1(𝑡)
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Figure 1. General diagram of a networked control system (NCS) with multiple plants under time-
delay switch (TDS) attacks.

{
ẋ(t) = Ax(t) + Bu(t)
y(t) = Cx(t),

(1)
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where x(t) indicates the states of NCS and can be described as

x(t) =
[

x1(t)T x2(t)T · · · xJ(t)T
]T

(2)

and xi is the state-space vector of the ith agent of the NCS.
In a similar manner, u(t) is the vector of inputs and y(t) is the output, the aggregated

state measurements of the system, which are described as

u(t) =
[
u1(t)T u2(t)T · · · uJ(t)T

]T
(3)

y(t) =
[
y1(t)T y2(t)T · · · yJ(t)T

]T
. (4)

Each agent in the NCS can have a different number of inputs ui(t), outputs yi(t),
and states xi(t). This means that each vector in x(t), u(t), and y(t) has its own dimension.

xi(t) =
[
xi,1(t) xi,2(t) · · · xi,nxi (t)

]T (5)

ui(t) =
[
ui,1(t) ui,2(t) · · · ui,nui (t)

]T (6)

yi(t) =
[
yi,1(t) yi,2(t) · · · yi,nyi (t)

]T
, (7)

where nxi, nui, and nyi are the dimensions of each vector of the state-space, inputs, and
outputs, respectively, for the ith agent.

The matrix A is described as:

A =




A11 A12 · · · A1J
A21 A22 · · · A2J

...
...

. . .
...

AJ1 AJ2 · · · AJ J


. (8)

Here, each sub-conjunct Aii has the dimension nxi × nxi of the ith agent in the system.
Aab represents the mutual dependency between agents.

If all the agents are independent of each other, the matrix changes to the following:

A =




A11 0 · · · 0
0 A22 · · · 0
...

...
. . .

...
0 0 · · · AJ J


. (9)

In the same way, the matrix B is defined as

B =




B1 0 · · · 0
0 B2 · · · 0
...

...
. . .

...
0 0 · · · BJ


. (10)

Therefore, any single Bi has the dimension nxi × nui based on the number of terms in
the state vector (nxi) and the number of terms in the input vector (nui) of the ith agent in
the NCS.
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Matrix C is composed of Ci for each agent in the system. The dimension of each Ci is
nyi × nxi. Matrix C is defined as:

C =




C1 0 · · · 0
0 C2 · · · 0
...

...
. . .

...
0 0 · · · CJ


. (11)

2.2. NCS under a TDS Attack

The controller of an NCS is considered to be an optimal controller, which is described as

u(t) = −Kz(t), (12)

where z is the signal measured by the centralized controller.
Since delays are introduced to the communication channel, the signals received by

the controller from each agent in the NCS are not the yi(t) originally observed from the
system output. This paper assumes that an adversary cannot access control signals and
only injects the TDS attacks into the measurement signals. The measured signal under a
TDS attack can be described as

zi(t) = yi(t− τi), i ∈ {1, 2, ..., J}, (13)

where τi is the delay of the ith element of the NCS.

3. Controller Design: Lyapunov Compensation with a Luenberger Observer
3.1. Observer Design

A Luenberger observer is designed such that the error between the system measure-
ment and estimated output converges to zero:

{
˙̂x = Ax + Bu + L(y− ŷ) + ψ2

ŷ = Cx̂
, (14)

where the vectors x̂, û, and ŷ are the state-space, the inputs, and the outputs of the observer,
respectively. The compensator signal ψ2 will be designed based on the subsequent stability
analysis. The Luenberger gain L is a constant scalar number that multiplies the error
between the output of the system y = Cx and the estimated value from the observer
ŷ = Cx̂.

Substituting the y and ŷ elements in (14) yields
{

˙̂x = Ax̂ + Bû + LC(x− x̂) + ψ2

ŷ = Cx̂
. (15)

Grouping the elements with x̂, the system representation can be written as
{

˙̂x(t) = (A− LC)x̂ + Bû + LCx + ψ2

ŷ = Cx̂
. (16)

The last term in Equation (16) is the response received by the observer from the plant
through the delayed channel, which is actually x(t− τ). Given this variable, the state-space
representation is changed to the following:

{
˙̂x(t) = (A− LC)x̂ + Bû + LCx(t− τ) + ψ2

ŷ = Cx̂
. (17)
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3.2. Controller Design

The proposed control diagram is presented in Figure 2.

System 

Plant
K

ObserverK

delay

estimated 

delay

+
-

+

-

y

ŷ

Ψ1

Ψ2

Figure 2. The proposed robust observer-based controller.

The delay presented in the superior feedback loop is the attack delay inserted into the
system. The feedback controller is the same for both the plant and observer environment (K
matrix). The terms of K must be defined to implement an optimal response to the system.
It was used as a linear quadratic regulator (LQR) method to create the proper K matrix
with the individual gains for each state in the system [26].

The delay in the system data is estimated at the feedback loop of the observer. This
estimated delay signal is applied in the controller to adjust the control commands based
on the inserted delay. The system model is set with an initial condition vector and the
reference signal, which is a zero vector. It is replicated on the observer, and because of that,
the inputs are u = −Kx and û = −Kx̂.

As seen in (18) and (19), the input signal of the system is affected by the delay in the
communication channel. In the same way, the estimate delay is injected into the observer
feedback response to also emulate the delay at the observer.

u = −Kx(t− τ) + ψ1 (18)

û = −Kx̂(t− τ̂) (19)

As Figure 2 shows, ψ1 compensates for the delay attack in the control input, and ψ2
compensates for the delay attack in the observer process. These two terms will be further
elaborated upon in the next section.

4. Proposed Delay Detection Method

In this section, ψ1 and ψ2 are designed using the Lyapunov approach. Furthermore,
this section illustrates how TDS attacks are estimated in real time.

Consider the Lyapunov function described as

Vc =
1
2

x̃x̃T +
α

2
τ̃τ̃T , (20)

where α is a positive gain, x̃ , x− x̂ is the state estimation error, and τ̃ , τ− τ̂ is the delay
estimation error.

In (21), the derivative of the Lyapunov function is taken to obtain the required param-
eters and design a controller that is resilient against TDS attacks. It should be noted that
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time-delay attacks here target the input signals ureal and uobs. The output data y from the
plant also have the delay attack shift in this model.

V̇c = x̃ ˙̃xT + ατ̃ ˙̃τT (21)

Substituting ˙̃x = (ẋ− ˙̂x) and ˙̃τ = (τ̇ − ˙̂τ) into (21), we obtain:

V̇c = x̃{ẋ− ˙̂x}T + ατ̃{τ̇ − ˙̂τ}T . (22)

Then, ẋ and ˙̂x are substituted according to (1) and (14), respectively. The equation
changes into:

V̇c =x̃{Ax + Bu− ((A− LC)x̂ + Bû

+ LCx(t− τ) + ψ2)}T + ατ̃(τ̇ − ˙̂τ)T .
(23)

Substituting the signals u and û from (18) and (19), the equation becomes the following:

V̇c = x̃{Ax + B(−Kx(t− τ) + ψ1)

− (Ax̂ + B(−Kx̂(t− τ̂)

+ LCx(t− τ) + ψ2)}T + ατ̃(τ̇ − ˙̂τ)T .

(24)

Considering a constant delay in the channel, even if it happens over short periods
of time, the derivative of the delay is going to be null (τ̇ = 0). Using a Taylor series,
the delayed signal is modeled approximately up to the first derivative term as x(t− τ) =
x− ẋτ.

V̇c = x̃{(A− LC)x̃

− BK(x(t− τ)− x̂(t− τ̂)) + Bψ1

+ LCẋτ − ψ2}T − ατ̃( ˙̂τ)T

(25)

Assuming that the second and third terms in (25) can cancel out each other, ψ1 can be
obtained as follows:

ψ1 = K(x(t− τ)− x̂(t− τ̂)). (26)

After this, the derivative of the Lyapunov function is simplified as in (27).

V̇c = x̃{(A− LC)x̃

+ LC( ˙̂x + ˙̃x)(τ̂ + τ̃)− ψ2}T − ατ̃( ˙̂τ)T (27)

Applying the distributive property, Equation (27) is extended to (E:dem4):

V̇c = x̃{(A− LC)x̃

+ LC( ˙̂xτ̂ + ˙̂xτ̃ + ˙̃xτ̂ + ˙̃xτ̃)− ψ2}T − ατ̃( ˙̂τ)T .
(28)

Simplifying (27), we obtain the following equations, which will be used to find the
estimated delay τ̂:

x̃LC( ˙̂x + ˙̃x)τ̃T
= ατ̃( ˙̂τ)T (29)

˙̂τ =
LC
α

( ˙̂x + ˙̃x)x̃. (30)

The element α is a parameter for characterizing the system to make it possible to
run the computation of the estimated delay value. Unfortunately, there is not a previous
relation between the physical parameters of the system and the value of α. The moment
when the attack is deployed and the amount of delay injected have different effects on the
system. The method used to get α is based on the peak value observed when tracking the
error signal—the difference between the plant response and the observer response—and
defining the α value. Then, some series of tests must be performed under known TDS
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attack conditions to validate the definition of α. An offset may be applied according to the
essay results to guarantee more precise estimates.

ψ2 is obtained below:
ψ2 = LC( ˙̂x + ˙̃x)τ̂. (31)

The Lyapunov theory is applied to guarantee that the system remains stable at different
operating points. The Luenberger gain L must satisfy the following equation:

x̃{(A− LC)x̃}T < 0. (32)

The derivative ˙̂x can be taken from the observer. However, the error signal and its
derivative ˙̃x must be deduced—because it is not possible to measure data at the plant
output before the delayed channel—by checking the error x(t− τ)− x̂(t− τ̂).

The Taylor series approximation must be considered; neglecting the higher-order
terms, the delayed signal is represented by the following:

x(t− τ) = x− ẋτ. (33)

Similarly, the estimated states are obtained below:

x̂(t− τ̂) = x̂− ˙̂xτ̂. (34)

Subtracting Equations (33) from (34) will result in (36):

x(t− τ)− x̂(t− τ̂) =x̃− ẋτ + ˙̂xτ̂ (35)

x(t− τ)− x̂(t− τ̂) =x̃− ẋ(τ̂ + τ̃) + ˙̂xτ̂. (36)

The term τ̃ can be neglected because it is expected to go to zero due to the proper
function of the proposed estimator. In this case, the Equation (36) becomes:

x(t− τ)− x̂(t− τ̂) = x̃− ˙̃xτ̂. (37)

Considering that the system must be stable because the chosen value of L must
guarantee the Lyapunov stability criteria, the Luenberger observer must bring estimation
error signals in the form of x̃ = a.e−kt. Then, ˙̃x = −kx̃. Taking k = 1 (the effects of this k
can be absorbed by α) to simplify the calculations, Equation (37) becomes

x(t− τ)− x̂(t− τ̂) =x̃(t)(1 + τ̂) (38)

x̃(t) =
x(t− τ)− x̂(t− τ̂))

1 + τ̂
. (39)

This way, it is possible to deduce x̃(t) and its derivative ˙̃x(t) used in Equations (30)
and (31). They are obtained with the difference between consecutive samples in the
digital readings.

5. NCS Case Study: Load Frequency Control Design for Power Grids

Load variation may create frequency oscillations and ultimately cause power grid
instability. When the the grid load increases, the frequency decreases, and vice versa. Once
a rapid load change is sensed, the electrical torque output is changed, which leads to a
mismatch between the electrical and mechanical torques. This torque mismatch results in
turbine speed changes that, in turn, cause frequency oscillations in the grid [27].

The load frequency control (LFC) of power systems is crucial in sustaining the grid
frequency within a predefined range. LFC guarantees that the grid generators can properly
maintain a balance between load and energy supply using the regulation of generators’
set-points [27].
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The mathematical model for an NCS applied to the power grid with several agents
was developed in [12]. The mathematical model presented in Equation (1) with the xi
vector is defined as the following:

xi(t) = [∆ fi(t) ∆Pgi (t) ∆Ptui (t) ∆Pp fi
(t) ei(t)]T , (40)

where ∆ fi(t) is the frequency deviation, ∆Pgi (t) is the generated power deviation, ∆Ptui (t)
is the turbine position, ∆Pp fi

(t) is the tie-line power flow, and ei(t)]T is the control error

given by ei(t) =
∫ t

0 (βi∆ fi + ∆Pp fi
)dt.

Therefore, the equations are going to have xi(t), ui(t), and yi(t) ∈ R5, where ui(t) is
the control input vector, xi(t) is the state vector, and yi(t) is the output of the ith agent in
the system.

In this study, multiple grids are connected to the same tie-line within the same NCS.
This means that agents can communicate with each other and exchange power among
themselves through the grid. The matrix A will be similar to that presented in (8) with the
following elements: Each Aii will be

Aii =




−µi
Ji

1
Ji

0
−1
Ji

0

0
−1
Ttu,i

1
Ttu,i

0 0

−1
ωiTg,i

0
−1
Tg,i

0 0

2
∑

i=j,j=1
2πTi,j 0 0 0 0

βi 0 0 1 0




(41)

and Aij will be

Ai,j =




0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

−2πTi,j 0 0 0 0
0 0 0 0 0




. (42)

The parameters presented in (41) and (42) are described as follows:

Ji − generator moment of inertia

βi − frequency bias factor

ωi − speed-drop coefficient

µi − damping coefficient

Tg,i − governor time constant

Ttu,i − turbine time constant

Ti,j − stiffness constant between ith and jth agents

Similarly to (10), the matrix B is defined below:

Bi =

[
0 0

1
Tg,i

0 0
]T

. (43)

Since vectors y(t) and x(t) are the same as those shown in Equation (1), the matrix C
presented in Equation (1) is an identity matrix, and finally, the matrix D is considered null
in this study.
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6. Simulation Results

This section illustrates the performance of the proposed secure control design along
with the TDS attack detection technique through the case study that was introduced in
Section 5. On top of the simulation, the method was implemented in a hardware-in-the-
loop (HIL) environment to show that the proposed method is practical. For the HIL testing,
we used a DS1104 Controller Board in connection with the MATLAB Simulink software.
The LFC model was implemented via MATLAB Simulink 2019a, and it was converted into
a C program to be loaded into the Dspace board. The results were observed using the
Dspace console in real time. To show that the proposed method can perform well under
measurement noise, we added zero-mean Gaussian noise during the HIL performance
testing. As shown in Figure 3, the NCS, including two agents, was subjected to TDS attacks.
Table 2 illustrates the parameter values that were used in the simulation.

Load Frequency Control

Plant 
Model

Plant 
Model

𝑢1(𝑡) 𝑦1(𝑡) 𝑢2(𝑡) 𝑦2(𝑡)

Network
Communication

𝑦1(𝑡 − τ) 𝑦2(𝑡 − τ)

Power Area 1

Lo
ad

s

Power Area 2

Lo
ad

s
Tie-Line

τ TDS τ TDS

Figure 3. Two-agent load frequency control (LFC) system.

Table 2. Simulated Power Areas’ Parameter Values

Description Symbol Power Area 1 Power Area 2

Generator Moment of Inertia J1 10 12
Frequency Bias Factor β1 21.5 21
Speed-Drop Coefficient ω1 0.05 0.05
Damping Coefficient µ1 1.5 1
Governor Time Constant Tg,1 0.12 s 0.18 s
Turbine Time Constant Ttu,1 0.2 s 0.45 s
Stiffness Constant i-j T1,2 0.198 pu/rad 0.198 pu/rad

The delay attacks were simulated based on the following assumptions:

Assumption 1.1. The TDS attack takes place at a certain moment and remains constant.

Assumption 1.2. The TDS attack affects all the states. The starting moment and the delay period
are the same for all the states.

Assumption 1.3. From the moment the attack is launched, it persists until the end of the simulation.
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Figure 4. The NCS system under a TDS attack of τ = 0.19 s at the instant t0 = 1 s.
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Figure 5. The NCS system under evaluation submitted to a TDS attack of τ = 0.20 s at the instant
t0 = 1 s.

6.1. Vulnerability Analysis

When running the NCS in an optimal control situation, with no compensation algo-
rithm to correct the delays, it can be observed that the system becomes unstable for attacks
of τ = 190 ms or higher. Figures 4 and 5 show the response of the system under a TDS
attack. Both attacks were started at t0 = 1 s, but the intensity of the attack is different.
In the first case, τ = 0.19 s, and in the other one, τ = 0.2 s. It can be observed that the
delay of 0.2 s had an aggressive effect on the system, leading the response to a divergent
behavior with a highly increasing rate. Figure 4 represents a threshold condition, where
the system started facing unstable responses due to the delay. It is possible to observe that
the instability started around the instant at 30 s and the oscillations grew at a low rate.
However, it was an unstable condition, and the system could not work under this attack.
To detect and mitigate the effects of an attack, a resilient controller must be applied.

6.2. TDS Attack Detection and State Estimation

The observer compensation technique discussed in Section 4 made the system operate
correctly, even with TDS attacks of around τ = 260 ms. The same TDS attack as that
shown in Figure 5 was simulated, but the system was equipped with the proposed secure
controller. As Figure 6 shows, the adverse effect of the TDS attack was improved by the
proposed state estimation mechanism.
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Figure 6. NCS system under a TDS attack of τ = 0.2 s at the instant t0 = 1 s with the Luenberger
observer operating to compensate the errors.
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Figure 7. Second derivative of x̂ used to detected the instant in time t0 when the TDS is deployed.

The simulation was repeated with different time delays inserted by the TDS attack
into the NCS at different starting instants (t0 = 1, 2, ..., 5 seconds). Table 3 shows the results
for three different time delays τ. The results show an Mean Square Error (MSE) around 5%.

Table 3. Delay estimation results—MSE.

τ τ̂ MSE
(s) (s) (s)

0.15 0.1538 5.26%
0.22 0.2202 4.61%
0.26 0.2540 5.70%

The estimation of the delay depends on the parameter α mentioned in (30). The defini-
tion of α is a result of a complex set of essays running under known conditions to evaluate
how the system responds to an injected delay depending on the amount of delay and the
time instant at which was deployed. When an attack takes place, the error between the
actual and the estimated states from the observer increases, and this is also reflected in
the variations in x̂. Using the second derivative of x̂, the time instant of the TDS attack is
detected (as shown in Figure 7). Thus, it is deployed, and the error is used to define the
value to be chosen for α. The solution for computing α was created by using a constant
value for alpha and then comparing the results with the offset that should be needed to
get the correct values of τ̂. A polynomial approximation was created by taking the instant
values of ˙̃x; then, it was incorporated in the α computation.
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Figure 8. The state estimation error signal x̃ has a peak at the instant at 1 s, indicating that the attack
was deployed. This peak value is used to estimate the proper α for τ̂ estimation.
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Figure 9. Delay estimation using the proposed method compared with the traditional method.

6.3. Performance Evaluation

The performance of the method proposed in this paper is compared with the perfor-
mance of the control method presented in [22], which works based on an adaptive NN
technique to estimate the time delay to which the NCS is exposed. The simulations were
performed based on the following assumptions:

Assumption 2.1. The delay attack takes place in a certain moment and remains constant.

Assumption 2.2. The delay attack targets only the state of x3(t).

Assumption 2.3. The attack persists from the moment it is launched until the end of the simulation.
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Figure 10. Response of x3 with controller correction for a τ = 1.0 s delay injected at t0 = 2.0 s. The
signal was observed in a Dspace input to simulate the input of the plant received through a feedback
loop with a delay.

A delay τ = 1 s was inserted from t0 = 2 s. The state estimation errors are shown in
Figure 8. The results show that the observer was able to accurately estimate measurement
signals, even when the NCS was under TDS attacks. The results associated with the
proposed method are presented in Figure 9. As shown in the figure, it is clear that the
proposed TDS attack detection technique is more accurate than the NN-based (traditional)
detection technique.

The NN approach allows consecutive computations in order to correct the estimation
error and compensate frequency discrepancies in the LFC. The proposed method based on
the Lyapunov theory presented in (20) depends on the parameter α, which is a characteristic
quantity of the system, but it also depends on the instant the attack takes place. A study
using the values of ˙̂̇x, ˙̂x, and x̃ was used to calculate this parameter. So, the final value of τ̂
was reached more quickly, but a steady-state error can happen. The better the adjustment
of the α parameter, the lower the steady-state error.

Another experiment to validate the Lyapunov method for avoiding TDS attack effects
was made in a hardware-in-the-loop environment using external hardware equipment,
the dSPACE CP1104 platform. A feedback loop was made for the x3 state through the
connection on the board. A time delay of τ = 1.0 s affected the LFC, and the resilient
performance of the proposed controller was seen in the results. The signal response on
x3 is shown in Figure 10. This test is important because it shows the effectiveness of the
solution in a real-life system, demonstrating how the correction takes place to keep the
system working properly, even when it is subjected to a TDS attack.

7. Conclusions

This paper presented an approach to providing adjustments to the input signal in
an NCS structure in order to keep a plant working properly, even under a TDS attack.
The compensation signal is defined based on the Lyapunov theory and a Luenberger
observer. The proposed approach was evaluated through a case study in which a two-
agent LFC system was monitored and controlled. The performance of the controller was
validated in a hardware-in-the-loop simulation using the dSPACE platform to emulate the
feedback loop of the NCS under TDS attacks. It should be noted that the proposed method
can be applied to any NCSs, such as cooperative driving systems.

During the transient response of the system, the proposed delay estimation is more
precise compared with other techniques in the literature. Furthermore, the controller and
estimator were designed based on Lyapunov stability analysis, unlike other traditional
techniques. When the most significant variations take place, it is possible to detect the
peaks caused by the attack. The final portion of the transient response already has lower

58



Electronics 2021, 10, 322

variation, and it brings uncertainties to the estimation of τ̂. If the attack is deployed at
an instant close to the starting point, the estimation is also affected because the observer
will get the actual values from the plant. The variation in a delay over time is also a
strong challenge for estimations, but this paper considered only constant delay attacks.
Future work will enhance the proposed method to investigate time-variable TDS attacks.
Although this paper focused on an NCS with dependent agents, the proposed method is
general and can be used for a multi-agent system with independent dynamics.
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Abstract: The Society of Automotive Engineers (SAE) defines six levels of driving automation,
ranging from Level 0 to Level 5. Automated driving systems perform entire dynamic driving tasks
for Levels 3–5 automated vehicles. Delegating dynamic driving tasks from driver to automated
driving systems can eliminate crashes attributed to driver errors. Sharing status, sharing intent,
seeking agreement, or sharing prescriptive information between road users and vehicles dedicated to
automated driving systems can further enhance dynamic driving task performance, safety, and traffic
operations. Extensive simulation is required to reduce operating costs and achieve an acceptable risk
level before testing cooperative automated driving systems in laboratory environments, test tracks,
or public roads. Cooperative automated driving systems can be simulated using a vehicle dynamics
simulation tool (e.g., CarMaker and CarSim) or a traffic microsimulation tool (e.g., Vissim and
Aimsun). Vehicle dynamics simulation tools are mainly used for verification and validation purposes
on a small scale, while traffic microsimulation tools are mainly used for verification purposes on
a large scale. Vehicle dynamics simulation tools can simulate longitudinal, lateral, and vertical
dynamics for only a few vehicles in each scenario (e.g., up to ten vehicles in CarMaker and up
to twenty vehicles in CarSim). Conventional traffic microsimulation tools can simulate vehicle-
following, lane-changing, and gap-acceptance behaviors for many vehicles in each scenario without
simulating vehicle powertrain. Vehicle dynamics simulation tools are more compute-intensive
but more accurate than traffic microsimulation tools. Due to software architecture or computing
power limitations, simplifying assumptions underlying convectional traffic microsimulation tools
may have been a necessary compromise long ago. There is, therefore, a need for a simulation tool
to optimize computational complexity and accuracy to simulate many vehicles in each scenario
with reasonable accuracy. This research proposes a traffic microsimulation tool that employs a
simplified vehicle powertrain model and a model-based fault detection method to simulate many
vehicles with reasonable accuracy at each simulation time step under noise and unknown inputs.
Our traffic microsimulation tool considers driver characteristics, vehicle model, grade, pavement
conditions, operating mode, vehicle-to-vehicle communication vulnerabilities, and traffic conditions
to estimate longitudinal control variables with reasonable accuracy at each simulation time step for
many conventional vehicles, vehicles dedicated to automated driving systems, and vehicles equipped
with cooperative automated driving systems. Proposed vehicle-following model and longitudinal
control functions are verified for fourteen vehicle models, operating in manual, automated, and
cooperative automated modes over two driving schedules under three malicious fault magnitudes
on transmitted accelerations.

Keywords: traffic microsimulation tool; cooperative automated driving systems; vehicle powertrain;
safety; road capacity; contested environments
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1. Introduction

SAE defines six levels of driving automation

• Level 0: drivers perform entire dynamic driving tasks;
• Level 1: driver assistance systems execute either longitudinal or lateral vehicle motion

control subtask, and drivers perform all remaining dynamic driving tasks;
• Level 2: driver assistance systems execute both longitudinal and lateral vehicle motion

control subtasks, and drivers perform all remaining dynamic driving tasks;
• Levels 3–5: automated driving systems perform entire dynamic driving tasks [1].

Dynamic driving tasks are real-time operational (e.g., longitudinal and lateral vehicle
motion control) and tactical (e.g., object and event detection, recognition, classification,
and response preparation) functions required to operate a vehicle. Delegating dynamic
driving tasks to automated driving systems can eliminate 94% of crashes attributed to
driver errors [2].

Cooperative driving automation enables cooperation among road users, intending
to enhance dynamic driving task performance, safety, and traffic operations. Cooperative
driving automation can prevent 439,000 to 615,000 crashes, save 987 to 1366 lives, reduce
305,000 to 418,000 maximum abbreviated injury scale 1–5 injuries, and eliminate 537,000 to
746,000 property damage only vehicles annually [3]. Vehicles equipped with cooperative
automated driving systems can also follow their leaders at shorter gaps and with less vari-
ation in acceleration than vehicles dedicated to automated driving systems. SAE defines
four classes of cooperative driving automation cooperation: Class A (status-sharing), Class
B (intent-sharing), Class C (seeking-agreement), and Class D (prescriptive) [4]. Classes
C–D cooperative driving automation cooperation can be achieved at Levels 3–5 driving au-
tomation.

Cooperative automated driving systems can be simulated using a vehicle dynamics
simulation tool (e.g., CarMaker and CarSim) or a traffic microsimulation tool (e.g., Vissim
and Aimsun). Vehicle dynamics simulation tools are mainly used to simulate longitudinal,
lateral, and vertical dynamics on a small scale, while traffic microsimulation tools are
mainly used to simulate vehicle-following, lane-changing, and gap-acceptance behaviors
on a large scale.

• Verification scale: Vehicle dynamics simulation tools cannot simulate many vehicles
in each scenario.

• Verification resolution: Conventional traffic microsimulation tools cannot estimate
microscopic (e.g., reduction in distance gaps and time gaps) or macroscopic (e.g.,
increase in road capacity) benefits associated with driving automation or cooperative
driving automation with reasonable accuracy;

• Vehicle powertrain (i.e., engine, transmission, and driveline): Conventional traffic
microsimulation tools do not simulate vehicle powertrain;

• Maximum acceleration and maximum deceleration: Conventional traffic
microsimulation tools estimate or use constant maximum accelerations and maximum
decelerations. Aimsun considers maximum acceleration of 8.2 ft/s2 and maximum
deceleration of 6.6 ft/s2 as default [5]. Vissim estimates maximum acceleration as
amax(t) ≈ 3.5(1− v(t)/40) and maximum deceleration as dmax(t) ≈ 20(1− v(t)/800),
where amax is maximum acceleration (m/s2), v is speed (m/s), and dmax is maximum
deceleration (m/s2) [5]—since all units in Vissim User Manual are metric, metric
units are preferred to report these regression models with full precision. However,
maximum acceleration and maximum deceleration are sensitive to vehicle model,
grade, pavement conditions, and traffic conditions;
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• Longitudinal control variables: Conventional longitudinal control functions (e.g.,
Adaptive Cruise Control (ACC), Cooperative Adaptive Cruise Control (CACC)) rely
on constant distance gaps, time gaps, and controller coefficients, potentially sacrificing
safety (i.e., when short gaps are set) or reducing road capacity (i.e., when long gaps
are set). Conventional traffic microsimulation tools rely on user inputs for distance
gap, time gap, and longitudinal controller coefficients (e.g., proportional, integral, and
derivative) to simulate vehicles in a platoon or string. However, distance gap, time gap,
and longitudinal controller coefficients are sensitive to driver characteristics, vehicle
model, grade, pavement conditions, operating mode, malicious fault magnitude, and
traffic conditions.

• Contested environments: Onboard sensor measurements and transmitted messages
are inherently prone to noise, natural fault, and malicious fault. Minor faults may
lead to malfunction or even failure if not responded promptly. A single cyberattack
can cost an average original equipment manufacturer $1.6 billion a year, assuming
one individual recall costs $800 [6]. From 2010 to 2021, 367 cyberattacks on connected
vehicles have been reported [6].
A cyberattack can exploit one user application’s vulnerabilities (e.g., spoofing, data
falsification, and replay attacks) or multiple user application vulnerabilities (e.g.,
denial-of-service attack), leading to severe consequences for vehicle and potentially its
operating environment [7]. Spoofing, data falsification, replay, and denial-of-service
attacks are common cyberattacks on connected vehicles [8]. Spoofing attack is when
hackers steal authentication credentials or use a legitimate vehicle’s identity to send
unchanged or manipulated messages to other vehicles; data falsification attack is
when hackers read, insert, or modify transmitted messages; replay attack is when
hackers copy a message stream between two vehicles and repeat that stream to other
vehicles; denial-of-service attack is when hackers prevent or interfere with target
vehicles from receiving specific messages.
Conventional fault detection methods are broadly classified into model-driven and
data-driven methods [9]. Model-driven methods (e.g., unknown input observer and
Kalman filter) require partial plant model; data-driven methods (e.g., neural network)
require measured inputs and outputs under normal and faulty conditions to derive
plant model. Model-driven methods are more computationally intensive but more
accurate than data-driven methods [10].
Conventional traffic microsimulation tools do not simulate contested environments. A
simple strategy is to rely on onboard sensor measurements when there is a significant
discrepancy between onboard sensor measurements and transmitted messages [11].

Our traffic microsimulation tool is superior to vehicle dynamics simulation tools and
conventional traffic microsimulation tools because it can achieve these objectives

• Verification scale: simulate many vehicles in each scenario;
• Verification resolution: estimate microscopic and macroscopic benefits associated

with driving automation and cooperative driving automation with reasonable
accuracy [12,13];

• Vehicle powertrain: simulate vehicle powertrain;
• Maximum acceleration and maximum deceleration: estimate maximum acceleration

and maximum deceleration with reasonable accuracy at each simulation time step,
considering vehicle model, grade, pavement conditions, and traffic conditions;

• Distance gap and time gap: estimate minimum safe distance gap and minimum
safe time gap with reasonable accuracy at each simulation time step for vehicles
dedicated to automated driving systems or equipped with cooperative automated
driving systems, considering vehicle model, grade, pavement conditions, operating
mode, vehicle-to-vehicle communication vulnerabilities, and traffic conditions;
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• Longitudinal controller coefficients: estimate longitudinal controller coefficients
(i.e., proportional, integral, and derivative gains) with reasonable accuracy at each
simulation time step for vehicles dedicated to automated driving systems, considering
vehicle model, grade, pavement conditions, and traffic conditions;

• Contested environments: employ a reduced-order Kalman filter unknown input
observer to estimate distance gap, speed, and acceleration with reasonable accuracy
at each simulation time step for vehicles dedicated to automated driving systems or
equipped with cooperative automated driving systems under noise (e.g., measurement
noise and process noise) and unknown inputs (e.g., noise with unknown statistics,
natural fault, and malicious fault).

2. Literature Review

Longitudinal control variables are mostly treated as constant parameters (see
Tables 1 and 2) or variables estimated using empirical or simplified mechanistic models.
However, maximum acceleration, maximum deceleration, minimum safe distance gap,
and minimum safe time gap are sensitive to driver characteristics, vehicle model, grade,
pavement conditions, operating mode, and traffic conditions.

Akçelik and Besley (2001) empirically estimated maximum acceleration and maximum
deceleration based on initial speed and final speed for passenger cars, and based on initial
speed, final speed, power-to-weight ratio, and grade for trucks [14]. Ahn et al. (2002)
generated a lookup table to identify maximum acceleration over 17 driving schedules
(see Table 3) [15]. Fang and Elefteriadou (2005) recommended a maximum acceleration
and a maximum deceleration for each vehicle classification (i.e., passenger car and truck),
interchange configuration (i.e., Single-Point Urban Interchange (SPUI) and diamond),
and traffic microsimulation tool (i.e., Vissim, Aimsun, and CORSIM) (see Table 4) [16].
Kuriyama et al. (2010) considered aerodynamic resistance, rolling resistance, and grade
resistance in calculating acceleration and deceleration for electric vehicles [17]. Maurya
and Bokare (2012) generated a lookup table to identify maximum deceleration for each
vehicle classification at each speed range (see Table 5) [18]. Lee et al. (2013) considered a
higher maximum acceleration (13.1 ft/s2 vs. 10.0 ft/s2) and a lower maximum deceleration
(9.8 ft/s2 vs. 15.0 ft/s2) for connected vehicles than the Federal Highway Administration’s
recommended maximum acceleration and maximum deceleration [19]. Anya et al. (2014)
believed vehicle-following, lane-changing, travel time, and queue discharge had an impact
on maximum acceleration and maximum deceleration [20]. Song et al. (2015) empirically
estimated maximum acceleration based on speed [21]. Bokare and Maurya (2017) gen-
erated two lookup tables to identify maximum acceleration and maximum deceleration
for each vehicle classification (i.e., diesel car, petrol car, and truck) at each speed range
(see Table 6) [22]. Ramezani et al. (2018) generated a lookup table to identify maximum
acceleration for trucks in CACC mode at each speed range (see Table 7) [23].

Shladover et al. (2010) identified that drivers maintain 2.2 s, 1.6 s, and 1.1 s time gaps
for 31.1%, 18.5%, and 50.4% of their vehicle-following time in ACC mode, respectively,
and drivers maintain 0.6 s, 0.7 s, 0.9 s, and 1.1 s time gaps for 57%, 24%, 7%, and 12%
of their vehicle-following time in CACC mode, respectively [24]. Willigen et al. (2011)
recommended a distance headway and a time headway for each platoon size (i.e., 20 and
30) and operating mode (i.e., ACC, CACC with transmitted accelerations, and CACC
with estimated accelerations) (see Table 8) [25]. Horiguchi and Oguchi (2014) calculated
distance gap for vehicles in CACC mode based on minimum safe distance gap, follower’s
speed, leader’s speed, maximum acceleration, and maximum deceleration [26]. Flores et al.
(2017) calculated time gap based on minimum safe time gap, desired time gap, and speed,
and calculated distance gap based on actuator delay, speed, maximum deceleration, and
maximum jerk [27]. Askari et al. (2017) calculated distance gap based on minimum safe
distance gap, follower’s speed, reaction time, leader’s speed, maximum acceleration, and
maximum deceleration [28]. Flores and Milanés (2018) recommended a time gap for each
controller type (i.e., fractional-order proportional derivative and integer-order proportional
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derivative), desired performance (i.e., ensuring loop bandwidth, phase margin, and string
stability), and operating mode (i.e., ACC and CACC) (see Table 9) [29]. Chen et al. (2019)
calculated time gap for vehicles in ACC and CACC modes based on jam density, free-flow
speed, follower’s speed, follower’s acceleration, and leader’s acceleration [30]. Bian et al.
(2019) recommended a time headway for each platoon size (i.e., 1, 3, 10, 20, and 30) and
controller type (i.e., linear, nonlinear, and nonlinear subject to communication delay) (see
Table 10) [31].

Conventional traffic microsimulation tools (1) should be integrated with a vehicle
dynamics simulation tool to simulate vehicle powertrain [32], (2) employ kinematics to
estimate quantities associated with motion [33], (3) automatically confine accelerations and
decelerations to constant (e.g., Aimsun and MITSIM) or estimated (e.g., Vissim and INTE-
GRATION) maximum accelerations and maximum decelerations, and (4) rely on constant
distance gaps and time gaps to simulate longitudinal control for automated vehicles in a
platoon or string. This research proposes a traffic microsimulation tool that can estimate
maximum acceleration, maximum deceleration, minimum safe distance gap, and minimum
safe time gap with reasonable accuracy at each simulation time step for convectional vehi-
cles, vehicles dedicated to automated driving systems, and vehicle equipped with coopera-
tive automated driving systems, considering driver characteristics (see Section 3.1), vehicle
model (see Section 3.2), pavement conditions (see Section 3.2.3), grade (see Section 3.2.3),
operating mode (see Section 3.5), traffic conditions (see Section 3.2.3), and vehicle-to-vehicle
communication vulnerabilities (see Section 4).

Table 1. Constant distance gaps and time gaps used in literature.

Time Gap (s)
Author Distance Gap (ft) ACC CACC

Bu et al. (2010) [34] - [1.1–2.2] [0.6–1.1]
Naus et al. (2010) [35] - 2.6 * 0.8 *
Shladover et al. (2010);
Liu (2018) [24,36]

- 1.1, 1.6, 2.2 0.7, 0.9, 1.1

Ploeg et al. (2011) [37] - - 0.7 *
Willigen et al. (2011) [25] 15.8 *, 25.2 *, 26.0 *, 0.5 *, 0.6 * 0.2 *, 0.3 *, 0.4 *

34.5 *, 39.9 *, 57.2 *
Shladover et al. (2012) [38] - - 0.5
Zhao and Sun (2013) [39] - 1.4 0.5
Horiguchi and Oguchi (2014) [26] - 2.0, 2.0 * -
Segata et al. (2014) [40] 16.4 0.3 *, 1.2 * -
Milanés and Shladover (2014) [41] - 1.1 0.6
Nikolos et al. (2015);
Delis et al. (2016) [42,43]

- 1.2 1.0

Wang et al. (2017) [44] 42.7, 46.9, 68.2 - 0.4, 0.5, 0.6 *, 0.7, 0.9 *
Terruzzi et al. (2017) [45] 16.4 * 1.4 * 1.0 *
Zhou et al. (2017) [46] 16.4 0.5, 1.0, 1.5, 2.0 0.5, 1.0, 1.5, 2.0
Askari et al. (2017) [28] 9.8, 13.1 1.1 0.8
Flores and Milanés (2018) [29] - 0.5, 0.6 0.3
Chen et al. (2019) [30] - [0.2–2.2] -
Bian et al. (2019) [31] - - 0.0 *, 0.1 *, 0.2 *, 0.3 *, 0.4 *,

0.6 *, 0.9 *, 1.0 *, 1.1 *
* headway.
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Table 2. Constant maximum accelerations and maximum decelerations used in literature.

Max. Acceleration Max. Deceleration
Author (ft/s222) (ft/s222)

Akçelik and Besley (2001) [14] 8.8 10.1
Lemessi (2001) [47] 8.2 8.2
Ahn et al. (2002) [15] 3.4, 3.9, 4.8, 5.0, 5.4, 5.5, 7.3, -

7.4, 7.7, 8.3, 8.5, 8.7, 9.3, 10.1
Rakha and Ding (2003) [48] 4.9 8.2
Wang and Liu (2005) [49] 8.2 11.5
Fang and Elefteriadou (2005) [16] 4.9, 6.9, 8.2, 9.2, 11.5, 15.1 9.8, 12.1, 15.1
Ossen et al. (2006) [50] 26.2 26.2
Kesting et al. (2007) [51] 4.9 13.1
Kesting and Treiber (2008) [52] 19.7 19.7
Kuriyama et al. (2010) [17] 8.8 9.8
Talebpour et al. (2011) [53] 13.1 26.2
Song et al. (2012) [54] 11.5 13.1
Shladover et al. (2012) [38] 6.6 6.6
Lee and Park (2012); Lee et al. (2013) [19,55] 13.1 9.8
Maurya and Bokare (2012) [18] - 2.4, 2.5, 2.9, 5.0, 5.1, 5.3
Treiber and Kesting (2013) [56] 1.7, 4.6, 4.8 2.1, 4.8
Anya et al. (2014) [20] 0.7, 1.5, 8.5, 9.8, 11.2, 19.1, 22.0, 25.0 1.6, 3.7, 16.4, 19.7, 23.0, 36.7, 44.0, 51.5
Li et al. (2014) [57] 4.5 11.0
Tang et al. (2014) [58] - 19.7
Desiraju et al. (2014); Liu et al. (2018) [59,60] 6.6 -
Horiguchi and Oguchi (2014) [26] 5.2 -
Song et al. (2015) [21] 8.8 -
Amoozadeh et al. (2015); Zhou et al. (2017) [46,61] 9.8 16.4
Bokare and Maurya (2017) [22] 2.5, 2.9, 3.1, 3.3, 6.2, 6.5, 7.3, 8.1, 9.4 2.4, 2.5, 2.9, 11.0, 13.0, 14.1, 14.2, 14.8, 16.4
Askari et al. (2017) [28] 2.6, 4.9, 8.2 6.6
Li et al. (2017) [62] 3.3 -
Ramezani et al. (2018) [23] 0.4, 0.5, 0.8, 1.3, 1.6, 1.8, 8.2 9.8

Table 3. Maximum acceleration vs. driving schedule.

Max. Acceleration
Driving Schedule (ft/s222)

Freeway, High Speed 3.9
Freeway, LOS * A–C 5.0
Freeway, LOS * D 3.4
Freeway, LOS * E 7.7
Freeway, LOS * F & LA92 10.1
Freeway, LOS * G 5.5
Freeway Ramps & Arterial/Collectors LOS * C–D 8.3
Arterial/Collectors LOS * A–B 7.3
Arterial/Collectors LOS * E–F 8.5
Local Roadways 5.4
Non-Freeway Area-Wide Urban Travel 9.3
LA4 & Running 505 4.8
ST01 7.4
New York City Cycle 8.7

* Level of Service.

Table 4. Maximum acceleration and maximum deceleration vs. traffic microsimulation tool, vehicle
classification, and interchange configuration.

Max. Acceleration Max. Deceleration
Specification (ft/s222) (ft/s222)

Passenger Car, SPUI, Vissim 11.5 -
Passenger Car, Diamond, Vissim & Aimsun 6.9 -
Truck, SPUI, Vissim 8.2 -
Truck, Diamond, Vissim 4.9 -
Passenger Car, SPUI, Aimsun 9.2 -
SPUI, CORSIM 15.1 9.8
Diamond, CORSIM 6.9 15.1
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Table 5. Maximum deceleration vs. vehicle classification.

Speed Range Max. Deceleration
Vehicle Classification (ft/s) (ft/s222)

Passenger Car [83.8–85.7) 5.0
Passenger Car [85.7–87.5) 5.1
Passenger Car [87.5–91.1] 5.3
Truck [18.2–27.3) 2.4
Truck [27.3–36.5) 2.5
Truck [36.5–54.7] 2.9

Table 6. Maximum acceleration and maximum deceleration vs. vehicle classification.

Speed Range Max. Acceleration Max. Deceleration
Vehicle Classification (ft/s) (ft/s222) (ft/s222)

Diesel Car [62.0–69.3) 6.2 -
Diesel Car [69.3–76.6) 7.3 -
Diesel Car [76.6–83.8) 6.5 -
Diesel Car [83.8–85.7) - 14.1
Diesel Car [85.7–87.5) - 14.2
Diesel Car [87.5–89.3) - 16.4
Diesel Car [89.3–91.1] - 14.8
Petrol Car [55.6–65.6) - 11.0
Petrol Car [65.6–75.6) - 13.0
Petrol Car [72.9–76.6) 7.3 -
Petrol Car [75.6–82.9] - 14.2
Petrol Car [76.6–80.2) 8.1 -
Petrol Car [80.2–83.8] 9.4 -
Truck [18.2–27.3) 2.5 2.4
Truck [27.3–36.5) 3.3 2.5
Truck [36.5–45.6) 3.1 2.9
Truck [45.6–54.7] 2.9 2.9

Table 7. Maximum acceleration.

Speed Range Max. Acceleration
(ft/s) (ft/s222)

[0–14.7) 1.8
[29.3–44.0) 1.3
[44.0–58.7) 0.8
[58.7–73.3) 0.5
Above 73.3 0.4

Table 8. Distance headway and time headway vs. platoon size and operating mode.

Distance Headway Time Headway
Specification (ft) (s)

20, ACC 34.5 0.5
20, CACC with Transmitted Accelerations 26.0 0.4
20, CACC with Estimated Accelerations 15.8 0.2
30, ACC 57.2 0.6
30, CACC with Transmitted Accelerations 39.9 0.4
30, CACC with Estimated Accelerations 25.2 0.3
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Table 9. Time gap vs. controller type, desired performance, and operating mode.

Time Gap
Specification (s)

Fractional-Order Proportional Derivative, ACC 0.5
Integer-Order Proportional Derivative, Loop Bandwidth and Phase Margin, ACC 0.6
Integer-Order Proportional Derivative, Loop Bandwidth and String Stability, ACC 0.5
CACC 0.3

Table 10. Time headway vs. platoon size and controller type.

Time Headway
Specification (s)

1, Linear 0.3, 0.4, 0.6
3, Linear 0.1, 0.2
1, Nonlinear 0.6
3, Nonlinear 0.2
10, Nonlinear 0.1
20 & 30, Nonlinear 0.0
1, Nonlinear Subject to Communication Delay 0.9, 1.0, 1.1
3, Nonlinear Subject to Communication Delay 0.6, 0.7, 0.9, 1.1

3. Proposed Traffic Microsimulation Tool

Our traffic microsimulation tool enables users to customize driver (see Section 3.1),
vehicle (see Section 3.2), road (see Section 3.3), cyberattack (see Section 3.4), and operating
mode (see Section 3.5) modules separately. Our traffic microsimulation tool contains ten
driver types (conservative to aggressive), fourteen vehicle models (i.e., ten passenger car
models and four truck configurations), two driving schedules (i.e., US06 and Cycle D),
three malicious fault magnitudes (i.e., malicious increases of 1, 3, and 5 ft/s2 in transmitted
accelerations), and three operating modes (i.e., cooperative automated, automated, and
manual) as default to simulate many vehicles with reasonable accuracy at each simulation
time step under noise and unknown inputs. Vehicles in manual mode require driver,
vehicle, and road modules; vehicles in automated mode require vehicle and road modules;
vehicles in cooperative automated mode require vehicle, road, and cyberattack modules to
be implemented (see Figure 1).

Figure 1. Proposed traffic microsimulation tool.

3.1. Driver Module

Ten driver types are considered as default (based on an assumed value in CORSIM—a
traffic microsimulation tool): type 1 is a conservative driver; type 10 is an aggressive
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driver. Each driver type is associated with a speed multiplier, an acceleration multiplier,
a deceleration multiplier, and a percentage included in traffic which follows a normal
distribution as default [63].

3.2. Vehicle Module

Fourteen vehicle models are included as default (assumed vehicles in SwashSim—a
traffic microsimulation tool): 2006 Honda Civic Si, 2008 Chevy Impala, 1998 Buick Century,
2004 Chevy Tahoe, 2002 Chevy Silverado, 1998 Chevy S10 Blazer, 2011 Ford F150, 2009
Honda Civic, 2005 Mazda 6, and 2004 Pontiac Grand Am, single-unit truck with PACCAR
PX-7 engine, intermediate semi-trailer with PACCAR MX-13 engine, interstate semi-trailer
with PACCAR MX-13 engine, and double semi-trailer with PACCAR MX-13 engine. Each
vehicle is associated with a torque map, a drag coefficient, a width, a height, a weight, a
wheelbase length, a wheel radius, a differential gear ratio, a drive axle slippage, a drivetrain
efficiency, a transmission gear ratio, shift up speeds, shift down speeds, and a percentage
included in traffic which follows a normal distribution as default [63]. Vehicle module
contains vehicle generation, reference speed profiles, and vehicle dynamics submodules:
Vehicle dispatching model in Section 3.2.1 is intended to generate many vehicles at an
assumed entrance under steady-state conditions; platoon leaders are assumed to follow
US06 and Cycle D driving schedules (see Section 3.2.2); maximum acceleration, maximum
deceleration, minimum safe distance gap, and minimum safe time gap are estimated based
on vehicle dynamics (see Section 3.2.3).

3.2.1. Vehicle Generation

Entry headways follow shifted negative-exponential distribution

f (h) =

{
λe−λ(h−hmin), h ≥ hmin

0, h < hmin
(1)

where f is probability density function, h is entry headway (s/veh), hmin is minimum
entry headway (s/veh), λ is distribution parameter (veh/s) calculated as 1/(h̄− hmin), h̄ is
average entry headway (s/veh) calculated as 3600/q, and q is flow rate (veh/h).

3.2.2. Reference Speed Profiles

US06 and Cycle D driving schedules are used as reference speed profiles. US06 driving
schedule is designed to test passenger cars, representing an 8-mile route with average speed
of 70.4 ft/s, maximum speed of 117.8 ft/s, maximum acceleration of 12.3 ft/s2, maximum
deceleration of 10.1 ft/s2, and 600 s duration. Cycle D driving schedule is designed to
test trucks, representing a 5.6-mile route with average speed of 27.6 ft/s, maximum speed
of 85.1 ft/s, maximum acceleration of 6.4 ft/s2, maximum deceleration of 6.8 ft/s2, and
1060 s duration.

3.2.3. Vehicle Dynamics

Conventional longitudinal control functions control accelerations and decelerations
using throttle and brake inputs to maintain a constant distance gap in a platoon (e.g., truck
platooning) or a constant time gap in a string (e.g., ACC and CACC). Commanded
accelerations and decelerations are automatically confined to maximum accelerations
and maximum decelerations specific to vehicle model, grade, pavement conditions, and
traffic conditions. Longitudinal controller coefficients can be tuned to achieve desired
performance. Conventional traffic microsimulation tools require user inputs for maximum
acceleration, maximum deceleration, distance gap, time gap, and longitudinal controller
coefficients to simulate vehicles in a platoon or string.

Our traffic microsimulation tool follows these steps at each simulation time step
to simulate vehicles in a platoon or string: (1) estimating maximum acceleration and
maximum deceleration for each vehicle, considering vehicle model, grade, pavement
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conditions, and traffic conditions, (2) estimating minimum safe distance gap and minimum
safe time gap for each vehicle dedicated to automated driving systems or equipped with
cooperative automated driving systems, considering vehicle model, grade, pavement
conditions, operating mode, vehicle-to-vehicle communication vulnerabilities, and traffic
conditions, (3) checking preset distance gaps and preset time gaps with minimum safe
distance gaps and minimum safe time gaps, (4) estimating accelerations and decelerations,
considering operating mode, and (5) confining accelerations and decelerations to maximum
accelerations and maximum decelerations.

Three significant forces against vehicle motion are aerodynamic resistance, rolling
resistance, and grade resistance. Aerodynamic resistance can be calculated as

Ra[k] ,
ρ

2
CD A f v2[k], (2)

where Ra is aerodynamic resistance (lb), ρ is air density (slugs/ft3), CD is drag coefficient
(unitless), A f is vehicle frontal area (ft2) calculated as vehicle width (ft)× vehicle height (ft),
v is speed (ft/s), and [k] denotes simulation time step. Rolling resistance can be estimated as

Rrl [k] ≈ frl [k]W, (3)

where Rrl is rolling resistance (lb), frl is rolling resistance coefficient (unitless) estimated as
0.01(1 + v[k]/147) for vehicles operating on paved surfaces [64], and W is vehicle weight
(lb). Grade resistance can be calculated as

Rg , W sin θ, (4)

where Rg is grade resistance (lb), and θ is grade (unitless). Tractive effort available to overcome
resistance and to provide acceleration can be calculated as F[k] = min(Fmax[k], Fe[k]), where F
is available tractive effort (lb), Fmax is maximum tractive effort (lb), and Fe is engine-generated
tractive effort (lb). Maximum tractive effort can be calculated as

Fmax[k] ,





µW
lr cos θ + h frl [k]

L + µh
, front-wheel-drive

µW
l f cos θ − h frl [k]

L− µh
, rear-wheel-drive

µW cos θ, all-wheel-drive

(5)

where µ is road adhesion coefficient (unitless), lr is distance from rear axle to gravity center
(ft), h is vehicle height (ft), L is wheelbase length (ft), and l f is distance from front axle to
gravity center (ft). Engine speed can be calculated as

ne[k] ,
v[k]ε0[k]

2πr(1− i)
, (6)

where ne is engine speed (revs/s), ε0 is overall gear reduction ratio (unitless), calculated as
transmission gear ratio (unitless), selected based on vehicle speed) × differential gear ratio
(unitless), r is wheel radius (ft), and i is drive axle slippage (unitless). Engine power can be
calculated as

hpe[k] ,
2πMe[k]ne[k]

550
, (7)

where hpe is engine power (hp), and Me is torque (ft-lb). Engine-generated tractive effort
can be calculated as

Fe[k] ,
Me[k]ε0[k]ηd

r
, (8)
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where ηd is drivetrain efficiency (unitless). Maximum braking force can be calculated as

Bmax[k] ,





ηbµW
lr cos θ + h frl [k]

L− ηbµh
, front-wheel-drive

ηbµW
l f cos θ − h frl [k]

L + ηbµh
, rear-wheel-drive

ηbµW cos θ, all-wheel-drive

(9)

where Bmax is maximum braking force (lb), and ηb is braking efficiency (unitless). Maximum
acceleration can be estimated as

amax[k] ≈
F[k]− Ra[k]− Rrl [k]− Rg

mγm[k]
, (10)

where amax is maximum acceleration (ft/s2), and γm is mass factor (untiless) estimated as
1.04 + 0.0025ε2

0[k] [64], accounting for rotational inertia during acceleration. Maximum
deceleration can be estimated as [63]

dmax[k] ≈
Bmax[k] + Ra[k] + Rrl [k] + Rg

mγb
, (11)

where dmax is maximum deceleration (ft/s2), and γb is mass factor (unitless), accounting
for rotational inertia during deceleration. Minimum safe distance gap can be estimated
as [63]

Smin[k] ≈
(

τi+1
s + τi+1

c

)
vi+1[k] + Si+1

stop[k]− Si
stop[k], (12)

where Smin is minimum safe distance gap (ft), τs is sensing delay (s), τc is communication
delay (s), subscript/superscript i + 1 denotes follower, subscript/superscript i denotes
leader, and Sstop is minimum stopping distance (ft) estimated as

Sstop[k] ≈
mγb

ρCD A f
ln
(

1− Ra[k]
Bmax[k] + Ra[k] + Rrl [k] + Rg

)
. (13)

Minimum safe time gap can be estimated as [63]

Tmin[k] ≈ τi+1
s + τi+1

c + τi+1
lag [k]− τi

lag[k], (14)

where Tmin is minimum safe time gap (s), and τlag is lag in tracking desired deceleration (s)
estimated as v[k]/dmax[k].

Assumption 1. Vehicles have constant speeds during sensing delay and communication delay.

Remark 1. Proposed longitudinal dynamics has been previously validated for 53,000 lb and 80,000 lb
interstate semi-trailers against an industry-standard simulation tool (i.e., TruckSim) [65–67].

3.3. Road Module

Any desired freeway segment with a single lane can be simulated. Each freeway
segment is associated with a grade, a road adhesion coefficient, and a free-flow speed.

3.4. Cyberattack Module

Three malicious fault magnitudes are assumed as default: 1, 3, and 5 ft/s2 malicious
increase in transmitted accelerations. Each malicious fault magnitude is associated with a
percentage injected on traffic which follows a normal distribution as default.
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3.5. Operating Mode Module

Three operating modes are considered as default: manual, automated, and cooperative
automated. Each operating mode is associated with a percentage included in traffic which
follows a normal distribution as default. This section proposes a vehicle-following model
for vehicles in manual mode and longitudinal control functions for vehicles in automated
and cooperative automated modes.

3.5.1. Manual Mode

Levels 1 and 2 automated vehicles are assumed to have a vehicle-following model
similar to the Improved Intelligent Driver Model (IIDM)

ai+1[k] ,
{

n× ai+1
max[k]Cs[k]Cv[k], S[k] ≥ Smin[k]

−q× di+1
max[k], else

(15)

where n is acceleration multiplier (unitless), Cs is distance gap coefficient (unitless) calcu-
lated as 1− (Smin[k]/S[k])α, S is distance gap (ft) calculated as xi[k]− xi+1[k]− Li, x is front
bumper position (ft), Cv is speed coefficient (unitless) calculated as 1− (m× vi[k]/FFS)β,
m is speed multiplier (unitless), FFS is free-flow speed (ft/s), q is deceleration multiplier
(unitless), and α and β are calibration parameters (unitless). IIDM has fewer calibration
parameters and demonstrates a more stable performance than Wiedemann model (i.e.,
vehicle-following model used in Vissim) [68].

Assumption 2. There are three significant components underpinning a traffic microsimulation tool
(i.e., vehicle-following, lane-changing, and gap-acceptance models). This research mainly focuses
on vehicle-following models, assuming vehicles drive in a single lane, and there is no lane-change
maneuver (i.e., lane-changing and gap-acceptance models are not required). However, a lane-change
maneuver can temporarily affect vehicle-following behaviors (e.g., drivers speed up or slow down to
align with acceptable gaps in target lanes; drivers temporarily adopt shorter gaps after a lane-change
maneuver; drivers temporarily adopt shorter gaps after a vehicle merges in front).

3.5.2. Automated Mode

When (1) a vehicle dedicated to automated driving systems approaches a vehicle, or
(2) a vehicle equipped with cooperative automated driving systems approaches a vehicle
not equipped with cooperative automated driving systems, a longitudinal control function
similar to ACC is activated [69]

ai+1[k] , max
(

min
(

Kp,a[k]ex[k] + Kd,a[k]ev[k], ai+1
max[k]

)
,−di+1

max[k]
)

, (16)

where Kp,a is proportional gain in automated mode (s−2), ex is distance gap error (ft)
calculated as Sdes[k]− S[k], Sdes is desired distance gap (ft) calculated as max(Tset, Tmin[k−
1])vi+1[k− 1], Tset is preset time gap (s), Kd,a is derivative gain in automated mode (s−1),
and ev is speed error (ft/s) calculated as vi[k] − vi+1[k]. When no leader is detected, a
longitudinal control function similar to cruise control is activated

ai+1[k] , max
(

min
(

Kp,cr[k](FFS− vi+1[k]), ai+1
max[k]

)
,−di+1

max[k]
)

, (17)

where Kp,cr is proportional gain in cruise mode (s−1). Kp,a and Kd,a should satisfy (18) to
maximize road capacity without compromising safety [63]
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2πτi+1
lag√

4Kp,a(t)τi+1
lag − (Kd,a(t) + 1)2

− π

2
.

√√√√ τi+1
lag

Kp,a(t)


×




e

−
π(Kd,a(t) + 1)√

4Kp,a(t)τi+1
lag − (Kd,a(t) + 1)2

− vi(t)



≤ Smin(t), during acceleration

Kd,a(t) ≤
Tmin(t)
8τi+1

lag

− 1. during deceleration

(18)

3.5.3. Cooperative Automated Mode

When a vehicle equipped with cooperative automated driving systems approaches
another vehicle equipped with cooperative automated driving systems, a longitudinal
control function similar to CACC is activated [69]

ai+1[k] , max
(

min
(

Kp,c[k]ev[k] + Ki,c[k]ex[k] + Kd,c[k]ai[k], ai+1
max[k]

)
,−di+1

max[k]
)

, (19)

where Kp,c is proportional gain in cooperative automated mode (s−1), Ki,c is integral gain
in cooperative automated mode (s−2), and Kd,c is derivative gain in cooperative automated
mode (unitless).

Remark 2. All driver characteristics and vehicle powertrain information used in this research are
derived from https://www.automobile-catalog.com/ [63,70,71].

Assumption 3. Class B cooperative driving automation cooperation is utilized.

Assumption 4. xi and vi are prone to measurement noise and process noise, and ai is prone to
measurement noise, process noise, natural fault, and malicious fault (i.e., xi and vi are known state
subvectors, and ai is an unknown state subvector).

4. State and Unknown Input Estimation

Consider a state-space model in which unknown inputs can be modeled as an addi-
tive term

x[k + 1] = Ax[k] + Bu[k] + Dd[k] + ξ[k], (20)

z[k] = Cx[k] + θ[k], (21)

where x ∈ Rn is state vector, A ∈ Rn×n is state matrix, B ∈ Rn×p is input matrix, u ∈ Rp is
input vector, D ∈ Rn×q is unknown input matrix, d ∈ Rq is unknown input vector, ξ ∈ Rn

is process noise, z ∈ Rm is measurement vector, C ∈ Rm×n is measurement matrix, and
θ ∈ Rm is measurement noise.

Assumption 5. D is full column rank.

Assumption 6. rank CD = rank D.

Assumption 7. ξ is white noise: E(ξ[k]) = 0n, E
(
ξ[k]ξT [k]

) ∆
= Ξ[k], Ξ ∈ Rn×n is process noise

covariance matrix, E
(
ξ[k]ξT [j]

)
= 0n×n ∀k, j ≥ 0, k 6= j.

Assumption 8. θ is white noise: E(θ[k]) = 0m, E
(
θ[k]θT [k]

) ∆
= Θ[k], Θ ∈ Rm×m is measure-

ment noise covariance matrix, and E
(
θ[k]θT [j]

)
= 0m×m ∀k, j ≥ 0, k 6= j.

Assumption 9. E
(
ξ[k]xT [0]

)
= 0n×n, and E

(
θ[k]xT [0]

)
= 0m×n ∀k ≥ 0.
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Assumption 10. x̂[0] = E(x[0]) is known, where x̂ ∈ Rn is state estimation.

Remark 3. D is full column rank→ [N D]−1 exists, where N ∈ Rn×(n−q) [72].

Let us define x[k] ∆
= [N D]−1x[k], A ∆

= [N D]−1 A[N D], B ∆
= [N D]−1B, D ∆

= [N D]−1D,

and C ∆
= C[N D], where x ∈ Rn, A ∈ Rn×n, B ∈ Rn×p, D ∈ Rn×q, and C ∈ Rm×n.

Remark 4. rank CD = rank D→ U ∆
= [CD Q]−1 exists, where Q ∈ Rm×(m−q) [72].

Let us define x[k] ∆
=
[
xT

1 xT
2
]T

, A ∆
=

[
A11 A12
A21 A22

]
, B ∆

=
[

BT
1 BT

2

]T
, U−1 ∆

=
[
UT

1 UT
2
]T ,

where x1 ∈ Rn−q is known state subvector, x2 ∈ Rq unknown state subvector, A11 ∈
R(n−q)×(n−q), A12 ∈ R(n−q)×q, A21 ∈ Rq×(n−q), A22 ∈ Rq×q, B1 ∈ R(n−q)×p, B2 ∈ Rq×p,
U1 ∈ Rq×m, and U2 ∈ R(m−q)×m.

Assumption 11. rank
[

sIn−q − A11 −A12
CN CD

]
= n ∀s ∈ C, Re(s) ≥ 0.

Let us define Ã1
∆
= A11 − A12U1CN, E1

∆
= A12U1, C̃1

∆
= U2CN, and z[k] ∆

= U2z[k],
where Ã1 ∈ R(n−q)×(n−q), E1 ∈ R(n−q)×m, C̃1 ∈ R(m−q)×(n−q), and z ∈ Rm−q.

Remark 5. D is full column rank, rank CD = rank D, and rank
[

sIn−q − A11 −A12
CN CD

]
= n

∀s ∈ C, Re(s) ≥ 0→ {Ã1, C̃1} is observable [72].

State vector can be decoupled into known and unknown state subvectors. Known
state subvector can be estimated as

ˆ̄x1[k + 1] ,
(

Ã1 − L[k]C̃1
)

ˆ̄x1[k] + B̄1u[k] + L∗[k]z[k], (22)

where ˆ̄x1 ∈ Rn−q is known state estimator ( ˆ̄x1[k]→ x̄1[k] as k → ∞), L∗[k] , L[k]U2 + E1,
L∗ ∈ R(n−q)×m, and L ∈ R(n−q)×(m−q) is Kalman gain, calculated as

L[k] , Ã1Σ[k]C̃T
1

(
C̃1Σ[k]C̃T

1 + Θ[k]
)−1

, (23)

where Σ ∈ R(n−q)×(n−q) can be recursively calculated as

Σ[k + 1] = Ã1[Σ[k]− Σ[k]C̃T
1 (C̃1Σ[k]C̃T

1 + Θ[k])−1C̃1Σ[k]]ÃT
1 + DΞ[k]DT . (24)

Unknown state subvector can be estimated as

ˆ̄x2[k] , U1z[k]−U1CN ˆ̄x1[k], (25)

where ˆ̄x2 ∈ Rq is unknown state estimator ( ˆ̄x2[k] → x̄2[k] as k → ∞). Unknown input
vector can be estimated as

d̂[k] , U1z[k + 1] + Gd,1[k] ˆ̄x1 + Gd,2[k]z[k] + Gd,3u[k], (26)

where d̂ ∈ Rq is unknown input estimator, Gd,1 ∈ Rq×(n−q), Gd,2 ∈ Rq×m, and Gd,3 ∈ Rq×p.
A controller can be further designed based on d̂, z, and xdes, where xdes ∈ Rn is our desired
state vector [73–77].
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5. Test Scenario

Let us consider a traffic with ten driver types and fourteen vehicle models operating
in manual, automated, and cooperative automated modes over US06 and Cycle D driving
schedules with given conditions in Table 11 under malicious increases of 1 ft/s2, 3 ft/s2,
and 5 ft/s2 in transmitted accelerations, where

x[k] ∆
=
[
ST [k] vT

i+1[k] aT
i+1[k] vT

i [k] aT
i [k]

]T
, (27)

u[k] ∆
=
[
KpeT

v [k] KieT
p [k] KdaT

i [k] vT
re f [k] aT

re f [k]
]T

, (28)

A :=




1 −∆t 0 ∆t 0
0 1 ∆t 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1




, and B :=




0 0 0 0 0
0 0 0 0 0
1 1 1 0 0
0 0 0 1 0
0 0 0 0 1




. (29)

Table 11. Input parameters.

Parameter Value Unit Parameter Value Unit

∆t 0.1 s Sdes[1] 5 ft
ρ 0.002377 * slug/ft3 α 2 -
θ 0 - β 4 -
Drivetrain Type Front-Wheel-Drive - Kp,cr [1] 1 s−1

µ 1 ** - Kp,a[1] −1 s−2

lr L/2 - Kd,a[1] 1 s−1

ηb 0.95 - Kp,c[1] 1 s−1

γb 1.04 - Ki,c[1] −1 s−2

τs 1.0, 0.6, 0.0 s Kd,c[1] 1 -
τc 0.0, 0.1 s FFS 110 ft/s
Driver Type 5 # - hmin 2 s
x[1] 100 #, 0 ## ft q 1800 veh/h
v[1] 0 ## ft/s Warm-Up Period 900 s
a[1] 0 ## ft/s2 Replications 20 -
Tset 1.1,0.6 s

* for 0 ft altitude, 59◦ F temperature, and 14.7 lb/in2 pressure, ** for good and dry pavement, # leader, ## follower.

6. Results

Distance gap, speed, and acceleration profiles are shown in Figures 2–4, arranged
from shortest to longest time elapsed till crash occurs (showed as dashed lines)—2011 Ford
F150 (7.5 s), 2004 Pontiac Grand Am (7.5 s), 2006 Honda Civic Si (7.6 s), 2009 Honda Civic
(8.1 s), 2005 Mazda 6 (8.1 s), 2008 Chevy Impala (8.5 s), 2002 Chevy Silverado (8.5 s), 2004
Chevy Tahoe (9.0 s), 1998 Buick Century (9.3 s), 1998 Chevy S10 Blazer (9.3 s), intermediate
semi-trailer (42.5 s), single-unit truck (42.8 s), interstate semi-trailer (44.8 s), and double
semi-trailer (45.2 s). Results show that (1) proposed state and unknown input estimation
model can be used to design a safe cooperative automated longitudinal control function
under measurement noise, process noise, natural fault, and malicious fault; (2) vehicles
over Cycle D driving schedule are more sensitive to fault magnitude than vehicles over
US06 driving schedule (see Table 15), since vehicles over Cycle D driving schedule have
lower average speeds and, therefore, maintain shorter time gaps than vehicles over US06
driving schedule; (3) passenger cars are more sensitive to fault magnitude than trucks,
particularly at lower magnitude faults (see Table 15), since passenger cars maintain shorter
time gaps than trucks; (4) errors in distance gap, speed, and acceleration are proportional
to fault magnitude (see Tables 12–14); (5) errors in distance gap, speed, and acceleration are
not sensitive to driving schedule; (6) distance gap is most sensitive state; (7) acceleration is
least sensitive state; (8) adding 3.4 ft to estimated distance gaps, deducting 2.6 ft/s from
estimated speeds, or deducting 0.8 ft/s2 from estimated accelerations can mitigate impacts
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of up to malicious increase of 5 ft/s2 in transmitted accelerations (as a hypothesis) (see
Tables 12–14), (9) higher magnitude faults lead to earlier crashes (see Table 15).
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(a) 2011 Ford F150.
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(b) 2004 Pontiac Grand Am.
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(c) 2006 Honda Civic Si.

0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

50

100

150

200

250

D
is

ta
nc

e 
G

ap
 (

ft)

Proposed Controller
d = 1
d = 3
d = 5

(d) 2009 Honda Civic.

0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

50

100

150

200

250

D
is

ta
nc

e 
G

ap
 (

ft)

Proposed Controller
d = 1
d = 3
d = 5

(e) 2005 Mazda 6.
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(f) 2008 Chevy Impala.

Figure 2. Cont.

76



Electronics 2021, 10, 1994

0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

50

100

150

200

250

D
is

ta
nc

e 
G

ap
 (

ft)

Proposed Controller
d = 1
d = 3
d = 5

(g) 2002 Chevy Silverado.
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(h) 2004 Chevy Tahoe.
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(i) 1998 Buick Century.
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(j) 1998 Chevy S10 Blazer.
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0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

50

100

150

200

250

D
is

ta
nc

e 
G

ap
 (

ft)

Proposed Controller
d = 1
d = 3
d = 5

(n) 2004 Chevy Tahoe.

Figure 2. Distance gap profiles over US06 driving schedule under malicious increases in transmitted accelerations.

0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

5

10

15

20

25

30

35

40

45

50

S
pe

ed
 (

m
i/h

)

Proposed Controller
d = 1
d = 3
d = 5

(a) 2011 Ford F150.
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(b) 2004 Pontiac Grand Am.
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(c) 2006 Honda Civic Si.
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(f) 2008 Chevy Impala.
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(g) 2002 Chevy Silverado.
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(h) 2004 Chevy Tahoe.
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(i) 1998 Buick Century.

0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

5

10

15

20

25

30

35

40

45

50

S
pe

ed
 (

m
i/h

)

Proposed Controller
d = 1
d = 3
d = 5

(j) 1998 Chevy S10 Blazer.

Figure 3. Cont.

79



Electronics 2021, 10, 1994

0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

5

10

15

20

25

30

35

40

45

50

S
pe

ed
 (

m
i/h

)

Proposed Controller
d = 1
d = 3
d = 5

(k) 1998 Buick Century.
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(l) 1998 Chevy S10 Blazer.

0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

5

10

15

20

25

30

35

40

45

50

S
pe

ed
 (

m
i/h

)

Proposed Controller
d = 1
d = 3
d = 5

(m) 2002 Chevy Silverado.

0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

5

10

15

20

25

30

35

40

45

50
S

pe
ed

 (
m

i/h
)

Proposed Controller
d = 1
d = 3
d = 5

(n) 2004 Chevy Tahoe.

Figure 3. Speed gap profiles over US06 driving schedule under malicious increases in transmitted accelerations.

0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

1

2

3

4

5

6

7

8

9

10

A
cc

el
er

at
io

n 
(f

t/s
2
)

Proposed Controller
d = 1
d = 3
d = 5

(a) 2011 Ford F150.
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(c) 2006 Honda Civic Si.
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(g) 2002 Chevy Silverado.

0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

1

2

3

4

5

6

7

8

9

10

A
cc

el
er

at
io

n 
(f

t/s
2
)

Proposed Controller
d = 1
d = 3
d = 5

(h) 2004 Chevy Tahoe.

Figure 4. Cont.

81



Electronics 2021, 10, 1994

0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

1

2

3

4

5

6

7

8

9

10

A
cc

el
er

at
io

n 
(f

t/s
2
)

Proposed Controller
d = 1
d = 3
d = 5

(i) 1998 Buick Century.

0 50 100 150 200 250 300 350 400 450 500

Time (s)

0

1

2

3

4

5

6

7

8

9

10

A
cc

el
er

at
io

n 
(f

t/s
2
)

Proposed Controller
d = 1
d = 3
d = 5
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Figure 4. Acceleration gap profiles over US06 driving schedule under malicious increases in transmitted accelerations.
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Table 12. Distance gap errors * (ft) before crash occurs **.

US06 Cycle D
Malicious Fault (ft/s2) 1 3 5 1 3 5

2011 Ford F150 0.8 2.2 3.3 0.8 2.2 3.3
2004 Pontiac Grand Am 0.8 2.2 3.4 0.8 2.2 3.3
2006 Honda Civic Si 0.8 2.2 3.3 0.8 2.2 3.3
2009 Honda Civic 0.8 2.2 3.3 0.8 2.2 3.3
2005 Mazda 6 0.8 2.2 3.3 0.8 2.2 3.3
2008 Chevy Impala 0.8 2.2 3.2 0.8 2.2 3.2
2002 Chevy Silverado 0.8 2.2 3.2 0.8 2.2 3.2
2004 Chevy Tahoe 0.8 2.1 3.1 0.8 2.1 3.1
1998 Buick Century 0.9 2.2 3.3 0.8 2.1 3.2
1998 Chevy S10 Blazer 0.9 2.2 3.3 0.8 2.1 3.1
Intermediate Semi-Trailer 0.9 2.2 3.2 0.8 2.1 3.1
Single-Unit Truck 1.0 2.1 3.1 0.8 2.0 3.0
Interstate Semi-Trailer 0.9 2.2 3.2 0.8 2.1 3.0
Double Semi-Trailer 1.0 2.2 3.2 0.8 2.0 3.1

* calculated as Snormal
i+1 [k− 1]− S f aulty

i+1 [k− 1], where Snormal is distance gap in normal conditions, and S f aulty is
distance gap in faulty conditions, ** in absence of our proposed state and unknown input estimation model.

Table 13. Speed errors * (ft/s) before crash occurs **.

US06 Cycle D
Malicious Fault (ft/s2) 1 3 5 1 3 5

2011 Ford F150 −0.2 −1.1 −2.1 −0.3 −1.1 −2.1
2004 Pontiac Grand Am −0.2 −1.0 −1.9 −0.2 −1.0 −2.0
2006 Honda Civic Si −0.2 −1.0 −2.0 −0.3 −1.0 −2.0
2009 Honda Civic −0.2 −1.1 −2.1 −0.3 −1.1 −2.1
2005 Mazda 6 −0.2 −1.0 −2.0 −0.3 −1.1 −2.0
2008 Chevy Impala −0.2 −1.1 −2.1 −0.3 −1.1 −2.1
2002 Chevy Silverado −0.2 −1.1 −2.2 −0.3 −1.1 −2.2
2004 Chevy Tahoe −0.2 −1.2 −2.4 −0.3 −1.3 −2.4
1998 Buick Century −0.2 −1.1 −2.1 −0.3 −1.1 −2.2
1998 Chevy S10 Blazer −0.2 −1.1 −2.2 −0.3 −1.2 −2.3
Intermediate Semi-Trailer −0.1 −1.1 −2.2 −0.3 −1.2 −2.2
Single-Unit Truck 0.1 −0.8 −2.5 −0.3 −1.3 −2.6
Interstate Semi-Trailer 0.0 −1.1 −2.2 −0.3 −1.2 −2.3
Double Semi-Trailer 0.0 −1.1 −2.2 −0.3 −1.2 −2.3

* calculated as vnormal
i+1 [k− 1]− v f aulty

i+1 [k− 1], where vnormal is speed in normal conditions, and v f aulty is speed in
faulty conditions, ** in absence of our proposed state and unknown input estimation model.

Table 14. Acceleration errors * (ft/s2) before crash occurs **.

US06 Cycle D
Malicious Fault (ft/s2) 1 3 5 1 3 5

2011 Ford F150 −0.1 −0.4 −0.6 −0.1 −0.4 −0.6
2004 Pontiac Grand Am −0.1 −0.3 −0.5 −0.1 −0.3 −0.5
2006 Honda Civic Si −0.1 −0.4 −0.6 −0.1 −0.4 −0.6
2009 Honda Civic −0.1 −0.4 −0.6 −0.1 −0.4 −0.6
2005 Mazda 6 −0.1 −0.4 −0.6 −0.1 −0.4 −0.6
2008 Chevy Impala −0.1 −0.4 −0.6 −0.1 −0.4 −0.6
2002 Chevy Silverado −0.1 −0.4 −0.6 −0.1 −0.4 −0.6
2004 Chevy Tahoe −0.1 −0.5 −0.8 −0.1 −0.5 −0.8
1998 Buick Century −0.1 −0.4 −0.6 −0.1 −0.4 −0.6
1998 Chevy S10 Blazer −0.1 −0.4 −0.7 −0.1 −0.4 −0.6
Intermediate Semi-Trailer 0.0 −0.4 −0.6 −0.1 −0.4 −0.5
Single-Unit Truck −0.1 −0.5 −0.8 −0.1 −0.5 −0.8
Interstate Semi-Trailer 0.0 −0.4 −0.6 −0.1 −0.4 −0.5
Double Semi-Trailer −0.1 −0.1 −0.6 −0.1 −0.4 −0.6

* calculated as anormal
i+1 [k − 1] − a f aulty

i+1 [k − 1], where anormal is acceleration in normal conditions, and a f aulty is
acceleration in faulty conditions, ** in absence of our proposed state and unknown input estimation model.
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Table 15. Seconds elapsed till test till crash occurs *.

US06 Cycle D
Malicious Fault (ft/s2) 1 3 5 1 3 5

2011 Ford F150 7.5 6.9 6.6 7.4 6.9 6.6
2004 Pontiac Grand Am 7.5 6.8 6.6 7.4 6.8 6.5
2006 Honda Civic Si 7.6 7.0 6.7 7.5 7.0 6.7
2009 Honda Civic 8.1 7.4 7.1 7.9 7.4 7.1
2005 Mazda 6 8.1 7.4 7.1 7.9 7.3 7.1
2008 Chevy Impala 8.5 7.7 7.4 8.2 7.7 7.4
2002 Chevy Silverado 8.5 7.7 7.4 8.2 7.7 7.4
2004 Chevy Tahoe 9.0 8.2 7.9 8.6 8.1 7.9
1998 Buick Century 9.3 8.3 8.0 8.7 8.2 7.9
1998 Chevy S10 Blazer 9.3 8.3 8.0 8.7 8.2 7.9
Intermediate Semi-Trailer 42.5 9.1 8.7 9.4 8.9 8.6
Single-Unit Truck 42.8 9.1 8.8 9.4 8.9 8.7
Interstate Semi-Trailer 44.8 9.3 9.0 9.6 9.1 8.8
Double Semi-Trailer 45.2 9.4 9.0 9.7 9.1 8.9

* in absence of our proposed controller.

Levels 1 and 2 automated vehicles are assumed to maintain minimum safe distance
gap in a string; vehicles dedicated to automated driving systems and vehicles equipped
with cooperative automated driving systems are assumed to maintain minimum safe time
gap in a string; vehicles are assumed to maintain minimum safe distance gap in a platoon at
each simulation time step to maximize road capacity without compromising safety or string
stability. Therefore, increasing demand up to road capacity would not impact outputs
(e.g., distance gap, time gap, speed, and acceleration) significantly. Demands exceeding
road capacity will spill back behind entrance.

7. Discussion

Existing simulation tools may overestimate safety and road capacity improvements
associated with cooperative driving automation due to not considering vehicle model and
vehicle-to-vehicle communication vulnerabilities on a large scale. This research modifies
a vehicle-following model for conventional vehicles, a longitudinal control function for
vehicles dedicated to automated driving systems, and a longitudinal control function for
vehicles equipped with cooperative automated driving systems, considering vehicle model
and vehicle-to-vehicle communication vulnerabilities to maximize road capacity without
compromising safety or string stability. Our proposed traffic microsimulation tool can be
used to verify automated driving systems and cooperative automated driving systems in
contested environments.

Drivers are assumed to drive in a single lane, and there is no lane-change maneuver,
while a lane-change maneuver can temporarily affect vehicle-following behaviors. Future
work can model other significant components underpinning a traffic microsimulation tool
(i.e., lane-changing and gap acceptance)

• model motivation for mandatory, active, and discretionary lane-change maneuvers;
• model mandatory, active, and discretionary lane-change gap acceptance;
• model before lane-change, after lane-change, receiving, and yielding vehicle-following

for each facility type (e.g., on-ramp and off-ramp);
• model lateral control for autonomous vehicles;
• model string operations (e.g., maximum platoon size, inter-platoon time gap, and

cut-in and cut-out maneuvers).
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Microscopic measures (e.g., distance headway and time headway) can be aggregated
to macroscopic measures (e.g., density and flow) as k , 1/s and q = 3600× h̄, where k is
density (veh/ft), and s̄ is average distance headway (ft/veh). Future work can estimate
macroscopic benefits associated with cooperative driving automation (e.g., increase in lane
capacity) under various market penetration for autonomous and connected autonomous
vehicles. Table 16 recommends potential improvements to our proposed longitudinal
controller.

Table 16. Recommended control designs.

Cyberattack Future Work Description

Formulation Fault and Delay Most common cyberattacks can be modeled as fault (e.g., data falsification and spoofing
attacks) or delay (e.g., denial-of-service attack).

Detection Kalman Filter &
Neural Network

Conventional fault-resilient longitudinal controllers are model-driven or data-driven,
but not combined, potentially sacrificing accuracy or simulation speed.

Compensation Adaptive Controller Estimated distance gaps can be increased in proportion to cyberattack magnitude.
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Abstract: Inverter-based energy resource is a fast emerging technology for microgrids. Operation of
micorgrids with integration of these resources, especially in an islanded operation mode, is challeng-
ing. To effectively capture microgrid dynamics and also control these resources in islanded microgrids,
a heavy cyber and communication infrastructure is required. This high reliance of microgrids on
cyber interfaces makes these systems prone to cyber-disruptions. Hence, the hierarchical control of
microgrids, including primary, secondary, and tertiary control, needs to be developed to operate
resiliently. This paper shows the vulnerability of microgrid control in the presence of False Data
Injection (FDI) attack, which is one type of cyber-disruption. Then, this paper focuses on designing a
resilient secondary control based on Unknown Input Observer (UIO) against FDI. The simulation
results show the superior performance of the proposed controller over other standard controllers.

Keywords: inverter-based energy resources; islanded microgrids; networked control systems;
resilient control design; secondary control; false data injection

1. Introduction

Due to the environmentally friendly characteristics of renewable energies and dis-
tributed energy resources, integrating these energy resources into distribution grids is
growing significantly. There is an ongoing shift of system configuration from traditional
distribution grids to small distributed and controllable microgrids. Microgrids can locally
supply loads through distributed energy resources that include renewable energy resources
and operate in grid-connected and islanded modes. Islanded mode of operation allows
the microgrid to provide energy without the support of the main grid, which is critically
important when the main grid cannot exchange energy with other local microgrids, such as
during natural hazards and extreme weather events.

Sustaining the islanded operation of microgrids is challenging since the grid relies on
a limited number of energy resources. This challenging task can be addressed by utilizing
hierarchical control methods comprised of primary, secondary, and tertiary controls [1]. The
primary control response is the immediate regulation of power output by the governor or
electronic controller in response to changes in the grid frequency. Considering the limited
capability of the primary control loop to address frequency changes, it is necessary to design
the secondary control to control the grid dynamics [2]. Secondary control is a supervisory
control that utilizes measurements communicated through cyber systems to capture and
control fast microgrid dynamics. Hierarchical control can coordinate inverter-based energy
resources to effectively track the sudden load changes and nondispatchable generators.
Tertiary control focuses on optimal power flow between the main grid and microgrids,
which is not within the scope of this paper.
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Since the secondary control heavily relies on communications and cyber infrastructures
in a closed control loop, it can be labeled as a networked control system [3]. Similar to
all networked control systems, the secondary control of microgrids is vulnerable to cyber
threats. Although there is a wide variety of cyberattacks, more common types are Denial-of-
Service (DoS) and False Data Injection (FDI). The DoS targets the availability of machines
or networks to temporarily or indefinitely distort the service to its intended users. The FDI
manipulates the data exchanges throughout the network, which misleads the control center
and disturbs the system operation [3,4].

Many researchers proposed a secure secondary control for microgrids. In [5], the
authors review cybersecurity threats and introduce cyber attack prevention, detection, and
response measures for the integration of inverter-based resources to grids. Researchers
in [6] focus on the security of distributed secondary control of microgrids by proposing
a Weighted Mean Subsequence Reduced algorithm at each inverter-based resource. A
distributed secondary control based on a consensus algorithm is proposed to control the fre-
quency of an islanded microgrid in [7]. Another distributed control strategy was developed
in [8] where the authors designed a resilient control against cyber attacks on communica-
tion links, local controllers, and master controllers of microgrids. Also, researchers in [9]
proposed a distributed control strategy based on blockchain to enhance cyber vulnerability
of microgrids equipped with distributed energy resources. [10] constructs an attack detector
based on the stable kernel representation of an islanded microgrid. A resilient secondary
control method is proposed in [11] that mitigates Denial-of-Service (DoS) attacks from
inverter-based microgrids. This proposed control method is mode-dependent and assumes
that the random DoS attack follows a homogeneous Markov process. Another distributed
control method is developed for islanded microgrids in [12] to secure the system from
malicious attacks on the communication network, including links and nodes. The authors
in [13] present secondary control for energy storage systems to control the frequency and
voltage of an islanded microgrid. This control strategy uses an event-trigger scheme to
lower the communication burden in the network. Most research work does not focus on
inverter-based microgrids and additionally does not focus on a resilient controller that
considers fast dynamics, especially under cyber disruptions.

This paper focuses on designing a resilient secondary controller against false data
injection for an islanded microgrid equipped with inverter-based energy resources. The rest
of the paper is organized as follows. Section 2 presents a general model for inverter-based
microgrid model. The proposed secondary controller based on Unknown Input Observer
(UIO) is described in Section 3. A vulnerability analysis of the islanded microgrid against
FDI is elaborated in Section 4. Simulation and results are demonstrated in Section 5, and
the conclusion is presented in Section 6.

2. Model of Inverter-Based Microgrids

This section introduces the inverter-based microgrid model equipped with primary
control. Also, this section proposes the optimal resilient secondary control for the is-
landed microgrid.

2.1. The Microgrid State-Space Representation

This islanded microgrid model includes three major elements of inverters, grid topol-
ogy, and loads. Inverters dynamics cover output filter, coupling inductor, power-sharing
controller, and current and voltage controllers. Each inverter has a separate reference
frame, e.g., axis (d− q)i for ith inverter, whose rotating frequency ωi is tuned by its power-
sharing controller. Rotating frequency ωcom denotes the reference frame of one of the
microgrid inverters. A common reference frame with axis (d− q)i and rotating frequency
ωcom characterize the loads and the network’s dynamic equations. Through the following
transformation matrix, other inverters’ reference frames are translated to the common
reference frame [14]:

[ fDQ] = [Ti][ fdq] (1)
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[Ti] =

[
cos(δi) −sin(δi)
sin(δi) cos(δi)

]
(2)

where δi is the angle of the reference frame of ith inverter with respect to the common
reference frame. In this paper, all inverters are Voltage Source Inverters (VSI) which are
usually applied to interface distributed generators (DGs) to grids.

2.1.1. VSI State-Space Model

Figure 1 shows that the DG inverter control process has three different parts, such as
voltage, current, and power control loops. The power control loop regulates the magnitude
and frequency for the fundamental component of the inverter’s voltage according to the
droop characteristic set for the active and reactive powers. Voltage and current controllers
are utilized to eliminate high-frequency disturbances and obtain proper damping for the
output LC filter [14,15]. Since frequency control of this islanded microgrid is within the
scope of this paper, we only describe the VSI power controller (not voltage and current
controllers). The detailed model can be learned from [14,16].

Figure 1. General diagram of DG inverter connected to Microgrids [14].

Utilizing the droop control for DG inverters, we mimic the governor behavior of syn-
chronous generators in power systems. When there is a load rise, the microgrid frequency
is reduced. Besides, when there is a voltage decrease, the reactive power is regulated pro-
portionally. The power control diagram of VSIs is shown in Figure 2. Examining Figure 2,
instantaneous active p̃ and reactive power q̃ are provided from the measured current and
voltage in (d− q) frame as in (3) and (4):

p̃ = vodiod + voqioq (3)

q̃ = vodioq + voqiod (4)

Also, these instantaneous power elements are passed through low-pass filters with ωc
cut-off frequency to obtain the fundamental real and reactive power as in (5) and (6):

P =
ωc

s + ωc
p̃ (5)

Q =
ωc

s + ωc
q̃ (6)

Figure 2. External power controller diagram of DG inverter [14].

The artificial droop can share active and reactive powers in the inverter frequency. As
seen in (7), the frequency ω is set based on the droop coefficient mp, and the phase θ is set
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by the frequency integration. ωn indicates the nominal frequency set-point, and α indicates
the inverter reference frame angle with nominal rotating frequency ωn [14]:

ω = ωn −mpP

θ̇ = ω, θ = ωnt−
∫

mpPdt

α = −
∫

mpPdt, α̇ = −mpP

(7)

Similar to active power, an artificial droop is used to share reactive power through
specifying the output voltage magnitude, which is set to the d-axis of the inverter reference
frame (the q-axis reference is set to zero) as in (8):

v∗od = Vn − nqQ, v∗oq = 0 (8)

The droop coefficients mp and nq are provided using the maximum and minimum
limits of frequency and voltage magnitude as :

mp =
ωmax −ωmin

Pmax
, nq =

Vodmax −Vodmin
Qmax

(9)

As expressed earlier, one of the inverters’ reference frames is picked as the common
frame to build-up the complete model on a common reference frame. An angle δ is specified
for each inverter as in (10) to transfer the variables of other inverters into the common
reference frame:

δi =
∫
(ωi −ωcom) ∆δ̇i = ∆ωi − ∆ωcom = ∆ωni − ∆ωn1 − (mi∆Pi −m1∆P1) (10)

where ωni denotes the rated frequency set-point for each inverter [17]. As seen in (10), all
inverter angle dynamics ˙∆δi are a function of the first inverter active power ∆P1. After
considering dynamics of voltage and current controllers and reorganizing all equations,
the combined small-signal model for “s” number of DG inverters on a common reference
frame is as in (11) and (12):

[ ˙∆xINV ] = AINV [∆xINV ] + BINV [∆vbDQ] + Bcom[∆ωcom] + Bn[∆ωn] (11)

[∆ioDQ] = CINVn[∆xINV ] (12)

where [∆xINV ] = [∆xinv1 ∆xinv2 ... ∆xinvs] and [∆ωn] = [∆ωn1 ∆ωn2 ... ∆ωn3].

2.1.2. Network Model

It is assumed that the islanded microgrid here has n lines, m nodes, s inverters, and p
loads, as shown in Figure 3. The dynamic equations of line current of ith line connected
between nodes j and k on the common reference frame are obtained as (13) and (14) [14]:

dilineDi
dt

=
−rlinei
Llinei

ilineDi + ωilineQi +
1

Llinei
vbDj −

1
Llinei

vbDk (13)

dilineQi

dt
=
−rlinei
Llinei

ilineQi −ωilineDi +
1

Llinei
vbQj −

1
Llinei

vbQk (14)

Therefore, the small-signal state-space representation of the microgrid is obtained as
in (15):

[ ˙∆ilineDQ] = ANET [∆ilineDQ] + B1NET [∆vbDQ] + B2NET∆ω (15)
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Figure 3. Network topology of inverter-based microgrid model [14].

2.1.3. Load Model

The dynamic equation for the resistive and inductive load connected at the ith node is
obtained in (16):

diloadDi
dt

=
−Rloadi
Lloadi

iloadDi + ωiloadQi +
1

Lloadi
vbDi (16)

diloadQi

dt
=
−Rloadi
Lloadi

iloadQi −ωiloadDi +
1

Lloadi
vbQi (17)

Therefore, the small-signal state-space representation of loads is generally obtained as
in (18):

[ ˙∆iloadDQ] = Aload[∆iloadDQ] + B1LOAD[∆vbDQ] + B2LOAD∆ω (18)

2.1.4. Complete Microgrid Model

The microgrid model is obtained by augmenting all these modules of VSI inverters,
network lines, and loads together as in (19):





˙


∆xINV

∆xNet

∆xLoad


 = A




∆xINV

∆xNet

∆xLoad


+ B[∆ωn] + Dd(t) = Ax(t) + Bu(t) = Dd(t)

y = Cx(t) + v(t)

(19)

where A, B are microgrid characteristic matrices and [17] can be referred for more informa-
tion. With this microgrid’s state-space model, we can design an optimal secondary control
for this system and enhance the primary control performance.

2.2. Secondary Control of the Inverter-Based Microgrid

To apply an optimal control based on Linear Quadratic Regulator (LQR), we need to
ensure the pair (A, B) is controllable; otherwise, designing such controllers for this system is
not possible. However, this system is not controllable since the small-signal transient, and the
steady-state responses obtained from the first state ∆δ1 is zero ( ˙∆δ1 = ∆ω1 − ∆ωcom = 0) [18].
Therefore, this state must be skipped by removing the corresponding row and column
in A and B or using the minimum realization technique for this system. After making
the reduced-order model, we can utilize the LQR controller on the microgrid model.
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The microgrid eigenvalues with and without the state corresponding to ∆δ1 are shown
in Table 1.

Table 1. Eigenvalues of the microgrid (A matrix).

Standard Inverter-Based
Microgrid Model

Reduced-Order Inverter-
Based Microgrid Model

−9.44e6 + j3.14e2 −9.44e6 + j3.14e2

−9.44e6 − j3.14e2 −9.44e6 − j3.14e2

−3.63e6 + j3.14e2 −3.63e6 + j3.14e2

−3.63e6 − j3.14e2 −3.63e6 − j3.14e2

−2.85e6 + j3.14e2 −2.85e6 + j3.14e2

−2.85e6 − j3.14e2 −2.85e6 − j3.14e2

−2.94e3 + j7.38e3 −2.94e3 + j7.38e3

−2.94e3 − j7.38e3 −2.94e3 − j7.38e3

−2.79e3 + j6.84e3 −2.79e3 + j6.84e3

−2.79e3 − j6.84e3 −2.79e3 − j6.84e3

−2.84e3 + j4.89e3 −2.84e3 + j4.89e3

−2.84e3 − j4.89e3 −2.84e3 − j4.89e3

−2.53e3 + j4.43e3 −2.53e3 + j4.43e3

−2.53e3 − j4.43e3 −2.53e3 − j4.43e3

−2.86e3 + j2.92e3 −2.86e3 + j2.92e3

−2.86e3 − j2.92e3 −2.86e3 − j2.92e3

−2.21e3 + j2.20e3 −2.21e3 + j2.20e3

−2.21e3 − j2.20e3 −2.21e3 − j2.20e3

−1.49e3 + j2.51e3 −1.49e3 + j2.51e3

−1.49e3 − j2.51e3 −1.49e3 − j2.51e3

−1.29e3 + j2.10e3 −1.29e3 + j2.10e3

−1.29e3 − j2.10e3 −1.29e3 − j2.10e3

−1.31e3 + j1.71e3 −1.31e3 + j1.71e3

−1.31e3 − j1.71e3 −1.31e3 − j1.71e3

−1.22e3 + j1.65e3 −1.22e3 + j1.65e3

−1.22e3 − j1.65e3 −1.22e3 − j1.65e3

−1.14e3 + j1.54e3 −1.14e3 + j1.54e3

−1.14e3 − j1.54e3 −1.14e3 − j1.54e3

−1.11e3 + j1.50e3 −1.11e3 + j1.50e3

−1.11e3 − j1.50e3 −1.11e3 − j1.50e3

−2.00e1 + j3.13e2 −2.00e1 + j3.13e2

−2.00e1 − j3.13e2 −2.00e1 − j3.13e2

−2.50e1 + j3.13e2 −2.50e1 + j3.13e2

−2.50e1 − j3.13e2 −2.50e1 − j3.13e2

−1.42e2 + j2.10e2 −1.42e2 + j2.10e2

−1.42e2 − j2.10e2 −1.42e2 − j2.10e2

−1.23e2 + j1.50e2 −1.23e2 + j1.50e2

−1.23e2 − j1.50e2 −1.23e2 − j1.50e2

−13.48 + j30.21 −13.48 + j30.21

−13.48 − j30.21 −13.48 − j30.21

−15.53 + j10.59 −15.53 + j10.59

−15.53 − j10.59 −15.53 − j10.59

−20.84 −20.84

−28.25 −28.25

−31.38 −31.38

−31.40 −31.40

Eigenvalues

0 Removed
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3. The Proposed Control Method

Standard controllers based on observes apply the entire grid states for the estimation
and control procedure. Frequency deviation ∆ f , which is one of the states in microgrid
model, reflects frequency distortion because of intermittent behavior of renewable energy
sources, loads, and any cyber anomalies in the system. Secondary controllers are often
designed to guarantee the frequency stability of grids. We utilize a combined UIO and
LQR controllers formed in two layers to control the microgrid . The first layer estimates the
microgrid states and detects the UIs using (19). The second layer decreases the frequency
discrepancy using (30)–(32).

3.1. Design of Unknown Input Observer

In UIO, the states x(k) =
[
x1 x2

]T are separated into two groups of states: states cor-
responding to known inputs, x1(k) and states corresponding to unknown inputs, x2(k) [19].
Here, x2(k) state indicates the frequency discrepancy ∆ f (k) subject to the UI. Now, we
can independently estimate both groups of states, including x1(k) and x2(k) = ∆ f , and
ultimately and identify the UI. In this case, the frequency deviation ∆ f (k) does not distort
the state estimation as well as the frequency regulation of the microgrid. For separat-
ing the states to two groups, a nonsingular matrix Ψ =

[
N D

]
is determined where

N is the arbitrary matrix selected such that Ψ is cannot be singular (N ∈ Rn(n−q)) [20].
This transition matrix Ψ is multiplied to both sides of (19) to obtain its equivalent rep-
resentation (20). Using this representation, we obtain another model representation
x =

[
x1 x2

]T
= Ψ−1x = Ψ−1[x1 x2

]T with x1 ∈ Rn−q and x2 ∈ Rq, and new con-
stant characteristic matrices specified in (21):

{
x(k + 1) = Ax(k) + Bu(k) + Dd(k) + w(k)
y(k) = Cx(k) + v(k)

(20)

A =

[
A11 A12
A21 A22

]
= Ψ−1 AΨ, B =

[
B1 B2

]T
= Ψ−1B,

D = Ψ−1D, C = CΨ =
[
CN CD

] (21)

Further, the states x2(k) subject to the UI are eliminated to find microgrid model free
from unknown input as in (22) [20]:





[
In−q 0

]
x(k + 1) =

[
A11 A12

]
x(k) + B1u(k)

y(k) =
[
CN CD

]
x(k) + v(k)

(22)

Assuming x2(k) can be attained from the measurement output y(k), (22) can be
reorganized to a linear representation. The transfer matrix U = [CD Γ] is comprised
of CD, which is a full-column rank matrix, and Γ ∈ Rm×(m−q), which is an arbitrary matrix
defined such that U is a nonsingular matrix. Therefore, we have U−1 = [U1 U2]

T with
U1 ∈ Rq×m and U2 ∈ R(m−q)×m. If the measurement equations in (22) is multiplied by U−1,
we obtain (23) and (24):

U1y(k) = U1CNx1(k) + x2(k) (23)

U2y(k) = U2CNx1(k) (24)

Substituting (23) in (22) and merging it with (24), we obtain (25) with revised state
matrix of Ã = A11 − A12U1CN, modified measurement matrix C̃ = U2CN, modified
measurement vector y(k) = U2y(k), and E = A12U1:

{
x1(k + 1) = Ãx1(k) + B1u(k) + Ey(k) + w1(k)
y(k) = C̃x1(k) + v1(k)

(25)

A Luenberger observer can be developed for this microgrid, in case the pair (Ã, C̃)
is observable. The observability conditions of this microgrid is reviewed in [20]. The
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Luenberger observer with L ∈ R(n−q)×(m−q) for x1(k) is designed as in (26) to estimate
x1(k) with x̂1 ∈ Rn−q:

x̂1(k + 1|k) = (Ã− LC̃)x̂1(k|k− 1) + Bu(k) + L∗y(k) (26)

where L∗ = LU2 + E and the Luenberger observer coefficient matrix L is calculated from
solving the discrete Riccati equation L = (AP1CT)(CP1CT +Q1 +R1). Also, P1 solves the al-
gebraic Riccati equation that reduces the steady-state error covariance
P1 = lim

k→∞
E[(x1 − x̂1)(x1 − x̂1)

T ]. Now, all estimated states can be found in (27) using

(23) and (26):

x̂(k|k) = Ψx̂ = Ψ
[

x̂1(k|k)
x̂2(k|k)

]
(27)

where x̂2(k|k) = U1y(k) −U1CNx̂1(k|k). This indicates that the frequency discrepancy
x2(k) = ∆ f (k) is estimated from measured data y(k) and remaining estimated states x1(k) .
To identify the unknown input d(k), including false data injection to the microgrid actuators,
(27) is replaced in (20) to obtain (28):

[
x̂1(k + 1|k)

U1y(k + 1)−U1CNx̂1(k + 1|k)

]
=

[
A11 A12
A21 A22

][
x̂1(k|k)

U1y(k)−U1CNx̂1(k|k)

]
+

[
B1
B2

]
u(k) +

[
0
Iq

]
d̂(k)

(28)

Simplifying (28), the UI can be identified as d̂(k) = U1y(k + 1) + U1CNx̂1(k + 1|k)−
A12 x̂1(k|k)− A22(U1y(k)−U1CNx̂1(k|k))− B2u(k). Equation (29) shows the detected UI:

d̂(k) = F1y(k + 1) + F2 x̂1(k|k) + F3y(k) + F4u(k) (29)

where F1 = U1, F2 = U1CNLU2CN + U1CNA12U1CN − U1CNA11 − A21 + A22U1CN,
F3 = −U1CNLU2 −U1CNA12U1 − A22U1, and F4 = −U1CNB1 − B2, y is a filtered mea-
surement signal of y. These estimated states x̂(k) of the microgrid and the detected UIs
d̂(k) are applied in the second control layer to compensate the frequency deviation.

3.2. Unknown Input Compensator Design

The UI compensator is developed by û(k) = G1 x̂(k), which is utilized in the closed-
loop control of the microgrid matrix A− BG1. G1 is an optimized state feedback coefficient
designed to guarantee that the Eigenvalues of A− BG1 fall within stable control region of
the microgrid . To design this compensator coefficient, the pair (A, B) must be controllable
that means the rank of the controlability matrix is equal to the rank of microgrid model,
or rank[B AB A2B A3B A4B] = rank A. In the second layer, the optimal compensator
coefficient G1 is obtained using input u(k) and the estimated microgrid states x̂(k) in (27) to
minimize the performance index J in (30). Q2 and R2 are weight matrices for control perfor-
mance and input energy respectively, in (30). If ∆ fre f = 0, we have the proposed control law
u∗(k) = −û(k)− G2d̂(k), which is a linear combination of the detected unknown inputs
d̂(k) with G2 = D, and the compensator coefficient G1 in (31). The first term of the proposed
control law G1 is obtained from (32) to optimize the performance index J. In Equation (32),
P2 implies the unique positive-definite solution of discrete-time algebraic Riccati equation
in (30) specified as P2 = AT P2 A− AT P2B(R2 + BT P2B)−1BT P2 A + Q2. The second term of
the proposed control law is the detected unknown inputs d̂(k) subtracted from the first
term of the proposed control law to eliminate the UI. The diagram of the proposed control
strategy is shown in Figure 4 :

Minimize J =
∞

∑
n=1

(x(k)TQ2x(k) + u(k)T R2u(k))

Subject to. x(k + 1) = Ax(k) + Bu(k)

(30)

u∗(k) = −(G1 x̂(k) + G2d̂(k)) (31)

G1 = (R2 + BT P2B)−1BT P2 A (32)
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Figure 4. The proposed control strategy for islanded microgrid.

4. Vulnerability Analysis of Microgrids with Inverter-Based Resources

This section shows the vulnerability of microgrid control based on the secondary
control design of the microgrid model obtained in Section 2. According to Equation (10),
all inverter angle dynamics ˙∆δi are direct functions of the first inverter active power ∆P1
in this model, which is introduced as (desired) reference frequency of inverters in some
papers [21]. All droop gains, also called the active power sharing gains, including m1,
are selected based on the microgrid’s power rating of energy resources. Typically, these
active power sharing gains are chosen as the inverse proportion of the nominal power to
guarantee the accuracy of active power-sharing, i.e., Pi

P1
= mi

m1
. If this proportion ratio is

distorted, it may destabilize the microgrid.
Disclosing and injecting the data packets of the first inverter active power ∆P1 can

enormously distort the stability and performance of the entire grid for three critical reasons:

• Stealthy FDIs always severely impact systems since this class of cyber attacks cannot
be easily identified [22]. Most detecting methods fail correctly to discover the stealthy
FDIs since they mainly rely on residual-based detection that may not trigger the alarm
in the presence of this cyber attack type;

• Islanded microgrids have limited access to energy resources, and the poor performance
of these inverter-based resources can draw the grid to an unstable control region;

• To control this microgrid model and regulate the frequency, all inverters’ angles are
highly dependent on the first inverter (reference) active power. In other words, any
inaccuracy in the first inverter active power can degrade or destabilize the energy
resources in a microgrid, as shown further.

Stealthy FDI of this information m1 f ∆P1 can target the droop gain of the first inverter
m1∆P1 and change it as follows:

∆δ̇i = ∆ωni − ∆ωn1 − (mi∆Pi −m1∆P1) + (m1 f ∆P1) =

∆ωni − ∆ωn1 − (mi∆Pi − (m1 + m1 f )∆P1)
(33)

Disclosed data exchanges of the first inverter’s active power (reference active power)
can be injected by adversaries into the actuators of inverters’ control inputs. This imposed
change is not visible since these injected data are a part of the microgrid data. This data
manipulation also can devastate the control mechanism of inverter-based resources in
microgrids since standard secondary controls rely on all data packets of actuators. The
Simulation and Results section shows that standard controllers cannot address this type of
FDI to the microgrid since they need all actuators’ data in their control procedure.
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5. Simulation and Results

This section implements our proposed UIO-based control technique on the secondary
control of an islanded inverter-based microgrid model that was introduced in [14]. We
show that the effect of the false data injected to the inverter angle dynamic of this system
is well compensated using our proposed control methodology. This microgrid model
consists of three main modules of inverters, network (line topology), and loads. Inverters
dynamics comprises power-sharing controller, output filter, coupling inductor, and current
and voltage controller. Each inverter has its own reference frame whose rotation frequency
is adjusted by its power sharing controller. This case study is a 220 V (per phase Root Mean
Square), 60 Hz microgrid equipped with three inverters of equal rating (10 kVA), supplying
two loads as shown in Figure 5. Figure 5 illustrates the microgrid topology. In this figure,
the inverters supply two loads connected to the microgrid through lines 1 and 2. More
information about the microgrid parameters and initial microgrid conditions are provided
in Tables 2 and 3.

Figure 5. Case study: microgrid topology.

Table 2. Microgrid parameters.

Inverter Parameters

Parameter Value Parameter Value
fs 8 kHz mp 9.4 ×10−5

L f 1.35 mH n_q 1.3× 10−3

C f 50 µF Kpv 0.05
r f 0.1 Ohm Kiv 390
Lc 0.35 mH Kpc 10.5
rLc 0.03 Ohm Kic 16× 10e3

ωc 31.41 F 0.75

Table 3. Microgrid initial conditions

Initial Conditions

Parameter Value Parameter Value
Vod [380.8 381.8 380.4] Voq [0 0 0]
Iod [11.4 11.4 11.4] Ioq [0.4 −1.45 1.25]
Iid [11.4 11.4 11.4] Ilq [−5.5 −7.3 −4.6]
Vbd [379.5 380.5 379] Vbq [−6 −6 −5]
ω0 [314] δ0 [0 1.9 ×10−3−3 −0.0113]
Iline1d [−3.8] Iline1q [0.4]
Iline2d [7.6] Iline2q [−1.3]
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To show the efficacy of the proposed UIO based secondary control, in particular, and
secondary control, in general, three simulation cases for this model are shown as follows. In
these simulation cases, the secondary control based on our proposed UIO is compared with
the secondary control equipped with Linear Quadratic Gaussian (LQG), Luenberger-based
control, and the microgrid without secondary control (just primary control response).

5.1. Case 1

In this case, the effect of a step load change is investigated. The step load change
occurs for load3 at t = 1 s. The angles of inverters 2 and 3 for the microgrid with only
primary control and with three secondary controllers are demonstrated in Figures 6 and 7.
As Figures 6 and 7 displays, the primary control only is not enough to appropriately control
microgrid. These results determine that the proposed UIO controller performs significantly
better than the other two secondary controllers. Also, the inverters’ frequencies presented
in Figures 8 and 9 show that the proposed UIO controller compensates the inverters’
frequencies better than other secondary controllers.

Figure 6. Second inverter angle δ2 in scenario 1 (Step load change).

Figure 7. Third inverter angle δ3 in scenario 1 (Step load change).
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Figure 8. Second inverter frequency dynamic ∆ f2 in scenario 1 (Step load change).

Figure 9. Third inverter frequency dynamic ∆ f3 in scenario 1 (Step load change).

5.2. Case 2

In this case, the FDI effect to one inverter angle is investigated. The FDI consisting of
sinusoid functions is added to the actuator of inverter angle 2 at t = 1.2 s as:

d(t) = 2sin(t) + 1.25sin(0.75t) t ≥ 1.2 s

The angles of inverters 2 and 3 for the microgrid with only primary control and
with three secondary controllers are demonstrated in Figures 10 and 11. These results
determine that the proposed UIO controller performs significantly better than the other
two secondary controllers. Also, the inverters’ frequencies shown in Figures 12 and 13
prove that the proposed UIO controller compensates the inverters’ frequencies better than
other secondary controllers.
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Figure 10. Second inverter angle δ2 in scenario 2 (False Data Injection (FDI) into second inverter’s
actuator).

Figure 11. Third inverter angle δ3 in scenario 2 (FDI into second inverter’s actuator).

Figure 12. Second inverter frequency dynamic ∆ f2 in scenario 2 (FDI into second inverter’s actuator).
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Figure 13. Third inverter frequency dynamic ∆ f3 in scenario 2 (FDI into second inverter’s actuator).

5.3. Case 3

In this case, the stealthy FDI effect to one inverter angle is investigated. As seen in 10,
all inverter angle dynamics ˙∆δi are a function of the first inverter active power ∆P1. Thus,
one destructive FDI can be launched once ∆P1 is stealthily disclosed and used in the data
injection. The FDI is added to the actuator of inverter angle 2 at t = 1.4 s as:

d(t) = 0.5∆P1(t) t ≥ 1.4 s

The angles of inverters 2 and 3 for the microgrid with only primary control and
with three secondary controllers are demonstrated in Figures 14 and 15. Considering the
results, the proposed UIO controller can still resiliently control the microgrid; however,
this stealthy FDI can destabilize the microgrid equipped with LQG and Luenberger-based
secondary control. The Luenberger-based secondary controller operates significantly more
unstable compared to the LQG-based controller. Also, the inverters’ frequencies shown
in Figures 16 and 17 prove that the proposed UIO controller, unlike the other secondary
controllers, compensates the inverters’ frequencies. In fact, this simulation case verifies that
the proposed UIO-based controller properly maintains the microgrid resiliency.

Figure 14. Second inverter angle δ2 in scenario 3 (Stealthy FDI to second inverter’s actuator).
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Figure 15. Third inverter angle δ3 in scenario 3 (Stealthy FDI to second inverter’s actuator).

Figure 16. Second inverter frequency dynamic ∆ f2 in scenario 3 (Stealthy FDI to second inverter’s ac-
tuator).

Figure 17. Third inverter frequency dynamic ∆ f3 in scenario 3 (Stealthy FDI to second inverter’s ac-
tuator).
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6. Conclusions

This paper shows a procedure to develop a secondary control for an islanded microgrid.
This islanded microgrid model includes inverter-based energy resources. To design a secure
microgrid, the secondary control needs to operate resiliently against cyber anomalies, e.g.,
False Data Injection (FDI). In this paper, we show that the inverter-based microgrid can be
tremendously vulnerable to stealthy FDI, and this type of cyber-disruption can make the
microgrid unstable. We develop a secondary control based on Unknown Input Observer
(UIO) and optimal compensator to regulate frequency of an islanded microgrid. The
proposed secondary control can be effective against different types of FDIs.
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Abstract: Critical infrastructures (e.g., energy and transportation systems) are essential lifelines for
most modern sectors and have utmost significance in our daily lives. However, these important
domains can fail to operate due to system failures or natural disasters. Though the major disturbances
in such critical infrastructures are rare, the severity of such events calls for the development of effective
resilience assessment strategies to mitigate relative losses. Traditional critical infrastructure resilience
approaches consider that the available critical infrastructure agents are resource-sufficient and agree
to exchange local data with the server and other agents. Such assumptions create two issues: (1)
uncertainty in reaching convergence while applying learning strategies on resource-constrained
critical infrastructure agents, and (2) a huge risk of privacy leakage. By understanding the pressing
need to construct an effective resilience model for resource-constrained critical infrastructure, this
paper aims at leveraging a distributed machine learning technique called Federated Learning (FL) to
tackle an agent’s resource limitations effectively and at the same time keep the agent’s information
private. Particularly, this paper is focused on predicting the probable outage and resource status of
critical infrastructure agents without sharing any local data and carrying out the learning process
even when most of the agents are incapable of accomplishing a given computational task. To that end,
an FL algorithm is designed specifically for a resource-constrained critical infrastructure environment
that could facilitate the training of each agent in a distributed fashion, restrict them from sharing
their raw data with any other external entities (e.g., server, neighbor agents), choose proficient clients
by analyzing their resources, and allow a partial amount of computation tasks to be performed by
the resource-constrained agents. We considered a different number of agents with various stragglers
and checked the performance of FedAvg and our proposed FedResilience algorithm with prediction
tasks for a probable outage, as well as checking the agents’ resource-sharing scope. Our simulation
results show that if the majority of the FL agents are stragglers and we drop them from the training
process, then the agents learn very slowly and the overall model performance is negatively affected.
We also demonstrate that the selection of proficient agents and allowing them to complete only parts
of their tasks can significantly improve the knowledge of each agent by eliminating the straggler
effects, and the global model convergence is accelerated.

Keywords: power system resilience; disaster; Federated Learning; edge intelligence; resilience
management systems; resource-limitations; demand response

1. Introduction

In this section, we present the motivation for the development of an application to
improve the resilience of critical infrastructures using a novel FL model. We discuss the
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prior works that have recently been published and explain how our proposed FL model
can be beneficial for improving the resilience of critical infrastructures. We also show the
novelty of this paper, which is followed by a brief description of the paper’s organization.

1.1. Motivation

Critical infrastructures such as power systems, transportation, fuel, water, and gas
are interconnected and are all parts of distinct or interdependent networks that operate
cooperatively to produce and distribute essential services [1]. When a sudden interruption
occurs in any of the infrastructures, the resilience technique can assist in the continuation
of the operations through its ability to resist, avoid, adapt, and recover swiftly from a disas-
trous situation. However, it is vital to ensure the resilience of the critical infrastructures as
the sectors are interdependent. Using an inter-network communication scheme, entities
within the same network can exchange resources, and in an intra-network communica-
tion infrastructure, clients residing in different network domains can provide support
to each other to enhance the resilience of the system [2]. For instance, most of the criti-
cal infrastructures—e.g., transportation networks, telecommunication, and finance and
banking sectors—rely on a continuous and stable power supply. However, the prolonged
disruption of the operations of critical infrastructures can incur a significant economic loss.
One of the recent surveys found that power outages occur for a minimum of one out of
four companies in every month [3]. Specifically, in large companies, power outage loss
costs over a million dollars an hour and around 150 USD annually [4]. Several works have
already been conducted with the aim of improving the resilience of critical infrastructures
by applying machine learning (ML) [5], deep learning (DL) [6], distributed edge comput-
ing [7,8], and transfer learning [9]. All these works constructed their prediction model
either by collecting data from the agents (e.g., ML, DL) or receiving an update for some
data from the distributed agents (e.g., distributed ML). However, sharing such sensitive
data could be privacy-intrusive. An attacker can expose or tamper with data, which may
cause the failure of the whole resilience system, and a company may thus face a huge loss.
Besides, in a distributed system, we may observe straggler clients that learn very slowly
due to resource-limitation issues and degrade the overall performance of the prediction
model [10].

The conventional resilience approaches that are constructed on the theme of the
learning and forecasting of probable outages consider that all critical infrastructure agents
(CIAs) have available resources and can perform an assigned computational task. However,
in a real-world scenario, any agent may possess low system configurations or may run
out of resources. In consequence, some agents may not be able to complete the assigned
computational tasks due to the shortage of resources. Therefore, our main motivation
for this research is to mitigate the outage loss of the CIAs by developing a novel FL-
based prediction model that can preserve privacy and handle the straggler issues in the
case of resource-constrained network agents. We propose a novel FL-based strategy that
consists of a local CIA, which acts as an intelligent decision-making entity or an FL agent;
e.g., a smart factory or an autonomous micro-grid can act as a CIA. A CIA can generate
a model based on its available local data (i.e., power demand and resource availability)
and share the model with a central fusion center that acts as an FL server. Similarly,
the neighboring CIAs share their model to pursue a common goal, and the coordinator
generates a global model that learns the outage information and resource sharing scope
of all the CIA agents. In case any CIA agent has limited computational resources (e.g.,
low processing capability, bandwidth) and cannot generate a learning model, the central
coordinator is enabled to select proficient clients for the training rounds, allowing partial
amounts of work from the resource-constrained CIAs considering their available resources.
Therefore, the resource-constrained issues of the grids related to model training would be
resolved, and distributed resources could be supplied from the neighbors in case any CIA
fails to continue its operation.
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1.2. Literature Review

The concept of resilience can be generalized for any discipline as a system’s capacity
to predict and withstand forthcoming shocks, restore the system’s normal state swiftly,
and adapt with an improved action for handling future catastrophic events. Managing
and improving the infrastructure resilience of critical infrastructures has recently attracted
the attention of several researchers and, in consequence, several studies related to the
modeling and upgrading of systems and networks resilience have been proposed [11–13].
The authors in [14] focused on reducing the peak load of the critical infrastructure of power
systems by considering multi-agent-based power generation, network grids, and relative
demand response status. In their proposed approach, the agents could share their local
information only with a central fusion center and were unable to interact with neighboring
agents to exchange local resources. Besides, a comprehensive study on modeling the
resilience of large-scale critical infrastructure was presented in [15]. However, centralized
resilience systems become overly complex when a large amount of data is stored, processed,
analyzed, and shared from a central fusion center [16,17]. The drawbacks of centralized
resilience systems (e.g., scalability, computational power, storage) can be handled with
distributed systems and learning resilience schemes [18]. The authors of [19] presented a
detailed analysis of multi-agent systems (MAS), leveraging distributed intelligence among
the network agents through peer-to-peer communication and sharing demand and load
status to achieve a common goal. Besides, the authors of [20] proposed an adaptive
synchronization approach for heterogeneous MAS against actuator fault by developing
a multi-objective optimization technique to measure the installation capacity of network
agents considering power-resilience against disasters [21,22]. Moreover, several works have
adapted the strategy of utilizing infrastructure resources to improve the resilience of relative
operations [23,24]. Further, some recent works developed resilience management systems
for power systems [8,25–28], transport [29–32], urban areas [33–35], healthcare [36–38], and
production systems [39–41] by adding intelligence to the CIAs so that the agents could
make autonomous decisions by analyzing the demand–response state. In summary, all
the prior works proposed the improvement of resilience either by passing local sensitive
data of infrastructure agents to a central fusion center or by sharing such local sensitive
data with neighboring agents. However, sharing the sensitive data that reside in the CIAs
leads to the risk of privacy violation and can also interrupt the infrastructure operation
through data falsification. To prevent that, a recently invented distributed ML technique
called Federated Learning (FL)was proposed that can generate a smart model by utilizing
edge resources and keeping an agent’s information private. As the FL process is completely
dependent on the agent’s local model update, one of the challenges that the FL process
presents is the straggler issues that arise due to the heterogeneity of the systems. System
heterogeneity can be referred to as the heterogeneous nature of the agents in terms of their
computational power, memory, battery life, or bandwidth. If we apply the FL process
considering Internet of Things (IoT) devices, then there is a high chance of observing
straggler agents during a training process [42]. This is because IoT devices are resource-
constrained and vulnerable [43]. If we consider the state-of-the-art FedAvg algorithm [44],
then it simply drops the straggler agents from the training process. However, dropping the
stragglers can degrade the model performance, and also some agents may have valuable
data. Instead of this approach, we need a strategy that can effectively handle the stragglers
by counting every contribution, irrespective of its size. The authors of [45] proposed the
FedProx algorithm, which can enable partial amounts of work to be collected from the
agents; however, they randomly selected agents for the training round. According to
the authors of [46], FedMax outperforms FedProx in terms of communication rounds by
applying a strategy of limiting activation-divergence across multiple devices.

To tackle the above-mentioned issues in the context of the resilient operation of critical
infrastructures and analyzing the existing works of FL, this paper is the first to propose
a novel FL-based strategy that can predict the probable outages and resource-sharing
capabilities of the network agents with the aim of improving resilience. Our FedResilience
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algorithm can select proficient agents by examining their resources and handle the strag-
glers by assigning feasible local computational tasks based on their capabilities. Our
proposed technique relies on sharing local models of the infrastructure agents instead of
sharing sensitive data and, finally, exploits the collaboratively learned knowledge on the
probable outages and resource availability status of the whole FL network to enhance the
resilience operations.

1.3. Contribution

The main contributions of this paper are given below:

• To the best of our knowledge, this is the first FL application that can improve the
resilience of critical infrastructures through early prediction;

• We present a pathway of collaborative learning for CIAs that enables on-device
learning without sharing any data and by exchanging only model information;

• We choose only the proficient agents for the FL training process and enable partial
works to be collected from the resource-constrained agents to resolve the straggler
issues;

• To demonstrate the effectiveness of Federated Learning in improving resilience by the
early prediction of the outages and resource-sharing scope of the agents, we evaluate
the prediction performance considering a varying number of stragglers and compare
the model with the popular FedAvg [44] algorithm.

1.4. Organization

The rest of this paper is organized as follows. Section 2 presents the overview of FL
and explains how our developed FL model can be effective in improving the resilience
operations of critical infrastructures in detail. Section 3 presents our experiment results
and is followed by Section 4, which concludes the paper.

2. Proposed System Description

FL is a distributed machine learning technique that allows the on-device training of
network clients with their local data instead of sharing raw data with the server. Each
client generates a local model by optimizing its local objective function that is shared
with the FL server. After receiving local models from all participating FL clients, the FL
server performs aggregation on the received models and updates a global model which
is initialized as well as shared with all network clients at the initial stage of FL training.
After that, the updated global model is disseminated to all FL clients, and each FL client
tunes their local model by learning from the global model. The FL client–server interaction
process is continued until the global model achieves a desired accuracy; hence, the model
reaches a target convergence. The overall FL process is presented in Figure 1.
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Figure 1. FL process considering critical infrastructure agents (CIAs).

In critical infrastructure networks, we may observe heterogeneous agents with varying
system configurations and data volumes. Therefore, it is not viable to assign a uniform
number of tasks to all the agents that participate in the FL process. The authors in [10]
conducted a comprehensive survey on leveraging FL for IoT devices, where they discussed
the possible challenges faced while applying FL on resource-constrained agents. Due to
the varying and limited resource statuses, while one agent could perform a given computa-
tional task efficiently, another might turn into a straggler. An agent may become a straggler
if the assigned computational task is overwhelming compared to its available resources.
If the majority of the participating agents in the FL process turn into stragglers, then target
convergence may never be obtained. Besides this, the IoT-enabled infrastructure agents
are generally more prone to attacks that may cause divergent local model updates [47]. To
improve the resilience, it is crucial to predict the infrastructure’s outage, and in distributed
systems, the main hindrance in the agent’s learning process is stragglers. Therefore, it is es-
sential to monitor the resource status and ensure that all agents are effectively operating by
avoiding straggler issues. The typical FedAvg algorithm [44] assumes that all FL agents are
resource-proficient and capable of accomplishing any given computational tasks. However,
if a real-world FL-based IoT scenario is considered, then the majority of the agents may
possess very few resources. Therefore, it is not effective to randomly select a fraction of
agents for the training process. If the agents’ resource availability statuses are tracked and
the weak agents are filtered out from the training process, then it may possible to move one
step closer towards resolving straggler issues. To infuse resource-awareness functionalities
into the FL process, the task publisher (i.e., FL server) needs to acknowledge each network
agent’s minimum requirements for accomplishing a published task. After that, all inter-
ested agents share their resource information (e.g., memory, processing ability, bandwidth,
and battery-life) with the task publisher. By examining the interested agents’ resources,
the task publisher prepares a list of proficient agents and randomly selects a subset of
agents for that task.

2.1. Handling Systems and Statistical Heterogeneity of Critical Infrastructure Agents (CIAs)

In this segment, we discuss how a strategy of allowing partial works from the FL
agents can be adopted through a generalization of the FedAvg algorithm [44]. In Section 2,
we explain how the comparatively proficient agents can be selected for an FL process.
However, it is possible that, among the selected agents, some agents would not be able
to accomplish their entire task. Particularly, this can occur when all the interested and
available FL agents have constrained resources and there are no other options without
considering a subset of those agents for the training phase. Now, if the conventional FedAvg
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algorithm is applied [44], which instructs the center to assign uniform local computational
tasks to all the selected agents, then straggler effects may be observed that can slow down
the model convergence, or we may never be able to reach the target convergence. Instead,
if we allow the selected agents to perform computational tasks based on their resources,
then we would not require the straggler agents to be dropped, and every agent could
contribute towards constructing a global model. In Figure 2, the high-level view of allowing
partial works from the FL agents is presented. From the figure, it can be observed that
the water network agent and transportation agent have limited resources while the power
network has sufficient resource availability. Considering the resource status, the water
network and transportation agents are performing 30% and 48%, respectively, of the overall
computational tasks, while the power network is performing the entire task. Let us assume
that the task publisher defines a local epoch of 100 that needs to be performed by all chosen
FL agents. However, some of the agents are not capable of performing 100 local epochs on
their data to generate a local model. In such a case, if an agent is capable of performing 30%
of the overall computational task (i.e., 30 local epochs on their own data) rather than the
whole task, then the agent would be allowed to perform that amount of the computational
task and send back the model to the server. This proposed strategy solves two issues: first,
the FL server does not need to wait a long time for a straggler agent, and second, every
individual contribution from the agents can be counted.

Figure 2. Allowing partial amounts of work from the FL agents.

To reduce communication overheads, a popular strategy in federated optimization is
that for each iteration period, each agent tries to achieve a local objective function that is
used as a replacement of a global objective function. In each training round, a subset of
agents is chosen, and each agent uses its resources to optimize the local objective function.
After that, the agents share their model with the FL server, which performs aggregation
and updates the global model. Allowing a flexible amount of work helps to solve the
inexact nature of local objectives and assists in tuning the number of communications
vs. local computations. While too many local epochs can overfit the model, a smaller
number of local epochs increases communication overheads as well as the convergence
time [47]. Therefore, it is required to set local epochs through proper tuning to ensure
robust convergence. The concept of an inexact solution can be stated as follows:

Definition 1 ($-inexact solution). Let us consider a function R(ω; ω0) = F (ω)+
ξ
2‖ω−ω0‖2, and $ ∈ [0, 1], it can be said that ω∗ is a $ -inexact solution of minθR(ω; ω0) if
‖∇R(ω∗; ω0)‖ ≤ $‖∇R(ω0; ω0)‖, where ∇R(ω; ω0) = ∇F (ω) + ξ(ω−ω0).
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To leverage the proper tuning of local computations by handling system heterogeneity,
we use the concept of the inexact solution [45], which allows us to collect variable numbers
of local epochs from the participated agents according to their resource availability. The $t

a
-inexactness for a CIA a at training round t can be defined as follows:

Definition 2 ($t
a-inexact solution). Let us consider a function Ra(w; wt) = Fa(ω)+

ξ
2‖ω−ωt‖2, and $ ∈ [0, 1], we call ω∗ is a $t

a -inexact solution of minωRa(ω; ωt) if
‖∇Ra(ω∗; ωt)‖ ≤ $t

a‖∇Ra(ωt; ωt)‖, where ∇Ra(ω; wt) = ∇Fa(ω) + ξ(ω−ωt).

Here, the convenience of $-inexactness is that it allows variable local computations to
be accomplished by the selected CIAs in each training round. As the system heterogeneity
causes heterogeneous progress from the agents while solving local objective functions, it
is vital to enable adaptive $ considering agents’ resource availability. We can consider a
scenario from our real-life perspectives. Suppose we have a few power agents that agree to
participate in an FL process and utilize their edge resources. Each agent may have some
outage information about some past events and also can possess resource information
about its neighboring agents. Now, if an agent wants to gather knowledge about outage
events that were never seen by that agent and store resource information from the agents
that are not its neighbors, then it needs to adopt a method so that it can obtain the collective
knowledge of the whole network. We can infuse the collective knowledge to each agent
through the power of FL. In case, if a power agent does not have sufficient resources to
complete an assigned computational task, we allow that agent to perform partial works.
In this way, we do not ignore any agent’s local knowledge. As a consequence, each agent is
more capable of predicting an outage event and can locate an agent that needs a power
supply.

2.2. Proposed FedResilience Algorithm

The proposed FedResilience algorithm is presented in Algorithm 1. The goal of this
algorithm is to predict the outages and resource-sharing scope of CIAs without sharing any
agent’s local data, utilizing the computational resources of the CIAs. Applying the FL strat-
egy for critical infrastructures mainly involves two entities: the critical infrastructure server
(CIS) and available CIAs within the networks. At the beginning of the FL process, the server
initializes a global model that is disseminated to all available CIAs within the networks
specifying task requirements (line 1–2). Each interested CIA shares its current resource
status with the CIS (line 3). In each training round, the CIS examines the resource informa-
tion (i.e., processing power, memory, bandwidth, battery-charge status, and data volume)
of the interested CIAs by calling the CheckResource() function (line 4–5). The CheckRe-
source() function receives a CIA’s information upon calling, stores the information in a
list, and compares the resource availability status with the task requirements (line 13–15).
If the CIA’s available resources satisfy the minimum task requirements, then that CIA’s
information is stored in another list and sent back from where the CheckResource() func-
tion is called (line 16–18). Upon receiving the resource information from all the interested
CIAs, the CIS sorts the eligible CIAs based on their resource status, selects a fraction from
those CIAs, and randomly chooses a subset of proficient CIAs for the training phase (line
6–8). After that, the CIS calls the selected agents to perform on-device training using the
AgentLocalUpdate() function and shares the latest global model (line 9–10). It is assumed
that the total number of data samples within the network is n, which are distributed among
the CIAs with a set of indexes Da on CIA a, where Na = |Da|. Each CIA’s local data in
a communication round t are referred to by Nt. During FL training, each selected CIA
utilizes its local solver to determine the inexact minimizer $t

a to solve the local objective
function (line 19–20). Further, each CIA splits its local samples into batches, performs
SGD to achieve an optimal local solution, and shares the model with the CIS (line 21–25).
The CIS aggregates the local models to generate an updated global model, and the same
iteration period is continued until the global model reaches convergence (line 11–12).
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Algorithm 1: FedResilience: An FL-based approach to predict the outages
and resource-sharing scopes of critical infrastructures. The A eligible clients
are indexed by a; B = local minibatch size, F = client fraction, E = local epoch,
and η = learning rate.

1 CIS executes: initialize global model w0
2 Disseminate task requirements to all CIAs
3 Collect resource status of interested CIAs
4 for each round t = 1, 2, . . . do
5 Rt = CheckResource (Pt,Mt,Bt, Ct,Vt) for all interested CIAs
6 Sort CIAs based onR and store in a list L
7 E ← Top L · F CIAs
8 At ← (random set of E CIAs)
9 for each client a ∈ At in parallel do

10 wa
t+1 ← AgentLocalUpdate (a, wt)

11 for each CIA a ∈ At do
12 wt+1 ← wt+1 +

Nt
N wa

t+1

13 CheckResource (Pa,Ma,Ba, Ca,Va):
14 Store (Ba,Ma, Ea,Va) into a list Qa
15 Compare Qa with LReq
16 if Qa satisfies LReq then
17 Add Qa to listR
18 ReturnR
19 AgentLocalUpdate (a, w) : // Run on CIA a
20 Each CIA a finds a wt+1

a which is a $t
a -inexact minimizer of: wt+1

a =

Fa(w) + ξ
2

∥∥w− wt
∥∥2 and measures maximum feasible round of local epochs E

21 B ← (split Da into batch size B)
22 for each CIA’s local epoch e from 1 to E do
23 for batch b ∈ B do
24 w← w− η∇`(w; b)

25 return w to server

3. Experimental Results

To evaluate the performance of the proposed FedResilience method, various dis-
tributed mobile robots are considered as critical infrastructure agents that possess hetero-
geneous resources in terms of processing power, battery life, memory, and data volume. To
simulate the straggler effects and the effectiveness of the proposed FedResilience algorithm,
the Electro-Maps dataset [48] is used to predict the power outages and resource-sharing
scopes of the agents. The dataset is preprocessed considering temperature, number of
weeks, hour, holiday, and population, and an additional column of resource availability is
generated from the information regarding the population, holiday, and temperature. Using
the information, we target the prediction of the outages and resource-sharing scopes of
the critical infrastructure agents. A similar transmission rate is set for all the distributed
agents for the simplicity of the FL implementation process. To simulate the effectiveness of
allowing partial works from the distributed agents, different numbers of weak distributed
agents are deliberately considered to create straggler effects; i.e., some of the agents fail to
generate local models due to their constrained resources. It is assumed that there remains a
global cycle that is followed by each agent, and each selected agent measures the amount of
the local computational task it can perform in training round i as a function of its available
resources and clock cycle. The code is publicly available and has been uploaded to a
GitHub repository (https://github.com/Imteaj10/FedResilience, accessed on 31 July 2021).
In a conventional FL approach, a global epoch E is defined for all the participating agents
to perform a particular task, and if any of the agents fail to generate a local model on
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time, the model simply drops that agent from the training process (no partial tasks are
allowed). However, dropping slow clients from the training process may prolong the
model convergence, or the model may even never reach the target convergence. To handle
such issues, we adapt a generalization of the FedAvg algorithm that enables each agent
to perform part of a computational task by considering the agent’s resource limitations.
To present the motivation behind this research, we applied the FedAvg algorithm [44] for
predicting the outages and resource-sharing scopes of CIAs and presented the straggler
effects. We considered a varying number of CIAs and assumed that a majority of those
agents would be stragglers. At first, we considered three agents (where two were stragglers)
and computed the training loss and testing accuracy during the prediction of a probable
outage by applying the state-of-the-art FedAvg [44] algorithm. In Figure 3, we can see that
the training loss started to decrease in the initial few communication rounds and remained
almost unchanged for further communication rounds due to the dropping of the majority
of clients. In contrast, in Figure 4, it is clear that the improvement of testing accuracy was
quite steady and each agent learned very slowly.

Figure 3. Straggler effects on participating FL agents’ (three agents and two stragglers) model loss
for the prediction of critical infrastructure outage.

Figure 4. Straggler effects on participating FL agents’ (three agents and two stragglers) model
accuracy for the prediction of critical infrastructure outage.

After that, we simulated the straggler effects by increasing the number of agents
(three stragglers out of five agents) and computing the training loss to predict a probable
outage by applying the state-of-the-art FedAvg [44] algorithm (see Figure 5). We can see a
small decrease in training loss for communication round 500. In contrast, in Figure 6, it
is observable that some agents had very low accuracy while other agents had compara-
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tively high accuracy. However, none of the agents achieved satisfactory improvements in
their accuracy.

Figure 5. Straggler effects on participating FL agents’ (five agents and three stragglers) model loss
for the prediction of critical infrastructure outage.

Figure 6. Straggler effects on participating FL agents’ (five agents and three stragglers) model
accuracy for the prediction of critical infrastructure outage.

We also simulated the straggler effects for eight agents (where six-of them were
stragglers) and generated the training loss for a predicted outage by applying the state-
of-the-art FedAvg [44] algorithm (see Figure 7). We can see that both of the non-straggler
agents had a very slow learning process in spite of a higher communication round. In
Figure 8, we can see that the clients barely learned from each other and consequently were
not able to improve their model quality significantly.
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Figure 7. Straggler effects on participating FL agents’ (eight agents and six stragglers) model loss for
the prediction of critical infrastructure outage.

Figure 8. Straggler effects on participating FL agents’ (eight agents and six stragglers) model accuracy
for the prediction of critical infrastructure outage.

Next, we simulated the straggler effects during the prediction of the agents’ resource-
sharing scope by applying the state-of-the-art FedAvg [44] algorithm. Similar to the outage
prediction, we considered three agents (where two were stragglers) and generated the
training loss and testing accuracy to predict the resource-sharing scope of the agents.
In Figure 9, we can see that though the training loss was comparatively lower than the
outage prediction loss for the three agents–two stragglers scenario, a similar training loss
was observed for all agents (i.e., the agents did not learn through collaboration). On the
other hand, we can see from Figure 10, that agent 2 had a comparatively lower accuracy
than other agents, but it slightly improved its accuracy through the FL process. However,
after 200 communication rounds, all agents’ testing accuracies improved very slowly.

Besides, we simulated the straggler effects during the prediction of the agents’ resource-
sharing scope by increasing the number of agents (five agents, where three of them were
stragglers). We generated the training loss and testing accuracy by applying the state-
of-the-art FedAvg [44] algorithm. In Figure 11, we can see that though the training loss
dropped significantly in the few initial communication rounds, almost constant training
loss was observed for all agents. Moreover, in Figure 12, all the agents failed to obtain a
marginal improvement in their accuracy.
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Figure 9. Straggler effects on participating FL agents’ (three agents and two stragglers) model loss
for the prediction of agents’ resource-sharing capability.

Figure 10. Straggler effects on participating FL agents’ (three agents and two stragglers) model
accuracy for the prediction of agents’ resource-sharing capability.

Figure 11. Straggler effects on participating FL agents’ (five agents and three stragglers) model loss
for the prediction of agents’ resource-sharing capability.
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Figure 12. Straggler effects on participating FL agents’ (three agents and two stragglers) model
accuracy for the prediction of agents’ resource-sharing capability.

Similarly, we simulated the training loss and accuracy by considering eight agents
(where six were stragglers) and applied the FedAvg algorithm [44] during the prediction of
the agents’ resource-sharing scope. From Figures 13 and 14, we can see that the training loss
and accuracy improved as we increased the number of agents; however, both accuracies
improved little with the increment of communication rounds due to the straggler effects.
In a summary, for all the considered cases, the agents struggled to minimize loss and
remained very steady in terms of improving accuracy due to the straggler effect.

Figure 13. Straggler effects on participating FL agents’ (eight agents and six stragglers) model loss
for the prediction of agents’ resource-sharing capability.
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Figure 14. Straggler effects on participating FL agents’ (eight agents and six stragglers) model
accuracy for the prediction of agents’ resource-sharing capability.

To eliminate the straggler effects during the prediction of the power outage and
resource-sharing information, we proposed partial works to be allowed from the straggler
agents; i.e., we assigned computational tasks based on the agents’ available resources.
To evaluate the performance of FedResilience, we considered the same number of agents
(three, five, and eight agents) for the training rounds and observed their learning process.
At first, we considered three agents (where two agents were stragglers) and checked
their loss (Figure 15) and accuracy (Figure 16) during the prediction of power outages.
Though the training loss increased due to the deviation of the local model updates as
the stragglers performed low computational tasks, the agents started to reduce their
training loss by learning from the global model and from their own data. On the contrary,
the accuracy of the agents started to increase after 320 communication rounds because of the
low number of resource-sufficient agents (Figure 16). We also simulated the loss (Figure 17)
and accuracy (Figure 18) during the prediction of resource-sharing scope by considering the
same number of agents and achieved better performance than the FedAvg [44] algorithm.

Figure 15. FedResilience’s impact on participating FL agents’ (three agents and two stragglers) model
loss for the prediction of CIA outages.
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Figure 16. FedResilience’s impact on participating FL agents’ (three agents and two stragglers) model
accuracy for the prediction of CIA outages.

Figure 17. FedResilience’s impact on participating FL agents’ (three agents and two stragglers) model
loss for the prediction of CIAs’ resource-sharing capability.

Figure 18. FedResilience’s impact on participating FL agents’ (three agents and two stragglers) model
accuracy for the prediction of CIAs’ resource-sharing capability.

After that, we considered five agents (where two agents were stragglers) and checked
their loss (Figure 19) and accuracy (Figure 20) during the prediction of power outages.
For these simulations, we observed similar patterns to those in Figures 15 and 16, but ob-
tained better performance due to the higher number of active clients. The accuracy of the
agents started to increase after 100 communication rounds because of the comparatively
higher number of resource-sufficient agents (Figure 20).
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Figure 19. FedResilience’s impact on participating FL agents’ (five agents and three stragglers) model
loss for the prediction of CIA outages.

Figure 20. FedResilience impact on participating FL agents’ (five agents and three stragglers) model
accuracy for the prediction of CIA outages.

We also simulated the loss (Figure 21) and accuracy (Figure 22) during the prediction
of resource-sharing scope by considering five agents and achieved better performance than
the FedAvg [44] algorithm.

Figure 21. FedResilience’s impact on participating FL agents’ (five agents and three stragglers) model
loss for the prediction of CIAs’ resource-sharing capability.
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Figure 22. FedResilience’s impact on participating FL agents’ (five agents and three stragglers) model
accuracy for the prediction of CIAs’ resource-sharing capability.

Further, we simulated the performance of eight agents (where six agents were strag-
glers) and checked their loss (Figure 23) and accuracy (Figure 24) when predicting power
outages. Here, it was clear that the agents improved their knowledge base (i.e., the training
loss decreased and a significant accuracy improvement is observed) due to the improved
quality of the global model.

Figure 23. FedResilience’s impact on participating FL agents’ (eight agents and six stragglers) model
loss for the prediction of CIA outages.

Figure 24. FedResilience’s impact on participating FL agents’ (eight agents and six stragglers) model
accuracy for the prediction of CIA outages.

In a similar fashion, we simulated the loss (Figure 25) and accuracy (Figure 26) during
the prediction of resource-sharing scope by considering eight agents and achieved a re-
markable performance improvement compared to the FedAvg [44] algorithm. The training
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loss became close to 0.1 (Figure 25), and some of the agents achieved higher accuracy
within 250− 300 communication rounds (Figure 26).

Figure 25. FedResilience’s impact on participating FL agents’ (eight agents and six stragglers) model
loss for the prediction of CIAs’ resource-sharing capability.

Figure 26. FedResilience’s impact on participating FL agents’ (eight agents and six stragglers) model
accuracy for the prediction of CIAs’ resource-sharing capability.

From the simulation results, it is observable that FedResilience has better performance
than the conventional FedAvg model. As we increase the number of agents and count
partial works from each of them, then agents can learn quickly, and the global model
accuracy also increases. When we considered eight agents and six stragglers and applied
the FedAvg algorithm, then the global model only contained the knowledge of the two
active agents. As a result, the agent could not upgrade its knowledge base and showed a
steady learning curve. However, when we counted the partial computational tasks by those
stragglers, then the accumulation of those partial works generated an upgraded global
model. As the quality of the global model improved and each agent tuned their local model
by learning from the latest global model, the agents’ learning process was accelerated. Our
simulation results demonstrate two trends: first, the FedAvg algorithm is not suitable to
predict outages or the resource-sharing information of resource-constrained CIAs as the
algorithm cannot handle the straggler effects, which eventually slows down the agents’
learning process; second, the FedResilience algorithm can handle straggler effects and is
suitable even when we have a large number of stragglers within the network. In Figure 27,
we can see that the FedResilience algorithm outperforms the FedAvg algorithm [44],
achieving higher global model accuracy (cumulative updates of all the participating agents’
local models) while predicting the outages and resource-sharing information of CIAs even
with a large number of stragglers.
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Figure 27. Comparison of global model accuracy of FedAvg and proposed FedResilience in the
presence of stragglers.

In Figure 28, a linear approximation of the real system and the performance of the
proposed FedResilience algorithm for a disaster event is presented. It can be seen that the
real system performance index decreases after time td and reaches a minimal index at time
tm. In the beginning, the performance index is stable due to a preventive outage; however,
as soon as the preventive outage is finished, the curve starts to move downwards and
reaches a minimal performance index (Pmin). The low-performance index remains until
a certain time interval, and after that, the system starts to recover. In contrast, when the
FedResilience algorithm is applied during an outage, the performance index does not move
down at minimal performance index (Pmin); instead, using the power of edge intelligence,
the system can recover swiftly and a remarkable performance index can be achieved.

Figure 28. Eight-point linear approximation of the performance of the FedResilience algorithm
during a disaster event.

4. Conclusions

This paper proposes a strategy to improve the resilience operations of critical infras-
tructures even when the network agents have limited resources. To evaluate our approach,
the impact of straggler agents on the overall learning process is presented by considering
resource-constrained distributed agents. After that, the effectiveness of our proposed Fe-
dResilience algorithm is evaluated, demonstrating the acceleration of the distributed agents’
learning process despite heterogeneous system resources and model updates. By choosing
proficient agents, performing on-device training, transferring knowledge, and allowing
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partial works, a robust and consistent FL model is achieved with higher global model
accuracy compared to the state-of-the-art FedAvg algorithm; the model can also accelerate
the learning process of unreliable IoT-enabled heterogeneous environments. The proposed
concept can be applied to any resource-constrained heterogeneous IoT environment that is
disrupted by straggler effects and struggles to reach convergence due to slow learning.
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Abstract: Attack detection problems in industrial control systems (ICSs) are commonly known
as a network traffic monitoring scheme for detecting abnormal activities. However, a network-
based intrusion detection system can be deceived by attackers that imitate the system’s normal
activity. In this work, we proposed a novel solution to this problem based on measurement data
in the supervisory control and data acquisition (SCADA) system. The proposed approach is called
measurement intrusion detection system (MIDS), which enables the system to detect any abnormal
activity in the system even if the attacker tries to conceal it in the system’s control layer. A supervised
machine learning model is generated to classify normal and abnormal activities in an ICS to evaluate
the MIDS performance. A hardware-in-the-loop (HIL) testbed is developed to simulate the power
generation units and exploit the attack dataset. In the proposed approach, we applied several machine
learning models on the dataset, which show remarkable performances in detecting the dataset’s
anomalies, especially stealthy attacks. The results show that the random forest is performing better
than other classifier algorithms in detecting anomalies based on measured data in the testbed.

Keywords: machine learning; industrial control systems; anomaly detection; fault detection;
intrusion detection system

1. Introduction

The industrial control system (ICS) consists of devices, networks, and controllers
to automate industrial processes. ICS contains several types of control systems, such as
supervisory control and data acquisition (SCADA) systems, and distributed control systems
(DCSs). ICSs are widely used in different critical infrastructures such as smart grids, power
distribution, transportation systems, water treatment plants, and manufacturing [1,2].
In the power plants, ICS’s key role is evident, and a multitude of automated systems are
operating in a SCADA framework. The automated systems’ entanglements could endanger
the entire system’s performance, where a small fault or malfunction would lead to a cascade
failure. Thus, fault detection in ICSs, especially in critical infrastructures such as large-scale
power plants, has attracted much attention in recent years [3–6].

Generally, communication between ICS components is based on an information tech-
nology stack (ITS) and remote connectivity. The reliance on communication networks
to transmit measurements could increase the possibility of intentional attacks against
physical plants. Conventionally, network traffic is secured by mechanisms such as au-
thentication, data encryption, and message integrity techniques. However, these methods
cannot completely protect the entire levels of an ICS network against a wide range of
malicious activities. Figure 1 illustrates the five distinct levels of an ICS architecture. These
conventional mechanisms try to secure the network traffic transmitting between ICS levels
and do not investigate the compatibility of the physical plant measurements. This makes
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the system vulnerable against malicious activities such as insider sabotages, spoofing, and
stealthy attacks [7]. One solution to tackle this problem is the intrusion detection system
(IDS). The two main IDS strategies are signature-based and anomaly-based, which differ
in their detection mechanisms [8]. The signature-based strategy trains the system to find
specific anomalies while the anomaly-based strategy searches for any deviation from a
pre-known normal activity. Generally, IDS investigates the network traffic in an ICS and
tries to detect abnormal activities in the transmitting data packets. This strategy, known as
the network intrusion detection system (NIDS), monitors the incoming data packets and
prevents suspicious data from intruding into the system. Many studies leveraged machine
learning algorithms to train a NIDS model, which is responsible for detecting attacks in the
network traffic [9–11]. Although the NIDS effectively qualifies and quantifies attacks by
analyzing the amount and types of attacks in the network flow, its performance against
encrypted data packets, faked IP packets, and regular false positive alerts is not guaranteed.

Figure 1. ICS network architecture.

On the other hand, the measurement intrusion detection system (MIDS) instead of
monitoring the network traffic, investigates suspicious activities in the system’s measure-
ment data. As shown in Figure 1, the MIDS does not interact with the connections between
the ICS levels, but directly inspect the measurement data in the system. This fault detection
approach can find any deviation from normal performance caused by malicious activities
such as changing the sensors setpoints or injecting fake data measurements into the ICS
network levels. Since, in an ICS, the SCADA system (Level II) collects the data from the
entire system, the MIDS can be embedded in this system’s level. In comparison to the
NIDS method, a few studies tried to use machine learning algorithms for training a fault
detection model. Choi et al. [12] presented an IDS based on voltage measurement data to
detect in-vehicle controller area network (CAN) intrusions using inimitable characteristics
of electrical signals. Their approach is well designed to detect bus-off attacks [13] and per-
forms very well to secure an in-vehicle CAN. However, relying on only one type of variable
to detect suspicious activities in the system caused a high rate of false positives in the IDS.
In [14], Pan et al. introduced an IDS strategy leveraging features of signature-based and
specification-based detection methods which protects an electrical power transmission line
from attacks. They used data from relay, network security logs, and energy management
system (EMS) logs. Their method could accurately distinguish malicious activities from
normal control operations. However, their proposed algorithm requires a large number
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of captured data scenarios, which is difficult to acquire. In another study, Ozay et al. [15]
proposed an attack detection model employing state vector estimation (SVE) to detect false
data injection at the physical layer of a smart grid. They showed that the model performs
accurately on various IEEE test systems in detection of abnormal behaviors; however, it
cannot detect the stealthy malicious activities properly.

Basically, due to the difficulties in generating a labeled dataset, which indicates
different types of attacks in an ICS, most studies apply a normal activity dataset for training
machine learning models. Therefore, the MIDS could only compare a set of normal data
with the incoming data and detect any deviation from the normal activity. This strategy
would fail while a stealthy attack that imitates a normal behavior intrudes into the system.
A solution to tackle this problem is generating a labeled dataset that includes different
types of attacks to train a machine learning model that is capable of detecting malicious
stealthy activities in the system. But, building a labeled dataset consisting attack scenarios
means the system should tolerate a set of controlled attack injected to the system, that
could lead to a system failure and irreparable damages. Nevertheless, it is possible to
simulate the critical infrastructures of an ICS using a hardware-in-the-loop (HIL) to prevent
damaging the system. This approach could be sensible while the ICS is a vital infrastructure,
and the system’s security is dramatically significant [16]. The main goal of this paper is
to investigate the performance of the MIDS by training machine learning algorithms
leveraging a labeled dataset. To this end, we develop an experimental setup in which we
can evaluate the effectiveness of fault detection by monitoring the measurement data in an
ICS. For this, we employ a power generation testbed whose sensors’ values are measured
over several days. Different scenarios of attacks are injected into the system to generate the
labeled dataset. The dataset was generated in 2020, available at [17]. Overall, this work has
made the following contributions to the attack detection domain:

(1) Introducing a novel approach which can be integrated to NIDS as a second layer
of defense mechanism for intrusion detection using measurement data and improving the
security of the ICS system.

(2) Applying the HIL-based augmented ICS (HAI) testbed dataset [18] for the first time
for training a supervised machine learning model to detect intrusions in an ICS. Unlike the
previous works [12–15], our proposed design is able to detect the stealthy attacks without
imposing any threat to the actual system using the advantages of labeled data obtained
from the HIL testbed.

(3) Using the measurement data in the all levels of ICS (Figure 1), which can help to
detect not only the sabotages in the communication links between the levels but also the
insider sabotages in each level. This particular feature would help to improve the security
of the system without any conflict with NIDS.

In addition, we compared different machine learning techniques to find the best
learning model for the detection of stealthy attacks in the ICSs. According to the results,
the random forest algorithm [19] has the best performance for the proposed dataset.

Problem Description and Motivation

ICS, including SCADA networks, consists of several parts such as controllers moni-
tored by operators through the human–machine interface (HMI). In critical ICS infrastruc-
tures such as power plants, the communication network between parts of the system can be
extended over large geographical regions, which perform under virtual private networks
(VPN) or the Internet. Although connecting the communication network to the Internet or
using remote connections help to have an off-site operation and management of ICS over a
vast geographical distance, it puts the system at risk of malicious attacks [20]. The NIDS is
widely employed to detect any kind of abnormal activity in the system’s network flow to
defeat these types of attacks. Nevertheless, while the NIDS could address the problem of
cyber attacks at a sensible rate of accuracy, these systems are inefficient in detecting insider
attacks or any other sabotage inside the system. Furthermore, the NIDS is incapable of
detecting encrypted or any other faked data packets, especially stealthy attacks. To address
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these problems, one solution is investigating the behavior of measurement data instead of
monitoring network traffic.

The MIDS is not only capable of detecting any deviation from the normal activity
of the ICS, but it is also effective in the detection of stealthy attacks [21]. The presence
of SCADA systems, especially in large-scale ICSs, helps deploy the MIDS without any
additional devices; however, the main obstacle in practicing the MIDS is preparing a
comprehensive dataset to train a machine learning model. Basically, building an attack
dataset for measured data means injecting a malfunction to the system and possibly
the whole system’s failure. This could have dramatically high costs when the system is
a critical large-scale ICS. Moreover, for each system’s environment, the dataset should
be built separately, and it could be extremely expensive. Fortunately, in recent years,
development in processing units and computation power has helped to overcome this
problem by introducing the HIL technique. This technique stimulates the critical parts of an
ICS and injects attacks into the system without any threat to the existing system. Tackling
the problem of building a dataset, including real-time attacks, provides a remarkable
opportunity for studying the MIDS.

In this study, to investigate the MIDS’s efficiency in ICS fault detection, an electrical
power generation testbed is employed, which is wholly explained in Section 3. The inves-
tigation procedure includes pre-processing the data, fitting supervised learning models,
and evaluating each model’s classification accuracy. The standard methods of assessing
models’ effectiveness are the confusion matrix, the area under the curve (AUC), and the
receiver operating characteristics (ROC) curve.

The remainder of the paper is organized as follows. In Section 2, the methodology
for building a machine learning model is described. Section 3 includes a description of
the dataset. The results and discussions of implementing the model on the dataset are
proposed in Section 4. Section 5 presents the conclusion and future work directions.

2. Methodology

The developed attack detection procedure is described in this section. First, the most
significant attacks in the ICSs are introduced; then, the approach to detect these attacks
is explained. As shown in Figure 2, after collecting the data, the most relevant features
are selected, and a trained ML model based on the corresponding features classifies the
output data.

Figure 2. The framework of MIDS in ICS for the HAI dataset.
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2.1. Attack Description

Anomaly detection consists of various domains, such as intrusion detection, fault de-
tection, and event detection in sensor networks. Any deviation from a normal performance
could be considered an anomaly in an ICS. It could happen due to several reasons, includ-
ing a malfunction in a system’s component, insider sabotage, or an intentional cyberattack.
In this paper, the concept of anomaly detection based on the MIDS refers to fault detection
and intrusion detection. When a malfunction or insider sabotage occurs, the MIDS tries to
detect faults in the system. In addition, when an attacker attempts to intrude in the system,
it is known as intrusion detection.

Anomaly detection in ICSs using the measured data captured by the SCADA system
has the privilege of detecting any deviation from a normal activity even if the intrusion
is not recognized in the network layer by the NIDS. Evidently, due to a deviation from
the system’s normal behavior, detecting a malfunction or a simple attack that directly
manipulates the system’s measurement data would not be a challenging task for the MIDS.
On the other hand, the main concern about the MIDS effectiveness is its performance in
the detection of stealthy attacks. These kinds of attacks occur when an attacker manipu-
lates sensor measurements or control signals persistency by penetrating control networks
without being detected until the system crashes. Normally, attackers attempt to imitate the
system’s normal behavior to stay undetected. In this paper, not only the MIDS performance
in the detection of malfunctions is evaluated, but also a set of stealthy attacks are injected
into the system to investigate the MIDS effectiveness in the detection of this type of attack.

2.2. Data Analyzing

The problem of imbalanced datasets in IDS modeling is a critical issue. In machine
learning modeling, particularly in classification problems, having access to a balanced
dataset in the training stage has a significant impact on the model’s performance. In the
MIDS, this problem comes from a large number of normal conditions compared to abnormal
activities in the system logs.

To handle the problem of imbalanced datasets, a multitude of techniques are intro-
duced, such as the threshold method, one-class learning, or cost-sensitive learning [22].
In fact, all balancing methods are based on oversampling or undersampling approaches.
Briefly, the undersampling method tries to decrease the number of instances from the ma-
jority class; on the other hand, the oversampling method attempts to increase the number
of samples of the minority class. While undersampling has the risk of losing important
data, oversampling puts the model at the stake of overfitting.

One solution to tackle this problem is the Synthetic Minority Over-sampling Technique
(SMOTE) method [23]. The SMOTE is a random oversampling approach that generates new
instances using existing data from the rare classes. For this, any point from the minority
class that smoothly moves an existing sample around its neighbors will be added to the
dataset until the dataset reaches a balanced condition. Therefore, this method by generating
new samples (which are not exactly the same as the existing samples) makes it possible
to avoid the risk of overfitting problems [24]. In this paper, due to the imbalance in the
labeled data, the SMOTE method is employed to normalize the dataset targeted data.
Moreover, the balanced dataset helps the normal and abnormal data be split equally during
the procedure of building the train and test datasets. In this paper, the Stratified Shuffle
Split (SSS) method is applied to divide the train and test data. The test data include 0.3 of
the entire dataset, and the number of re-shuffling and splitting iterations is considered as 5.

2.3. Feature Engineering

In the MIDS, features are basically the measured data collected by the SCADA system
from embedded sensors. In large-scale ICSs, the quantity of sensors is normally a large
number. This mentions two facts. First, in the proposed problem, the feature selection
method plays a significant role in the performance of the model; second, due to a large
amount of measured data, the model algorithm should be capable of fast prediction to be
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usable in real-time applications. The goal of feature selection is to find the most effective
features that lead to training more accurate models and less computation time. Feature
selection techniques can be classified as filter, wrapper, embedded, and hybrid methods [25].
In the filter method, correlation criteria are employed widely in machine learning problems.
Correlation is a measure of the linear relationship between two or more parameters. In
feature selection, the most correlated features with the target would be chosen to build
the model. Moreover, those features should not show a high correlation with each other
to avoid using redundant data. Pearson correlation technique is one of the most useful
criteria in feature selection, which can be described as

Corr(i) =
cov(ai, b)√

var(ai) ∗ var(b)
(1)

where ai is the ith feature, b is the target label, and cov() and var() represent the covariance
and the variance functions, respectively. Corr(i) also indicates the Pearson correlation tech-
nique, which shows the correlation between the ith feature and the corresponding target.

To select the features with a high correlation with the target, we need to set a threshold
value for choosing the features with a higher correlation. Suppose that the selected features
are correlated to each other. In that case, we can drop the one with the lowest correlation to
the target. In addition, the features that show a high correlation together can be unified.
To do so, the correlation of the features, two by two, are calculated, and the most correlated
features are nominated for removal.

Moreover, in the pre-processing step, the input data should be scaled. This could
result in a sustainable learning process. In this paper, the MinMaxScaler is employed to
scale the features values. Equation (2) describes this function, where am

i is the ith feature
from mth experiment, amin and amax are the minimum and the maximum values of the
feature among the experiments, respectively. In addition, am

i(scaled) indicates the scaled value
for the ith feature of mth experiment.

am
i(scaled) =

(am
i − amin)

(amax − amin)
(2)

2.4. Machine Learning Models

Supervised anomaly detection in ICS generally uses normal activity data to build a
predictive model of normal class as well as anomaly class. Then, any unforeseen data are
compared with the generated model to detect its class. Several algorithms are applied
in this study to train a machine learning model for detecting anomalies by the MIDS.
Having access to a labeled dataset allows for applying supervised learning strategies by
considering two classes of attack and normal activities. In this study, the most accurate
supervised learning algorithms are chosen that are k-nearest neighbors (KNN), decision
tree classifier (DTC), and random forest (RF).

• The KNN algorithm uses data to classify unforeseen data points by measuring the
distances from the neighbor points. This classification method classifies new data by
the plurality vote of its k neighbors which are assigned to the most similar class.

• The decision tree classifier uses a tree-like model of decisions and their possible
outcomes. Normally, a decision tree classifier is used for discrete categorical tar-
gets, which, in this paper, the target is a binary variable that includes attack and
normal situations.

• The random forest algorithm is a combination of tree classifiers. This classifier tries to
maximize the variance by injecting randomness in data selection and to minimize the
bias by increasing the tree depth to a maximum level.

134



Electronics 2021, 10, 407

2.5. Model Evaluation Metrics

The performance of algorithms in detecting anomalies in ICSs based on supervised
learning is investigated by the following metrics.

• Confusion matrix: This measure is used to evaluate a classifier’s performance consid-
ering a pre-known set of labeled data. For each classifier, a confusion matrix would
be generated. In addition, sensitivity, specificity, precision, and F1-score metrics are
calculated regarding this matrix. The sensitivity or recall metric shows the likelihood
of predicting true positive, while the specificity measures the true negative rate. In ad-
dition, the precision metric represents the accuracy of the positively predicted classes,
which are actually positive. The F1-Score shows the balance between sensitivity and
precision. Finally, the accuracy of the model is measured by evaluating the trueness of
the results. Figure 3 explains a confusion matrix and its associated metrics.

• Receiver operator characteristic (ROC) curve and area under the curve (AUC). The
ROC is a graph that illustrates the performance of the classification algorithm at all
classification thresholds and includes two parameters: true-positive and false-positive
rates. The ROC compares the classifiers’ performance among the whole range of class
distributions and error costs. To compare the ROC curves, the area under the ROC
curve is calculated, called the area under the curve (AUC) metric. More values of
AUC implies more accuracy in the model prediction [26].

Figure 3. Explanation of confusion matrix. ACC and MMC are accuracy and Matthew’s correlation
coefficient, respectively [27,28].

3. Experimental Setup
3.1. ICS Testbed

Performance of anomaly detection in ICSs based on sensors measurement data is
evaluated by implementing machine learning models on a dataset from a power gener-
ation system [18]. As shown in Figure 4, the testbed system has four primary processes,
including a turbine process, a water-treatment process, a boiler process, and a HIL sim-
ulator. In the procedure of building the attack dataset, to protect the system from harm-
ful damages of attacks, the HIL simulates the thermal power and the pumped-storage
hydropower generators.

The boiler process, including four controllers (level controller, pressure controller,
temperature controller, flow-rate controller), is responsible for heating the pumped water
from the main water tank. The turbine process consists of a motor speed controller that
rotates a turbine. The water-treatment process has a level controller that manages the level
control pump (LCP) and the level control valve (LCV) and is in charge of transferring water
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from the upper to the lower reservoir and vice versa. The HIL simulator includes two
generators and a power grid model that feeds an electrical load.

Figure 4. HIL-based augmented ICS.

3.2. Dataset

The dataset used in this paper is from a HIL-based augmented ICS security (HAI)
available at [17]. The testbed dataset is built by collecting measurements of 59 sensors
every second through four days. During these four days, 28 attacks are injected into the
system. These attacks are a combination of 14 process control loop (PCL) primitive attacks
which are affecting four points in the system: setpoints, process variables, control output,
and control parameters. The attacks are stealthy type and cannot be detected easily by the
conventional NIDS.

The next section is devoted to the implementation of supervised machine learning
algorithms on the proposed dataset. The following section illustrates the MIDS performance
on fault detection, especially stealthy attacks.

4. Results and Discussion

The proposed MIDS method based on a machine learning approach is tested on the
HAI dataset, and its performance in anomaly detection is evaluated. The machine learning
algorithms are trained and tested by employing Python. The procedure of generating the
model is shown in Figure 2. In this paper, several classification algorithms were examined,
and the most accurate ones were selected to be implemented on the MIDS model.

Due to the large number of measuring points in the dataset, the most important
features are selected by employing a correlation metric. The feature selection process
contains two steps. First, the most correlated features are identified and unified. In this
step, from 59 features, 41 are selected. Then, among the residue features, the ones showing
the most correlation with the target values are chosen, leading to 17 remaining features.
Figure 5 shows the correlation matrices during the feature selection process. It should
be mentioned that Figure 5b is the correlation matrix after removing the most correlated
features together, and Figure 5c is the correlation matrix after removing the least correlated
feature with the target.

Mostly, in the intrusion detection problems, the training datasets are suffering from
imbalance targeted data. This is because of the much lower duration of attack activities
compared to the normal conditions. In the testbed dataset, less than 4% of the whole data
are associated with abnormal activities. This imbalance of data could affect the performance
evaluation of the trained models. The SMOTE method is employed to tackle this problem.
This method helps to balance the dataset without a high risk of overfitting. Figure 6 shows
the target distribution in the dataset before and after normalizing.
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(a) Features correlation before feature selection.
(b) Features correlation after feature selection. Features with a
correlation of more than 0.85 are united.

(c) Features correlation after feature selection. Features with a
correlation of more than 0.95 with the target are united.

Figure 5. Feature selection using a correlation metric.

(a) Before performing normalization. (b) After performing normalization (SMOTE method).

Figure 6. Normal and abnormal conditions’ distribution.
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It should be considered that the sensors’ measurements in an ICS have a wide range
of values. The unscaled data could cause significant problems during the model training
procedure, and lead to an unsustainable learning process. Therefore, the MinMaxScaler
function explained in Section 3 is used to scale the measurement data in an appropri-
ate range.

After the pre-processing step, the dataset is ready to train a machine learning model.
In this study, the supervised classification models that are implemented on the dataset are
k-nearest neighbor (KNN), random forest (RF), and decision tree classifier (DTC). These
algorithms are chosen based on their effectiveness on this particular problem. Two major
factors are considered in the evaluation of the algorithms’ performances. First, the accuracy
in classifying the targeted output. Second, the required time for fitting and predicting
processes. For the first factor, the confusion matrix is computed (Figure 7), and regarding
this matrix, other metrics such as accuracy, precision, F1-score, specificity, and sensitivity
are calculated. More information related to the confusion matrix concept and its metrics is
available at [29]. For the second factor, the computation time for fitting the training dataset
and predicting the test dataset is captured. Table 1 shows the confusion matrices along
with the computation times for the selected algorithms.

(a) Confusion matrix for the KNN algorithm. (b) Confusion matrix for the decision tree algorithm.

(c) Confusion matrix for the random forest algorithm.

Figure 7. Confusion matrices.
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Table 1. Models’ performance comparison.

KNN DTC RF

Precision 0.9732 0.9937 0.9976
Recall 0.9729 0.9937 0.9976

F1-score 0.9729 0.9937 0.9976
Accuracy 0.9729 0.9937 0.9976

AUC 0.9729 0.9937 0.9976
Fitting time [s] 173 5.8 2.21

Prediction time [s] 104 0.0283 0.0505

The random forest algorithm has the best performance in detecting the anomalies in
the dataset. This algorithm consumes the least time for generating the model, while the
decision tree classifier has the lowest prediction computing time. This mentions that a
trade-off between accuracy and prediction time should be considered for a real-life problem.
Moreover, the KNN algorithm shows a lower accuracy in predicting the anomalies and
requires a longer time for fitting and predicting processes. The result implies that the MIDS
can be a reliable solution for the anomaly detection problem. Applying measurement
data from the SCADA system to detect attacks could be considered a protection layer in
ICSs. While the NIDS can protect the network traffic from malicious intrusions, the MIDS
could improve the system’s reliability as the second layer of protection, especially against
stealthy attacks.

Usually, stealthy attacks that intrude into the field level (level 0) of an ICS attempt
to conceal the state changes by imitating a normal behavior and deceiving the protection
systems. Usually, building a dataset that includes stealthy attacks is a complicated process.
For the first time, by leveraging HIL systems, a real-life dataset containing stealthy attacks
on sensor data measurements is provided. This dataset consists of actual data during
intrusion attacks that manipulate the control parameters.

The ROC curve illustrated in Figure 8 indicates that the random forest algorithm has a
remarkable performance in detecting anomalies. This figure compares the three applied
algorithms’ accuracy using the AUC of the ROC curves. The diagonal dashed line from
the bottom left to the top right corner of Figure 8a represents a non-discriminatory test
points where sensitivity = 1-specificity. As shown in Figure 8b, the random forest algorithm
performs far better than the KNN and the DTC algorithms by an AUC of 1.

(a) ROC curves. (b) ROC curves from a closer view.

Figure 8. ROC curves for KNN, random forest, and decision tree classifiers.

5. Conclusions

In this paper, the classification performance of the measurement intrusion detection
system is investigated and a remarkable outcome is concluded, especially on stealthy
attacks. The MIDS is working based on the measured data that the SCADA system collects
from the ICS sensors. IDSs are mostly investigating network traffic to find malicious activi-

139



Electronics 2021, 10, 407

ties in the system, and stealthy attacks are hard to be detected by these strategies. Because
the MIDS is investigating the measurement data, it could detect deceptive behaviors in
the system better than the NIDS. The HAI dataset, including actual data from a power
generation system, is applied to evaluate the MIDS performance in fault detection. The
results show a very successful classification employing the random forest algorithm in the
fault detection process with an accuracy of 99.76%.

Nevertheless, although the MIDS can greatly detect anomalies, especially stealthy
attacks, it cannot prevent malicious intrusions in the layer of network traffic. Indeed, the
MIDS could detect anomalies when they successfully deceive the NIDS by imitating a
normal behavior in the system. Therefore, the MIDS cannot be a substitution of the NIDS;
however, it can be embedded as the second layer of protection in the critical infrastructure
of ICSs. By combining these two protection layers, if any malfunction in the system,
including insider’s sabotage, systems failure, stealthy attack, or network intrusion happens,
the IDS could be sufficient in detecting it successfully.

Moreover, this study leverages the supervised learning approach to build a machine
learning model. The unsupervised learning methods are also a topic of interest for our
future works; however, their efficiencies in comparison with supervised learning models
should be investigated. In the future, we would like to investigate unsupervised learning
algorithms due to the fact that they don’t require labeled data for the model training step,
which leads to detecting new anomalies in the system.
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Abstract: In the past decades, due to the popularity of cloning open-source software, 1-day vulnerabil-
ities are prevalent among cyber-physical devices. Detection tools for 1-day vulnerabilities effectively
protect users who fail to adopt 1-day vulnerability patches in time. However, manufacturers can
non-standardly build the binaries from customized source codes to multiple architectures. The code
variants in the downstream binaries decrease the accuracy of 1-day vulnerability detections, especially
when signatures of out-of-bounds vulnerabilities contain incomplete information of vulnerabilities
and patches. Motivated by the above observations, in this paper, we propose P1OVD, an effective
patch-based 1-day out-of-bounds vulnerability detection tool for downstream binaries. P1OVD first
generates signatures containing patch information and vulnerability root cause information. Then,
P1OVD uses an accurate and robust matching algorithm to scan target binaries. We have evaluated
P1OVD on 104 different versions of 30 out-of-bounds vulnerable functions and 620 target binaries
in six different compilation environments. The results show that P1OVD achieved an accuracy of
83.06%. Compared to the widely used patch-level vulnerability detection tool ReDeBug, P1OVD
ignores 4.07 unnecessary lines on average. The experiments on the x86_64 platform and the O0
optimization show that P1OVD increases the accuracy of the state-of-the-art tool, BinXray, by 8.74%.
Besides, it can analyze a single binary in 4 s after a 20-s offline signature extraction on average.

Keywords: out-of-bounds; vulnerable detection; patch

1. Introduction

Vulnerabilities acknowledged by vendors are called 1-day vulnerabilities and are often
fixed by upstream software developers using security patches [1]. In the past decades,
1-day vulnerabilities are widely spread among cyber-physical devices due to the popularity
of open-source software cloning [2]. In the Debian system alone, researchers [3] have
found 145 cloned 1-day vulnerabilities. Over the last few years, various automatical 1-day
vulnerability detection tools for binaries have been proposed [3–18] to protect users who
fail to adopt 1-day vulnerability patches in time.

However, manufacturers usually non-standardly build binaries from customized
source codes for multiple target architectures. Such code variants decrease the accuracy
of 1-day vulnerability detection, especially out-of-bounds vulnerabilities. Moreover, the
inaccuracy can lead to safety risks or extra manual efforts for security analysis. Due to
the prevalence of 1-day out-of-bounds vulnerabilities, in this paper, we propose P1OVD,
a 1-day out-of-bounds vulnerability detection tool, which has higher accuracy when code
variants appear in the downstream binaries.
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Code variants are common and diverse. Research shows that among 6027 counterparts
of 285 Android Kernel functions, over 72% of them contain codes that are different from
their mainstream versions [19]. On the one hand, the code variants that are caused by
target architectures or optimization levels can be large. Although they heavily change
the instructions, function basic blocks, and function CFGs (control flow graph), they
hardly change function logics. On the other hand, code variants can be caused by patching
vulnerabilities or unexpectedly introducing new vulnerable modules. So these code variants
are critical but small. These two kinds of code variants can appear at the same time, causing
two challenges.

The first challenge is that out-of-bounds vulnerability signatures can easily neglect
small but important code variants. Function-level 1-day vulnerability detection tools
such as Asm2Vec [16] generate vulnerability signatures from the whole vulnerable func-
tions [4–16]. Due to their extremely large scope, they fail to capture the precise context of
vulnerabilities. At the same time, patch-level 1-day vulnerability detection tools such as
ReDeBug [3] and BinXray [17] generate vulnerability signatures only from patches and
their signatures contain incomplete vulnerability information [3,17,18]. As a result, when
the small code variants influence the vulnerability root causes, the existing tools give false
predictions.

The second challenge is that large code variants can decrease the accuracy of the
matching methods that depend on AST (abstract syntax tree) shaped out-of-bounds patch
signature. Moreover, many existing works have difficulties in balancing the accuracy and
robustness. The strict operand-based matching [20] is accurate but sensitive to unimpor-
tant code variants, while the graph-similarity-based algorithms [8,9,13,19] improve the
robustness but sacrifice accuracy.

To solve the above two challenges, we propose a patch-based 1-day out-of-bounds
vulnerability detection tool named P1OVD, which can automatically find 1-day out-of-
bounds vulnerabilities in the downstream binaries. It first analyzes patches and outputs
source signatures, which solves the first challenge. Then the signature generator maps
the source signatures to binary signatures. Finally, the matching engine scans the target
binary with the binary signatures. Moreover, when P1OVD matches patch signatures, it
uses the novel matching algorithm to solve the second challenge. To evaluate the efficiency
and effectiveness, we test P1OVD based on a dataset containing 620 binaries, which are
compiled under six compilation environments from 104 different versions of 30 out-of-
bounds vulnerable functions. The result shows that P1OVD has a total accuracy of 83.06%
and achieves an 8.74% higher accuracythan the state-of-the-art tool BinXray. Besides, it can
analyze a single binary in 4 s after a 20-s offline signature extraction on average.

We summarize our contributions as follows:

• We design an out-of-bounds vulnerability signature that mainly contains patch infor-
mation and vulnerability information.

• We propose a matching algorithm that can accurately and robustly find the patch
signatures in downstream binaries.

• We propose a patch-based out-of-bounds vulnerability detection method, P1OVD.
P1OVD can accurately locate 1-day out-of-bounds vulnerabilities in downstream
binaries even if code variants exist. We evaluate its performance on 620 binaries of
30 real-world patches in Linux Kernel [21].

The rest of this paper is organized as follows. We first summarize the challenges in
Section 2. Then we describe the design of P1OVD in Section 3 and evaluate P1OVD in
Section 4. Next, we review related work in Section 5. Finally, we give the conclusion in
Section 6.

2. Motivation

The open-source software can be built with customized codes and non-standard
building configurations to meet the needs of downstream manufacturers [19], causing
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code variants. We believe that there are two main challenges caused by code variants:
vulnerability signature (Section 2.1) and patch signature matching (Section 2.2).

2.1. Vulnerability Signature

The first challenge is that the code variants can significantly affect the vulnerability
detection results but can be hard to detect if the vulnerability signatures do not contain
enough patch information and vulnerability information. Version differences are parts of
the results of the third-party code customization and cause existing works to have high false
rates in out-of-bounds vulnerability detection. We take the function init_desc of the Linux
Kernel as a motivation example to figure out the severe impacts of code variants. Figure 1
shows three different versions of function init_desc. Red codes are the earliest version,
at that time, the vulnerable statement hash_algo_name[hash_algo] had not existed. Then
a commit removed the red codes and introduced green codes, where the out-of-bounds
vulnerability is located. The parameter hash_algo is possibly tainted and can read the array
hash_algo_name out of the buffer bound. The blue codes are added by the patch, they restrict
the parameter hash_algo, and relieve the panic.

static struct shash_desc *init_desc(char type)

static struct shash_desc *init_desc(char type, uint8_t hash_algo)

{

long rc;

char *algo;

const char *algo;

…… 

if (type == EVM_XATTR_HMAC) {

…… 

} else {

if (hash_algo >= HASH_ALGO__LAST)

return ERR_PTR(-EINVAL);

tfm = &hmac_tfm;

algo = evm_hmac;

tfm = &evm_tfm[hash_algo];

algo = hash_algo_name[hash_algo];

}
Figure 1. Function init_desc in three Versions.

These three versions challenge the state-of-the-art tools because their signatures miss
either patch information or vulnerability information. As Figure 2 shows, function-level
vulnerability detection tools [4–15] take the whole 53-line function into concern and fail
to capture the precise context of vulnerabilities. As a result, they think the functions that
are similar to known vulnerable functions are vulnerable. Due to the small differences
between these three versions, they think the three versions are all vulnerable, which
results in high false positives. As Figure 2 shows, some patch-level vulnerability detection
tools [3,17], mistakenly think the patch disappearances are the vulnerabilities and fail to
include vulnerability information into their signatures. So they focus on the blue codes
rather than the green codes. As a result, the red version is labeled vulnerable even if it has
no vulnerable operation at all.
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By considering both vulnerabilities and patches, MVP [18] outperforms vulnerability
detection tools. Further, researchers manually evaluate MVP’s failures by comparing signa-
tures with vulnerability root causes in case studies. Although MVP can successfully identify
all three versions, its vulnerable line searching algorithm introduces a few vulnerability-
irrelevant codes, e.g., the function call of ERR_PTR, which can be replaced by customized
error handlings and harm the binary-level signatures.

2.2. Patch Signature Matching

As the solution of the first challenge, the binary-level patch information is AST-shaped.
However, code variants caused by optimization levels or target architectures can influence
the structures of ASTs, which is the second challenge. As Figure 3 shows, the patch checks
inputs at 0x401955 (x86_64) and 0x17e4 (aarch64). The AST in x86_64 is [arg + 6] <= 6, while
the AST in aarch64 can be ![arg + 6] > 6 if patched or ![arg + 6] > 8 if unpatched. The arg
represents a function argument and now it stands for the variable cmd.

01 static int stb0899_send_diseqc_msg(struct 

  dvb_frontend *fe, struct dvb_diseqc_master_cmd *cmd)

02  {

03      struct stb0899_state *state = fe->demodulator_priv;

04      u8 reg, i;

05

06  -   if (cmd->msg_len > 8)

07  +   if (cmd->msg_len > sizeof(cmd->msg))

08          return -EINVAL;

09

10      /* enable FIFO precharge    */

11      reg = stb0899_read_reg(state, STB0899_DISCNTRL1);

12      STB0899_SETFIELD_VAL(DISPRECHARGE, reg, 1);

13      stb0899_write_reg(state, STB0899_DISCNTRL1, reg);

14      for (i = 0; i < cmd->msg_len; i++) {

15          /* wait for FIFO empty  */

16          if (stb0899_wait_diseqc_fifo_empty(state, 100) < 0)

17              return -ETIMEDOUT;

18          stb0899_write_reg(state, STB0899_DISFIFO, cmd->msg[i]);

0x40194b:mov   rax, qword ptr [rbp - 0x20]

0x40194f:movzx eax, byte ptr [rax + 6]

0x401953:cmp   al, 6

0x401955:jbe   0x401961

;[arg+6]<=6,![arg+6]<=6
......

0x40198e:mov   byte ptr [rbp - 0xa], 0

0x401992:jmp   0x4019dc

......

0x4019b0:movzx eax, byte ptr [rbp - 0xa]

0x4019b4:mov   rdx, qword ptr [rbp - 0x20]

0x4019b8:cdqe  

0x4019ba:movzx eax, byte ptr [rdx + rax]

;mem_read(arg),mem_read(arg+1),......

...... 

0x4019d9:mov   byte ptr [rbp - 0xa], al

0x4019dc:mov   rax, qword ptr [rbp - 0x20]

0x4019e0:movzx eax, byte ptr [rax + 6]

0x4019e4:cmp   al, byte ptr [rbp - 0xa]

;[arg+6],0,1,2......

0x17dc: ldrb w0, [x1, 6]

0x17e0: cmp w0, 6

0x17e4: b.hi 0x189c

;[arg+6]>6,![arg+6]>6

0x17ec: mov x20, x1

.....

0x17f4: movz w19, 0......

0x1820: ldrb w2, [x20, w19, sxtw]

;mem_read(arg),mem_read(arg+1),…

......

0x1838: ldrb w0, [x20, 6]

0x183c: cmp w0, w19

;[arg+6],1,2......

0x1840: b.ls 0x1868

......

0x184c: tbz w0, 0x1f, 0x1820

Figure 3. Patch for commit b9f62ffe, patched binary in x86_64-O0 and target binary in aarch64-O2.

There are two kinds of matching algorithms. However, neither of them can balance
accuracy and robustness. First, Fiber [20] performs a strict operand-based matching, while
assuming that the same semantic can result in the same ASTs with few changes on the
address-related immediate numbers. However, as Figure 3 shows, the [arg + 6] <= 6 in
x86_64 can be transformed into the ![arg + 6] > 6 in aarch64. A strict matching can falsely
think the patch signatures generated on the x86_64 platform are different from the patch
signatures generated on the aarch64 platform. Second, Pewny et al. [8,9], Feng et al. [13] and
Jiang et al. [19] match ASTs with an inaccurate graph-similarity-based structural matching
to improve the robustness. However, as Figure 3 shows, the patch only changes 8 to
sizeof(cmd->msg), while the latter is an immediate number 6. These tools cannot distinguish
the unpatched versions from the patch versions because the patch does not cause any
structural difference.

3. Design of P1OVD

In this section, we first introduce the architecture of our tool (Section 3.1), and then
we will introduce the three main parts of P1OVD in detail, including patch analysis
(Section 3.2), signature generator (Section 3.3), and matching engine (Section 3.4). The first
challenge (Section 2.1) is solved in patch analysis, and the second challenge (Section 2.2) is
solved in equation matching (Section 3.4.2).

3.1. System Architecture

Figure 4 shows that the P1OVD has four inputs, including unpatched sources, patched
sources, reference binaries that are compiled from patched sources, and target binaries
waiting to be checked. Since a large number of function-level binary similarity tools are
currently available, e.g., Asm2Vec [16], we can obtain the address of the possibly vulnerable
function in the target binary by finding out the function most similar to the vulnerable
function, without requiring a symbol table.
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P1OVD has three parts: patch analysis, signature generator, and matching engine.
Patch analysis is designed for generating source signatures from the patched sources and
unpatched sources. The generated source signatures are accurate and robust enough to
overcome the first challenge. Then the signature generator maps the source signatures
to binary signatures while keeping their accuracy and robustness. Patch analysis and
signature generator are combined to generate binary-level signatures for out-of-bounds
vulnerabilities. Finally, the matching engine searches vulnerabilities in the unknown target
binaries according to the binary signatures. Especially, the novel patch signature matching
algorithm matches the patch signatures accurately and robustly, while solving the second
challenge.

3.2. Patch Analysis

In this step, we generate the signatures to represent vulnerabilities. As mentioned
in Section 2.1, important code variants can be ignored when the vulnerability signatures
incompletely contain vulnerability information or patch information. Inspired by the
fact that both patch information and vulnerability information can increase the signature
accuracy and root causes are widely used to evaluate vulnerability signatures [18], we
define that out-of-bounds vulnerability signatures should mainly contain patch information
and out-of-bounds vulnerability root cause information.

To obtain vulnerability root causes accurately, P1OVD utilizes a patch analysis tool,
SID [22]. Patch analysis tools aim at removing the gap between patches and vulnerabilities.
Especially, SID outperforms the statical approaches at the accurate out-of-bounds root
causes locating. SID defines that the root cause of out-of-bounds vulnerabilities is memory
access without proper bound checks. A branching statement, either an if statement or a
loop statement that exists in the patch is regarded as a bound check. They are what out-of-
bounds patches try to add or correct. Memory access always includes directly indexing
arrays by subscripts or calling certain functions to access memory indirectly, which is the
root cause of out-of-bounds vulnerabilities. P1OVD locates the memory access and the
bound checks according to SID’s security rules.

After obtaining patch information and vulnerability root cause information, P1OVD
constructs a local PDG (program dependency graph), which is a subgraph of the function
PDG starts at bound check and ends at memory access, linking a series of branching
statements that are positioned between memory access and bound. The topology of such a
local PDG reflects the relationship between patches and vulnerabilities. Compared to local
CFG [20], this local PDG is more robust to code variants because compilation environments
e.g., optimization levels can significantly change the CFG structures.

Example 1. As Figure 3 shows, the if statement at line 7 is added by patch. So it is a bound check
and is the start of local PDG. The variable i is used to index cmd->msg[i] at line 18. So line 18
is the memory access and is the end of local PDG. Finally, line 14 where the variable i compares
with cmd->msg_len, which is important because the dissatisfaction of the bound check can make the
function skip line 14 and exit directly. So line 14 is included in the local PDG and is the successor
of the bound check and the predecessor of the memory access. In conclusion, we extract only three
lines as a signature. With little unnecessary information and complete patch information, as well as
vulnerability information, this signature can overcome code variants.
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3.3. Binary Signature Generator

Although the generated signatures are accurate, they are at the source level. Thus,
in this step, we map the source signatures to the binary signatures by reference binaries,
which are manually generated by compiling the patched sources with the O0 optimization
level to x86_64 architecture while reserving the debugging information. P1OVD keeps
the binary signatures in the form of local PDGs and only maps each node of the local
PDGs from source-level to binary-level because the local PDGs remain the same even if the
compilation environments change.

Theoretically, all instructions that correspond to the local PDG statement nodes can
be part of the binary signature. However, Zhang et al. [20] announced that only a subset
of instructions i.e., root instructions actually summarize the statement key behaviors, and
the unnecessary instructions in the signatures can lead to mismatches. Hence, in this
step, P1OVD accurately locates root instructions and uses the semantic information of root
instruction to represent the statements.

3.3.1. Root Instructions Locating

Due to the significant difference between binary and C source codes, a statement that
originally contains multiple instructions may even be divided into multiple basic blocks,
during the compilation procedure. For example, an if statement with a logical operation,
e.g., && or ||, will be separated into two multiple basic blocks. Hence, for each statement
in the local PDG, P1OVD locates the root instructions accurately by taking line numbers,
data dependency, variable names, and statement types into concern.

P1OVD first narrows the scope of possible root instructions by selecting the instruc-
tions corresponding to statement lines. This can be done with the help of debugging
information from reference binaries.

Next, P1OVD narrows the scope of possible root instructions again by variable-based
data dependency analysis because variables represent the behavior of the statement in
most cases. For example, the vulnerable statement cmd->msg[i] contains two important
variables cmd and i and they are combined to generate an out-of-bounds vulnerability.
The variable names can be easily obtained by parsing source codes. However, when
variables are parameters of operator sizeof they can be turned into a constant and disappear
from binaries due to the preprocessing. For example, sizeof(cmd->msg)) corresponds to
the immediate number six in the binary. So P1OVD excludes all variables that are only
used in the operator sizeof. After extracting variable names, P1OVD uses debugging
information to map variable names to rbp related addresses on the stack because without
optimization, the GCC compiler stores each local variable on the stack. Since each extracted
variables are part of the original statements, the root instructions should data-depend on
all extracted variables. Thus, P1OVD performs a data dependency analysis to exclude
irrelevant instructions. We define an instruction data-depends on a certain variable if
it directly uses the rbp related address or uses the result of another instruction that is
data-dependent on the variable.

Finally, one statement can have multiple behaviors at the same time, while some of
them are less important. For example, line 18 reads the memory and calls a function. But
only reading the memory can cause the exception. Thus, P1OVD locates the root instruc-
tions that represent the key behaviors of the statements among the selected candidates.
Bound checks and extra branching statements control the values of the program counters.
Thus, they are compiled into PSW (program status word) writing instructions and branch-
ing instructions. Generally, they are positioned at the end of the basic blocks. We require
the root instructions of bound checks are branching instructions because they reserve the
important comparison operator information since out-of-bounds patches can only correct
the comparison operators. But we require the root instructions of extra branching state-
ments are PSW writing instructions. As mentioned in Section 4.2.3, the results of branching
instructions can be simplified. Further, extra branching statements do not need comparison
operator information. Finally, there are two kinds of memory access, including function
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calling and array indexing and they trigger exceptions through load or store instructions in
the current functions or the callees. Hence, such behaviors are stored in the function call
instructions and load or store instructions. In conclusion, Table 1 shows the type of root
instruction we required.

Table 1. Mapping source statement to binary AST.

Statement Root Instruction Type AST

Bound Check Branching Instruction Branching Condition

Memory Access (Call Function) Function Call Instruction Access Expression (Callee and All Function Arguments)

Memory Access (Index Array) Load or Store Instruction Access Expression (Memory Adress)

Extra Branching Satement Branching Instruction PSW Write Arguments

3.3.2. Symbolic Execution

In this section, P1OVD generates sufficient information for root instructions so that
they can represent the vulnerabilities and patches. Researchers [8,9,13,19,20] have demon-
strated that symbolic execution results i.e., ASTs can robustly represent the operands of
instructions. Thus, P1OVD symbolically executes the reference functions from their entries
and extracts ASTs forass root instructions. Besides, as Table 1 shows, since the operands
of different root instructions are different, P1OVD generates different ASTs for them. The
extracted ASTs can represent the vulnerabilities and patches. For example, P1OVD extracts
[arg + 6] <= 6 and ![arg + 6] <= 6 for statement cmd->msg_len>sizeof(cmd->msg). The cmd
is function argument and AST uses arg to represent it. Then it load the member msg _len
with offset six corresponding to [arg + 6]. Finally, it is compared to the constant number six
and forks the basic block, as ASTs indicate. In conclusion, all statements in the source local
PDGs are replaced with ASTs.

Example 2. As Figure 5 shows. The root cause contains two variables, named cmd and i. P1OVD
maps the line to instructions first. Then among these instructions, P1OVD finds that i which is
located at rbp-0x20 is used at 0x409b4, while cmd is used at 0x409b8. Since the memory operation
at 0x409ba uses both variables to read the memory, P1OVD thinks it is a root instruction. Moreover,
by symbolic execution we generate mem_read(arg) etc. to represent the access expression it read.
Similarly other nodes of local PDG can be mapped to binary-level.

0x4019b0:movzx eax, byte ptr [rbp - 0xa]

;eax=i

0x4019b4:mov   rdx, qword ptr [rbp - 0x20]

;rdx=cmd

0x4019b8:cdqe  

0x4019ba:movzx eax, byte ptr [rdx + rax]

;eax=cmd->msg[i]

i

cmd

rbp     

rbp-0x0a

rbp-0x20

rsp    

stb0899_write_reg(

state, 

STB0899_DISFIFO, 

cmd->msg[i]

);

Figure 5. Locating instructions by mapping line to instructions and variable name to stack.

3.4. Matching Engine

The matching engine can judge if an unknown binary is vulnerable or not by using
the binary signatures generated from reference binaries. For one binary it has four kinds
of output: not vulnerable, patched, vulnerable, unable to judge. Before actually starting
to match the vulnerabilities, we use the code similarity to find out the functions that may
contain the vulnerabilities in the binaries and use symbolic execution to extract all ASTs of
the target functions. Then we start the vulnerability matching.
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We find access expressions and PSW write arguments by structural matching and find
branching conditions by equation matching. Because the structural matching is faster than
the equation matching but dissatisfies the high accuracy required by branching conditions.
Finally, we verify the control dependencies using local PDGs.

3.4.1. Structural Matching

Structural matching finds operations with similar semantics to out-of-bounds access
expressions or PSW write arguments in the target binaries by calculating the graph simi-
larity of two ASTs. Empirically, we have found that ASTs with the same semantics may
have subtle differences when extracted from binary functions of different compilation
environments. For example, both a+((b+1)«1) and a+2+(b«1) can be found in binaries when
statement a[b+1] appears in the source code. Therefore, we do not require the ASTs to be
structurally identical but structurally similar. Thus, the edit-distance-based graph simi-
larity can better reflect the similarity of ASTs and we compare the graph similarity with a
predefined threshold to determine whether two ASTs are similar.

3.4.2. Equation Matching

The main task of equation matching is to find a branching condition the same as the
patched bound check. However, as mentioned in Section 2.2, both structural matching and
strict matching cannot overcome the second challenge.

Fiber [20] matches the same kind of nodes, e.g., immediate numbers with different
algorithms according to their positions in the ASTs. Thus, we infer that different parts of
branching conditions should be matched according to different precisions. We define a
subtree in the AST as a data object if its root node is a memory read operation or it only
contains one node that is a function return value or a parameter. Additionally, a data object
should not be a subtree of another data object. After extracting data objects, remain the
boolean expressions. Empirically, we learn that under different compilation environments,
data objects have similar structures, while boolean expressions preserve fixed semantics.
So P1OVD matches them according to their structures and semantics correspondingly.

After extracting data objects by traversing the branching conditions, P1OVD uses the
structural matching presented in Section 3.4.1 to generate data object pairs, one from the
target branching condition and one from the reference branching condition. The matched
data object pairs in two ASTs are replaced with the same symbol. In the case that two
matched data objects have different sizes, e.g., one is 64-bits long, and the other is 32-bits,
P1OVD defines a symbol in the shorter size and replaces two ASTs with this symbol. To
satisfy the length requirement of the longer tree, P1OVD pads zero to the left of the defined
symbol. P1OVD replaces the data objects to ensure the two bool expressions have identical
symbol sets and can be used for solving.

Next, we accurately solve [23] the boolean expressions. Since the boolean expressions
are semantically identical, only equal or opposite boolean expressions are matched. In
other words, given two boolean expressions Expr1 and Expr2, they are considered matched
if only one of Expr1 = Expr2 or Expr1 =! Expr2 can be solved.

Example 3. As Figure 6 shows, to match the [arg + 6] <= 6 and ![arg + 6] > 6, P1OVD first
extracts data objects from them. The extracted data objects are both [arg + 6] and they are structurally
similar obviously. So P1OVD replaces them with a single symbol x in their original AST. Then
P1OVD checks the solving possibility of conditions (x 6 6) =! (x > 6) and (x 6 6) =!! (x > 6).
Results show x = 0 satisfies the first constrain and the second constrain will never be satisfied, thus
P1OVD finds that the two branching conditions are equal. So, in conclusion, the two ASTs represent
the same branching condition. At the same time, both strict matching and graph-similarity-based
matching cannot distinguish such changes in ASTs.
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Figure 6. Two-step matching algorithm.

3.4.3. Verify Control Dependency

In this step, P1OVD matches the local PDG topologies by verifying the edge i.e. control
dependency of their nodes. This step is to ensure that the bound checks actually control the
memory access. Since even if both bound checks and memory access appear in the same
function, vulnerabilities can still appear. For example, in Linux Kernel commit 1fa2337, the
patch only moves the check of d->msg_len forward to secure the d->msg[i] used in function
printk. P1OVD can infer statement A controls statement B from two cases:

• A is a loop statement. The loop structure is often reordered by optimization, and
P1OVD requires every trace that passes the B twice or more to contain an A between
every neighbor B.

• A is an if statement. Since the if statement may be in a loop, P1OVD requires each
trace that reaches the B from the function entry to pass A.

4. Evaluation

We have developed P1OVD with 1200 lines of python code on top of open source
libraries Angr [24], joern [25], and pyelftool [26]. P1OVD supports aarch64, x86_64, and
x86_32 target architectures as well as, O0 and O2 optimization levels. In this section, we
first evaluate P1OVD in terms of accuracy (Section 4.2) and efficiency (Section 4.3), and
then we compare P1OVD with other tools in terms of the overall performance (Section 4.4)
and the effectiveness of signature generation (Section 4.5), and AST matching (Section 4.6).

4.1. Datasets

We evaluate our tool based on Linux Kernel because not only is Linux Kernel widely
used [27], but also the out-of-bounds vulnerabilities in the Linux Kernel are widely an-
alyzed [22]. Our tool has four inputs, including unpatched source code, patched source
code, patched binary, and target binary. Thus, we collect three datasets.

4.1.1. Source Codes

Source codes include the patched and unpatched source codes. To ensure that the patch
analysis can successfully operate, we use 30 out-of-bounds patches listed in the appendix
of SID [22] while two of them are patches of CVE-2017-18379 and CVE-2019-15926. We
exclude some patches that are too old that cannot be successfully compiled.

4.1.2. Reference Binaries

The reference binaries are obtained by compiling the patched source code. Still, most
of the out-of-bounds vulnerabilities are located in the Linux Kernel optional modules,
which are difficult to trigger by the default compilation options. We manually adjust the
compilation options for each out-of-bounds patch to satisfy the constraints and apply GCC
to compile the patched source codes while reserving the debugging information.
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4.1.3. Target Binaries

The target binaries are used to prove that the P1OVD can fight against binaries built
with non-standard configurations from customized codes on multiple architectures. To
obtain target binaries, we compile source code into 620 different binaries. The collected
binaries vary from three aspects, including versions, optimization levels, and target archi-
tectures.

We think the first way to customize source codes is to compile the source codes of
different versions. When we refer to versions, we do not mean the software release version
e.g., “Linux-5.0-y” because a newer software release version does not change the vulnerable
function sometimes. We define a new version according to the vulnerable functions. For a
vulnerable function, we regard all commits that change this function as versions and divide
these versions into three categories, including not vulnerable versions, vulnerable versions,
and patched versions. A function had no vulnerability at first and we think the functions
in these versions are not vulnerable. And then, at a notable point, the vulnerable memory
access began to appear in the function. We think these functions are vulnerable. After
the vulnerability was discovered, the repository maintainer corrected the bound check
using a patch. We consider these functions are patched. Totally, we obtain 104 different
versions from Linux Kernel “master” branch and we classify these versions manually.
Second, optimization levels are usually customized and O0 and O2 are the most commonly
used optimization. Moreover, the reference binaries are generated based on O0. Thus,
we evaluate P1OVD on O0 and O2 optimization levels. Finally, different manufacturers
can build sources for different target architectures. We also evaluate P1OVD on three
architectures including x86_64, x86_32, and aarch64. The x86_32 uses 32-bit addresses while
aarch64 and x86_64 use 64-bit addresses while aarch64 has an instruction set different from
x86_64 and x86_32. After obtaining 620 binaries, we generate ground truths for them
according to their versions because the changes of compilation environments do not affect
the vulnerability detection results.

4.2. Accuracy

We evaluate the P1OVD based on the multiclass classification problem. Only the
outputs of P1OVD that correctly predict both vulnerability and patch are considered
correct. We use precision, recall, F-1 score, and accuracy to measure the accuracy of P1OVD.
The four evaluation metrics are defined in Equation (1). P1OVD first generates signatures
based on O0 optimization and x86_64 architecture and then scans the target binaries with
the signatures.

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1 Score =
2 ∗ Precision ∗ Recall

Precision + Recall

Accuracy =
Correct

Total

(1)

Table 2 shows the accuracy of P1OVD. Each row represents the compilation envi-
ronments, and each column stands for the evaluation metrics of three version categories.
P1OVD obtains an accuracy of 83.06%. And we manually analyzed the false predict cases
and summarized the following four reasons, while the first three are common challenges
for symbolic execution-based tools.
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Table 2. Vulnerability Detection Accuracy Test.

Compilation Environment
Recall Precision F-1 Score

Accuracy
NV V P NV V P NV V P

O0

aarch64 100.00% 84.09% 86.00% 45.45% 100.00% 97.73% 0.62 0.91 0.91 86.54%

x86_64 80.00% 95.45% 100.00% 88.89% 95.45% 98.00% 0.84 0.95 0.99 96.12%

x86_32 80.00% 63.64% 79.59% 80.00% 100.00% 97.50% 0.80 0.78 0.88 72.82%

O2

aarch64 100.00% 84.09% 80.00% 47.62% 90.24% 97.56% 0.65 0.87 0.88 83.65%

x86_64 80.00% 86.36% 95.92% 80.00% 97.44% 97.92% 0.80 0.92 0.97 90.29%

x86_32 80.00% 61.36% 73.47% 66.67% 93.10% 97.30% 0.73 0.74 0.84 68.93%

All 86.67% 79.17% 85.81% 61.90% 95.87% 97.69% 0.72 0.87 0.91 83.06%

NV stands for not vulnerable. V stands for vulnerable. P stands for patched.

4.2.1. Function Inline

Function inline contributes most of the false rates. A function with an inline tag may
not be inline during the compilation procedure. It is influenced by many factors e.g., the
optimization level, and target architecture. For example, function nvmet_fc_getqueueid called
by the function nvmet_fc_find_target_queue is inlined when compiled with aarch64 and O0.
However, function nvmet_fc_getqueueid is not inlined when compiled with x86_64 and O0.
Whether the callee is inline affects the extracted signature through symbolic execution
and function inline is also the key reason why P1OVD has worse performance on aarch64
architecture or O2 optimization level, compared to x86_64 and O0.

4.2.2. Conditional Execution Instructions

Conditional execution instructions are instructions that select whether to perform
operations based on the PSW, e.g., CSEL. When multiple conditional branches occur contin-
uously, aarch64 optimizes the efficiency by replacing branch instructions with conditional ex-
ecution instructions since branch instructions slow the assembly. Function qxl_clientcap_ioctl
in commit 62c8ba7 compares qdev->pdev->revision with 4 and byte with 58 continuously,
and only one branch instruction to deal with the exception for them. Since we used the
AST of branching conditions for boundary check, the inability to find the correct branching
conditions in the binary led to false positives.

4.2.3. Simplified Expression

P1OVD will output a false result when a patch changes the loop bound. For example
commit 43622021d2e2b changes operator <= to < in the statement for(j=0; j<HID_MAX_IDS;
j++). Every time the executor compares the j and HID_MAX_IDS, the value of j is a
constant. As a result, Angr will automatically optimize a boolean expression containing
only constants to True or False. This prevents us from extracting branching conditions
correctly and this is the key reason why the signature cannot ensure all predictions are
correct on x86_64 and O0.

4.2.4. Structure Dissimilar

Function hid_register_report in commit 43622021d, indexes an array through report_enum-
>report_id_hash[id] while report_enum is calculated by device->report_enum+type. However,
all the structs have pointer members, which means that when the system address lengths
change the sizes of structs change. Although the difference between the two integers is
small, optimizing codes by replacing multiplication with an arithmetical left shift is often
used in the addressing process, resulting in structural differences. As a result, x86_32 has
the worst performance. We believe that graph embedding is a feasible solution to this type
of problem.
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4.3. Performance

Experimented on intel-i7-8700 and 12GB RAM, Table 3 records the time consumption
of P1OVD from three aspects of patch analysis, signature generator, and matching engine.
Patch analysis and signature generator are used to extract binary signatures offline. We
calculate the average time used to generate a signature for one patch. The matching engine
is used to determine whether a target binary is vulnerable or not. To solve the situation that
different vulnerable functions have different numbers of versions and better reflect the time
consumption, we first calculate the average time used for finding a certain vulnerability in
various binaries, then we calculate the overall average vulnerabilities finding times.

Table 3. Vulnerability Detection Performance Test.

Step Total Time Number Average

Offline
Patch Analyze 470.68 s 30 15.69 s

Signature Generate 99.90 s 30 3.33 s

Online Match 108.07 s 30 3.60 s

4.4. Accuracy Comparison with Vulnerability Detection Tools

In this section,we evaluate the accuracy of P1OVD by comparing it with the state-
of-the-art vulnerability detection tools. We choose BinXray [17] and Asm2Vec [16] as
references because they are both open-sourced and BinXray and Asm2Vec are the state-of-
the-art patch-level and function-level vulnerability detection tools. We compare P1OVD,
Asm2Vec, and BinXray from four aspects, including precision, recall, F-1 score, and accuracy.
For one function, Binxray only has two kinds of outputs vulnerable or patched. So we
require P1OVD to predict if the functions are vulnerable or not. Thus, we relabel the
patched binaries as not vulnerable binaries. At the same time, Asm2Vec ranks the possibly
vulnerable functions. So we think the function in the unknown target binary that has the
highest similarity to the vulnerable function in the reference binary is vulnerable.

Table 4 shows the results of the comparison. Asm2Vec, a function-level tool, cannot
distinguish three versions well and consider them are all vulnerable, which result in
high false positive. Meanwhile, BinXray assumes that vulnerabilities exist when patches
disappear. However, bound checks and memory access can both disappear because of
code customization. When BinXray cannot detect the patches, it mistakenly believes that
the vulnerabilities exist. P1OVD achieves the highest precisions due to its vulnerability
signature containing both vulnerability root cause information and patch information.
However, P1OVD cannot ensure that all binaries predicted safe are accurately safe. When
the patch changes the loop boundary, the simplified expressions described in Section 4.2.3
can cause the results of symbolic execution to contain too little information and P1OVD
cannot distinguish the patched version from the unpatched version. However, Binxray
uses the patch codes in the binaries as signatures, which works well when the target binary
and reference binary are under the same compilation environment.

4.5. Effectiveness of Vulnerability Signatures

In this step, we evaluate the effectiveness of our vulnerability signatures by comparing
the source signatures of P1OVD with ReDeBug [3] based on the source dataset. Because
ReDeBug is a widely used open-source source-level unpatched buggy code detection tool.
As Table 5 shows, compared to ReDeBug, P1OVD extracts fewer lines but our signatures
contain more vulnerability root cause information and patch information, which means
P1OVD can generate more accurate vulnerability signatures. This is because ReDeBug
only pays attention to the lines close to the patches. On the contrary, P1OVD focuses more
on the statements that control the function security (vulnerability root cause information
and patch information), by which P1OVD overcomes the first challenge (Section 2.1). For
example, ReDebug always includes the error handling of bound checks because they are
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added by patches. Meanwhile, P1OVD thinks they are widely customized [19] and excludes
them from signatures.

Table 4. Comparing P1OVD with BinXray and Asm2Vec.

Tool Compilation Environment
Recall Precision F1-score

AccuracyNot
Vulnerable Vulnerable Not

Vulnerable Vulnerable Not
Vulnerable Vulnerable

P1OVD
(Graph Similarity)

O0

aarch64 60.00% 84.09% 83.72% 61.67% 0.70 0.71 70.19%

x86_64 50.85% 95.45% 93.75% 59.15% 0.66 0.73 69.90%

x86_32 52.54% 63.64% 93.94% 62.22% 0.67 0.63 57.28%

O2

aarch64 56.67% 84.09% 85.00% 58.73% 0.68 0.69 68.27%

x86_64 49.15% 86.36% 93.55% 57.58% 0.64 0.69 65.05%

x86_32 50.85% 61.36% 90.91% 60.00% 0.65 0.61 55.34%

P1OVD
(Two Step)

O0

aarch64 98.33% 84.09% 89.39% 100.00% 0.94 0.91 92.31%

x86_64 96.61% 95.45% 96.61% 95.45% 0.97 0.95 96.12%

x86_32 81.36% 63.64% 96.00% 100.00% 0.88 0.78 73.79%

O2

aarch64 93.33% 84.09% 90.32% 90.24% 0.92 0.87 89.42%

x86_64 94.92% 86.36% 96.55% 97.44% 0.96 0.92 91.26%

x86_32 77.97% 61.36% 93.88% 93.10% 0.85 0.74 70.87%

BinXray O0 x86_64 81.36% 95.45% 100.00% 84.00% 0.90 0.89 87.38%

Asm2Vec
O0 x86_64 5.08% 95.45% 60.00% 42.86% 0.09 0.59 43.69%

O2 x86_64 16.95% 79.55% 52.63% 41.67% 0.26 0.55 43.69%

Table 5. Comparing P1OVD with ReDeBug.

P1OVD ReDeBug

Bound Check Coverage 100% 100%
Memory Access Coverage 100% 50.94%

Used Lines 2.80 6.87

4.6. Effectiveness of Two-Step AST Matching Algorithm

In this section, we evaluate the effectiveness of our two-step AST matching algorithm
by comparing it with the graph-similarity-based AST matching algorithm, because the
graph-similarity-based AST matching algorithm is the most widely used AST matching
algorithm among vulnerability detection tools [8,9,13] and is used to enhance the robustness
of Fiber [20]. To compare with it, we generate a new version of P1OVD by replacing our
two-step equation matching component with the graph similarity matching. Table 4 shows
that the modified P1OVD has more false positives, which demonstrates that the two-step
AST matching algorithm can address the second challenge (Section 2.2). This is because the
graph-similarity-based matching can only distinguish action-related nodes and condition-
related nodes [13] and cannot distinguish the in-node changes. Moreover, when only
operands are different, the graph-similarity-based matching algorithm remains unaware.
The two-step matching algorithm splits the AST into two parts. If such changes happen in
the data objects, P1OVD ignores them. On the contrary, if boolean expression semantics are
changed, P1OVD is warned by the solver.

4.7. Limitation

P1OVD analyzes the out-of-bounds patches based on security rules of SID [22], which
leads to one limitation. Although SID outperforms patch analysis tools, it can neither
analyze the patches that involve multiple functions nor understand out-of-bounds patches
that do not correct bound checks e.g., extending the array size. Thus, P1OVD cannot
successfully detect all out-of-bounds vulnerabilities. To address this problem, we are
considering replacing SID with other dynamic patch analysis tools e.g., PatchScope [28].
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Further, memory access is a common root cause of many kinds of memory-centric
vulnerabilities, e.g., use after free and correcting missing or wrong checks before the
memory access can also be the key behavior of security patches. We can polish bound
checks to generalize the vulnerabilities that P1OVD can detect.

Finally, the performance of P1OVD in 32-bit architecture is not as good as in 64-
bit architecture. This is mainly due to the structural changes related to address length
(Section 4.2.4). Thus, we try to calculate the similarity scores of two ASTs with a more robust
algorithm. Many works [16,29] train neural networks to calculate the graph similarity of
CFG or PDG and we think these approaches can be adapted to AST similarity calculation.

5. Related Work

This article is closely related to four branches of study, function-level 1-day vulnera-
bility detection, patch-level 1-day vulnerability detection, patch presence test, and patch
analysis. In the following four sections, we give a brief review of the works that lead to
our own.

5.1. Function-Level 1-Day Vulnerability Detection

At present, many studies focus on detecting vulnerabilities in source files and binary
files by judging whether the target function is similar to the vulnerable function. Usually,
function-level 1-day vulnerability detection tools extract features from reference sources or
binaries and match them with special algorithms.

Early algorithm using normalized source codes [7], ASTs [5], PDG [4,6], etc. to com-
prehensively represent the whole source vulnerable function. However, they cannot detect
the 1-day vulnerabilities in binaries, due to the lack of binary semantic information.

DiscovRE [10] tries to solve this problem by extracting numerical features from the
basic blocks and CFG structural features. Introduced by Genius [12], neural networks
use vectors to better represent the function feature, e.g., numerical and structural infor-
mation [14,15], assembly codes [16]. Some tools use tree-liked formulas to represent basic
blocks [8], function IO behaviors [9], or even the high-level function semantic informa-
tion [13]. These function-level 1-day vulnerability detection tools take the whole vulnerable
functions as the vulnerability signatures and their extremely large scope of function-level
signatures cause the first challenge (Section 2.1). When small code variants involve patches
or vulnerability root causes, the function-level signatures bring much useless information
and cannot give correct predictions.

5.2. Patch-Level 1-Day Vulnerability Detection

During the last decade, researchers use patches to improve the function-level 1-
day vulnerability detection, which is called patch-level vulnerability detection. Early
tools [3,17,30,31] believe the missing patch-added codes are the root causes of vulnerabili-
ties. By using normalized and tokenized patches [3], patch sensitive matching algorithms [30],
LSTM-embedded code vectors [31], patch modified traces [17], they enhance the patch
searching rather than vulnerability searching.

Li et al. [32] think the patch-removed code is vulnerable and using concolic testing
to verify the clone of vulnerable code. MVP first [18] announced that the patch and the
corresponding vulnerability have different information and it thinks the deleted codes are
vulnerable and the added codes are patches. So it uses CPG (code property graphs) to slice
vulnerability-related codes as vulnerability signatures and patch-related codes as patch
signatures. Further, researchers manually evaluate MVP’s failures by comparing signatures
with vulnerability root causes in case studies. Although the signatures containing both
patch information and vulnerability information improve source-level 1-day vulnerability
detection, they contain too much unnecessary information for binary-level vulnerability
detection, which leads to the first challenge (Section 2.1).
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5.3. Patch Presence Test

The concept of patch presence tests is first proposed by Zhang et al. [20]. Its main
purpose is to accurately confirm whether a binary contains a particular patch or not, while
we try to find vulnerabilities rather than patches. Other patch presence tests improve the
Fiber [20] in terms of the diversifying source program languages [33] and robustness [19],
or polish it with other dynamic tools [34].

Vulnerabilities detections need high accuracy and robustness, which is similar to patch
present tests. So, we have a deep look into the Fiber and Pidff [19]. They both locate basic
blocks corresponding to the patches in the patched binaries. Later, by symbolic execution,
they extract the AST-shaped results of these basic blocks as signatures. However, they
match their signatures with different methods. While Fiber proposes a strict operand-based
patch matching algorithm with little relaxations (inter-changeable operators, address-
related immediate numbers), PDiff proposed a robust but less accurate graph similarity-
based matching algorithm. Unfortunately, neither of them can accurately and robustly
match branching conditions in downstream binaries, which leads to the second challenge
(Section 2.2). In Section 3.4.2 we benefit from both and propose a novel two-step matching
algorithm.

5.4. Patch Analysis

Patch analyses are used to understand how security patches fix the vulnerabilities. At
first, Corley et al. [35] links between bugs and patches while requiring an issue tracking
system. Later, Spain [36] proposed binary-level patch patterns to detect unexplored vulner-
abilities but limited by lacking high-level semantic information, it cannot fully understand
out-of-bounds patches. SID [22] outperforms other statical tools at the accurate out-of-
bounds root causes locating, by utilizing symbolic execution. PatchScop [28] dynamically
analyzes the patches and gets the highest accuracy although it requires POCs (Proof of
Concepts). In this work, we use the state-of-the-art statical tool, SID to locate the root causes
of out-of-bounds vulnerabilities.

6. Conclusions

In this work, we have had a deep look into the 1-day vulnerability detection and
identified two challenges introduced by code variants, including vulnerability signature
and patch signature matching. To solve the two challenges, we have proposed P1OVD,
an accurate detection method for 1-day out-of-bounds vulnerabilities in downstream
binaries using patches. P1OVD analyzes the patch to get accurate vulnerability signature,
generates binary signatures using debugging information and symbolic execution, and
accurately matches the signatures, especially branching condition. Experiments have
demonstrated that P1OVD can generate accurate and robust vulnerability signatures and
match the signatures accurately. Addressing the above two challenges allows P1OVD to
resist interference from code customization, non-standard building configurations, and to
detect 1-day out-of-bounds vulnerabilities on multiple architectures more accurately than
existing tools.
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Abbreviations
The following abbreviations are used in this manuscript:

AST Abstract Syntax Tree
PDG Program Dependency Graph
PSW Program Status Word
CFG Control Flow Graph
POC Proof of Concepts
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Abstract: New applications of industrial automation request great flexibility in the systems, sup-
ported by the increase in the interconnection between its components, allowing access to all the
information of the system and its reconfiguration based on the changes that occur during its opera-
tions, with the purpose of reaching optimum points of operation. These aspects promote the Smart
Factory paradigm, integrating physical and digital systems to create smarts products and processes
capable of transforming conventional value chains, forming the Cyber-Physical Systems (CPSs). This
flexibility opens a large gap that affects the security of control systems since the new communication
links can be used by people to generate attacks that produce risk in these applications. This is a
recent problem in the control systems, which originally were centralized and later were implemented
as interconnected systems through isolated networks. To protect these systems, strategies that have
presented acceptable results in other environments, such as office environments, have been chosen.
However, the characteristics of these applications are not the same, and the results achieved are not as
expected. This problem has motivated several efforts in order to contribute from different approaches
to increase the security of control systems. Based on the above, this work proposes an architecture
based on artificial neural networks for detection and isolation of cyber attacks Denial of Service (DoS)
and integrity in CPS. Simulation results of two test benches, the Secure Water Treatment (SWaT)
dataset, and a tanks system, show the effectiveness of the proposal. Regarding the SWaT dataset, the
scores obtained from the recall and F1 score metrics was 0.95 and was higher than other reported
works, while, in terms of precision and accuracy, it obtained a score of 0.95 which is close to other
proposed methods. With respect to the interconnected tank system, scores of 0.96, 0.83, 0.81, and 0.83
were obtained for the accuracy, precision, F1 score, and recall metrics, respectively. The high true
negatives rate in both cases is noteworthy. In general terms, the proposal has a high effectiveness in
detecting and locating the proposed attacks.

Keywords: anomaly detection; anomaly isolation; artificial neural networks; Cyber Physical System

1. Introduction

Cyber Physical Systems (CPSs) emerge from the attempts to unify the emerging
applications of embedded computers and communication technologies used to monitor,
control, as well as generate actions on physical elements to fulfill with a specific task [1],
and they have an important impact on different sectors [2].

The different parts of the system are usually interconnected using communication
networks to share information and data that interact with each other and, sometimes, cloud
computing services [3–5]. CPSs can be represented in layers, as shown in Figure 1. The
first is the physical layer, where the physical infrastructure of the system, sensors, and
actuators are located, with the objective of monitoring and controlling physical processes.
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The second is the network layer, which implements the transmission data and allows the
interaction between the physical layer and the cybernetic layer. Finally, a cybernetic layer
allows the abstractions of the received data, as well as the interaction between networks,
devices, and the physical infrastructure [6].

Figure 1. Architecture of a CPS.

Society currently relies on multiple automatic systems supported by CPSs. These
applications are focused in contexts, such as industrial, health, and environmental, among
others [7,8]. Security and reliability are fundamental requirements in these systems. Cyber
attacks can generate inappropriate behaviors and catastrophic impacts on the physical
world, causing damage to both the system infrastructure and industrial products and
even threaten human lives [9]. Examples, such as attacks on smart grids, aviation systems,
water plants, chemical plants, and oil and natural gas distribution systems, are becom-
ing increasingly high [10–14]. The above has caused this research area to be active in
recent years.

Therefore, there must be mechanisms to detect the occurrence anomalies to avoid
exploiting vulnerabilities in the devices connected to the system network. Real-time
detection is very important in order to ensure reliability and security in these systems,
where sensors are prone to malicious attacks. For this reason, detection systems are often
used, such as Intrusion Detection Systems (IDS), which monitor data traffic to identify and
protect systems from these eventualities. Based on detailed analysis of network traffic and
device usage, IDSs seek to evaluate this information to identify unwanted events. IDSs do
this by carrying out three stages: monitoring, analysis, and detection. Monitoring relies
on a sensor network or host-based sensors, the analysis stage is based on any method to
identify and extract features, and the detection stage relies on anomaly detection [15,16].

Within these can be highlighted: [17] the methods based on traditional information
technologies, where network traffic analysis is used to detect anomalies [18–26]; and model-
based methods, where detection is performed by comparing the system actual output with
an expected value [4,27–31].

According to reference [16,32], host-based IDS methods operate on the data collected
from the individual parts of the computer systems and can detect internal changes and
determine which processes and/or users are involved in malicious activities, which can be
not significant with some devices; thus, this method sometimes fails. Whereas a network-
based IDS will detect malicious packets as they enter your network or unusual behavior on
your network, such as flooding attacks, more traditional IDS can do it on one channel or
across the network. These monitor the entire network traffic to detect known or unknown
attacks using techniques based on anomalies, signatures, and specifications [16,33,34].
Hence, IDSs help to avoid critical consequences and assist in making appropriate decisions
when system events occur by performing two main tasks: attack detection, which decides
whether or not an anomaly has occurred; and attack isolation, which decides which
elements of the system are being affected by the unwanted.

In such a way, the purpose of this research is to present the design of an architecture
that allows detecting and isolating attacks that may occur between the elements of the
physical layer and the controller, generating alerts that allow detection and localization
of the origin of the cyber attacks. For this, a new architecture was proposed for the
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detection and isolation of attacks using techniques based on artificial intelligence. The
proposal integrates two approaches: regression and classification. The first approach
allows generating models that describe the behavior of the real process to estimate the
outputs by using process input data, obtaining in this way the model to be compared
with the real process values in order to detect and isolate the attack. The second approach
allows generating detection systems to carry out the detection and isolation of attacks. The
proposal was subjected to two test benches, obtaining better results than those reported in
previous works. The contributions of this paper are as follows:

• The design of an architecture using one-dimensional convolutional neural networks to
detect and isolate cyber-attacks that involve the elements of the physical layer and the
controller of a CPS, generating alerts to detect and locate the origin of the cyber attack.

• The architecture proposed is an architecture based on the process information, where
the dynamic properties of the process are covered, in order to evaluate the possibility
of a cyber attack occurring in different parts of the system, without the need to define
a threshold that allows separating normal situations with events where a cyber attack
is possibly occurring.

• The design of the architecture allows detecting and locating the occurrence of cyber
attacks occurring simultaneously in different parts of the system, even when the
attacks are of different types.

The remaining sections are structure as follows. Section 2 presents related works.
Section 3 describes the problem statement. In Section 4, the attack detection and isolation
method is proposed. Section 5 exposes the results obtained using the method proposed in
two test benches. Finally, in the last section, we present the conclusions.

2. Related Works

Protection systems in industrial processes have used strategies that have presented
good performance in other environments, such as office environments. However, the
characteristics of these applications are not the same, so the results obtained are not as
expected. This is because the availability of equipment in industrial systems is very high;
so, in many cases, a simple solution in corporate environments, such as patching, simply
does not work because the machine is not available to shut down until a planned outage.
It is also difficult to predict how a newly introduced patch will affect the operation of a
control system, especially if the patch is not rigorously tested, increasing the organization’s
reluctance to act on potential threats. The implementation of security patches can affect
application performance and, therefore, the stability, availability, and real-time behavior
of machines. Something equivalent occurs with the impact on data traffic through the
communications network associated with solutions that evaluate network traffic, which can
affect delays in control strategies and, in turn, the performance of control loops [35]. This
problem has motivated different projects with the purpose of contributing from different
approaches to increase the security of control systems. In this section, the related works
are described.

Some ongoing projects to improve security in these systems have included methods to
provide aspects, such as data confidentiality and authentication, access control, within the
network, and privacy and reliability of applications, as well as the inclusion of security and
privacy policies [36]. Even so, CPSs are vulnerable to multiple attacks aimed at disrupting
the network and modifying process variables, altering its operation. For this reason, new
defense mechanisms designed to detect cyber attacks have been generated. One of the
best known mechanisms is IDS. IDS approaches may be classified as signature-based,
anomaly-based, or specification-based [33].

The signature-based method only detects records that are inside of a database, and it
is highly accurate and effective against known threats, consumes more power, and does not
detect new events [33]. The anomaly-based method is efficient in detecting new attacks [16]
since it compares the system activities in a moment against an usual behavior profile and
generates alerts whenever a threshold defined by the system’s normal behavior is cross [34].
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However, anything that does not match normal behavior is considered an intrusion, and
learning all normal behavior is not an easy task. Therefore, this method generally has high
false-positive rates. On the other hand, the methods based on specifications use a set of
rules and thresholds that define the expected behavior of the different components of the
network. It has the same purpose as anomaly-based methods, with the difference that this
method is specified manually by an expert who determines the specifications. Manually
defined specifications typically provide low false-positive rates versus anomaly-based
detection and do not require training steps because it can be used immediately. However,
these methods cannot be adapted to different environments and can be time-consuming to
adjust and error-prone [33].

Other authors have developed state observers for detection, such as the Luenberger
Observer (LO), while the isolation process is realized by structured residues generated
using Unknown Input Observers (UIOs) [37–40]. These methods present drawbacks
because the detection of anomalies is realized by a comparison of a fixed threshold defined
by a historical data of normal behavior, with the difference between the variables of the
actual process and the values generated by an estimated model. Then, it can lead to a
considerable rate of false positives and false negatives. The above is because, for the design
of the observer banks, the knowledge of the parameters and the dynamics of the system is
used, which sometimes can be significantly different of the real system performance. So,
both proposals are limited by the knowledge of the process, such as the definition of the
threshold, which, in real situations, it may not be easy to model accurately.

In the last few years, data-driven methods have been employed to detect cyber
attacks [18–23,25,41]. These methods have presented good performance to find models
of processes that even present quite pronounced non-linear dynamics. Machine learning
technology is one of the data-driven methods emerging as a method to detect attacks in
these systems [23,26,42–50].

Random Forest-based algorithms have been employed recently to detect malicious
behavior by using databases; in this case, binary classification is applied to classify whether
the content of a packet is malicious or not. This method reduces computational cost but
does not guarantee high accuracy [51]. In this way, it is not possible to identify which
task transmitted the packet, and it does not allow specifying the type of attack [15,16].
From another point of view, in Reference [52], a scheme was proposed to protect remote
patient monitoring systems against DoS attacks. An attack detection model was established
by developing mechanical learning using decision trees. The model could help to locate
various types of attacks, focusing mainly on flooding attacks, and could be appropriate
to devices with limited memory and processing resources, such as sensors and healthcare
devices. As future work, they propose the possibility of identifying other types of attacks
and even developing a mechanism to block a wide range of attacks.

Other approaches have used different artificial intelligence techniques, such as Support
Vector Machines (SVMs), genetic algorithms [32], self-organized networks of ant colonies,
and extreme learning machines, which provide models with very high accuracies applied in
the context of security in computer networks, and especially in the detection of intrusions.
The purpose of these techniques is to achieve better intrusion recognition rates, but it is
still noticeable that the false positive rate remains the problem to be approached in all
these studies. Although some technique can reduce the false positive rate, it increases the
training time and classification, which is a relevant index for real-time detection [53].

In Reference [18], an SVM-based algorithm was used to classify normal and abnormal
behavior of data traffic that may be subjected to DoS attacks. This algorithm reaches
good attacks predictions rate with less training time. In Reference [19], a method based
on Principal Component Analysis (PCA) and SVM to detect DoS attacks was presented.
The paper analyzes the effects of DoS attacks in a network using TCP protocol. The PCA
algorithm is used in order to filter the interference of the environment to extract the main
features effectively and reduce the dimensioning of information without losing information
from the original data. The results show that the algorithm has high accuracy and a low
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false positive and false negative rate (FPR and FNR). In the same context, an SVM using a
radial basis kernel function is proposed in Reference [20] to detect attacks in networked
automotive systems. This proposal aims to avoid drawbacks associated with cases in which
there is not an events dataset, or it is probably not sufficiently representative because many
of the possible situations of a system are unknown. However, these techniques are not
suitable for detecting mutations from various attacks.

Advanced techniques, such as Deep Belief Networks (DBN) and Deep Convolutional
Neural Networks (Deep CNN) [54,55], are trained to extract low-dimensional features and
are used to discriminate usual and hacking packets. In Reference [56], an anomaly detector
based on a neural network recurrent Long short-term memory (LSTM) was proposed to
detect attacks with low false alarm rates. These methods have had the best response in
these environments, although the computational costs sometimes are high [20,55]. Thus,
applying machine learning and other artificial intelligent techniques is a challenge be-
cause it requires more memory and computational cost that can affect the performance of
the system.

In addition, to validate the proposal, two test benches were used. For the selection
of these datasets, a search was performed that included keywords, such as security in
industrial control systems, detection of faults, anomalies and cyber attacks in control
systems, and design of secure CPSs. From this search, we considered the publications that
had a publication time of less than 5 years, as well as the number of times that the datasets
had been used to evaluate the security on CPSs. We also considered the type of attacks that
were implemented, since our approach was to address different types of attacks, including
those with the highest frequency and impact on the control systems found in the CPSs
(integrity and DoS attacks).

The first one corresponds to the SWaT dataset, which provides real data from a
simplified version of a real world water treatment plant. This dataset allows researchers
to design and evaluate defense mechanisms for CPSs and contains both network traffic
and data concerning the physical properties of the system [57]. On the other hand, there
is another test bed which consists of three interconnected tanks [58] that has allowed the
validation of different types of detection methods for cyber attacks on CPS. These two test
benches have made it possible to validate different proposals focused on techniques that
allow us, in one way or another, to analyze the detection of cyber attacks [37,42,59–69] and
have made it possible to direct this research to improve the proposed proposals.

Based on this review, Table 1 summarizes each of the related reports to a set of
characteristics in order to highlight the issues that need to be addressed to improve the
strategies and proposals in the future.
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Based on the review of the related works, it became evident that there are still chal-
lenges concerning the detection of cyber attacks within the control systems found in the
CPSs. On the one hand, methods must be sought to decrease both the false positive and
false negative rates, and to increase the true positive and true negative rates. This will
improve the overall performance of these detection systems. It is also evident that the
phenomenon of simultaneous attacks has not been addressed in the design of cyber attack
detection systems, which is worrying because these situations can occur very often in the
real world. Is important to clarify that, within a CPS, there are many points where a cyber-
attack can occur and that can cause different consequences in the system. The emphasis of
this work seeks to design an architecture that allows detecting and locating attacks that
occur between the elements of the physical layer and the controller of a CPS, precisely
in attacks that modify or interrupt the sending of data from one element to another. In
this way, this paper presents the design of an architecture that explores the potential of
convolutional neural networks to extract features and, thus, to determine whether there
is an event related to the possibility of a cyber attack occurring. This approach may have
a closer approach to the implementation in real cases in which there is a high degree of
uncertainty in the process models, since, on many occasions, the way to detect an anomaly
or not is done under a process of comparison between estimated values and the real values
of the process, which is subsequently evaluated by a threshold. In our proposal, this
evaluation is carried out in an intrinsic way by the architecture based on convolutional
neural networks, generating a better performance than current works, as well as shows
promising results in the detection and isolation of simultaneous attacks.

3. Problem Statement

Several control applications supported in these systems can be labeled as safety critical
in relation to the fulfillment of strict real time deadlines, associated with the generation of
actions from the interaction between the computational systems and the physical systems
related to the application, because the non-fulfillment of these requirements can cause
irreparable damage to the physical system being controlled, as well as to the people
depending on it [70]. Additionally, measurements and control actions can be altered
while being transmitted through communication networks, thus requiring new control
algorithms or design architectures, which, in the presence of adverse situations, can bring
the system to safe and stable states [71,72]. The proposal presented in this work focuses in
the detection and isolation of DoS and integrity cyber attacks on CPSs, specifically on the
exchange of information between sensors, actuators, and controllers. The approach realized
is based in the fault detection and isolation systems for what anomalies are represented as a
variation of the system parameters [58]. Then, any control system where its control signals
and/or measured variables are susceptible to be attacked can be modeled as a combination
of the two models defined in (1) and (2).

x(k + 1) = Ax(k) + Bu(k) + Fa fa(k), (1)

y(k) = Cx(k) + Fs fs(k), (2)

where x(k) represents the state vector, x(k) ∈ Rn×1, y(k) is the output vector, y(k) ∈ Rp×1,
u(k) is the control action, u(k) ∈ Rm×1, matrix A is the state matrix, A ∈ Rn×n, B is the
input matrix, B ∈ Rn×m, C is the output matrix, C ∈ Rp×n, D is the feedthrough matrix,
D ∈ Rp×m, Fa = B, and fa = (Γ − I)U + U f 0. ΓU and U f 0, represent the effect of a
multiplicative anomaly and an additive effect in the control action, respectively. DoS and
integrity attacks are visible as anomalies on the control action. If the i-th control action
is attacked, then the matrix Fa corresponds to the i-th column of the matrix B, and fa
corresponds to the magnitude of the attack that directly affects the controller.
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Similarly, if the i-th sensor is attacked, the matrix Fs is the i-th row of the matrix C, and
the vector of attacks is fs, which represents the magnitude of the effect produced in the
i-th sensor.

The problem with traditional methods based on mathematical models that describe
the behavior of the system is that these models are dispensable of the complete knowledge
of the system parameters, and the adaptation in real conditions can cause the overall
performance to decrease. Because of this, we intend to address this problem from models
based on artificial neural networks, precisely in one-dimensional convolutional neural
networks, which have shown very promising results in fields where patterns are sought to
identify a class.

Modeling of the Cyber Attack

Measurements of process signals and control action values are critical to the proper
functioning of a control system, and its modification by cyber attacks can produce instability
in the control system [73,74]. A cyber attack by data manipulation is called an integrity
attack, modeled by (3), and an attack that results in a prolonged loss of these signals is
called a type DoS attack, which is modeled by (4).

yi(k) = yi(k) + yi(k)a, (3)

yi(k) = yi(k)ts−1 , (4)

where yi(k) corresponds to the sensor measurement that reaches the controller in the k-time,
yi(k) corresponds to the sensor measurement before being transmitted to the controller in
the k-time, and yi(k)a is a vector injected by the attackers which changes the yi(k) measure
in the k-time. yi(k)ts−1 corresponds to the measurement before the start of the DoS attack.
The time interval for the occurrence of the attack is defined by τa = [ts te].

For the development of the proposal, it is assumed that any sensor can be affected
by any type of attack, integrity, or DoS. Additionally, the attacks may occur at any time in
various parts of the system. The last premise is significant to note because simultaneous
attacks are less discussed in previous works; thus, depending on the type of attack carried
out on the system, output (2) may take the form of (3) and/or (4).

4. Attack Detection and Isolation Method

In the context of this work, most cyber attack detection methods use the available
data to develop a model that determines the usual behavior of the system. Then, by a
comparison between the estimated outputs of the model and the actual process outputs,
determination of if the behavior of the system is normal or if a cyber attack is taking place.
To isolate the attack, which is nothing more than locating the part of the system that is
being affected directly by the cyber attack, decoupled models of the system are developed
that are susceptible only to cyber attacks that occur in specific parts of the system.

The procedure to perform this task can be grouped into three steps. Firstly, the
generation of a residual signal is realized, and this process consists of comparing the
measured output with an estimated output. This signal is denoted as residual signal, res(k),
this is described in (5).

res(k) = y(k)− ŷ(k), (5)

where y(k) are the set of output measures of the actual process, and ŷ(k) are the set of
outputs estimated. The second step corresponds to the evaluation of the residual; in this
case, a comparison of the residuals is made with a predefined threshold, as is shown in (6).

|res(k)| > τthresholds. (6)

The thresholds are obtained from data in which the attacks have been presented, thus
allowing their detection and isolation. Finally, a decision-making process is carried out
through indicators.
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These steps involve the use of residuals that should take values close to 0 in situations
where the system is not being attacked. On the other hand, when an attack is present, the
residual signals must have values other than 0.

Although a single residual signal can alert or detect a cyber attack, a set of residuals is
required to isolate it. Then, to locate the origin of the cyber attack, it is necessary that some
residues be sensitive only for a particular part of the system. The above implies that the set
of residuals must be independent of other cyber attacks defined. In this way, to isolate a
cyber attack, a structured set of residuals is considered, where each residual vector can be
used to detect a cyber attack in a specific place of the system.

In the architecture model proposed in this work, it is emphasized that second step
will be an implicit step because the architecture based on artificial neural networks will
interpret the input data generating intrinsic characteristics that will allow the evaluation to
detect and isolate the attacks.

Architecture Proposed for the Detection and Isolation of Cyber Attacks in CPS

The architecture proposed is presented in Figure 2. This architecture includes a pre-
diction model which uses an input dataset x0, x1, . . . , xk−1 to estimate outputs ŷ1, ŷ2, . . . , ŷk
(these datasets will depend specifically on the type of data available from the process), and
these values are used to obtain the residual signal res(k), as is shown in (5). These signals
are used by a classifier to detect anomalies presents in the process.

Input
data

Predicting
model

Output
process

Classification
model

Output
data

xk−1 ŷk res(k)

yk

Figure 2. General architecture model to detect and isolate cyber attack.

As the characteristics of the signals in a specific process are different then values with
different magnitude could affect the classifier training procedure, therefore, all input data
to the classifier are normalized using its mean and standard deviation to obtain a z-score
for each one as is shown in (7).

z = |x− µ|/σ, (7)

where x are the input data, µ is the mean, and σ is the standard deviation.
Although the architecture presented is general, it is a base for selecting different

types of machine learning for the prediction and classification stages. The idea is to use
deep neural networks to extract patterns that allow the detection of cyber attacks (such
as LSTM or CNN 1-dimensional). As was not included a method to find spatial-temporal
correlations to detect cyber attacks, it is expected that neural networks will be able to carry
out this task implicitly.

The architecture can be detailed as follows for a specific CPS, shown in Figure 3. A
model of the dynamics of the process generates the outputs signals x(k)s which correspond
to the reconstruction of all the states (it is assumed that the outputs are the process states
or some linear combination of them, although it can be extended to non-linear cases). In
order to isolate the attack, there is a set of neural network models that relate the process
states with their respective control actions for generate states that are decoupled from each
other (x(k)d1,2,...x ); in this way, it is possible to isolate the attack in a way equivalent to the
use of UIOs, but with the advantage that neural networks allow addressing the uncertainty
in the representations. With this set of neural networks, res(k) is generated.

Detection and isolation functions are implemented using artificial neural networks,
which use the process states x(k), the control actions u(k), the reference signals r(k), the
residual signals res(k), and the signals generated by the predicting model.
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Process

Controller

Neural network
estimated states

Neural network
decoupled states

Neural network
decoupled states

Residuals

Neural network
detection and

isolation system

x(k)

x(k)2,3,...,n

x(k)1,2,...,n−1
...

x(k)

y(k)

u(k)

u(k)

r(k)

x(k)s

x(k)d1

x(k)dn

res(k)

Detection and
isolation

Figure 3. Architecture based on neural networks for the detection and isolation of the cyber attack.

Mean squared error (MSE) [75] is adopted as the model’s loss function to train the
predicting model.

MSE =
1
n

n

∑
i=1

(xi − x̂i)
2, (8)

where n is the amount of data, xi is the real state, and x̂i is the estimated state. For the
classifier, the cost function categorical crossentropy (CCE) is used [76] because it is a
single-label multi-class classification problem.

JCCE = −
l

∑
q=1

p

∑
k=1

dqk log(yqk). (9)

With p classes, training data size of l, the input of xq, where q = 1, 2, . . . , l and yqk
(0 ≤ yqk ≤ 1),k = 1, 2, . . . , p is the estimated probability that belongs to class k, and dqk (0
or 1) becomes the given label (9).

5. Case Studies and Results Analysis

Two test benches were used to evaluate the performance of the proposed architecture,
the SWaT dataset [77,78] and an interconnected tank [58].

5.1. Secure Water Treatment Dataset-SWaT

This dataset was completed by the Singapore University of Technology and Design to
provide researchers with data collected from a complex and realistic ICS environment. The
testbed is a fully operational scale water treatment plant that produces purified water. SWaT
is composed of six main processes corresponding to the physical and control components
of the water treatment plant; each stage (from P1 to P6) is equipped with a certain number
of sensors and actuators. The sensors include flow meters, water level meters, conductivity,
and pH analyzers, among others, while the actuators consist of pumps that transfer water
from one stage to another, pumps that dose chemicals, and valves that control inlet flow.
The process is not circular, and P6 water is removed. Sensors and actuators in each stage
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are connected to the corresponding PLC (programmable logic controller). This process is
shown in Figure 4.

Raw Water
Tank

Pump

P1
LIT101 P101

HCL NaOCl NaCl

Static Mixer
FIT201, AIT201

P201 P203 P205

Chemical tanks and dosing pumps
P2

UF Feed Tank UF Feed Pump Ultrafiltration
Unit (UF)

P301

LIT301

AIT202
AIT203

DPIT301
P3

RO Feed TankRO Feed PumpUltraviolet
Dechlorinator

NaHSO3

LIT401
FIT401

P401
AIT402

P4

Cartridge
Filter

RO Boost
Pump

Reverse Osmosis(RO)
Unit

AIT503

P501

P5

AIT504

UF backwash
Tank

Raw Permeate
Tank

UF backwash
Pump

Permeate

Reject

Water recycled

P602

P6

Figure 4. SWaT testbed processes overview [57].

Stage P1 controls the flow of raw water by opening or closing a motorized valve that is
connected to the inlet of tank T101. By means of the P101 pump, water starts flowing from
T101 through the chemical dosing station in stage P2 and is followed by the ultrafiltration
(UF) process located in stage P3, which eliminates unwanted materials. Similarly, the feed
pump in stage P3 is responsible for supplying the water to the ultrafiltration unit. In the
P5 stage, inorganic impurities are separated by a reverse osmosis process. The output of
the reverse osmosis process is stocked in the permeate tank of stage P6 for its distribution.
The P6 stage is also controlling the cleaning of the ultrafiltration membranes in P3 by the
backwashing process. Every certain period of time, the backwash process is triggered by
turning on the backwash pump and is accomplished in under one minute. The backwash
process can alternatively be started by a PLC when the differential pressure sensor value
increases above 0.4, which means that the UF membranes are choked [57,78].

5.1.1. Dataset Description

Training Dataset 1 and Training Dataset 2 were used. The first one corresponds to data
collected under normal operating conditions. This dataset was released on November 20,
2016 and was generated from a one-year long simulation. The second dataset corresponds
to situations when attack scenarios are generated. This dataset with partially labeled data
was released on 28 November 2016. The dataset is around six months long and contains
several attacks, as shown in Table 2.

Table 2. Attacks featured in Training dataset 2 [78].

ID Duration (Hours) Attack Description SCADA Concealment

1 50
Attackers change L_T7 thresholds (which controls
PU10/PU11) by altering SCADA transmision to

PLC9. Low levels in T7.
Replay attack on L_T7.

2 24 Like Attack # 1. Like Attack # 1 but replay attack extended to
PU10/PU11 flow and status.

3 60
Attackers alter L_T1 readings sent by PLC2 to

PLC1, which reads a constant low level and keeps
pumps PU1/PU2 ON. Overflow in T1

Polyline to offset L_T1 increase.
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Table 2. Cont.

ID Duration (Hours) Attack Description SCADA Concealment

4 94 Like Attack # 3. Replay attack on L_T1, PU1/PU2 flow and
status, as well as pressure at pumps outlet.

5 60 Working speed of PU7 reduced to 0.9 of nominal
speed causes lower later levels in T4.

6 94 Like Attack # 5, but speed reduced to 0.7. L_T4 drop concealed with replay attack.

7 110 Like Attack # 6. Replay attack on L_T1, as well as PU1/PU2
flow and status.

5.1.2. Data Preparation and Model Training

The data from the first dataset is used to generate a model corresponding to the
“Predicting model” block shown in Figure 2. The architecture proposed in this case is based
on a 1D CNN model, as shown in Figure 5.

Figure 5. Prediction model for SWaT dataset.

The input data is composed of 43 characteristics compounded mainly by sensors
measurements, states of the pumps, and valves positions. The first convolution layer
consists of 2 filters, and the kernel size is 3. The 1D average pooling layer has a stride of
2 and the same padding; the second convolution layer has 20 filters and a kernel size of
20; the last convolution layer is composed of 10 filters and a kernel size of 5. Finally, a
fully connected layer is used with a 43 neurons layer and a neuron in the output layer, all
with linear activation functions. Additionally, the batch normalization layer is added with
ReLU activation in various parts of the network. The loss function used was MSE, and the
optimizer was the stochastic gradient descent with momentum. For training, a maximum
of 40 epochs was available with an initial learning rate of 0.001. In this case, 30% of the
data was used to validate, and 70% of the data to train.

The parameters of the layers for this network were found in such a way that the lowest
possible MSE will be achieved. Increasing the number of layers, neurons, filter size, or
number of filters did not correspond to a significant improvement performance.

The second dataset was used for the classification process; it is composed of 4177 data,
of which 3685 data correspond to normal operating conditions, 50 belong to the first attack
scenario, 24 correspond to the second attack scenario, 60 to third and fifth attack, 94 to
fourth and sixth attack, and 110 to the seventh scenario. As can be seen in Figure 6a,
this dataset is unbalanced and would then generate problems to the classifier. The bar
centered at 0 corresponds to normal operating conditions, while the other corresponds
to the different attack scenarios which are shown in the ID column of Table 2. It could
affect the algorithms in relation to the minority classes. To address this situation, initially,
methods, such as Random Oversampling and Undersampling, were used for imbalanced
classification without obtaining satisfactory results. For this reason, the approach shown in
Reference [79] was followed. This proposal is a modification of temporal data determined
by optimal sequences that are aligned with the original data, thus generating new time-
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synthesized data to the training dataset. The distribution of the different classes for the new
dataset to be used is shown in Figure 6b. Although it is observed that it is an unbalanced
dataset, the amount of data generated from the attack scenarios was increased, and the
performance was improved.

(a) Original SWAT dataset distribution. (b) New SWAT dataset distribution.
Figure 6. SWAT dataset distribution.

This new dataset was used to estimate the outputs using the architecture shown in
Figure 5, which were compared with the usual process variables to obtain the residual signal.

The input data for the classifier whose architecture is shown in Figure 7 are: the
estimated outputs, the process variables, and the corresponding residuals. This corresponds
to the “Classification model” block shown in Figure 2 and was implemented by a group
of cascaded convolutional layers with a batch normalization layer with ReLU activation
function between them. The number of convolutional layers selected was five, obtaining a
higher accuracy than 90%. The number of filters implemented from the input to the fully
connected layer were 128, 64, 32, 16, and 8, respectively. The kernel size in each one was
10. The fully connected layer is composed of eight neurons in its input layer with linear
activation function, while the last layer has eight neurons with softmax activation functions
corresponding to the 7 attacks and the usual operation scenarios.

Figure 7. Classification model for SWaT dataset.

The loss function used was CCE, and the optimizer used was stochastic gradient
descent with momentum. For the training, a maximum of 4 epochs was available, with an
initial learning rate of 0.0001. For training, a maximum of 4 epochs was available, with an
initial learning rate of 0.0001, and 30% of the dataset was used to validate, while 70% was
used to train.

5.1.3. Evaluation Metrics

The metrics considered in this work were true positives (TP), false positives (FP),
true negatives (TN), and false negatives (FN). In order to evaluate the performance of
the architecture proposed, the following metrics were used: precision, accuracy, recall
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(sensitivity or TPR), F1 score, and true negative rate or specificity (TNR). These metrics
were calculated as follows:

Precision =
TP

TP + FP
, (10)

Accuracy =
TP + TN

TP + TN + FP + FN
, (11)

Recall =
TP

TP + FN
, (12)

F1 Score =
2TP

2TP + FP + FN
= 2

Precision× Recall
Precision + Recall

, (13)

TNR =
TN

FP + TN
. (14)

Additionally, the ROC (Receiver Operating Characteristics) and Precision-Recall
Curves were considered.

5.1.4. Analysis of Results of SWaT Case

The results obtained for this dataset are shown in this section. The training and
recovering results are carried out in MATLAB software. Figure 8 shows the confusion
matrix for each of the available classes. From these results, the metrics defined in the
previous section are obtained and are presented in Table 3.

Figure 8. Confusion matrix for SWaT dataset.

Table 3. Summary of metrics.

Accuracy Precision Recall F1 Score TNR

Class 0 0.97 0.81 0.97 0.88 0.98
Class 1 0.99 0.99 0.99 0.99 0.99
Class 2 0.99 0.98 0.91 0.94 0.99
Class 3 0.99 0.99 0.95 0.97 0.98
Class 4 0.99 0.94 0.94 0.94 0.99
Class 5 0.99 0.98 0.97 0.97 0.98
Class 6 0.99 0.99 0.99 0.99 0.99
Class 7 0.98 0.95 0.89 0.92 0.98
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Class 0 corresponds to the usual operation, while class 1 to 7 are the different attacks
scenarios shown in Table 2. It is observed that accuracy is high in all cases. The above
shows a high percentage ratio of samples correctly classified by our model. On the other
hand, for precision, it is observed that all attack scenarios present a score above 0.94, which
means that a lot of data was correctly classified in the different attack scenarios. Similarly,
the recall scores are above 0.91 in the majority of classes, which allows minimizing the false
alarm rate. Finally, the F1 score shows scores above 0.92. The high rate of TNR in each of
the classes is highlighted, which means that FPR is low.

The ROC and Precision-Recall Curves shown in Figure 9a,b present an appropriate per-
formance, indicating that the model has a good capability to distinguish different classes.

(a) ROC curve. (b) Precision-Recall Curve.
Figure 9. ROC and Precision-Recall Curves for SWaT dataset.

Table 4 presents a comparison of the proposal presented in this is paper with other
methods. In the recall and F1 score metrics, the proposed method presents a better perfor-
mance related to the other methods. For values of precision and accuracy, the proposed
method is above in almost all cases, except for the last two methods, which exceed it by a
score margin of 0.04. However, the performance of the F1 score metric is high, indicating
that a satisfactory and reliable class detection was obtained.

Table 4. Summary of the results and performance comparison on the SWaT dataset.

Method Accuracy Precision Recall F1 Score

Proposed 0.95 0.95 0.95 0.95
SVM [59] - 0.93 0.70 0.79
RNN [59] - 0.94 0.70 0.80

1D CNN [60] - 0.96 0.80 0.87
TABOR [61] 0.95 0.86 0.79 0.82

STAE-AD [63] - 0.96 0.82 0.88
AE [64] - 0.89 0.80 0.84

AE Frequency [64] - 0.92 0.83 0.87
LSTM [62] - 0.98 0.68 0.88

One Class SVM [62] - 0.93 0.70 0.80
SDA+1D CNN+ LSTM [42] 0.99 0.99 0.85 0.91
SDA+1D CNN+ GRU [42] 0.99 0.99 0.85 0.92

5.2. Interconnected Tank Testbed

This testbed has been used extensively to test proposals to detect anomalies [37,65–69].
The hydraulic system consists of three identical cylindrical tanks with equal cross-sectional
area S, as shown in Figure 10. These tanks are connected by two cylindrical pipes of the
same cross-sectional area, denoted Sn, and have the same outflow coefficient, denoted µ13
and µ32. The nominal outflow located at tank 2 has the same cross-sectional area as the
coupling pipe between the cylinders, but a different outflow coefficient, denoted µ20. The
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inlet flow of the tanks comes from two pumps, with a flow rate, q1 and q2. A digital/analog
converter is used to control each pump. A piezo-resistive differential pressure sensor
carries out the necessary level measurement. The idea of the system is to maintain the
height levels of the fluid stored in tanks 1 and 2 at a particular operating point.

Figure 10. Schematic diagram of the three-tank system.

The parameters are shown in Table 5, and the mathematical model is presented in
(15)–(17) [58].

dl1(t)
dt

= (q1(t)− q13(t))/S

dl2(t)
dt

= (q2(t) + q32(t)− q20(t))/S

dl3(t)
dt

= (q13(t)− q32(t))/S

, (15)

qmn(t) = µmnSpsign(lm(t)− ln(t))
√

2g|lm(t)− ln(t)| (m, n = 1, 2, 3 ∀ m 6= n), (16)

q20(t) = µ20Sp

√
2gl2(t). (17)

Table 5. Parameters value of the three-tank system.

Variable Symbol Value

Tank cross sectional area S 0.0154 m2

Inter tank cross sectional area Sn 5× 10−5 m2

Outflow coefficient µ13 = µ32 0.05
Outflow coefficient µ20 0.675
Maximum flow rate qimax(i ∈ [1 2]) 1.2× 10−4 m3/s

Maximum level ljmax(j ∈ [1 2 3]) 0.62

5.2.1. Dataset Generation

Assuming that l1 > l2 > l3, a linear approximation was established around an
equilibrium point (U0, Y0) using Taylor series expansion. The linearized system is described
by a discrete state space representation with a sampling period of Ts = 1s. This is shown
in (18).

x(k + 1) = Ax(k) + Bu(k)

y(k) = Cx(k)
. (18)

The states x(k) correspond to the fluid level of the tanks.
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The purpose of this study is to control system around the operating point (U0, Y0), as
is shown in (19).

Y0 = [0.4 0.2 0.3]T(m)

U0 = [0.35× 10−4 0.375× 10−4]T(m3/s)
. (19)

A tracking control problem was considered in this study case, where the desired
outputs y = [l1 l2]T are required to track references. The state feedback pole assignment
technique was used. Thus, a feedback gain matrix K was designed, so that the closed-loop
eigenvalues of the augmented system are equal to [0.92 0.97 0.9 0.95 0.94]. MATLAB
software was used to find the matrices A and B, as well as the controller gains. The values
can be observed in (20)–(22).

A =




0.9888 0.0001 0.0112
0.0001 0.9781 0.0111
0.0112 0.0111 0.9776


, (20)

B =




64.5687 0.0014
0.0014 64.2202
0.3650 0.3637


, (21)

K = [K1 |K2] = 10−4
[(

21.6 3 −5
2.9 19 −4

)
|
(−0.95 −0.32
−0.3 −0.91

)
.
]

(22)

In order to construct the dataset for detecting attacks, the scheme shown in Figure 11
was implemented, which has modules to obtain measurements of the process variables,
as well as the control actions applied by the actuators. An Ethernet was used as a control
network. This representation is equivalent to boxes “Process” and “Controller” in the
architectures presented in Figure 3.

Figure 11. Interconnected tank testbed.
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Two datasets were generated. The first one is a dataset in normal operations to
determine a model that estimates the system outputs. The second one includes cyber
attacks on sensors 1 and 2. These cyber attacks can be integrity or DoS attacks.

In both cases, 499,000 samples were generated. The system references range between
0.35 m and 0.45 m for l1, and between 0.185 m and 0.25 m for l2. The time intervals were
defined randomly with a uniform distribution and reference changes every 500 s to 850 s.

The cases are shown in Table 6. Case 0 corresponds to operation without attacks. The
following cases correspond to situations in which integrity or DoS cyber attacks can be
generated on any sensor, following the models described by the Equations (3) and (4). In
cases 1 to 4, only one cyber attack is generated every time, while cases 5 to 8 correspond to
simultaneous attacks.

Table 6. Cases raised.

Case Description

Case 0 Normal operation
Case 1 Integrity attack on sensor 1
Case 2 Integrity attack on sensor 2
Case 3 DoS attack on sensor 1
Case 4 DoS attack on sensor 2
Case 5 Integrity attack on sensor 1 and DoS on sensor 2
Case 6 Integrity attack on sensor 2 and DoS on sensor 1
Case 7 Integrity attack on sensor 1 and 2
Case 8 DoS attack on sensor 1 and 2

The time intervals in which cyber attacks occur were defined such that the dataset was
balanced, so it were defined randomly and uniformly distributed. The integrity attacks
were implemented by changing the modified variable in a range of 5% to 8% of its measured
value. This range of values depends on the sensitivity of the system since there will be
particular processes where the effect of the variation of the measurements in a given range
does not has as much impact as in others. All cases presented correspond to the classes
that the classifier will identify. The distribution of these data is shown in Figure 12.

Figure 12. Dataset for cyber attack classification.

5.2.2. Model Training

Figure 3 presents the architecture implemented. The first model generates the process
states estimate, while two more models were obtained to reconstruct independent states x1
and x2, according to those states susceptible to cyber attack.
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The first network has the architecture shown in Figure 13. Its input data is composed
of five characteristics, which are composed of the measurements of the sensors and the
control actions corresponding to vector (23):

input data =[x1(1), . . . , x1(k− 1), x2(1), . . . , x2(k− 1), x3(1), . . . , x3(k− 1),

u1(1), . . . , u1(k− 1), u2(1), . . . , u2(k− 1)]T
. (23)

Figure 13. Model to estimate all states.

The model has three outputs corresponding to the states of the process. The vector to
be reconstructed is (24):

output data 1 = x̂1 = [x1(2), . . . , x1(k)]T

output data 2 = x̂2 = [x2(2), . . . , x2(k)]T

output data 3 = x̂3 = [x3(2), . . . , x3(k)]T
, (24)

where k is the number of samples. This model has two convolutional layers, one average
pooling 1D layer between the convolutional layers, and one fully connected layer. The first
convolutional layer has a kernel size of 5 and has eight filters, while the second layer has
a kernel size of 3 with 16 filters. Each of these layers has hyperbolic tangent activation
function. Between previous layers, there is an average pooling 1D layer with a pool size
of 2 and strides of 2 with same padding. Between the convolutional layers and the fully
connected layer, there is a batch normalization layer with Leaky ReLU type activation
function. In the fully connected layer, there is an input layer of 48 neurons and an output
layer composed of 3 neurons with a linear activation function to estimate the corresponding
states. The loss function used was MSE, and the optimizer used was Adam. For training, a
maximum of 4 epochs and a batch size of 10 were available with initial learning rate of 0.01.
To train the model, 30% of the data was used to validate, and 70% to train. The various
parameters of the layers of this network were found in such a way that the lowest possible
MSE will be achieved, it was 0.000067. Increasing the number of layers, neurons, filter
size, or number of filters did not correspond to a significant improvement to the proposed
architecture.

The second and third networks have the architecture shown in the Figure 14.

Figure 14. Model to estimate the decoupled states.
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The input data for the second architecture is composed of four characteristics corre-
sponding to the measurements of the sensors and the control actions, as is presented in
vector (25):

input data =[x2(1), . . . , x2(k− 1), x3(1), . . . , x3(k− 1),

u1(1), . . . , u1(k− 1), u2(1), . . . , u2(k− 1)]T
. (25)

The model generates an estimated uncoupled output for the first state as (26):

output data = x̂1d = [x1(2), . . . , x1(k)]T , (26)

where k is the number of samples. This model has two convolutional layers and one fully
connected layer. The first convolutional layer has a kernel size of 4 and has 8 filters, while
the second layer has a kernel size of 2 with 16 filters. Each of these layers has the hyperbolic
tangent activation function. Between these layers, there is an average pooling 1D layer
with a pool size of 2 and a stride of 2 with the same padding. Between the convolutional
layers and the fully connected layer, there is a batch normalization layer and a Leaky
ReLU type activation function. Before the fully connected layer, a dropout layer (0.15) was
added. In the fully connected layer, there is an input layer of 32 neurons and an output
layer composed of 1 neuron with linear activation function to estimate the corresponding
state. The loss functions used was MSE, and the optimizer used was Adam. For training, a
maximum of 4 epochs and a batch size of 10 was available with initial learn rate of 0.01.
Seventy percent of the data was used to train the model, and 30% to validate it. The various
parameters of the layers of this network were found in such a way that the lowest possible
MSE will be achieved, and it was 0.00047. Increasing the number of layers, neurons, filter
size, or number of filters did not correspond to a significant improvement to the proposed
architecture.

Finally, the structure used to estimate the second uncoupled state of the process is
shown in (27) and (28). The respective MSE for this case was 0.000031.

input data =[x1(1), . . . , x1(k− 1), x3(1), . . . , x3(k− 1),

u1(1), . . . , u1(k− 1), u2(1), . . . , u2(k− 1)]T
, (27)

output data = x̂2d = [x2(2), . . . , x2(k)]T (28)

The architecture proposed for the classifier of the cyber attack is similar to that shown
in Figure 7. It is composed of three convolutional layers whose activation function is
hyperbolic tangent. The first convolutional layer has a kernel size of 15 with several
80 filters. The second and third convolutional layers have the same kernel size, but the
number of filters is 60 and 30, respectively. There is also a batch normalization layer with
Leaky ReLU activation function. Finally, a fully connected layer is used with an input layer
of 25 neurons and an output layer with nine neurons corresponding to the established
classes above. The last layer uses the softmax function. The loss function used was CCE,
and the optimizer used was stochastic gradient descent with momentum. For training, a
maximum of 1000 epochs was established, with a batch size of 10 and initial learning rate
of 0.0001. For model training, 30% of the data was used to validate, and 70% to train. The
input data is (29):

input data = [x1, x2, x3, x̂1, x̂2, x̂3, x̂1d, x̂2d, q1, q2, res, res1, res2]
T , (29)

where x1, x2, x3 correspond to the real variables of the process; x̂1, x̂2, x̂3 are the outputs
estimated by the architecture shown in Figure 13; x̂1d and x̂2d correspond to the decoupled
states estimated by the architecture of the Figure 14, q1 and q2 are the process references,
and res, res1, and res2 are the residual signals obtained by comparing the real process states
with the estimated states, and the individual comparison between the first two real process
states and the estimated decoupled states, respectively.
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Figure 15a,b present the evolution of the cost function and the accuracy metric obtained
during the classifier training procedure.

(a) Accuracy. (b) Loss function.
Figure 15. Training and Validation: accuracy and loss function through epochs.

Python programming language and the Keras library were used for training and
obtaining the results. With the purpose of evaluating the performance of this architecture,
the same metrics of the previous case were used.

5.2.3. Performance Analysis of the Three-Tank System Testbed

Indices values obtained for this case are presented in Figures 16 and 17a,b and Table 7.
For accuracy, the best scores were obtained when simultaneous attacks happened with
values above 0.97. The above is an important result because this situation has been little
explored. In terms of recall, class 7 has a slightly fair score, while the other situations have
scores above 0.83. Additionally, the F1 score also has high values. The scores show that the
proposed architecture allows for high specificity and high sensitivity.

Figure 16. Confusion matrix for the three-tank system.
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(a) ROC Curve. (b) Precision-Recall Curve.
Figure 17. ROC and Precision-Recall Curves for Interconnected tank.

Table 7. Summary of metrics.

Accuracy Precision Recall F1 Score TNR

Class 0 0.97 0.83 0.96 0.89 0.98
Class 1 0.96 0.89 0.83 0.86 0.99
Class 2 0.97 0.89 0.84 0.87 0.99
Class 3 0.98 0.86 0.97 0.91 0.98
Class 4 0.98 0.87 0.96 0.91 0.98
Class 5 0.98 0.91 0.86 0.89 0.99
Class 6 0.98 0.92 0.88 0.90 0.99
Class 7 0.96 0.94 0.72 0.81 0.99
Class 8 0.99 0.94 0.99 0.97 0.99

The alarm indicator was implemented from the classifier in order to know the process
state. Since the classifier provides the probability to classify an input data in particular
class, the alarm signal is generated taking in to account the maximum value obtained from
the classifier. In Figure 18, the alarm indicator is 1 when sensor 1 or 2 is under attack, and 0
when it is not. Additionally, it is discriminated if the attack is DoS or integrity type. The
response of the process when it is attacked is shown in Figure 19. Boxes indicate the time
instance when the attack occurs in both sensors, according to the alarm signals generated.
Red boxes correspond to DoS attacks, and black boxes correspond to integrity attacks.

Additionally, the effect is different, depending on whether it is DoS or integrity
attack. The system proposed in this work performed appropriately to detect the occurrence
of the cyber attack, as well as the location and type of the attack. As results obtained
using convolutional networks were better than those employing RNN or LSTM networks,
convolutional networks were then chosen for this proposal.

In summary, the key steps for using the proposed architecture are as follows:

1. Generate an estimated output of the process under a regression model.
2. Generate a residual signal under the comparison of the measured process outputs

with estimated outputs.
3. Use a classification model that from some system characteristics, such as control

actions, estimated outputs, measured process outputs, and residual signals, allows
evaluating if there is an attack in any part of the system.

4. From the detected class, generate alarm signals to report the occurrence of a cyber
attack to define the type of attack and the part of the system that is being affected
by it.
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Figure 18. Alarm generation.

Figure 19. Temporal response.

6. Conclusions

New applications of industrial automation request great flexibility in the systems,
which is supported by the increase in the interconnection between its components. At the
same time, it generates a large gap that affects the security of control systems. Current
solutions are oriented mainly to avoid the occurrence of attacks, but, regardless, the
problems appear; so, recently, the interest in developing new proposals that contribute to
detect attacks has grown.

In this work, a new architecture for DoS and integrity cyber attacks detection and iso-
lation in Cyber Physical Systems using one-dimensional Convolutional Neural Networks
was presented, thereby overcoming other models that are based on machine learning and
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model-based methods, such as the use of Unknown Input Observers. This architecture
involves a series of steps to achieve its purpose. The first step was to generate an estimated
output of the process under a regression model. The next step was to generate a residual
signal under the comparison of the measured process outputs with estimated outputs.
Then, a classification model was added whose input data are different characteristics, such
as control actions, estimated outputs, measured process outputs, and residual signals. This
model allowed for detection and isolation of different eventualities that were defined in
classes. Finally, from the detected class, alarm signals were generated that are used to
report the occurrence of a cyber attack, allowing to define the type of attack and the part of
the system that is being affected by the attack.

The architecture proposed does not use threshold information to detect and isolate
attacks, as is the case with model-based methods, such as Unknown Input Observers, which
often use this information. These models require an exhaustive selection of these thresholds,
which can cause both false detections and anomalous situations that go undetected, and
the proposed architecture provides shows advantages over this.

The performance of the proposed architecture was validated by two test benches
obtaining satisfactory results compared to other methods. The results on the SWaT dataset
allowed observing that, in terms of precision and accuracy, the indexes are very close to
the highest scores of other works, and these obtained a score of 0.95. In terms of recall and
F1Score metrics, it presented a score of 0.95, which outperforms the previously proposed
methods by a good margin. Overall, the proposed system has a high true positive rate and
a low false positive rate. On the other hand, the ability of the system to be able to detect and
isolate cyber attacks that may occur simultaneously is highlighted, which was presented in
the three-tank system testbed. In the defined classes, the accuracy presents scores above
0.96, and the precision is above 0.83, in cases where attacks occur in a single part of the
system, while the score is higher than 0.91 in cases where simultaneous attacks occur. In
terms of the F1 score metric, the scores are above 0.81, which is a very promising result.
Finally, with respect to the recall metric, the scores are above 0.83, in most cases. With the
cases presented in this testbed, it was possible to demonstrate the ability of the proposed
architecture to detect and locate attacks that may occur simultaneously. This is interesting
because these types of experiments are rarely performed, let alone provide evidence of
systems that can detect these types of situations, which are not alien to eventualities that
may occur in reality. In both cases highlighted, there was a high rate of TNR in each of the
classes, ranging between 0.98 and 0.99.
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Abbreviations
The following abbreviations have been used in this manuscript:

AE Autoencoder
CCE Categorical crossentropy
CPS Cyber Physical System
CNN Convolutional Neural Network
DBN Deep Belief Networks
DoS Denial of Service
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FNR False negative rate
FPR False positive rate
GRU Gated recurrent unit
ICS Industrial Control System
IDS Intrusion Detection System
LO Luenberger Observer
LSTM Long short-term memory
MSE Mean squared error
PCA Principal Component Analysis
PLC Programmable Logic Controller
ROC Receiver Operating Characteristics
RNN Recurrent Neural Network
SDA Stacked denoising autoencoder
STAE-AD Spatio-Temporal Autoencoder for Anomaly Detection
SVM Support Vector machine
SWaT Secure Water Treatment
TNR True negative rate
TPR True positive rate
UIO Unknown Input Observer
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Abstract: Coverage-guided greybox fuzzing aims at generating random test inputs to trigger
vulnerabilities in target programs while achieving high code coverage. In the process, the scale of
testing gradually becomes larger and more complex, and eventually, the fuzzer runs into a saturation
state where new vulnerabilities are hard to find. In this paper, we propose a fuzzer, REFUZZ, that acts
as a complement to existing coverage-guided fuzzers and a remedy for saturation. This approach
facilitates the generation of inputs that lead only to covered paths by omitting all other inputs, which
is exactly the opposite of what existing fuzzers do. REFUZZ takes the test inputs generated from
the regular saturated fuzzing process and continue to explore the target program with the goal of
preserving the code coverage. The insight is that coverage-guided fuzzers tend to underplay already
covered execution paths during fuzzing when seeking to reach new paths, causing covered paths to
be examined insufficiently. In our experiments, REFUZZ discovered tens of new unique crashes that
AFL failed to find, of which nine vulnerabilities were submitted and accepted to the CVE database.

Keywords: remedial testing; greybox fuzzing; vulnerability detection; enhanced security

1. Introduction

Software vulnerabilities are regarded as a significant threat in information security.
Programming languages without a memory reclamation mechanism (such as C/C++) have
the risk of memory leaks, which may expose irreparable risks [1]. With the increase in
software complexity, it is impractical to reveal all abnormal software behaviors manually.
Fuzz testing, or fuzzing, is a (semi-) automated technology to facilitate software testing. A
fuzzing tool, or fuzzer, feeds random inputs to a target program and, meanwhile, monitors
unexpected behaviors during software execution to detect vulnerabilities [2]. Among all
fuzzers, coverage-guided greybox fuzzers (CGF) have become one of the most popular
ones due to their high deployability and scalability, e.g., AFL [3] and LibFuzzer [4]. They
have been successfully applied in practice to detect thousands of security vulnerabilities in
open-source projects [5].

Coverage-guided greybox fuzzing relies on the assumption that more run-time bugs
could be revealed if more program code is executed. To find bugs as quickly as possible, AFL
and other CGFs try to maximize the code coverage. This is because a bug at a specific
program location can only be triggered unless that location is covered by some test inputs.
A CGF utilizes light-weight program transformation and dynamic program profiling to
collect run-time coverage information. For example, AFL instruments the target program
to record transitions at the basic block level. The actual fuzzing process starts with an
initial corpus of seed inputs provided by users. AFL generates a new set of test inputs by
randomly mutating the seeds (such as bit flipping). It then executes the program using the
mutated inputs and records those that cover new execution paths. AFL continually repeats
this process, but starts with the mutated inputs instead of user-provided seed inputs. If
there are any program crashes and hangs, for example, caused by memory errors, AFL
would also report the corresponding inputs for further analysis.
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When a CGF is applied, the fuzzing process does not terminate automatically. Prac-
tically, users need to decide when to end this process. In a typical scenario, a user sets a
timer for each CGF run and the CGF stops right away when the timer expires. However,
researchers have discovered empirically that, within a fixed time budget, exponentially
more machines are needed to discover each new vulnerability [6]. With a limited number
of machines, the CGF could rapidly reach a saturation state in which, by continuing the
fuzzing, it is difficult to find new unique crashes (where exponentially more time is needed).
Then, what can we do to improve the capability of CGF to find bugs with constraints on time and
CPU power? In this work, we try to provide one solution to this question.

Existing CGFs are biased toward test inputs that can explore new program execution
paths. These inputs are prioritized in subsequent mutations. Inputs that do not discover
new coverage are considered unimportant and are not selected for mutation. However,
in practice, this extensive coverage-guided path exploration may hinder the discovery of or
even overlook potential vulnerabilities on specific paths. The rationale is that an execution path
in one successful run may not be bug-free in all runs. Simply dumping “bad” inputs may
cause insufficient testing of their corresponding execution paths. Rather, special attention
should be paid to such inputs and paths. Intuitively, an input covering a path is more likely
to cover the same path after mutation than any other arbitrary inputs. Although an input
cannot trigger, in one execution, the bug in its path, it is possible that the input can do so
after a few fine-grained mutations. In short, by focusing on the new execution paths, the
CGFs can discover an amount of vulnerabilities in a fixed time, but they also omit some
vulnerabilities, which need to be repeatedly tested on the specific execution path multiple
times to be found.

Based on this, we propose a lightweight extension of CGF, REFUZZ, that can effectively
find tens of new crashes within a fixed amount of time on the same machines. The goal of
REFUZZ is not to achieve as high code coverage as possible. Instead, it aims to detect new
unique crashes on already-covered execution paths in a limited time. In REFUZZ, test inputs that
do not explore new paths are regarded as favored. They are prioritized and mutated often
to examine the same set of paths repeatedly. All other mutated inputs are omitted from
execution. As a prototype, we implement REFUZZ on top of AFL. In our experiments, it
successfully triggered 37, 59, and 54 new crashes in our benchmarks that were not found
by AFL, using three different experimental settings, respectively. Finally, we discovered
nine vulnerabilities accepted to the CVE database.

In particular, REFUZZ incorporates two stages. Firstly, in the initial stage, AFL is
applied as usual to test the target program. The output of this stage is a set of crash reports
and a corpus of mutated inputs used during fuzzing. In addition, we record the code
coverage of this corpus. Secondly, in the exploration stage, we use the corpus and coverage
from the previous stage as seed inputs and initial coverage, respectively. During the testing
process, instead of rewarding inputs that cover new paths, REFUZZ only records and
mutates those that converge to the initial coverage, i.e., they contribute no new coverage.
To further improve the performance, we also review the validity of each mutated input
before execution and promote non-deterministic mutations, if necessary. In practice, the
second stage may last until the fuzzing process becomes saturated.

Note that REFUZZ is not designed to replace CGF but as a complement and a remedy
for saturation during fuzzing. In fact, the original unmodified AFL is used in the initial
stage. The objective of the exploration stage is to verify whether new crashes can be
found on execution paths that have already been covered by AFL and whether AFL and
CGFs, in general, miss potential vulnerabilities on these paths while seeking to maximize
code coverage.

We make the following contributions.

• We propose an innovative idea in which, though the input cannot trigger a bug
over one execution time, it is possible that the input can do so after a few fine-
grained mutations.
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• We propose a lightweight extension of CGF, REFUZZ, that can effectively find tens of
new crashes within a fixed amount of time on the same machines.

• We develop various supporting techniques, such as reviewing the validity of each
mutated input before execution, and promote non-deterministic mutations if necessary
to further improve the performance.

• We propose a new mutation strategy on top of AFL. If the input does not cover a new
execution path, it is regarded as valuable, which will help to cover a specific execution
path over multiple times.

• We evaluate REFUZZon four real-world programs collected from prior related work [7].
It successfully triggered 37, 59 and 54 new unique crashes in the three different
experimental configurations and discovered nine vulnerabilities accepted to the
CVE database.

The rest of the paper is organized as follows. Section 2 introduces fuzzing and AFL,
as well as a motivating example to illustrate CGFs mutating strategy limitations. Section 3
describes the design details of REFUZZ. We report the experimental results and discussion
in Sections 4 and 5. Section 6 discusses the related work, and finally, Section 7 concludes
our work.

2. Background
2.1. Fuzzing and AFL

Fuzzing is a process of automatic test generation and execution with the goal of find-
ing bugs. Over the past two decades, security researchers and engineers have proposed a
variety of fuzzing techniques and developed a rich set of tools that helped to find thou-
sands of vulnerabilities (or more) [8]. Blackbox fuzzing randomly mutates test inputs and
examines target programs with these inputs. Whitebox fuzzing, on the other hand, utilizes
advanced, sophisticated program analyses, e.g., symbolic execution [9], to systematically
exercise all possible program execution paths. Greybox fuzzing sits in between the former
two techniques. The testing is guided by run-time information gathered from program
execution. Due to its high scalability and ease of deployment, coverage-guided greybox
fuzzing gains popularity in both the research community and industry. Specifically, AFL [3]
and its derivations [10–14] have received plenty of attention.

Algorithm 1 shows the skeleton of the original AFL algorithm. (The algorithm does
not distinguish between deterministic and non-deterministic—totally random mutations
for simplicity.) Given a program under test and a set of initial test inputs (i.e., the seeds),
AFL instruments each basic block of the program to collect block transitions during the
program execution and runs the program with mutated inputs derived from the seeds.
The generation of new test inputs is guided by the collected run-time information. More
specifically, if an input contributes no crash or new coverage, it is regarded as useless
and is discarded. On the other hand, if it covers new state transitions, it is added as
a new entry in the queue to produce new inputs since the likelihood of these resulting
inputs achieving new coverage is heuristically higher, compared to other arbitrary inputs.
However, this coverage-based exploration strategy leads to strong bias toward such inputs,
making already explored paths probabilistically less inspected. In our experiments, we
found that these paths actually contained a substantial number of vulnerabilities, causing
programs to crash.

AFL mutates an input at both a coarse-grained level, which incorporates the changing
bulks of bytes, and a fine-grained level, which involves byte-level modifications, insertions
and deletions [15]. In addition, AFL adopts two strategies to apply the mutation, i.e.,
deterministic mutation and random mutation. In fuzzing, AFL maintains a seed queue that
stores the initial test seeds provided by users and new test cases screened by the fuzzer. For
one input in the seed queue, which has applied deterministic mutations, it will no longer
be mutated through deterministic mutation in subsequent fuzzing. The deterministic
mutation, including bitflip, arithmetic, interest, and dictionary methods, is one in which a
new input is obtained by modifying the content of the input at a specific byte position and
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every input is mutated in the same way. In particular, during the interest and dictionary
mutation stages, some special contents and tokens automatically generated or provided by
users are replaced or inserted into the original input. On the contrary, the havoc and splice
called random mutations would always be applied until the fuzzing stops. In the havoc
stage, a random number is generated as the mutation combination number. According to
the number, one random mutation method is selected each time, and then applied to the
file in turn. In the next stage, called splice, a new input is produced by splicing two seed
inputs, and the havoc mutation is continued on the file.

Algorithm 1: ORIGINALAFL
Input: The target program P; the initial set of seed inputs initSeeds.

1 queue← initSeeds
2 crashes← ∅
3 while in fuzzing loop do
4 foreach input ∈ queue do
5 foreach mutation ∈ allMutations do
6 newInput← MUTATE(input, mutation)
7 result← RUN(P, newInput)
8 if CRASH(result) then
9 crashes← crashes∪ {result}

10 else if NEWCOVERAGE(result) then
11 queue← queue∪ {newInput}
12 end
13 end
14 end
15 end
16 return queue, crashes

Note that AFL is unaware of the structure of inputs. For example, it is possible that a
MP3 file is generated from a PDF file because the magic number is changed by AFL. It is
inefficient to test a PDF reader with a MP3 file since the execution will presumably terminate
early, as the PDF parser does not accept non-PDF files, causing the major components not
to be tested. Our implementation of REFUZZ tackles this problem by adding an extra check
of validness of newly generated test inputs, as discussed in Section 3.

2.2. Motivating Example

Figure 1a shows a code snippet derived from the pdffonts program, which analyzes
and lists the fonts used in a Portable Document Format (PDF) file. Class Dict defined at
line 1–10 stores an array of entries. Developers can call the find function defined at line 12
to retrieve the corresponding entry by a key. In the experiments, we test this program by
running both AFL and REFUZZ with the AddressSanitizer [16] to detect memory errors.
Figure 1b shows the crashing trace caused by a heap buffer overflow error found only by
REFUZZ. The crash is caused by accessing the entries array during the iteration at line
14–17 in Figure 1a. The root cause of this error is inappropriate destruction of the dictionary
in the XRef and Object classes when pdffonts attempts to reconstruct the cross-reference
table (xref for short, which internally uses a dictionary) for locating objects in the PDF
file, e.g., bookmarks and annotations. The crash is triggered when the xref table of the
test input is mostly valid (including the most important entries, such as “Root”, “size”,
“Info”, and “ID”) but cannot pass the extra check to investigate whether the PDF file is
encrypted. When the program issues a search of key “Encrypt”, the dictionary has already
been destructed by a previous query that checks for the validness of the xref table. A correct
implementation should make a copy of the dictionary after the initial check.
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1 class Dict {
2 public:
3 ...
4 private:
5 XRef *xref; // the xref table for this PDF file
6 DictEntry *entries; // array of entries
7 int length; // number of entries in dictionary
8 ...
9 DictEntry *find(char *key);

10 };
11 ...
12 inline DictEntry *Dict::find(char *key){
13 int i;
14 for (i = 0; i < length; ++i) {
15 if (! strcmp(key , entries[i].key))
16 return &entries[i];
17 }
18 return NULL;
19 }
20 ...

(a) Code derived from pdffonts

Function File and Line

main /Xpdf/pdffonts.cc:117
PDFDoc::PDFDoc /Xpdf/PDFDoc.cc:96
PDFDoc::setup /Xpdf/PDFDoc.cc:120
XRef::XRef /Xpdf/XRef.cc:107
XRef::checkEncrypted /Xpdf/XRef.cc:459
Object::dictLookup /Xpdf/Object.h:252
Dict::lookup /Xpdf/Dict.cc:72
Dict::find /Xpdf/Dict.cc:56

(b) The crashing trace caused by a heap buffer overflow

Figure 1. The motivating example.

It is relatively expensive to find this vulnerability using AFL, compared to REFUZZ.
In our experiments, by running AFL for 80 h, AFL failed to trigger this bug, even with
the help of the AddressSanitizer tool. The major reason is that the check for validness of
xref and the check for encryption of the PDF file are the first step when pdffonts parses an
arbitrary file—that is, they are presumably regarded as “old” paths for most cases. When
using AFL, if a test input does not cover a new execution path, the chance of mutating this
input is low. In other words, the execution path covered by the input is less likely to be
covered again (or is covered but by less “interesting” inputs) and the examination of the
the two checks might not be enough to reveal subtle bugs, such as the one in Figure 1b.

To tackle this problem, REFUZZ does not aim at high code coverage. On the contrary,
we want to detect new vulnerabilities residing in covered paths and to verify that AFL
ignores possible crashes in such paths while paying attention to coverage. REFUZZ utilizes
the corpus obtained in the initial stage (which runs the original AFL) as the seeds for the
exploration stage. It only generates test inputs that linger on the execution paths that are
covered in the first stage but not investigated sufficiently. In the next section, we provide
more details about the design of REFUZZ.

3. Design of REFUZZ

3.1. Overview

We propose REFUZZ to further test the program under test with inputs generated by
AFL to trigger unique crashes that were missed by AFL. REFUZZ consists of two stages,
i.e., the initial stage and the exploration stage. In the initial stage, the original AFL is applied.
The initial seed inputs are provided by the user. The output is an updated seed queue,
including both the seed inputs and the test inputs covered new execution paths during
fuzzing. In the exploration stage, REFUZZ uses this queue as the initial seed input, applying
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a novel mutation strategy designed for investigating previously executed paths to generate
new test inputs. Moreover, only inputs that passed the extra format check are added to
the seed queue and participate in subsequent mutations and testing. Figure 2 shows the
workflow of REFUZZ.

AFL

Initial Seeds Seed Queue

AFL+ Updated 

Mutation Strategy
New Seeds

Format Check

Target Program

Initial Stage Exploration  Stage

Seed Queue

Crash Reports

Figure 2. REFUZZ overview.

Algorithm 2 depicts the algorithmic sketch of REFUZZ. (Our implementation skips
duplicate deterministic mutations of inputs in the MUTATE function.) The highlighted
lines are new, compared to the original AFL algorithm. The REFUZZ algorithm takes two
additional parameters besides P and initSeeds: et, the time allowed for the initial stage,
and ct, the time limit for performing deterministic mutations. We discuss ct in the next
subsection. At line 6 in Algorithm 2, when the elapsed time is less than et, REFUZZ is in the
initial stage, and the original AFL algorithm is applied. When the elapsed time is greater
than or equal to et ( line 8–24), the testing enters the exploration stage. REFUZZ uses in this
stage the input corpus queue obtained in the initial stage and applies a novel mutation
strategy to generate new test inputs. If a new input passes the format check, it would be
fed to the target program. The input that preserved the code coverage (i.e., did not trigger
new paths) would be added to the queue. In the experiments, we set et to various values to
evaluate the effectiveness of REFUZZ under different settings.

3.2. Mutation Strategy in Exploration Stage

REFUZZ adopts the same set of mutation operators as in AFL, including bitflip, arith-
metic, value overwrite, injection of dictionary terms, havoc, and splice. The first four
methods are deterministic because of their slight destructiveness to the seed inputs. The
latter two methods will significantly damage the structure of an input, which are totally
random. To facilitate the discovery of crashes, as shown in Algorithm 2, we introduce a
parameter ct to limit the time since the last crash during the fuzzing process for determin-
istic mutations. If an input is undergoing deterministic mutation operations and no new
crashes are found for a long time (>ct), REFUZZ will skip the current mutation operation
and perform the next random mutation (line 11 of Algorithm 2). In the experiments, we
initialize ct to 60 min and set it incrementally for each deterministic mutation. Specifically,
the n-th deterministic mutation is skipped if there no crash is triggered in the past n hours
by mutating an input. REFUZZ will try other more destructive mutations to facilitate the
efficiency of fuzzing.

As introduced in Section 1, REFUZZ does not aim at high code coverage. Instead, it
generates inputs that converge to the existing execution paths. During the initial stage,
AFL saves the test inputs that have explored new execution paths in the input queue.
An execution path consists of a series of tuples, where each tuple records the run-time
transition between two basic blocks in the program code. A path is new when the input
results in (1) the generation of new tuples or (2) changing of the hit count (i.e., the frequency)
of an existing tuple. Instead, the PRESERVECOVERAGE function in Algorithm 2 checks
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whether new tuples are covered and returns false if this is the case. It returns true if any
hit count along a path is updated. We add test inputs that preserves the coverage into
the queue to participate in the next round of mutation as seeds. Using this mutation
strategy, REFUZZ can effectively attack specific code areas that have been covered but are
not well-tested and find vulnerabilities.

Algorithm 2: REFUZZ

Input: The target program P; the initial set of seed inputs initSeeds; the time to
enter the exploration stage et; the time limit for performing deterministic
mutations ct.

1 queue← initSeeds
2 crashes← ∅
3 lastCrash← 0
4 while in fuzzing loop do
5 if elapsedTime < et then // Initial stage
6 queue, crashes← ORIGINALAFL(P, queue)
7 else // Exploration stage
8 foreach input ∈ queue do
9 foreach mut ∈ allMutations do

10 if ct < elapsedTime− lastCrash∧ ISDETERMINISTIC(mut) then
11 continue
12 end
13 newInput← MUTATE(input, mut)
14 if FORMATCHECK(newInput) then
15 result← RUN(P, newInput)
16 if CRASH(result) then
17 crashes← crashes∪ {result}
18 lastCrash← elapsedTime
19 else if PRESERVECOVERAGE(result) then
20 queue← queue∪ {newInput}
21 end
22 end
23 end
24 end
25 end
26 end
27 return queue, crashes

3.3. Input Format Checking

Blindly feeding random test inputs to the target program leads to low performance
of the fuzzer since they are likely to fail the initial input validation [8]. For instance,
it is better to run a audio processing program with a MP3 file instead of an arbitrary
file. Since AFL is unaware of the expected input format for each program under test, it
is usual that the structure of an input is changed by random mutation operations. We
propose to add an extra, light-weight format check before each program run to reduce the
unnecessary overhead caused by invalid test inputs. As an exemplar, in the experiments,
we check whether each input is a PDF file when testing a PDF reader and discard those
that do not conform to the PDF format during testing. Specifically, in our implementation,
REFUZZ takes an extra command-line argument, indicating the expected format of inputs.
For each mutated input, REFUZZ checks the magic number of each input file and only adds
it to the queue for further mutation if it passes the check.
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4. Evaluation
4.1. Experimental Setup

To empirically evaluate the REFUZZ and its performance in finding vulnerabilities,
we implement REFUZZ on top of AFL and conduct experiments on a Ubuntu V16.04.6
LTS machine with 16-core Xeon E7 2.10 GHz CPU and 32 GB RAM, using 4 programs that
were also used by prior, related work [7] . Table 1 shows the details of the subjects used
in our experiments. Columns “Program” and “Version” show the program names and
versions. Columns “#Files” and “#LOC” list the number of files and lines of code in each
program, respectively.

Table 1. Experimental subjects.

Program Version #Files #LOC

pdftotext xpdf-2.00 133 51,399
pdftopbm xpdf-2.00 133 51,399
pdffonts xpdf-2.00 133 51,399
MP3Gain 1.5.2 39 8701

4.2. Vulnerability Discovery

A crucial factor in evaluating a fuzzer’s performance is its ability to detect vulnera-
bilities. We configure REFUZZ to run three different experiments for 80 h with identical
initial corpus by modifying et al. Table 2 describes the time for the initial stage and the
exploration stage. In the first stage, the original AFL is applied without the additional test
input format checking. Then, REFUZZ takes the input queue as the initial corpus for the
second stage and uses an extra parameter to pass the expected input type to the target
program, e.g., PDF.

Table 2. Experimental setup.

# Init Time Expl Time Total

1 60 h 20 h 80 h
2 50 h 30 h 80 h
3 40 h 40 h 80 h
4 80 h 0 h 80 h

During the fuzzing process, the fuzzer records the information of each program crash
along with the input that caused the crash. To avoid duplicates in the results, we use the
afl-cmin [17] tool in the AFL toolset to minimize the final reports by eliminating redundant
crashes and inputs. Tables 3–5 show the statistics of unique crashes triggered by REFUZZ.
Note that the numbers in column “Init+Expl” are not exactly the sum of the numbers in
columns “Init” and “Expl”. This is because REFUZZ discovers duplicate crashes in the
initial stage and the exploration stage. Additionally, the numbers in column “New“ are
discovered by REFUZZ but not AFL. After applying afl-cmin, only the unique crashes
are reported.

We also run AFL for 80 h and report the number of crashes in Table 6. The total
number in column “Init“ is less than the number in column “Init+Expl“ in Tables 3 and 5.
This indicates that REFUZZ can find more unique crashes within 80 h. In Table 4, the data
in column “Init“ are much fewer than the other two experimental configurations, so they
are fewer than the total number of crashes in Table 6. As described in Table 7, we compare
the average and variance data of the unique crashes obtained though the four programs
under three different experimental configurations. The data in column “Variance“ have a
large deviation, which reflects the randomness of the fuzzing.

From the Tables 3–5, we can see that new unique crashes are detected during the
exploration stage in all three experimental settings, except for pdftopbm, which has 0 new
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crashes, shown in Table 4. By applying the novel mutation strategy in the exploration stage
and input format checking, REFUZZ discovers 37, 59, and 54 new unique crashes that are
not discovered by AFL. These crashes are hard to find if we simply focus on achieving
high code coverage since they reside in already covered paths and are not examined
sufficiently with various inputs in that some vulnerabilities are detected by relying on
plenty of special-type inputs.

Table 3. Number of unique crashes (60 + 20).

Program
REFUZZ

New
Init Expl Init+Expl

pdftotext 29 4 30 1
pdftopbm 33 14 40 7
pdffonts 154 74 164 10
MP3Gain 92 55 111 19

Total 308 147 345 37

Table 4. Number of unique crashes (50 + 30).

Program
REFUZZ

New
Init Expl Init+Expl

pdftotext 11 9 18 7
pdftopbm 8 1 8 0
pdffonts 153 81 164 11
MP3Gain 74 76 115 41

Total 246 167 305 59

Table 5. Number of unique crashes (40 + 40).

Program
REFUZZ

New
Init Expl Init+Expl

pdftotext 22 6 25 3
pdftopbm 32 25 41 9
pdffonts 148 88 164 16
MP3Gain 101 61 127 26

Total 303 180 357 54

Table 6. Number of unique crashes (80 + 0).

Program Init

pdftotext 35
pdftopbm 39
pdffonts 171
MP3Gain 96

Total 341

Table 7. Average and variance of unique crashes.

Program 60 + 20 50 + 30 40 + 40 Average Variance

pdftotext 30 18 25 24.3 24.2
pdftopbm 40 8 41 29.7 234.9
pdffonts 164 164 164 164 0
MP3Gain 111 115 127 117.7 46.2
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Figure 3 shows the proportion of newly discovered unique crashes among all crashes
that are triggered by REFUZZ in the exploration stage. For example, for pdftotext, the num-
ber of new unique crashes is greater than half of the total number of unique crashes (in the
“40 + 40” setting). We can see that by preserving the code coverage and examining covered
execution paths more, we can discover a relatively large number of new vulnerabilities that
might be neglected by regular CGF, such as AFL. Note that this does not mean that AFL
and others cannot find such vulnerabilities. It just implies that they have a lower chance of
finding the vulnerabilities within a fixed amount of time, while REFUZZ is more likely to
trigger these vulnerabilities, given the same amount of time.

In addition, we set up 12 extra experiments. The corpus obtained by running AFL
for 80 h is used as the initial input of the exploration stage; then, the target programs are
tested by REFUZZ for 16 h. The purpose is to verify whether REFUZZ can always find new
unique crashes when AFL is saturated. The experimental data are recorded in Table 8. The
column “Number of experiments“ records the number of new unique crashes found by
REFUZZ in 12 experiments. It can be proved that when the same initial inputs are provided,
REFUZZ can always find new crashes that are not repeated with AFL, even though the
fuzzing is random.

pdftotext pdftopbm pdffonts MP3Gain
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8 60+20
50+30
40+40

Figure 3. Proportion of newly discovered unique crashes in the exploration stage of REFUZZ.

Table 8. Number of new unique crashes (80 + 16).

Program
Number of Experiments

Average
1 2 3 4 5 6 7 8 9 10 11 12

pdftotext 1 7 3 2 4 4 0 0 3 5 7 4 3.3
pdftopbm 3 6 9 2 2 5 5 2 3 4 8 3 4.3
pdffonts 18 15 19 11 8 13 11 18 19 19 7 22 15
MP3Gain 1 6 15 8 7 13 7 7 8 22 14 8 9.7

We have submitted our findings in the target programs to the CVE database. Table 9
shows a summary of nine new vulnerabilities that were found by REFUZZ in our exper-
iments. We are working on analyzing the rest crashes and will release more details in
the future.

4.3. Code Coverage

As described earlier, the goal of REFUZZ is to test whether new and unique crashes
can be discovered on covered paths after regular fuzzing in a limited time, instead of
aiming at high code coverage. We collected the code coverage information during the
execution of REFUZZ and found that the coverage for each target program remained the
same during the exploration stage, which is to be expected. The results also show that
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AFL only achieved slightly higher coverage compared to REFUZZ in the exploration stage,
which implies that AFL ran into a saturation state, which signifies a demand for new
strategies to circumvent such scenarios. REFUZZ is one such remedy, and our experimental
results show its effectiveness in finding new crashes.

Table 9. Submitted vulnerabilities.

ID Description

CVE-2020-25007 double-free vulnerability that may allow an attacker to execute arbitrary
code

CVE-2020-27803 double-free on a certain position in thread
CVE-2020-27805 heap buffer access overflow in XRef::constructXRef() in XRef.cc
CVE-2020-27806 SIGSEGV in function scanFont in pdffonts.cc
CVE-2020-27807 heap-buffer-overflow in function Dict::find(char *) in Dict.cc
CVE-2020-27808 heap-buffer-overflow in function Object::fetch(XRef *, Object *) in Object.cc

CVE-2020-27809 SIGSEGV in function XRef::getStreamEnd(unsigned int, unsigned int *) in
XRef.cc

CVE-2020-27810 heap-buffer-overflow in function Dict::find(char *) in Dict.cc
CVE-2020-27811 SIGSEGV in function XRef::readXRef(unsigned int *) in XRef.cc

5. Discussion

REFUZZ is effective at finding new unique crashes that are hard to discover using AFL.
This is because some execution paths need to be examined multiple times with different
inputs to find hidden vulnerabilities. The coverage-first strategy in AFL and other CGFs
tends to overlook executed paths, which may hinder further investigation of such paths.
However, such questions as “when should we stop the initial stage in REFUZZ and enter
the exploration stage to start the examination of these paths”, and “how long should we
spend in the exploration stage of REFUZZ” remain unanswered.

How long should the initial stage take? As described in Section 4, we performed
three different experiments with et set to 60, 50, and 40 h to gather empirical results. The
intuition is that the effect of using the original AFL to find bugs would be the best when et
is 60 h since it is to be expected that more paths could be covered and more unique crashes
could be triggered if we apply the fuzzer for a longer time in the initial stage. However, our
experimental results in Tables 3–5 show that the fuzzing process is unpredictable. The total
number of unique crashes triggered in the initial stage of 60 h is close to 40 h (308 vs. 303),
while the number obtained in 50 h is less than that of 40 h (246 vs. 303). In Algorithm 2, as
well as our implementation of the algorithm, we allow the user to decide when to stop the
initial stage and set et based on their experience and experiments. Generally, regarding the
appropriate length of the initial stage, we suggest that users should pay attention to the
dynamic data in the fuzzer dashboard. The code coverage remains stable, the color of the
cycle numbers (cycles done) transforms from purple to green, or the last discovered unique
crashes (last uniq crash time) have passed a long time, which indicates that continuing to
test will not bring new discoveries. The best rigorous method is to combine these pieces of
reference information to determine whether the initial stage should be paused.

How long should the exploration stage take? We conducted an extra experiment
using REFUZZ with the corpus obtained from the 80-h run of AFL. We ran REFUZZ for 16 h
and recorded the number of unique crashes per hour. In the experiment, each program was
executed with REFUZZ for 12 trials. The raw results are shown in Figure 4 and the mean of
the 12 trials are shown in Figure 5. In both figures, the x-axes show the number of bugs
(i.e., unique crashes) and the y-axes show the execution time in hours. We can see that
given a fixed corpus of seed inputs, the performance of REFUZZ in the exploration stage
varies a lot in the 12 trials. This is due to the nature of random mutations. Overall, we can
see from the figures that in the exploration stage, REFUZZ follows the empirical rule that
finding a new vulnerability requires exponentially more time [6]. However, this does not
negate the effectiveness of REFUZZ in finding new crashes. We suggest that the best test
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time to terminate the remedial testing is still when the exploration reaches saturation, and
the relevant guidelines at the initial stage can be considered here.

Is REFUZZ effective as remedy for CGF? Many researchers have proposed remedial
measures to CGFs. Driller [18] combines fuzzing and symbolic execution. When a fuzzer
becomes stuck, symbolic execution can calculate the valid input to explore deeper bugs.
T-Fuzz [19] detects whenever a baseline mutational fuzzer becomes stuck and no longer
produces inputs that extend the coverage. Then, it produces inputs that trigger deep
program paths and, therefore, find vulnerabilities (hidden bugs) in the program. The main
cause of the saturation is due to the fact that AFL and other CGFs strongly rely on random
mutation to generate new inputs to reach more execution paths. Our experimental results
suggest that new unique crashes can actually be discovered if we leave code coverage aside
and continue to examine the already covered execution paths by applying mutations (as
shown in Tables 3–5). They also show that it is feasible and effective to use our approach
as a remedy and an extension to AFL, which can easily be applied to other existing CGFs.
While this conclusion may not hold for programs that we did not use in the experiments, our
evaluation shows the potential of remedial testing based on re-evaluation of covered paths.

Figure 4. Number of bugs and execution time in exploration stage.

Figure 5. Average number of bugs and execution time in exploration stage.

6. Related Work

The mutation-based fuzzer uses actual inputs to continuously mutate the test cases in
the corpus during the fuzzing process, and continuously feeds the target program. The code
coverage is used as the key to measure the performance of the fuzzer. AFL [3] uses compile-
time instrumentation and genetic algorithms to find interesting test cases, and can find new
edge coverage based on these inputs. VUzzer [20] uses the “intelligent” mutation strategy
based on data flow and control flow to generate high-quality inputs through the result
feedback and by optimizing the input generation process. The experiments show that it can
effectively speed up the mining efficiency and increase the depth of mining. FairFuzz [21]
increases the coverage of AFL by identifying branches (rare branches) performed by a
small amount of input generated by AFL and by using mutation mask creation algorithms
to make mutations that tend to generate inputs that hit specific rare branches. AFLFast [12]
proposes a strategy to make AFL geared toward the low-frequency path, providing more
opportunities to the low-frequency path, which can effectively increase the coverage of
AFL. LibFuzzer [4] uses SanitizerCoverage [22] to track basic block coverage information in
order to generate more test cases that can cover new basic blocks. Sun et al. [23] proposed
to use the ant colony algorithm to control seed inputs screening in greybox fuzzing. By
estimating the transition rate between basic blocks, we can determine which the seed
input is more likely to be mutated. PerfFuzz [24] generates inputs through feedback-
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oriented mutation fuzzing generation, can find various inputs with different hot spots in
the program, and escapes local maximums to have higher execution path length inputs.
SPFuzzs [25] implement three mutation strategies, namely, head, content and sequence
mutation strategies. They cover more paths by driving the fuzzing process, and provide a
method of randomly assigning weights through messages and strategies. By continuously
updating and improving the mutation strategy, the above research effectively improves the
efficiency of fuzzing. As far as we know, in our experiment, if there are no new crashes for
a long time (>ct), and it is undergoing the deterministic mutation operations at present,
then it performs the next deterministic mutation or to enter the random mutation stage
directly, which reduces unnecessary time consumption to a certain extent.

The generation-based fuzzer is significant for having a good understanding of the
file format and interface specification of the target program. By establishing the model
of the file format and interface specification, the fuzzer generates test cases according
to the model. Dam et al. [26] established the Long Short-Term memory model based on
deep learning, which automatically learns the semantic and grammatical features in the
code, and proves that its predictive ability is better than the state-of-the-art vulnerability
prediction models. Reddy et al. [27] proposed a reinforcement learning method to solve
the diversification guidance problem, and used the most advanced testing tools to evaluate
the ability of RLCheck. Godefroid et al. [28] proposed a machine learning technology
based on neural networks to automatically generate grammatically test cases. AFL++ [29]
provides a variety of novel functions that can extend the blurring process over multiple
stages. With it, variants of specific targets can also be written by experienced security
testers. Fioraldi et al. [30] proposed a new technique that can generate and mutate inputs
automatically for the binary format of unknown basic blocks. This technique enables the
input to meet the characteristics of certain formats during the initial analysis phase and
enables deeper path access. You et al. [31] proposed a new fuzzy technology, which can
generate effective seed inputs based on AFL to detect the validity of the input and record
the input corresponding to this type of inspection. PMFuzz [32] automatically generates
high-value test cases to detect crash consistency bugs in persistent memory (PM) programs.
These efforts use syntax or semantic learning techniques to generate legitimate inputs.
However, our work is not limited to using input format checking to screen legitimate
inputs during the testing process, and we can obtain high coverage in a short time by using
the corpus obtained by AFL test as the initial corpus in the exploration phase. Symbolic
execution is an extremely effective software testing method that can generate inputs [33–35].
Symbolic execution can analyze the program to obtain input for the execution of a specific
code area. In other words, when using symbolic execution to analyze a program, the
program uses symbolic values as input instead of the specific values used in the general
program execution. Symbolic execution is a heavyweight software testing method because
the possible input of the analysis program needs to be able to obtain the support of the
target source code. SAFL [36] is augmented with qualified seed generation and efficient
coverage-directed mutation. Symbolic execution is used in a lightweight approach to
generate qualified initial seeds. Valuable exploration directions are learned from the seeds
to reach deep paths in program state space earlier and easier. However, for large software
projects, it takes a lot of time to analyze the target source code. As REFUZZ is a lightweight
extension of AFL, in order to be able to repeatedly reach the existing execution path, we
choose to add the test that fails to generate a new path to the execution corpus to participate
in subsequent mutations.

7. Conclusions

This paper designs and implements a remedy for saturation during greybox fuzzing,
called REFUZZ. Using the corpus of the initial stage as the seed test inputs of the exploration
stage, REFUZZ can explore the same set of execution paths extensively to find new and
unique crashes along those paths within a limited time. The AFL directly feeds the input
obtained by the mutation into the target program for running, which causes many non-
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compliant seeds to be unable to explore deeper paths. In this paper, we proposed an input
format checking algorithm that can filter the file conformed to the input format, which
is beneficial to enhance the coverage depth of the execution path. At the same time, the
mutation strategy we proposed can transition to the random mutation stage to continue
testing when the deterministic mutation stage is stuck, which significantly accelerates the
testing efficiency of fuzzing. We evaluated REFUZZ , using programs from prior related
work. The experimental results show that REFUZZ can find new unique crashes that
account for a large portion among the total unique crashes. Specifically, we discovered and
submitted nine new vulnerabilities in the experimental subjects to the CVE database. We
are in the process of analyzing and reporting more bugs to the developers.

In the future, in order to make our prototype tool better serviced in the real world,
we will study how to combine machine learning to improve the efficiency of input format
checking and design more complex automatic saturation strategies to strengthen the
linkability of the tool. We will continue to improve REFUZZ to help increase the efficiency
of fuzzers in the saturation state using parallel mode and deep reinforcement learning.
We are planning to develop more corresponding interfaces and drivers to explore more
vulnerabilities of IoT terminals for enhanced security of critical infrastructures.
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Abstract: Home area networks (HANs) are the most vulnerable part of smart grids since they are
not directly controlled by utilities. Device authentication is one of most important mechanisms
to protect the security of smart grid-enabled HANs (SG-HANs). In this paper, we propose a
situation-aware scheme for efficient device authentication in SG-HANs. The proposed scheme
utilizes the security risk information assessed by the smart home system with a situational awareness
feature. A suitable authentication protocol with adequate security protection and computational
and communication complexity is then selected based on the assessed security risk level. A protocol
design of the proposed scheme considering two security risk levels is presented in the paper.
The security of the design is verified by using both formal verification and informal security
analysis. Our performance analysis demonstrates that the proposed scheme is efficient in terms of
computational and communication costs.

Keywords: smart grids; device authentication; situational awareness; home area networks

1. Introduction

Smart grids offer many valuable benefits compared with traditional power grids. By enabling
distributed power generation, distributed power storage, and microgrids in smart grids, more efficient
and reliable power supply can be achieved [1]. The power generation of smart grids uses a mix of
traditional fuel based power sources and renewable power sources such as wind farm and solar plant,
which can significantly reduce the carbon footprint. The study in [2] shows that by 2030, CO2 emissions
can be reduced by 5% when adopting conservative approach to smart grids. The reduction can be
nearly 16% if aggressive approach is adopted. The connection of home area networks (HANs) to smart
grids enables the automation of home energy use. Smart grids also provide important infrastructure
support for increased using of electric vehicles (EVs) through vehicle-to-grid (V2G) networks [3].

On the other hand, the implementation of smart grids faces major challenges in both physical
and cyber domains. Since smart grids contain millions of nodes along with a complex control system,
how to achieve the collaboration between components and the large-scale deployment of new devices
and technologies becomes a crucial challenge [1]. Connecting power grids to cyber networks for
advanced monitoring and control exposes the grids to cyber-attacks which can result in catastrophic
damages as demonstrated by the 2015 Ukrine Blackout [4].

In this work, we concentrate on the security of smart grid-enabled HANs (SG-HANs), which
connects many smart devices (SDs) of a smart home such as smart appliances, renewable energy
sources and storage, EVs, etc. to smart grids. HANs are the most vulnerable part of smart grids since
utilities have no direct control of this part [5]. Device authentication is one of the most important
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mechanisms to protect the security of SG-HANs against various attacks. In addition to the security
consideration, the device authentication protocol must be lightweight since many of the SDs have
limited computation power and memory storage. To this end, we propose a situation-aware scheme
for efficient device authentication in SG-HANs. Unlike existing work, the proposed scheme selects a
suitable authentication protocol based on the security risk information assessed by the smart home
system. The aim of the scheme is to provide adequate security protection with reduced computational
complexity, communication cost and power consumption. To the best of our knowledge, the proposed
scheme is the first work that utilizes the situational awareness feature of smart home system for
efficient device authentication in HANs.

The rest of this paper is organized as follows. Related work on device authentication in
SG-HANs, situational awareness of smart home and situation-aware security schemes is described
in Section 2. The system architecture of SG-HANs and the adopted attack model are introduced
in Section 3. Section 4 presents the proposed situation-aware device authentication scheme for
SG-HANs. The security analysis and performance analysis of the proposed scheme are provided in
Sections 5 and 6, respectively. Finally, conclusions are drawn in Section 7.

2. Related Work

2.1. Device Authentication in SG-HANs

There are a number of works in the literature on device authentication in SG-HANs. Li proposed a
ECC (Elliptic Curve Cryptography) based authenticated key establishment (EAKE) protocol for smart
home energy management system in [6]. The EAKE protocol has two phases: a device or a security
manager receives private/public key pair from the Certificate Agent (CA) through an out-of-band
channel in the first phase; the initial session key is then established between the device and the security
manager using the EAKE protocol in the second phase. In Ref. [7], Vaidya et al. also proposed a device
authentication protocol for smart energy home area networks based on ECC. Both protocols of [6,7]
are expensive for resource-limited devices due to the use of public key cryptography.

In Ref. [8], a secure key agreement protocol was proposed for radio frequency for consumer
electronics (RF4CE) ubiquitous smart home systems based on symmetric key cryptography. In the
proposed protocol, the initial unique secure information is pre-shared between the devices and
manufacturers. The RF4CE-based controller receives the secret information from the manufacturer to
authenticate a new device.

Ayday and Rajagopal [5] proposed three different device authentication mechanisms for the
SG-HANs that provide (1) authentication between the gateway and the smart meter, (2) authentication
between the smart appliances and the HAN, and (3) authentication between the transient devices and
the HAN. The design of the three authentication mechanisms is based on symmetric key cryptography
with the help of the trust center through the Internet.

Kumar et al. [9] proposed a lightweight and secure scheme for establishing session-key in smart
home environments based on symmetric key cryptography. The smart home devices register with
the security service provider offline to obtain security parameters including identity, a secret key
with key identifier and a short authentication token. They also proposed a secure authentication
and key agreement framework for smart home environments in [10] which realizes anonymity and
unlinkability. The protocol is lightweight in comparison to other schemes because the design uses less
encryption and decryption operations, and the number of exchanged messages is small.

Gaba et al. [11] proposed a robust and lightweight mutual authentication scheme called RLMA
for distributed smart environments such as smart homes and smart buildings. The scheme utilizes
implicit certificates to achieve simple and efficient mutual authentication and key agreement between
smart devices in a smart environment.
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2.2. Situational Awareness of Smart Home

Situational awareness is one of the essential features for smart homes [12]. The majority of the
existing works for the situational awareness of smart homes are on activity recognition. For example,
Wan et al. [13] proposed a dynamic sensor stream segmentation technology which helps the smart
home system to categorize multiple sensor streams that belong to the same activity. Sensor correlation
calculation and time correlation calculation are applied for the task. In Ref. [14], a data-driven approach
based on neural network ensembles was developed for human activity recognition in smart home
environments. Various approaches were explored to resolve conflicts between base models used in
ensembles. Cicirelli et al. [15] proposed a framework for activity recognition under the cloud-assisted
agent-based smart home environment (CASE). By using cloud computing technology, a smart home
system can have greater analytic power. The work introduces an innovate approach, which embed
activity recognition tasks including data acquisition, feature extraction, activity discovery, and activity
recognition into different layers of CASE.

There are only a few works on the situational awareness of the smart home in cyberspace.
A framework to measure the security risk of information leakage in IoT-based smart homes was
proposed by Park et al. in [16]. The risk assessment is performed using the factor analysis of
information risk (FAIR) method. The risk level for cyber situational awareness is obtained through risk
grade clustering based on security scenarios.

2.3. Situation-Aware Security Schemes

There are a few recent works on developing situation-aware security schemes. Kim et al. [17]
proposed DAoT, a dynamic and energy-aware authentication scheme for IoT devices. The scheme
selects different key establishment (KE), message authentication code (MAC) and handshake operations
to achieve energy efficient device authentication. The work evaluated the energy costs of different KE,
MAC and handshake operations.

In Ref. [18], Hjelm and Truedsson investigated situation-aware adaptive cryptography for an
IP camera. Situation parameters from WiFi and Bluetooth connections of the IP camera are used
to determine the protection level. The cryptographic algorithms for encryption, hash and message
authentication are then selected that are most suitable for the protection level. The power consumption,
computational time and communication throughput were examined for different cryptographic
algorithms.

Gebrie and Abie [19] proposed a risk-based authentication scheme for health care-related IoT
authentication in smart homes. The channel characteristics in wireless body area network (WBAN)
including Received signal strength indicator (RSSI), channel gain, temporal link signature, and Doppler
measurement are used to determine risk level by using a naive Bayes algorithm. The authentication
decision is then performed based on the risk level. For example, timeout and re-authentication will
be performed if the risk level is determined as abnormal. It should be noted that there are no actual
protocols designed in [17–19].

3. System Architecture and Attack Model

In this section, we introduce the system architecture of SG-HANs and the adopted attack model.

3.1. System Architecture of SG-HANs

The system architecture of SG-HANs considered in our work is shown in Figure 1, which consists
of the infrastructure part and the HAN part. The infrastructure part controlled by utilities consists
of smart meters (SMs), neighborhood area network (NAN) gateways, and control center. The HAN
part in each house is controlled by the home owner, which consists of a number of SDs and one HAN
gateway (HGW). A SD communicates with the HGW using a wireless protocol such as ZigBee or
MQTT. In this work, we are interested in the authentication between SDs and HGW in the HAN part,
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which is helped by the control center. We assume that the smart home system is installed in the HAN
with a situational awareness feature. Although the design of situational awareness feature is out of the
scope of this work, we envision that the security risk assessment of the smart home system should
combine activity recognition in physical domain [13–15] and risk analysis in cyber domain [16].

Figure 1. System architecture of SG-HANs.

3.2. Attack Model

The attack model considered in this work is the Dolev–Yao model [20]. In the model, the attacker
can eavesdrop, intercept, inject, replay and modify messages exchanged on the open channel.
Accordingly the attacker can launch various types of attacks including man-in-the-middle (MITM)
attacks, replay attacks and impersonation attacks. Under this attack model, the proposed scheme
will achieve security goals of message integrity, mutual authentication and session key establishment,
and resistance against various attacks.

4. Proposed Scheme

In this section, we present a protocol design of the proposed situation-aware device authentication
scheme for SG-HANs. Without loss of generality, we assume that the security risk assessed by the
smart home system has two levels, low and high. The design can be easily extended to more than two
security risk levels. The proposed scheme consists of two phases: device registration phase and device
authentication and key agreement phase. Table 1 lists the notations and their descriptions that are
used in the paper.

Table 1. Notations and their descriptions used in this paper.

Notation Description

IDA Identity of SD A
IDG Identity of HGW
RCA Random number
RA Random number
RG Random number
Si Secret
Ai Secret

SKA Session key
H() one-way hash function

EK(M) Encrypt message M using key K
DK(M) Decrypt message M using key K
⊕ XOR operation
|| Message concatenation
T Timestamp

∆T Maximum transmission delay
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We have made the following assumptions for the proposed scheme: (1) SD has a clock which runs
on its own battery and its assumed to be syAyday2013nchronized with the HGW’s clock. (2) HGW is
assumed to be authenticated before SD-HGW authentication takes place.

4.1. Device Registration Phase

Before installed in a SG-HAN, each SD needs to be registered offline at the control center.
During the registration, the control center assigns an identification number IDA to the registered
SD A along with a random number RCA. Furthermore, the control center computes secret Si =

H(IDA||RCA). Finally, the control center sends IDA and Si to the SD A, and IDA and RCA to the
HGW. The device registration phase is illustrated in Figure 2.

Figure 2. Illustration of device registration phase.

4.2. Device Authentication and Key Agreement Phase

After the registration, the SD A starts the authentication and key agreement process by sending
the message MSG1 to the HGW. MSG1 includes an message header HE1 = ‘SD− AUTH′ and IDA as
shown below:

MSG1 = [HE1||IDA]

Upon receiving MSG1, the HGW obtains the current security risk level from the smart home
system. The following messages between the SD A and the HGW are generated based on the security
risk level.

(a) Low security risk

When the security risk is low, the HGW computes S∗i = H(ID∗A||RCA) and extracts current
time stamp T1. Then the HGW computes C1,L = (IDG||T1)⊕ S∗i and C2,L = H(HE2,L||IDG||T1||S∗i ).
HE2,L = ‘HGW − LOW ′ is the header of the message MSG2,L that the HGW sends to the SD A.

MSG2,L = [HE2,L||C1,L||C2,L]

Upon receiving the message MSG2,L at time stamp T1
′
, the device A knows from the message

header that the current security risk level is low. The ID of the HGW IDG
∗ and T1

∗ can be obtained
by computing IDG

∗||T1
∗ = C1,L ⊕ Si. The device A also computes C2,L

∗ = H(HE2,L
∗||IDG

∗||T1
∗||Si).
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Then the SD A will check if T1
′ − T1

∗ ≤ ∆T and C2,L
∗ == C2,L, where ∆T is the transmission

delay. If not, the authentication process will be aborted. Otherwise, the SD A generates the secret
Ai = H(IDG

∗||H(IDA||Si)) and extracts the current time stamp T2. Then the SD A computes C3,L =

(IDA||T2)⊕ Ai and C4,L = H(HE3,L||IDA||T2||Ai), where HE3,L = ‘SD− LOW ′ is the header of the
message MSG3,L. Finally, the SD A sends MSG3,L to the HGW:

MSG3,L = [HE3,L||C3,L||C4,L]

The SD A computes the key SKA = H(T1
∗||T2||Si||Ai) which will be used as the shared session

key between the device and the HGW.

When the HGW receives MSG3,L at time stamp T2
′
, it first computes Ai

∗ = H(IDG||H(IDA||Si
∗))

and then extracts IDA
∗ and T2

∗ by computing C3,L ⊕ Ai
∗. The HGW checks if T2

′ − T2
∗ ≤ ∆T and

C4,L
∗ == C4,L, where C4,L

∗ = H(HE3,L
∗||IDA

∗||T2
∗||Ai

∗). Assume all checks pass, the HGW adds
IDA to the trusted list of devices and computes the key SKA = H(T1||T2

∗||Si
∗||Ai

∗). After this step,
both the SD A and the HGW have generated the symmetric session key which will be used for future
data communication.

(b) High security risk

When the security risk level obtained by the HGW is high, the message exchange between the SD
A and the HGW needs higher security strength.

Upon receiving MSG1 under high security risk, the HGW computes Si
∗ = H(ID∗A||RCA) and

generates a random number RG. Then the HGW extracts current time stamp T1 and forms MSG2,H
as following:

MSG2,H = [HE2,H ||C1,H ||C2,H ]

where HE2,H = ‘HGW − HIGH′ is the message header of MSG2,H , C1,H = ES∗i
(IDG||T1||RG) and

C2,H = H(HE2,H ||IDG||T1||RG). Finally, the HGW sends MSG2,H to the SD A.

Upon receiving the message MSG2,H at time stamp T1
′
, the SD A learns from the message header

that the security risk level is high. The SD A then uses Si to decrypt C1,H
∗ to obtain IDG

∗, T1
∗ and RG

∗.
Then it checks if T1

′ − T1
∗ ≤ ∆T and C2,H

∗ == C2,H , where C2,H
∗ = H(HE2,H

∗||IDG
∗||T1

∗||RG
∗).

The authentication process will be terminated if the check is failed. Otherwise, the SD A generates the
secret Ai = H(IDG

∗||H(IDA||Si)) and a random number RA. Then the device extracts the current time
stamp T2 and computes C3,H = EAi (IDA||T2||RA) and C4,H = H(HE3,H ||IDA||T2||RA), where HE3,H
= ‘SD-HIGH’ is the message header of MSG3,H. The message MSG3,H is then formed and sent to the
HGW:

MSG3,H = [HE3,H ||C3,H ||C4,H ]

Finally, the SD A computes the shared key SKA as H(T1
∗||T2||Si||Ai||RA||R∗G).

After receiving MSG3,H at time stamp T2
′
, the HGW computes the secret Ai

∗ =

H(IDG||H(IDA||Si
∗)) and extract IDA

∗, T2
∗ and RA

∗ by performing DA∗i
(C3,H). The HGW then

computes C4,H
∗ = H(HE3,H

∗||IDA
∗||T2

∗||RA
∗) and checks if T2

′ − T2
∗ ≤ ∆T and C4,H

∗ == C4,H .
If all checks pass, the HGW adds IDA to the trusted list of devices and computes the session key
SKA = H(T1||T2

∗||Si
∗||Ai

∗||RA
∗||RG).

Figures 3 and 4 show the message flows of the proposed scheme under low security risk and high
security risk, which are denoted as two protocols PL and PH , respectively.
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Figure 3. The message flow of the proposed scheme at low security risk (PL).

Figure 4. The message flow of the proposed scheme at high security risk (PH).

5. Security Analysis

In this section, we verify the security of the proposed scheme using formal verification and
informal security analysis.
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5.1. Formal Security Verification

The formal security verification of the proposed scheme was done by using the automated
validation feature of the Internet Security Protocols and Applications (AVISPA) tool [21],
which is a push-button security analyzer tool designed for large scale internet security-sensitive
protocols. AVISPA tool has been widely applied for formal security analysis of authentication
protocols [9,10,22–24].

The architecture of AVISPA tool is illustrated in Figure 5. High Level Protocol Specification
Language (HLPSL) is used to describe protocol design and specify security goals. AVISPA tool takes a
HLPSL file as input and translates the file into intermediate format (IF) by using HLPSL2IF translator.
The IF code becomes the input to the backend, where protocol security goals will be verified. Finally,
the backend outputs the security report. As shown in Figure 5, the backend of AVISPA tool consists of
four components: on-the-fly Model-Checker (OFMC), CL-based Attack Sercher (CL-AtSe), SAT-based
Model-Check (SATMC), and Tree Automata-based Protocol Analyzer (TA4SP). Users can choose the
backend components according to security requirements of their design. Notice that HLPSL is a role
based language. The basic role states initial variables, constants, and transition steps. The composed
role instantiate one or more basic roles. Finally, a top level role called environment role, states global
constants and a composition of multiple sessions.

Figure 5. Architecture of the AVISPA tool [21].

The security goals of the proposed scheme are specified in Figure 6 as: (1) secrecy_of
sessionkey means that the session key generated in the proposed scheme is kept secret between
the SD and the HGW; (2) authentication_on gateway_Si means that secret Si will be verified
at the SD; (3) authentication_on_device_Ai means that secret Ai will be verified at the HGW;
(4) authentication_on_device_t2 means that the timestamp T2 generated by the SD will be agreed between
the SD and the HGW; (5) Similarly, authentication_on_gateway_t1 verifies the agreement on timestamp
T1 between the HGW and the SD. The first security goal tests the strength and secrecy of the session
key against various attacks such as MITM attack. The second and third security goals together confirm
the establishment of mutual authentication, and the last two security goals test the protocol design
against replay attacks. By running the HLPSL file through the backend, we test not only the protocol
design against various attacks, but also whether the protocol satisfies specific requirements.

Figures 7 and 8 specify the roles of the SD and the HGW for low security risk, respectively. In the
SD role, State 0 indicates the beginning of the authentication process. At State 0, the SD starts the
authentication process by sending identity IDA to the HGW through the SND() function. On the other
side, the HGW receives the device identity IDA at State 0 by using the RCV() function. Upon receiving
IDA, the HGW will move to State 1, where secret Si is generated by using the built-in hash function
H(), T1 will be generated as random number by calling new() function. Then the HGW uses built-in
xor function to generate the response message. Similarly, after sending IDA to the HGW, the SD will
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move to State 1 and wait for the response message from the HGW. Both SD and HGW generates the
session key at State 2. Similar to low security risk, Figures 9 and 10 specify the SD and HGW roles for
high security risk, respectively.

Figure 6. Specification of security goals of the proposed scheme.

Figure 7. Specification of the SD role for low security risk.

Figure 8. Specification of the HGW role for low security risk.
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Figure 9. Specification of the SD role for high security risk.

Figure 10. Specification of the HGW role for high security risk.

Figure 11 specifies the protocol session role. In this role, we instantiate one instance of each basic
role and compose them together to construct the whole protocol session. Channel(dy) declaration
means that the intruder has full control over the channel, where dy stands for the Dolev–Yao attack
model. Finally, the top-level environment role is defined in Figure 12. This role defines device ID,
gateway ID, rc and si as global constants, and a composition of three sessions. Note that the intruder
represented as constant i, will have names of all agents as initial knowledge.
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Figure 11. Specification of the session role.

Figure 12. Specification of the environment role.

The outputs of the OFMC and CL-AtSe backends for PL and PH of the proposed scheme are
shown in Figures 13–16. The results show that the proposed scheme is safe in the OFMC and CL-AtSe
backends. This means that the proposed scheme successfully meets specified security goals.

Figure 13. Output of OFMC backend for low security risk.

Figure 14. Output of OFMC backend forhigh security risk.
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Figure 15. Output of CL-AtSe backend for low security risk.

Figure 16. Output of CL-AtSe backend for high security risk.

5.2. Informal Security Analysis

In this section, we perform an informal security analysis to show how the proposed scheme
achieves different security objectives.

5.2.1. Message Integrity

Both PL and PH of the proposed scheme use one-way hash functions to achieve the message
integrity. To tamper the transmitted messages, the attacker needs to learn the secrets Si and Ai which
can not be obtained through the eavesdropped messages. Thus, the attacker cannot compute a valid
hash value for a message, which means that the proposed scheme achieves the message integrity
properly.

5.2.2. Mutual Authentication

Mutual authentication is an important property to verify the legitimacy of the SD and HGW to
each other. In the proposed scheme, the SD authenticates the HGW by verifying the validity of the
value C2,∗ using the secret Si. The HGW then authenticates the SD by verifying the validity of the
value C4,∗ using the secret Ai. As the secrets Si and Ai cannot be obtained from the eavesdropped
messages, the proposed scheme support the mutual authentication between the SD and HGW.

5.2.3. Resistance against MITM Attack

An attacker can launch the MITM attack by relaying and manipulating the messages exchanged
between the SD and HGW. In the proposed scheme, the attacker needs to learn the secret Si to
manipulate the messages successfully. Since the secret Si cannot be obtained from the previously
eavesdropped messages, the propose scheme can resist the MITM attack.

5.2.4. Resistance against Replay Attack

In the replay attack, the attacker can replay previously eavesdropped messages to establish an
authenticated session with the targeted entity. The proposed scheme uses the timestamp to verify if a

216



Electronics 2020, 9, 989

received message is valid or not. Since the replayed message has the old timestamp, it cannot pass the
verification. Thus, the proposed scheme can resist the replay attack.

5.2.5. Resistance against Impersonation Attack

An attacker may impersonate a SD by forging the request message MSG1 with a fake/stolen ID as
MSG1 is in plain text. However, the response message MSG2,∗ from the HGW cannot be interpreted by
the attacker since the secret Si is unknown to the attacker. Therefore, the attacker cannot continue the
authentication process. There is also no way for the attacker to impersonate the HGW by forging the
response message since the HGW identity IDG is protected with the secret Si during the transmission.
Thus, the proposed scheme can resist the impersonation attack.

6. Performance Analysis

Since a SD is usually resource limited, the design of authentication scheme should not overwhelm
the SD’s computational and communication resources. In this section, we perform an analysis of the
computational and communication costs of the proposed scheme.

6.1. Communication Cost

The communication cost of the proposed scheme is evaluated using the total number of bits sent
and received by the SD and the communication energy cost. In the analysis, we assume that message
header is 3 bits in length, device ID and HGW ID are 8 bits, timestamp and random number are 32 bits,
and outputs of hash and encryption operations are 128 bits.

Table 2 compare the proposed scheme with [6,8,9] in terms of total number of exchanged messages.
Both PL and PH of the proposed scheme require three messages exchanged between the SD and the
HGW, which is comparable to that of [9] and less than those of [6,8].

Table 2. Comparison of total number of exchanged messages.

Scheme Total Number of Messages

Li [6] 4
Han et al. [8] 6

Kumar et al. [9] 3
PL 3
PH 3

The communication overheads of PL and PH of the proposed scheme in terms of total number of
bits are shown in Table 3, which are calculated using aforementioned parameters. Figure 17 shows the
communication overhead of the proposed scheme with different percentages of PL and PH being used.
Generally, the higher chance that PL is used, the lower the communication overhead of the proposed
scheme. The communication overheads of three existing works [6,8,9] are also plotted in Figure 17. It is
obvious that the proposed scheme achieves the lowest communication overhead even only PH is used.

Besides communication overhead, communication energy cost is another important factor when
evaluating communication cost. In order to simulate a resource limited SD, we used the TelosB
platform which embeds a 16-bit processor running at 8 MHz clock frequency. TelosB also has limited
amount of memory: 48 KB of ROM and 10 KB of RAM [25]. To measure the communication energy
cost, we obtained the energy costs of sending and receiving one bit of data on TelosB platform as
0.72 µJ and 0.81 µJ from [26]. Then the communication energy costs of PL and PH are obtained as
269.55 µJ and 403.47 µJ (Table 4). Table 5 compares the communication energy cost of the proposed
scheme with those of [6,8,9]. We assume that PL and PH have equal chance to be used for the proposed
scheme. The results indicate that the proposed scheme is more efficient than other schemes in terms of
communication energy cost.
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Table 3. Communication overhead (in bits).

Message PL PH

MSG1 11 11
MSG2 171 259
MSG3 171 259
Total 353 529

Figure 17. Communication overhead of the proposed scheme compared with those of three existing
works [6,8,9].

Table 4. Communication energy cost.

PL Energy Cost (µJ) PH Energy Cost (µJ)

MSG1 7.92 MSG1 7.92
MSG2,L 138.51 MSG2,H 209.79
MSG3,L 123.12 MSG3,H 185.76
Total: 269.55 Total: 403.47

Table 5. Comparison of communication energy cost.

Scheme Communication Energy Cost (µJ)

Li [6] 483.84
Han et al. [8] 656.64

Kumar et al. [9] 430.22
Proposed Scheme (50% PL + 50% PH) 336.51

6.2. Computational Cost

Table 6 compares the computational cost of the proposed scheme with those of [6,8,9]. In the
table, ‘H’ represents the time to execute one hash function. ‘XOR’ represents the time to perform
an exclusive-or operation. ‘E’ and ‘D’ represent the times to perform encryption and decryption,
respectively. ‘MAC’ and ‘HMAC’ represent the times used to compute the message authentication
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code and the hashed message authentication code, respectively. ‘t’ is the time to perform a point
multiplication operation. As shown in Table 6, PL of the proposed scheme requires five hash operations
and two XOR operations while PH requires five hash operations, one encryption operation and one
decryption operation. Since both PL and PH use five hash operations, a time and memory efficient hash
algorithm such as BLAKE2 [27] is recommended for the proposed scheme. In comparison, the scheme
proposed in [6] requires two point multiplication operations, one MAC operation, one encryption
operation, one decryption operation, and one hash operation. Note that the point multiplication
operation has high computational complexity compared with other operations. The scheme proposed
in [8] requires seven MAC operations, four encryption operations, four decryption operations,
and five hash operations. Finally, two hash operations, one MAC operation, one HMAC operation,
one encryption operation and one decryption operation are required for the scheme of [9]. Overall,
the proposed scheme is computational efficient and easy to implement compared with other schemes.

Table 6. Comparison of computational costs.

Operation Li [6] Han et al. [8] Kumar et al. [9] PL PH

Hash 1H 5H 2H 5H 5H
XOR – – – 2XOR –

Cryptosystem 1E + 1D 4E + 4D 1E + 1D – 1E + 1D
MAC 1MAC 7MAC 1MAC – –

HMAC – – 1HMAC – –
Point Multiplication 2t – – – –

We also analyzed the computational energy cost of the proposed scheme using a similar method
of [9]. The energy consumption of a SD (E) is calculated by using the formula E = V × I, where V
is the voltage of the new batteries and I is the current of the circuit. Both V and I were retrieved
from the TelosB datasheet [25]. The energy costs of executing hash function and encryption algorithm
on TelosB platform can be computed based on the work of [28]. To compare with other schemes,
we also obtained the energy costs of MAC and HMAC operations and point multiplication operation
from [9,26], respectively. Since the time of executing XOR operation is negligible compared with
other operations, it was excluded from the evaluation. The computational energy costs of different
operations are shown in Table 7. Table 8 compares the total computational energy cost of the proposed
scheme (50% PL and 50% PH) with those of [6,8,9]. The results indicate that the proposed scheme is
more efficient than other schemes in terms of computational energy cost.

Table 7. Computational energy costs of different operations.

Operation Energy Cost (µJ)

Hash 8.1
Encryption 14.9

MAC 45.36
HMAC 210.6

Point Multiplication 17,000

Table 8. Comparison of computational energy costs.

Scheme Computational Energy Cost (µJ)

Li [6] 34,068.36
Han et al. [8] 417.62

Kumar et al. [9] 287.06
Proposed Scheme (50% PL + 50% PH) 55.4
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7. Conclusions

Situation awareness is the essential feature of a smart home system which can be used to
develop various smart applications. In this paper, we propose an efficient device authentication
scheme for SG-HANs that can adapt to the security risk information assessed by the smart home
system. The scheme selects a suitable authentication protocol based on the assessed security risk level
that provides adequate security protection with reduced computational and communication costs.
We presents a protocol design of the proposed scheme by considering two security risk levels. A formal
security verification using AVISPA tool and an informal security analysis are performed to prove the
security of the design. The performance analysis demonstrates that the proposed scheme is efficient for
device authentication in SG-HANs in terms of both computational and communication costs. In future,
we will research how to use the information collected by the smart home system in both physical and
cyber domains to assess the security risk level, which is the key to enable the proposed scheme.
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