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Abstract: Machine learning is emerging nowadays as an important tool for decision support in many
areas of research. In the field of education, both educational organizations and students are the target
beneficiaries. It facilitates the educational sector in predicting the student’s outcome at the end of
their course and for the students in deciding to choose a suitable course for them based on their
performances in previous exams and other behavioral features. In this study, a systematic literature
review is performed to extract the algorithms and the features that have been used in the prediction
studies. Based on the search criteria, 2700 articles were initially considered. Using specified inclusion
and exclusion criteria, quality scores were provided, and up to 56 articles were filtered for further
analysis. The utmost care was taken in studying the features utilized, database used, algorithms
implemented, and the future directions as recommended by researchers. The features were classified
as demographic, academic, and behavioral features, and finally, only 34 articles with these features
were finalized, whose details of study are provided. Based on the results obtained from the systematic
review, we conclude that the machine learning techniques have the ability to predict the students’
performance based on specified features as categorized and can be used by students as well as
academic institutions. A specific machine learning model identification for the purpose of student
academic performance prediction would not be feasible, since each paper taken for review involves
different datasets and does not include benchmark datasets. However, the application of the machine
learning techniques in educational mining is still limited, and a greater number of studies should be
carried out in order to obtain well-formed and generalizable results. We provide future guidelines to
practitioners and researchers based on the results obtained in this work.

Keywords: educational mining; machine learning; artificial intelligence; decision support systems;
systematic literature review

1. Introduction

In recent centuries, the academic performances of students have been appraised on the
basis of memory-related tests or regular examinations and by comparing their performances
to identify the factors for predicting their academic excellence. In the contemporary world,
there are full-fledged, developed, and advanced technologies that enable an individual
from any domain, even with minimal programming knowledge, to predict their future
data. Machine learning (ML) is now a prevalent technology to forecast data ranging from
supermarkets to astronomical realms. Academicians and administrative personnel use data
to predict a student’s performance during the time of admission, predict the job scope for a
student at the time of course completion or the dropout based on the aggregate numbers
from the entire set of students, or gauge a particular student’s success or failure rate in the
subsequent grades. These have even led to recommendation systems for the students to
select their area of expertise. These recommendation systems started its implementation
from higher secondary schools [1], predicting the retention of students [2], family tutoring
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and recommender systems [3–6].With an enormous growth of research contributions in the
field of big data and ML, learning analytics and supportive learning have also shown their
growth in education. Education institutions have expressed their interest in predicting
students’ performance or related model development to estimate their own students’
performance. This prediction is anticipated to favor the growth of their institutions. Such
model developments are likely to support the creation of follow-up actions that may be
taken to set up remedial actions on the drawbacks associated with student comprehension
and to rectify them.

The objective of this systematic survey was to delineate completed, implemented, and
published ideas of various researchers, starting from the earliest works to the most recent
ones. Furthermore, this study aimed to understand the rate of success of the implemented
ML-related models in specific domains of research to predict student academic performance.
Even though there are a number of existing ML algorithms, only a few exist in every
category based on the area of interest taken up for analysis. The regression algorithms
stand to prove their accuracy in the prediction of student academic performance. The
regression algorithms [6–11] stand by classification algorithms [12–17] to enhance their
prediction accuracy by means of ensemble methods. As analyzed, this survey starts with
developing an systematic literature review (SLR) model, which provides pertinent ideas to
novice researchers on the algorithms used or articles published, and their results obtained
in the domain of predicting student academic performance. This may potentially lead
to the creation of a new ML model that can yield much higher accuracy with limited
usage of resources. The purpose of this SLR is to summarize and clarify the available
and accessible resources of the previously published articles. The rest of this paper is
organized as follows: Section 2 discusses the methodology adopted, followed by Section 3
that summarizes the findings, followed by an elaborate discussion of the same. Section 4
outlines the implications of this SLR, the limitations of this study, and finally, suggestions
for prospective future research.

2. Review Methodology

The purpose of this SLR is to study the published articles in the domain of student
academic performance prediction with the help of machine learning (ML) or artificial
intelligence (AI)-related models. To acquire a deep insight of the previous works published,
the domain of interest was analyzed from multifarious dimensions. To perform this SLR
in a well-formed structure, the methodology underwent five different stages as shown
in Figure 1.

Figure 1. Implemented systematic literature review protocol.

The first step initiated with the identification of the research questions, which provided
clear data on the nature of publications presented so far in the specified area of research.
This identification of research questions, in turn, provided a coherent picture of the design
of search strategy. The results obtained from the defined search strategy narrowed down
this study to precisely define the selection criteria to filter the articles that were pertinent
to the real necessity of this study. To filter even further based on the “quality,” a scoring
system related to the testing of the quality of the selected articles was framed. The final
corpus of articles was evaluated, and the results are reported in this paper.

2.1. Research Question (RQ) Identification

The framed SLR aimed to provide and assess the empirical evidence from the studies
that deployed ML or AI models in predicting the student academic performance. The
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motivation behind developing these RQs relied on the real focus of this systematic review.
The initial process of SLR and the perfect base to perform the SLR was formed with the
exact definition of the RQs. Five principal RQs were framed to explicate the exact idea of
this systematic review.

The research questions were framed such that the articles responding either partially
or perfectly alone stands in the filter of articles. These sustained articles proceeded further
for evaluation to describe the concepts of machine learning application in the field of
educational mining.

RQ1: What are the different ML models/techniques used for student academic perfor-
mance prediction?

The aim of this research question is to understand the models that have been im-
plemented for predicting student academic performance. The models/techniques used
are analyzed to obtain an insight of the most frequently used methods, new proposed
methods, and methods that provide better results or performance metrics. The reader of
the article will be able to find a list of such methods that are utilized and proved by various
researchers so that the budding researchers can adopt new ideas from existing works.

RQ2: What are the various estimation methods/metrics used? What is the per-
formance measure used to appraise the performance of the models in the described
problem area?

This research question has been framed with the target to identify the metrics that
have been used to measure the precision of the developed model. Furthermore, it aims
to assess the way the referred articles speak of their credibility and accuracy in proving
the purpose of the developed model. Even though the metrics used for analyzing the
machine learning models are standardized, the values obtained by various methods on
different databases speak to the importance of each feature and its contribution towards
the performance metrics discussed in the relevant articles.

RQ3: Are there any datasets and collection methods; if they exist, is their usage specified?
RQ3 responds with the quality of analysis made, so that the size of datasets reveals

their proportion of reliability. The datasets used in the referred articles are considered as a
research question to show the features taken under consideration and the importance level
of each feature towards arriving at the best model and better performance measure.

RQ4: Are there any guidelines on the number of features considered or the features used?
This research question aims at finding the data collected and the source and identifying

the effective features in the dataset. The guidelines regarding the features used provide an
idea during the feature extraction process of developing an ML-based model or a prototype.
These guidelines discussed in different articles of multiple features show the insights
that each author has attained during their research. The readers will be able to identify
the importance of choosing the features or the justification provided by the authors in
eliminating the consideration of certain features.

RQ5: Are enough comparisons made to prove the reliability of the proposed model?
The models that are proposed in the cluster of articles are to be segregated and selected

for a further examination based on the comparative measures that were taken to validate
the proposed works as adequate and substantial and that they surpass the previously
presented works in the pertinent literature. Even though every model when proposed
seems to prove its innovation, solid proof is needed to say that the proposed model is
genuine. Hence, a considerable number of methods that were existing should be taken into
consideration and analyzed for improvement in the performance measure of the proposed
system. Hence, a bird’s-eye definition is needed in each article to prove its contribution.

2.2. Search Strategy

AI expanded its level of implementation combined with data mining and knowledge
discovery into a notable field of model development in the form of ML, which grew further
into another level of deep learning (DL). This paper predominantly focuses on ML and AI
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as a peripheral aspect of implementation to develop a model in the problem of predicting
student academic performance.

2.2.1. Search Strategy Design

To narrow down the search among thousands of published research articles, the search
queries (SQs) were defined clearly and delimited by the refined queries. The input terms
involve “machine learning”, “artificial intelligence,” “academic performance prediction,”
“student academic performance,” and “student success prediction.” Even though the search
could have been performed in all fields of metadata, it was restricted to Title, Abstract, and
Keywords. The corpus for the synthesis was created through a metadata search on the
article indexed in six major libraries of academic publications, namely Google Scholar, Web
of Science (WoS), Scopus, ScienceDirect, SpringerLink, and IEEE Explore. The syntax of
the search could be altered based on the database requirements. The search period of the
database varied from 1959 to 2020 and the articles that are yet to be published, and based
on the period of application, this may have been reduced further. Only the latest articles in
this application were considered.

The SQs were used in the following formats and varied based on the database condi-
tions of search.

SQ1: [“machine learning” AND “academic performance prediction”] ((“title” AND
“abstract”) OR “keywords”)

SQ2: [((“machine learning” OR “artificial intelligence”) AND (“academic performance
prediction” OR “student academic performance”))] ((“title” AND “abstract”) OR “keywords”)

SQ3: [“machine learning” AND “student success prediction”] ((“title” AND “ab-
stract”) OR “keywords”)

The input search query, SQ1–SQ3, gave a generalized format; however, each database
had its own form of SQ. Thereby, the search was performed accordingly.

2.2.2. Selection Criteria

The entire procedure of selection criteria was divided into two phases. Phase 1, termed
as the collection and analysis phase, comprised article collection, removing duplicates, and
applying inclusion and exclusion criteria, as shown in Figure 2. Phase 2, termed as the
synthesis phase, forwarded the refined articles to proceed further with quality analysis to
refine further and narrow down the articles to analyze the methods and find results for the
defined five research questions.

Figure 2. Phase 1: collection and analysis.
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The set of articles collected as a corpus based on the SQs (SQ1–SQ3), counting to
2239 articles, included some of the inclusion and exclusion criteria except that could not be
applied at this stage. The collected articles were refined further to remove duplicates and
proceed with the reapplication of missed out inclusion or exclusion criteria, if any.

Inclusion criteria:

• Using ML to analyze the academic performance;
• Using ML to preprocess the modeling data;
• Comparative assessment of various ML methods and their results obtained;
• Journal versions—for duplicate articles, the recently published article is considered;
• Articles including online education assessment;
• Academic performance and recommendation systems.

Exclusion Criteria:

• Review articles;
• Book chapters;
• Factor analysis;
• Articles not written in the English language.

Step 1: Extract all the articles from the six data sources with the predefined criteria for
inclusion and exclusion.

Using the four SQs as defined, a corpus of articles was amassed. A total of 2329 articles
were collected based on the defined SQs as shown in Table 1. From this basic search retrieval,
the duplicate articles were removed.

Table 1. A Summary of the collected articles.

SQ SQ1 SQ2 SQ3 Database-Wise Count

Google Scholar 70 465 13 548

WoS 171 24 0 195

Scopus 3 170 1 369

ScienceDirect 8 41 1 50

SpringerLink 1043 0 100 1143

IEEE Explore 0 24 0 24

Query-Wise Count 1295 724 115 2329

Step 2: Remove duplicates.
Duplicates that are obtained using search query. Since the articles chosen might find

citations in several sources, this step was carried out. After the elimination of the duplicates,
a total of 1593 articles for further processing were selected. For duplication of the article title
from multiple databases, the database that had the article in its creamy layer, the top 50%
of the total article is retained and the article in other citing database sources is eliminated.

Step 3: Re-apply inclusion and exclusion criteria if needed.
After the application of the same to the Title, Abstract, and Keywords, the resultant

set comprised 353 articles.
Step 4: Manual refinement of corpus.
After manual refinement by analyzing each title, the final obtained result set men-

tioned as the selected dataset was 80 articles. Firstly, manual refinement was carried out by
eliminating the articles that had a similar combination of title and method that seemed to
be repeated. Secondly, in some cases, even if there was a match of keywords applied in
the search query abstract of some articles, it did not reflect the necessary information of
the review considered. The main source of manual refinement is the abstract of the article.
Only the recent and complete study articles were considered.

Step 5: The selected articles were then evaluated using the quality assessment as
discussed in the next section to finalize with 56 articles.
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2.3. Study Quality Assessment

After refinement with consideration of these basic quality measures, the articles
were analyzed for quality assessment as enumerated in Figure 3. The selected dataset
reduced to the most suitable 56 articles, pertinent to the requirement of research for
further investigation.

RQ1: What are the 
different ML models / 

techniques used for 
student academic 

performance 
prediction?

QAQ01 Are the 
aims of the 

research clearly 
defined?

QAQ02 Does the 
study add value 

to existing 
literature?

RQ2 :Estimation 
metrics and 

performance measures

QAQ03 Are the 
estimation 

methods well 
defined and 
deliberate?

QAQ04 Are 
performance 

metrics clearly 
attained?

RQ3: Are there any 
datasets and collection 
method; if they exist, 

are their usage 
specified?

QAQ05 Is the 
experiment 
applied on 

enough data sets?

QAQ06 Is the 
research model 

found suitable for 
the data?

RQ4: Are there any 
guidelines on the 

number of features 
considered or the 

features used?

QAQ07 Are the 
limitations of 

developed model 
specified?

QAQ08 Is the 
defined model 

justified with its 
results?

RQ5: Are enough 
comparisons made to 
prove the reliability of 

proposed model?

QAQ09 Is the 
proposed 
estimation 

method 
compared with 
other methods?

QAQ10 Are the 
findings of study 
clearly reported?

Figure 3. Quality assessment questions and related research questions.

3. Results and Discussions

A fundamental eligibility criterion for selecting the articles was that they could answer
the research questions framed. Table 2 provides evidence corroborating the selection of
articles for study. Based on the questions each article was able to answer and the data
that could be obtained for further quality score assessment of the article, the summary of
articles taken up for study is tabulated. These tabulating aspects preceded in the rest of
the article reveals the entire systematic literature review of the article. The pictorial and
tabular depiction of results aims to give a better insight on the study carried over.

Table 2. Summary of selected studies.
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f.

R
Q

1
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Q

2

R
Q

3

R
Q

4

R
Q

5
[1] * - * - - [2] * - - - - [3] * * * - * [4] * - - - -

[5] * * * - - [6] * * * * * [7] * - - - - [8] * * * * *

[9] * * * - - [10] * * * * * [11] * * * - - [12] * * * * *

[13] * * * * * [14] * * * - * [15] * - - - - [16] * * * * *

[17] * * - * * [18] * * * * * [19] * * * * * [20] * - - - -

[21] * * * - * [22] * - - - * [23] * * * * * [24] * * * * *

[25] * * * * * [26] * * * * - [27] * - - - * [28] * * * * -

[29] * - - - - [30] * - - - * [31] * * * * * [32] * * * * *

[33] * * * - * [34] * * - - * [35] * * * * * [36] * * * * *

[37] * * * * * [38] * * - - * [39] * * * * * [40] * * * * -

[41] * * - - - [42] * * * - * [43] * * - * * [44] * * * - *

[45] * * * * * [46] * * * * * [47] * * * * * [48] * * * * *

[49] * * * - - [50] * * * - - [51] * - - - - [52] * * * * *

[53] * - - - - [54] * * * - * [55] * * * * * [56] * * * - *

[57] * * * - - [58] * * * - - [59] * * * * * [60] * * * - *

[61] * * * * * [62] * * * * * [63] * * * - * [64] * * * * *

[65] * * - * * [66] * * * * * [67] * * * * * [68] * * * - -

[69] * * * * * [70] * - - - - [71] * - * - - [72] * * - * *

[73] * - * - - [74] * * * * * [75] * * - * * [76] * * - * *

[77] * * * * * [78] * * - * * [79] * * * * * [80] * * * * *

Note: * represents that the research article responds to one or both of the QAQ in each RQ, others do not.
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3.1. Overview of the Selected Studies

As the studies extracted from SpringerLink and ScienceDirect in the candidate datasets
consisted of more research databanks, the search source was restricted to four of the
indexing sources in majority, namely Scopus, WoS, IEEE Explore, and with the least
contribution from Google Scholar. A total of 56.6% of the selected papers were taken from
Scopus and the next 38.5% was contributed by the articles taken from WoS for this study.
The remaining 5% of the articles were found interesting from IEEE Explore and Google
Scholar. The details are depicted in Table 3.

Table 3. Distribution of the selected studies.

Indexing Source # of Articles %

Scopus 47 56.6

WoS 32 38.5

IEEE Explore 3 3.6

Google Scholar 1 1.2

As shown in Figure 3, the research questions were extended to 10 quality assessment
questions based on which the scores of Table 4 are calculated.

Table 4. Quality scores of selected studies.
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[1] 1 1 0 0 1 1 0 0 0 0 4 [2] 1 1 0 0 0 0 0 0 0 0 2

[3] 1 1 1 1 1 1 0 0 1 1 8 [4] 1 1 0 0 0 0 0 0 0 0 2

[5] 1 1 1 1 1 1 0 0 0 0 6 [6] 1 1 1 1 1 1 1 1 1 1 10

[7] 1 1 1 1 1 1 0 0 1 1 8 [8] 1 1 1 1 1 1 0 0 0 0 6

[9] 1 1 1 1 1 1 1 0 1 1 9 [10] 1 1 1 1 1 1 1 1 1 1 10

[11] 1 1 1 1 0 0 0 0 1 1 6 [12] 1 1 1 1 0 1 1 1 1 1 9

[13] 1 1 1 1 0 1 0 0 0 0 5 [14] 1 1 1 1 0 1 1 1 1 1 9

[15] 1 1 1 1 0 0 1 1 1 1 8 [16] 1 1 1 1 0 0 1 1 1 1 8

[17] 1 1 1 1 1 1 1 1 1 1 10 [18] 1 1 0 0 0 0 0 0 0 0 2

[19] 1 1 1 1 1 1 1 1 1 1 10 [20] 1 1 1 1 0 1 1 1 1 1 9

[21] 1 1 1 1 1 1 0 0 0 0 6 [22] 1 1 1 1 1 1 1 1 1 1 10

[23] 1 1 1 1 1 1 1 1 1 1 10 [24] 1 1 1 1 1 1 0 0 1 1 8

[25] 1 1 0 0 0 0 0 0 0 0 2 [26] 1 1 1 1 1 1 1 1 1 1 10

[27] 1 1 1 1 1 0 1 1 1 1 9 [28] 1 1 1 1 1 1 1 1 1 1 10

[29] 1 1 1 1 1 1 1 1 1 1 10 [30] 1 1 0 0 0 0 0 0 0 0 2

[31] 1 1 1 1 1 1 0 0 1 1 8 [32] 1 1 0 0 0 0 0 0 0 0 2

[33] 1 1 1 1 0 1 1 1 1 1 9 [34] 1 1 1 1 1 1 1 1 1 1 10

[35] 1 1 1 1 0 1 1 0 1 1 8 [36] 1 1 0 0 0 0 0 0 0 0 2

[37] 1 1 1 1 0 1 1 1 1 1 9 [38] 1 1 1 1 0 1 1 0 1 1 8

[39] 1 1 1 1 1 1 0 0 1 1 8 [40] 1 1 1 1 1 1 1 0 1 1 9

[41] 1 1 1 1 1 1 1 1 1 1 10 [42] 1 1 1 1 0 1 1 1 1 1 9

[43] 1 1 1 1 0 0 0 0 1 1 6 [44] 1 1 1 1 1 1 1 1 1 1 10

[45] 1 1 1 1 1 1 1 1 1 1 10 [46] 1 1 1 1 1 0 0 0 0 0 5

[47] 1 1 1 1 0 1 0 0 1 1 7 [48] 1 1 1 1 0 0 1 1 1 1 8

[49] 1 1 1 1 0 1 0 0 1 1 7 [50] 1 1 1 1 0 1 1 0 1 1 8

[51] 1 1 1 1 0 1 1 1 1 1 9 [52] 1 1 1 1 0 1 1 1 1 1 9

[53] 1 1 1 1 0 1 0 0 0 0 5 [54] 1 1 1 1 1 1 0 0 0 0 6

[55] 1 1 0 0 0 0 0 0 0 0 2 [56] 1 1 1 1 1 1 1 1 1 1 10
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Table 4. Cont.
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[57] 1 1 0 0 0 0 0 0 0 0 2 [58] 1 1 1 1 0 1 0 0 1 1 7

[59] 1 1 1 1 0 1 1 0 1 1 8 [60] 1 1 1 1 0 1 0 0 1 1 7

[61] 1 1 1 1 1 1 0 0 0 0 6 [62] 1 1 1 1 1 1 1 0 1 1 9

[63] 1 1 1 1 0 1 0 0 1 1 7 [64] 1 1 1 1 1 1 1 0 1 1 9

[65] 1 1 1 1 1 1 1 1 1 1 10 [66] 1 1 1 1 1 1 1 0 1 1 9

[67] 1 1 1 1 0 1 0 0 1 1 7 [68] 1 1 1 1 1 1 1 1 1 1 10

[69] 1 1 1 1 1 0 1 1 1 1 9 [70] 1 1 1 1 1 1 1 1 1 1 10

[71] 1 1 1 1 0 1 0 0 0 0 5 [72] 1 1 1 1 1 1 1 1 1 1 10

[73] 1 1 0 0 0 0 0 0 0 0 2 [74] 1 1 0 0 0 1 0 0 0 0 3

[75] 1 1 1 1 0 0 1 1 1 1 8 [76] 1 1 0 0 1 1 0 0 0 0 4

[77] 1 1 1 1 1 1 1 1 1 1 10 [78] 1 1 1 1 0 0 1 1 1 1 8

[79] 1 1 1 1 0 1 1 1 1 1 9 [80] 1 1 1 1 1 1 1 0 1 1 9

The selected articles were taken into consideration to undergo quality score assessment.
The scores were given on a scale of 1, 0.5, and 0 measuring a positive, partial, and negative
response, respectively, to the quality assessment questionnaire that comprised 10 questions
contributing to a total score of 10 for each selected article. Quality assessment attempts to
weigh the studies and their importance to this survey. The scores were categorized as very
high (9–10), high (7–8), medium (5–6), low (3–4), and very low (0–2). Each study under
consideration could have a maximum score of 10 and a minimum score of 0.

Hence, the 80 studies taken into consideration as shown in Table 2 were reduced to
56 final articles for a further analysis. The quality assessment questionnaire was prepared
such that the answers were derived in relevance to the research questions.

Table 5 shows the article distribution from the selected articles based on the quality score.

Table 5. Article distribution based on quality score.

Criteria # of Articles % of Articles

very high (9 ≤ score ≤ 10) 36 45%

high (7 ≤ score ≤ 8) 20 25%

medium (5 ≤ score ≤ 6) 11 13.75%

low (3 ≤ score ≤ 4) 3 3.75%

very low (score ≤ 2) 10 12.5%

3.2. Models and Metrics Used

The selected publications illustrate the reference and the ML methods to furnish an
insight of the overview on the models developed and to provide an answer to RQ1. For
ease of analysis, the ML algorithms branched are categorized under major classes. RQ1
addresses the ML models used. The entire set of ML models used in different articles is
broadly categorized as decision trees (DT), neural network (NN), support vector machine
(SVM), and ensemble method. RQ1 was supported by the graphical data in Figure 4,
depicting the ML methods used in the selected articles of study and the frequency of their
use. Figure 4 shows that 32% of the used models contribute to ensemble models, 22% to
neural network models, 26% of decision tree models, and 14% of other ML algorithms.
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Distribution of ML Models

DT
Ensemble
NN
SVM

Figure 4. Graphical illustration of ML methods used.

As defined by Patrick [81], the taxonomy of algorithms that were utilized for the
purpose of study are shown in Figure 5a,b. The taxonomy defined is based on the mathe-
matical impact of the algorithms used. The following subsections gives a brief notation of
the several mathematical idea-based models as given by Patrick [81].

(a) 

Figure 5. Cont.
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(b) 

Figure 5. (a) Taxonomy of the algorithms used. (b) Taxonomy of other machine learning models used.

3.2.1. Supervised Learning Algorithms

Given a set of data points {x1, . . . ,xm} associated to a set of outcomes {y1, . . . ,ym}, the
aim of the supervised learning algorithms is to build a classifier that can predict y from
x. The supervised learning algorithm prediction can be a regression model producing a
continuous output or a classification model predicting a class of the given input values. A
broad classification of supervised learning involves two types of mathematical concepts to
perform either classification of regression model formulation. Logistic regression, support
vector machine, and conditional random fields are popular discriminative models; naïve
Bayes, Bayesian networks, and hidden Markov models are commonly used generative
models. The supervised model is branched up as generative and discriminative models
as in Figure 6. The generative model learns the probability distributions of the data and
estimates the conditional probability P(x|y) to then deduce to the posterior P(y|x), whereas
the discriminative model creates a decision boundary to directly estimate P(y|x).

Figure 6. Supervised learning models.

In a generative random model, the two models that were used by different authors
include naïve Bayes and belief networks. Naïve Bayes assumes that all features are inde-
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pendent, whereas belief networks allows the user to specify which attributes are, in fact,
conditionally independent.

In supervised learning, the hypothesis is noted as hθ , the model that we choose. For
a given input data xi, the model prediction output is hθ(xi). A loss function is given as
L:(z,y) ∈ R × Y �−→L(z,y) ∈ R that takes as inputs the predicted value z corresponding
to the real data value y and outputs how different they are. Some of the loss functions
are least squared error, logistic loss, hinge loss, and cross entropy. The loss function then
contributes to the calculation of cost function as J(θ) = ∑m

i=1 L(hθ(xi), yi). The update rule
for gradient descent is expressed in terms of the cost function calculated, and the learning
rate α ∈ R is given as θ ← θ − α∇ J(θ) . With the known parameters L(θ), the likelihood
and the parameters θ, the optimal parameters are determined as θoptimal = argmax(L(θ)).

Some of the linear discriminative models included in the survey articles are lin-
ear regression, logistic regression, polynomial regression, ridge regression, and the non-
parametric discriminative model, which includes K-nearest neighbor. While discrete
discriminative models include support vector machine models, neural networks, and trees
in several variants. However, the linear discriminative algorithm works in its own fashion,
and the articles taken up for study have included some of the mentionable variations in
their work. They include the Widrow–Hoff rule and locally weighted regression parameters
in the calculation of optimal parameters. Support vector machines have used the concepts
of Lagragian multipliers and Kernel and optimal classifiers in different notations.

3.2.2. Unsupervised Learning Algorithms

Unsupervised learning algorithm takes into account the aim of finding hidden patterns
from the input data, provided output labels do not exist. The major concentrations of the
authors were found in clustering, Jensen’s inequality, mixture of Gaussians, and expectation
maximization. Most of the articles on unsupervised learning tried to attain their pattern of
clustering by finding patterns using dimension reduction techniques. These dimension
reduction techniques find the variance maximizing directions onto which to project the
data. Some of the metrics used to evaluate the clustering are the Davies–Bouldin index,
popularly known as DB index, which calculates the average distance of all points in a
particular cluster from the cluster centroid, and the Dunn index that calculates the ratio
between the minimum inter-cluster distance to the maximum intra-cluster distance. The
Dunn index showed an increase as the performance of the model improved.

Many ensemble learning and reinforcement learning algorithms were taken into
account in the survey made. Even though all the articles taken for study could not be
illustrated, some of the models are given in brief note. For better understanding of the
models used, they are best illustrated in Figure 5a,b.

The articles that contribute to the categorization are shown in Tables A1–A4 of the
Appendix A. Based on the quality score, the articles are segregated. Even though there exist
some discrepancies with the presence of metrics in the articles, they were also considered
for quality assessment, where they obtained a minimal score. The evaluation metrics or the
principles used were not found in most of the articles, which could not provide a proper
insight on the data or the model used.

The entire set of the selected articles were evaluated and analyzed with respect to the
performance metrics, which gives a response to RQ2. The set of algorithms, as discussed
in the previous section, takes up the major category based on the way those algorithms
function as classification and regression, and in some articles, an ensemble of classification
and regression algorithms were used. The usage of articles in these categories is analyzed
as shown in Figure 7.
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Figure 7. Distribution of ML models used.

A classification problem is the one where the dependent variable is a categorical one.
Classification models entail algorithms such as logistic regression, DT, random forest, and
naïve Bayes. Model performance metrics are estimated based on the values obtained from
confusion matrix, accuracy score, classification report, receiver operating characteristic
(RoC), and area under curve (AUC), confusion matrix being an intuitive metrics to deter-
mine the accuracy of the given model is suitable for a multiclass classification problem.
The performance metrics with respect to the classification algorithms taken up for study
are listed in Table 6.

Table 6. Performance metrics—classification algorithms.
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Count 1 10 7 11

Mean 60 80 86.9 84.7 Mean 89 82.5 81.65 72.7 Mean 89 85.9 87.87 75.1

Min 93.8 79 51.9 61 Min 89 71.9 49.4 53 Min 89 70.3 48.6 95

Max 95 98.94 100 98.5 Max 89 95.6 100 98.2 Max 89 98.3 100 97
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Dev 40.86 24.46 12.16 24.08 Std.

Dev - 9.2 17.08 33.9 Std.
Dev - 8.77 17.8 28.8
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Count 1 5 3 3
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Count 2 - 5 1

Mean 89 88.13 83.2 71.8 Mean 75 89.2 84 89.7 Mean 47.28 - 73 100

Min 89 75 51.9 48 Min 75 68 63.5 77.7 Min 0.97 - 54.6 100

Max 89 100 100 96.3 Max 75 99.4 100 99.6 Max 94 - 85.16 100

Std.
Dev - 9.47 17.8 34.5 Std.

Dev - 12 18.6 11.1 Std.
Dev 65 - 14.73 -

Confusion matrix depicts the overall performance of the model, and accuracy reveals
the number of correct predictions made by the model.

Regression problems are the ones wherein we find a linear relationship between
the target variables and the predictors. In such problems, the target variable holds a
continuous value. Such methods are typically used for forecasting. Regression models
include algorithms such as linear regression, DT, random forest, and SVM.

The performance metrics of the regression problems are identified as mean absolute
error (MAE), mean square error (MSE), root mean square error (RMSE), and R-squared
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error. An MAE value of 0 indicates no error or perfect predictions. An MSE estimated
to zero means that the estimator predicts observations of the parameter with perfect
accuracy. Root mean squared error (RMSE) measures the average magnitude of the error
by taking the square root of the average of squared differences between the predicted
and actual observation. The RMSE will always be larger than or equal to the MAE; the
greater the difference between them, the greater the variance in the individual errors in
the sample. If RMSE = MAE, then all the errors are of the same magnitude. R-squared
score is the proportion of the variance in the dependent variable that is predictable from
the independent variable(s). It is known as the coefficient of determination. The value of
R2 lies between 0 and 1, where 0 means no fit and 1 implies a perfect fit. The performance
metrics with respect to the regression algorithms taken up for study are listed in Table 7.
Research question analysis on the corpus yielded a valuable report on the datasets utilized
for the analysis of the proposed models. Most of the authors have performed the analysis
on collected real-time data from various educational institutions.

Table 7. Performance metrics—regression algorithms.

Measures SVM DT NN ENSEMBLE Measures SVM DT NN ENSEMBLE

M
SE

Count - 1.00 1.00 2.00

R
M

SE

Count - 2.00 - 4.00

Mean - 0.05 75.90 7.60 Mean - 0.35 - 6.14

Min - 0.05 0.75 0.14 Min - 0.21 - 56.00

Max - 0.05 0.75 0.15 Max - 0.50 - 17.90

Std. Dev - - - 10.59 Std. Dev - 0.21 - 0.79

M
A

E

Count - - - 3.00

Er
ro

r

Count - 1.00 2.00 3.00

Mean - - - 9.60 Mean - 6.96 77.50 15.17

Min - - - 55.00 Min - 6.96 0.30 12.50

Max - - - 12.15 Max - 6.96 15.20 18.30

Std. Dev - - - 0.35 Std. Dev - - 10.50 2.95

However, only a few articles reflect their testing and validation on open data sources.
The box and whisker plots in Figure 8 denote the percentile of the values obtained against
each performance metric. Even though there exists certain outliers for a few perfor-
mance metrics, they can be overlooked. Table 8 displays the specific articles that have
utilized the mentioned performance metrics and the number of articles that have utilized
these measures.

Table 8. Evaluation parameters used.

Performance
Metric

References #

Accuracy [3,6,8,11,12,14–18,20,22,24–27,29,31,34–40],
[42–47,51,53,54,56,57,59,60,63–67,69,72–74,76–79] 51

Sensitivity [16,25,31,43,53,56,64] 7

Specificity [3,16,25,43,53,56,69,72,77] 9

AUC [12,17,19,22,29,35,38,41,46,55,58,61,80] 13

Recall [6,7,11,12,15–18,22,24,27,29,32,35,37]
[39,41,45,46,55,59–61,63,64,66,76,78,80] 29

Precision [7,11,12,15,17,18,22,24,25,27,29,32,34,35,37]
[39,41,45,46,55–57,59,60,63,64,66,76,78,80] 30

F1 [6,7,11,12,15–17,22,24,27,29,32,35]
[37–39,43,46,55,59,61,63,64,66,76,78,80] 27

MSE [6,26,43,44] 4

MAE [30,33,42,63,75] 5

RMSE [7,10,30,54,55,61,74] 7

Error [18,45,55,56,58,61,80] 7
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Figure 8. Box and whisker plots—performance metrics.

3.3. Dataset Preparation and Utilization

RQ3 enquired about the datasets, their collection methods, and their details of usage.
RQ3 is provided with a score in quality assessment based on the number of datasets used.
Considering the datasets used in the selected corpus of articles and their maximum and
minimum sizes, the score varied from 100s, 1000s, and 10,000s as 0, 0.5, and 1, respectively.
Since minimum data size could not prove the credibility of results obtained by the author’s
experiment, they were provided with the least evaluation score. Approximately 75% of
the articles were assessed for their dataset with the ML algorithms and reported the per-
formance metrics based on the self-collected data from their own source. The remaining
25% of the articles used existing datasets of academic performances. The related articles’
references are specified in Table 8. The datasets used are mentioned in the Tables A1–A4
of the Appendix A. The datasets are not detailed in this section, since they are not bench-
mark datasets, but the parameters that were considered by various datasets collected are
consolidated in Table 9.

3.4. Feature Description and Usage

Even though RQs 4 and 5 speak of the feature mentions and their usage in the research
articles under study, they play a central role in deciding the features to be concentrated and
the way data collection can take place in future in order to proceed with effective research
on academic performance prediction.

Some of the features mentioned as a group in the research articles are social, demo-
graphic, personal, academic, extracurricular, and previous academic record. Even though
the categorization was made in this common aspect, the individual components con-
tributing to the research conducted varied in accordance with the educational institution,
their geography, and their previous experience with students. The data do not only limit
themselves to category of education institution or mode of study; it varies from online
education university, online education courses, regular academic universities, colleges,
schools, and others.
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The category of features to their accuracy and their importance is shown in
Figures 9 and 10. Figure 9 includes the details of the importance given to each feature
category. Out of the scored articles, around 39% of articles contributed with three-feature
set importance, dual-feature set importance is given by 30% of articles, and one-feature
set is given importance by 32% of articles. Additionally, it is noted that minimal accuracy
stays when considering only the behavioral features. However, the accuracy stays equal
with demographic–academic dual feature and with academic features contributing to an
average accuracy when all the three features are considered.

Based on the features described in the articles, they are broadly classified based on
demographic, academic, and behavioral features. Out of the selected 56 articles of study,
only 34 articles sustained delivering their features and their nature of importance. Table 9
specifies the detailed list of parameters that have been adopted in the studies. The quality
assessment score is contributed as a response received from RQ 6 as shown in Table 4. The
number of comparisons made in the proposed model to prove that its excellence against
other models was considered. The taxonomy broadly explains the models used in each
category of ML algorithms.

Even though each ML-based algorithm works on the same principle in its own way,
it behaves differently for the data used. The ML algorithm must be trained and used for
the specific data to be fit enough for classification or prediction. Hence, the models that
were used are also considered for evaluation, as this can potentially provide a fair idea to
the future researchers on the process of proceeding with their research in the domain of
academic assessment and prediction.

Table 9. Summary of the features used.

D
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Preliminary education
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es

Personal Number of times opened

Gender Self-evaluation Number of times closed

Age Time management Number of times “Next” used

Location of stay Anxiety Number of times “Previous” used

Duration of travel Study aids Number of times “seek” used

Parent education Study time duration Number of times “jump” used

Level of income Isolation Number of times “search” used

Status of family Search of emotional support Activity and engagement

Social support group Self-blame Number of forum replies

Year of admission and age Problem in focusing Number of clarifications sought

Number of siblings Fatalism Number of hand-raises

Computer knowledge Reaction time Time spent online

Type of parent employment Avoiding amusement Number of assignments submitted

Type of student self-employment Verbal communication Number of tests submitted

Disability Interest and motivation Time spent on assignment

Mode of study User navigation Time spent on quiz

Tuition fee source Number of clicks on the discussion forum Number of days absent

Commuting Number of clicks on material of study Specificity of the days absent

A
ca

de
m

ic
fe

at
ur

es

Individual semester grades On-campus clicks versus off-campus clicks Number of clicks on report

Final exam grades Number of clicks during weekdays Number of clicks on mark issued

Individual subject grades Number of clicks during weekends Dual pane activity

Grade of previous semesters Number of clicks on modules E-books

Oral exam grades Number of bookmarks created Number of times opened

Written exam grades Number of bookmarks deleted Number of times closed

Number of appearance for exams Video content

Entrance test grades

Prerequisite course grade

Curriculum

Academic resource

15



Appl. Sci. 2021, 11, 10007

 

Feature Category Vs Accuracy

Figure 9. Accuracy against feature category.

 

Figure 10. Feature importance in articles.

This systematic review was constrained to ML algorithms used in the domain of
academic performance prediction. It was found that various algorithms have been used;
some algorithms that were not used and applied were not considered for testing in this
domain of research. Hence, the future researchers can consider those algorithms used in
the previous studies as benchmarks and proceed with the unused ML models to showcase
the results. Additionally, a bird’s-eye view on the related disciplines of ML, namely AI, DL,
statistics, and data mining with respect to this domain of research, can be done in order to
devise new valuable ideas and provide the attempts to implement them.

4. Conclusions

Conclusions attained from the systematic review made are:

• DT and ensemble learning models have been employed in several selected articles,
wherein NNs or transfer learning with appropriate layers can be adopted to make an
unbiased decision on the model suitable for the collected data.

• Most articles focused only on a specific aspect of accuracy, and it seems to be a biased
one. Indeed, the performance measures can be chosen from a wide variety of available
measures suitable for the problem of study as classification or regression.

• The amount of data collected for the dataset can be computed in a high quantity and
of a cohort nature of a specific set of students to analyze their change in behavioral
features and demographic features that influences their academic feature study.

• Behavioral features were taken in a large quantity, which could be equated to the
other two categories of features as academic and demographic features. In the online
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mode of study, the demographic feature does not have much impact on the academic
features, whereas during offline modes of study, three types of features contribute
equally to the performance of the student, which, in turn, leads us to decide the
dropout percentage.

When a model is proposed, it is a common practice to compare the performance of
various ML models on the collected data, which can influence the correctness or credibility
of the data collected. However, it is a perfect practice to compare the performance of the
proposed model against the datasets that were used in already existing research studies
to prove the precision of the model, which, in turn, may likely lead to fine tuning of the
model to fit multiple datasets.
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Appendix A

Table A1. Estimation metrics (decision-tree-based models).
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[11] Random forest 77.29 NS 75.6 75.6 75.6 xAPI-Edu-Data 9

[12] Random forest 86 68 86 85 85 Self-data from 3
different universities 9

[24] Decision tree 79 NS 75.1 70.3 72 Webpage 9

[29] Decision tree 98.94 99.4 100 85.7 92 Self-collected 9

[31] Decision tree 95.82 NS NS NS NS UCI repository 8

[34] Decision tree 96.5 NS NS 93 NS Collected data 9

[44] Decision tree 75 NS NS NS NS Self-data 8

[46] Decision tree 98.5 92.1 97.3 94 95.6 University of Stanford 9

[54]
Genetic

algorithm-based
decision tree

94.39 NS NS NS NS Federal Board
of Pakistan 8

[55] Random forest 79.8 93.8 79.8 78.8 79 University of Nigeria 7

[58] Random forest NS 93 NS NS NS Self-data 9

[59] Multiple linear
regression 90 NS 90 89 89 Kaggle 7

[60] Decision tree 87.21 NS 93.65 89.39 NS University of
Phayao 9

[62] Random forest 70.1 NS NS NS NS University of Li’ege
(Belgium) 9

[64] Decision tree 94.63 NS 95.76 98.33 71.9 Open University
of China 10

[79] Decision tree 67.71 NS NS NS NS NEDUET,
Pakistan 9

Note: NS—not specified.
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Table A2. Estimation metrics (ensemble-based models).
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[7] Ensemble (J48, real AdaBoost) 95.78 NS NS NS 0.958 0.958 0.96 UCI Student
Performance 8

[15] Ensemble (reptree bagging) 97.5 NS NS NS 96.3 96.4 96.2 Self-data 8

[27] Ensemble [DT, boosting] 96.96 NS NS NS 95.97 94.97 95.5 Self-data 8

[32] Ensemble [NN, RF-boosting] NS NS NS NS NS NS NS NS 6

[43] Ensemble [NB + AdaBoost] 98.12 96 100 NS NS NS 98

Directorate of
Higher

Secondary
Education

7

[44] Ensemble [DT-XGBoost] NS NS NS NS 92.5 89 89 OULAD 8

[47] Ensemble [DT, SMO] 90.13 NS NS NS NS NS NS
Microsoft showcase
school “Avgoulea-

Linardatou”
9

[57] SVM-boosting 90.6 NS NS NS NS 97 NS North Carolina 5

[61] [DT, ANN, SVM]
Stacking ensemble NS NS NS 77.7 74.52 NS 76.1 Self-data 10

[63] Ensemble learning [random forest (RF)
and adaptive boosting (AdaBoost)] 98 NS NS NS 91 69 78 Self-data 7

[66] RF, KNN, and adaptive boosting 70 NS NS NS 70 70 79 University of León 9

[74] Ensemble [RF, boosting] 98.22 NS NS NS NS NS NS Self-data 10

[76] Hybrid linear vector
quantization (LVQ + AdaBoost) 92.6 NS NS NS 95.6 91 92.3 NS 8

[78] Ensemble (DT + K means clustering) 75.47 NS NS NS 72.2 47.27 57.1 NS 8

[80] Ensemble learning (SVM, RF, AdaBoost
+ logistic regression via stacking) NS NS NS 91.9 86 85.5 85 Hankou University 10

Note: NS—not specified.

Table A3. Estimation metrics (neural-network-based models).
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[16] NB, MLP, SMO, C4.5, JRip, kNN 85.43 NS 82.61 NS 97.48 NS 84.3 Self-data 10

[17] MLP-BP(ANN) 100 NS NS 100 100 100 100 Self-data 10

[22] CNN 99.4 NS NS 88.7 77.26 97 86 US K12 schools 8

[26] Improved deep belief network 83.14 NS NS NS NS ADS, GT4M 10

[35] NN 51.9 NS NS 63.5 51.9 48.6 49.4 Self-data 10

[37] NN 96 NS NS NS 92 96 89.2 NS 6

[39] MLP(ANN) 94.8 NS NS NS 94.8 94.2 NS STIKOM Poltek Cirebon 10

[45] ANN 88.48 NS NS NS 69 93 NS OULA 9

[56] BPNN 84.8 94.8 54.6 NS NS 86.3 NS Self-data 6

[65] MLR, MLP, RBF, SVM 89.9 NS NS NS NS NS NS NS 9

[67] NN 96 NS NS NS NS NS NS University of Tartu
in Estonia 10

[69] NN—Levenberg–Marquardt
learning algorithm 83.7 77.37 85.16 NS NS NS NS Self-data 10

[72] RBF 76.92 100 60 NS NS NS NS NS 8

[77] kNN 86 89 84 NS NS NS 81 Self-data 9

Note: NS—not specified.
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Table A4. Estimation metrics (others-based models).
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[3] Adversarial network based deep
support vector machine 0.954 0.971 0.968 NS NS NS NS Self-data 8

[10] Multiple linear regression model NS NS NS NS NS NS NS Covenant University in
Nigeria 6

[19] LSTM NS NS NS 68.2 NS NS NS Canadian University 10

[20] SVM 70.21 NS NS NS NS NS NS George Mason
University 10

[25]

Decision tree,
random Forest,

support vector machine, logistic
regression,
AdaBoost,

stochastic gradient descent

96.65 93.75 93.75 NS NS 99.6 NS UCI 10

[30] Multiple regression
algorithm NS NS NS NS NS NS NS Self-collected 10

[36] Logistic regression 89.15 NS NS NS NS NS NS Covenant University 9

[40] SVM 76.67 NS NS NS NS NS NS 5

[41] Non-linear SVM NS NS NS 75 89 88 89 OULAD 7

[51] LR 94.9 NS NS NS NS NS NS Imam Abdulrahman bin
Faisal University 10

[53] Vector-based SVM 93.8 94 93.6 NS NS NS NS OULA 7

[75] Transfer learning (deep learning) NS NS NS NS NS NS NS NS 8

Note: NS—not specified.
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Abstract: Lack of education is a major concern in underdeveloped countries because it leads to poor
human and economic development. The level of education in public institutions varies across all
regions around the globe. Current disparities in access to education worldwide are mostly due
to systemic regional differences and the distribution of resources. Previous research focused on
evaluating students’ academic performance, but less has been done to measure the performance of
educational institutions. Key performance indicators for the evaluation of institutional performance
differ from student performance indicators. There is a dire need to evaluate educational institutions’
performance based on their disparities and academic results on a large scale. This study proposes
a model to measure institutional performance based on key performance indicators through data
mining techniques. Various feature selection methods were used to extract the key performance
indicators. Several machine learning models, namely, J48 decision tree, support vector machines,
random forest, rotation forest, and artificial neural networks were employed to build an efficient
model. The results of the study were based on different factors, i.e., the number of schools in a
specific region, teachers, school locations, enrolment, and availability of necessary facilities that
contribute to school performance. It was also observed that urban regions performed well compared
to rural regions due to the improved availability of educational facilities and resources. The results
showed that artificial neural networks outperformed other models and achieved an accuracy of 82.9%
when the relief-F based feature selection method was used. This study will help support efforts in
governance for performance monitoring, policy formulation, target-setting, evaluation, and reform
to address the issues and challenges in education worldwide.

Keywords: performance measurement; key performance indicators; educational data mining; insti-
tutes performance; governance

1. Introduction

The education system enhances nation-building, reduces poverty, and promotes learn-
ing opportunities [1]. Children’s education is essential for economic development. Past
research revealed that initial schooling and the living environment significantly impact
an individual’s personality and education [2]. Human capital is a fundamental resource
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for a country’s economic growth. Massive public investment in education facilitates hu-
man capital formation, which returns rewards in the form of higher productivity, higher
wages, and financial growth [3,4]. Students’ academic performance plays a vital role in
the generation of a qualified professional workforce, which is responsible for the coun-
try’s social and economic development. Student academic performance has attracted
substantial attention in past research [5]. Student performance is based on personal, social,
economic, psychological, and environmental factors. Most researchers used student results
or grade point averages (GPA) to evaluate the individual performance. Various studies
also considered teachers’ education, family background, gender, class environment, class
size, lesson plans, reading materials, innovation in class, examination frameworks, family,
work, and extracurricular activities [6]. The distribution of resources strongly affects the
performance of rural and urban students, and mostly rural students appear to be deprived.
This implies differences in student academic performance and other social outcomes such
as intelligence, aspirations, grooming, motivation, and aptitude. Rural–urban inequality
in academic performance remains challenging and unresolved and has become a global
issue [2]. School performance varies among different regions and groups due to differences
in educational opportunities. These variations in opportunities and achievement have
become a global concern, especially for developing countries [1,4], and such problems have
also been recorded in emerging regions for female students [1]. The quality of education
has been declining across Pakistan, including Punjab. Conditions in public schools are
not satisfactory, especially since the academic outcomes of students in rural areas are
poor compared to those in the country’s urban regions [7]. The insufficient allocation
of resources for education and a large budget deficit, especially in developing countries
such as Pakistan, decrease school performance and present a challenge for policymakers.
Limited studies on educational inputs and output in Pakistan mostly focused on specific
regions [3,7]. One study conducted in Khyber Pakhtunkhwa revealed that essentials of
educational infrastructure such as teaching quality, drinking water, gas, electricity, and
school building conditions positively impact educational outcomes [3].

Researchers have recognised the impact of the surrounding environment on the
performance of academic institutions [1,4,8]. Mostly, their focus remained on student
academic performance [8,9], but some researchers targeted a particular region on a small
scale [3,7]. Some research focused on early predictors of student success rates in higher
education institutions (HEIs) [10]. Some studies considered basic facility parameters (i.e.,
electricity, gas, libraries, and teaching quality) and showed their impact on schools in
some districts of Khyber Pakhtunkhwa province, in Pakistan [3]. Educational opportunities
reflect the local school environment and socio-economic factors [1] because the performance
of educational institutions in urban areas is different from that in rural areas [1,2,4]. The
disparities in school education are due to regional differences and gender inequalities
across Turkey [11]. The association of different parameters in different country regions was
analysed. In some regions, the number of females in the local population is higher because
males tend to migrate earlier for employment.

Moreover, institutional facilities and learning environments directly affect the perfor-
mance of school institutions. Punjab’s school education department conducts quarterly
district rankings to track school performance and timely highlight those schools that are
lagging. This ranking is based on various indicators such as student attendance, teacher
presence, and the availability of boundary walls, toilets, drinking water, and furniture. The
ranking statistics still show the need to uplift educational levels in different districts of Pun-
jab [12]. Discovering new information from a massive amount of data is challenging and
sometimes too expensive [8]. The most commonly adopted process used to extract hidden
information from a large amount of data is data mining (DM). The approach used to extract
meaningful knowledge from educational data is known as education data mining (EDM).
Different machine learning-based models are used for performance measurement, includ-
ing random forest, decision tree, K-nearest neighbour, and naïve Bayes [13]. This study
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proposes a framework to measure the institutional performance based on key performance
indicators through data mining techniques.

Contributions: This study offers several contributions in the education domain to
measure the performance of educational institutions.

1. A state-of-the-art dataset has been collected regarding the different indicators to
measure the performance of educational institutions. The collected dataset was prone
to noise, biases, and missing and outlier values.

2. Much work has been done to evaluate individual schools or measure student perfor-
mance rather than institutional performance. To the best of our knowledge, no work
has been done to measure institutional performance. However, a novel method for
performance measurement of public institutions through machine learning models
has been proposed in this study.

3. Regarding institutional performance, a regional perspective has been applied. This
indicator has not been explored in the literature to investigate the performance of
institutions.

4. Significant feature selection techniques were combined with machine learning models
to develop the proposed framework for the performance measurement of public
schools. It has also been observed that differences in demographics and provided
facilities emerged due to regional differences.

5. This study will help support governance for performance monitoring, policy formula-
tion, target-setting, evaluation, and reforms. The achieved results will help to address
the issues and challenges in education worldwide.

The rest of the paper is organised as follows: Section 2 provides the related work.
Section 3 describes the proposed methodology of our implementation methods. Section 4
presents the implementation results, while Section 5 analyses the results and implications
of our study. Finally, we state our conclusions in Section 6.

2. Literature Review

Jamil et al. [3] explained the effect of institutional factors on student educational perfor-
mance. The research was carried out on a large dataset consisting of 1642 schools in Khyber
Pakhtunkhwa province, Pakistan. A positive relationship was found between student
performance and institutional factors such as the availability of electricity, gas, and library
facilities. In rural areas, electricity and gas had a positive impact, and well-constructed
schools improved students’ outcomes in these areas. However, factors such as infrastruc-
ture and teaching quality were not considered in their study. Tesema and Braeken [1]
investigated students’ educational achievement in terms of regional and gender differences.
The regional differences were based on socio-economic and school environment-related
factors. The analysis examined 2 years of grade 12 results. The results in developed regions
were found to be better compared to those in emerging regions.

The results also revealed that those regions where the gender gap was minimal had a
higher education rate than those with a high gender gap. But their study only considered
one district, which may not be generalised. Eduardo Fernandes et al. [8] presented a
predictive analysis of students in public schools in terms of their academic performance. A
data mining classification model, gradient boosting machine (GBM), was implemented to
predict student academic outcomes at the end of the year. The results showed the most
significant attributes for prediction were students’ grades and their class absence rates.
Moreover, other important attributes such as the school medium, school segregation by
gender, and the number of teachers were also crucial.

Gumus and Chudgar [11] concluded that unschooled children were a consequence
of regional differences and gender inequalities. The analytical approach of binary logistic
regression was applied to the dataset. The results indicated that student demographic
characteristics such as gender, age, and home factors such as parent education and family
financial status were significantly associated with students’ school participation. Their
study was limited in the perspective of the impact of regional dimensions on student
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performance. It concluded that disparities among regions must be considered in terms
of socio-economic, demographic, and geographic factors that affect school participation.
Nurliana and Sudaryana [14] investigated the factors that improve the student learning
process and increase student knowledge. The experiment was performed on the dataset
of students and teachers at one school for 1 year. Some students were taught using the
old, traditional methods while other students were taught with the latest methods and
proper equipment and facilities. The behaviour and interest of students revealed that better
instructional tools and facilities increase the interest of students toward learning. However,
they could not be considered key factors like number of students, number of classrooms,
or availability of classrooms.

Hameen et al. [15] considered school facilities factors and determined their impact on
student attendance, academic performance, and health. Their research covered schools in
the United States. The analysis showed that schools with good classroom heating facilities
and air conditioning for the summer season had a high attendance rate compared to schools
that lacked these facilities. It was concluded that investments in school mechanical and
plumbing systems improve student health and lead to better academic outcomes. Their
study did not consider the availability of playgrounds in the schools. Belmonte et al. [16]
explored the impact of investments in school infrastructure on student outcomes. The
research was conducted with data on high schools that received extra funds following
the 2012 earthquake in Italy. Their approach utilized a quasi-experimental design and an
instrumental variable strategy. Variations in the distribution of funds were noted. The
results revealed that spending more on school infrastructure improves student outcomes.
A better learning environment boosts motivation to study, in turn increasing student
achievement. Gul and Farooq [17] highlighted the World Health Organization (WHO)
guidelines for developing countries such as Pakistan to improve access to the physical
environment of schools. The analysis was performed on schools in one region, Multan. A
questionnaire approach was adopted for analysis purposes and to obtain feedback from
school teaching staff. The questionnaire consisted of 10 core indicators. The 10 indicators
were water facilities, water quantity, water quality, hygiene promotion practices, control
of vector-borne diseases, toilet and handwashing facilities, cleaning and waste disposal
systems, school safety, school building conditions, and supportive classroom conditions.
Based on the analysis results, it was concluded that schools did not meet these 10 core
indicators due to a district score (1.01) that was below the WHO’s recommended score (1.5).
These deficiencies were causes of poor student performance outcomes and had a negative
impact on student health. However, the researchers only considered one district in their
study. An overview of existing research techniques is presented in Table 1.

Table 1. Overview of existing techniques.

Reference Year Dataset
Machine Learning

Technique
Feature Selection

Technique
Institutional

Performance Evaluation

[3] 2018 1642 Schools, Pakistan � � �

[1] 2018 NAEA 2014 Data � � �

[8] 2019 Brazil One Region School � � �

[11] 2016 TDHS-2008 Survey, Turkey � � �

[14] 2020 Vocational High School,
Indonesia. � � �

[15] 2020 Data of US 125 Schools � � �

[16] 2019 INVALSI � � �

[17] 2019 158 Schools of District Multan,
Pakistan � � �

Our work 2020 6674 high schools of Punjab � � �
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3. Methodology

The traditional cross-industry standard process for data mining (CRISP-DM) was
utilised to predict the performance of schools, as shown in Figure 1. The methodology
consists of dataset collection, data preparation, modelling, and validation of results. Firstly,
Punjab annual census data were obtained from the official website. Secondly, data prepara-
tion techniques were applied, i.e., data cleaning, data transformation, data normalisation,
and discretisation. Thirdly, various feature selection techniques were utilised to extract
significant features. Fourthly, various machine learning classifiers were employed to train
the model. Lastly, different performance measures were utilised to check the performance
of classifiers. Microsoft Azure Machine Learning Studio and WEKA were utilised for data
analysis, preparation, and modelling.

Figure 1. Proposed methodology.

3.1. Dataset

In Pakistan, students are awarded a secondary school certificate (SSC) after completing
10 years of schooling, also known as Matric. So, the study was delimited to 10th grade stu-
dents in public schools. The dataset contained 108 attributes related to student enrolment,
employee availability, location, the status of school basic facilities, and student outcomes
(Matric results). The raw file is available at http://dx.doi.org/10.17632/637d4s7vjh.1. A
few attributes in the raw data, e.g., school gender, library presence, school shift, school
medium, and building condition were categorical attributes that contained various cate-
gories. Furthermore, many attributes, e.g., total schools, total urban schools, total computer
labs, and total available classrooms, students without furniture, open-air class sections, stu-
dents with furniture, total rural schools, total students, total playgrounds, total science labs,
school with electricity facility, deficiency of classrooms, and total teachers were continuous
attributes. These attributes contained numerical values after data pre-processing (data
discretisation); continuous attributes have were converted into categorical (specified range)
attributes. The target attribute was categorised into three classes based on institution-wise
Matric marks: below 50% for low, between 51 and 70% for medium, and more than 70% for
high. The Matric result or class attribute contained three values, i.e., high, medium, and
low.
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3.2. Data Preparation

This covers the steps related to the preparation of the dataset from raw data. Data
preparation tasks are often performed repeatedly and not in any predefined order. These
tasks include data cleaning, data normalisation, outlier detection, data reduction, and data
transformation. Data preparation aids in generating a good model that may help to obtain
effective results.

3.2.1. Data Cleaning

In data cleaning, redundant instances are detected and removed from the data. Data
cleaning includes outlier detection and missing values imputation. Certain attributes ob-
served to contain missing values, such as open-air class sections, total functional classrooms,
are replaced with median values by using Equations (1) and (2):

For odd data elements =
(n + 1)

2
th term (1)

For even data elements =
n
2 th term +

( n
2 + 1

)
th term

2
(2)

Outliers are those extreme values that show extreme deviation from mean values of
the data, which can cause an error. Some negative values were observed in the “students
without furniture” attribute, and was replaced with 0 after comparing and analysing the
other instances.

3.2.2. Data Transformation

Data transformation has a meaningful effect on data mining since it helps fix the
missing values in the data and brings information to the surface by creating new features
to represent trends and other ratios. Some features, such as total playground, schools with
electricity facilities, total computer labs, and total science labs, held values in Yes and No,
which were converted to 0, 1. The attribute “deficiency of classrooms” was calculated
based on available classrooms and by considering the general formula of one room for
40 students as stated in Equation (3):

De f iciency o f Classrooms =
Total Enrollment

40
− Available Functional Classrooms (3)

The attribute “Students without furniture” was calculated based on the “Students
with furniture” and “Total Enrolment” as described in Equation (4):

Student without f urniture = Total Enrollment − Student with f urniture (4)

The attribute “school location” was further split into two attributes (rural, urban)
based on type of area. The data was converted into tehsil wise by aggregating values (by
applying sum, count, average functions) to prepare the attributes such as total school, total
teachers, total students, total rural schools, total urban schools, open-air class sections, total
computer labs, total science labs, total playgrounds, total available classrooms, deficiency
of classrooms, students with furniture, students without furniture, schools with electricity
facilities, and Matric result.

3.2.3. Data Normalization

When multiple attributes have different scales, results may be affected. Normalisation
brings all attributes to the same scale. All attributes were scaled into smaller ranges
between 0 and 1. All integer attributes such as total computer labs, total science labs,
and playgrounds were scaled between 0–1. The most common normalisation method is
the Min-Max normalisation, used in this study. Furthermore, the Min-Max technique is
efficient because results may be enhanced when data have outliers or missing values, as in
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our dataset [18]. This technique scaled all the numerical values of a numerical feature to a
specified range and computed them through Equation (5).

Xnorm =
X − Xmin

Xmax − Xmin
(5)

3.2.4. Data Discretisation

In data discretisation, numeric data are transformed by mapping values to interval
or concept labels. This could be achieved using various techniques such as binning, cor-
relation, cluster, and decision tree analysis. The binning method was utilised for data
discretisation in this study. Additionally, the equal-frequency interval-based discretisa-
tion method was employed. In this method, the minimum and maximum values of all
discretised attributes are determined. Then, these values are sorted in ascending order. The
sorted values are further divided into k intervals, as each interval contains n/k data in-
stances. There may occur continuous value, which can cause the occurrence to be assigned
into different bins. The limitation of equal width interval discretisation is overcome by
adopting the domain’s approach according to the same distribution of data points. This
method also tries to overcome the limitation of equal-width interval discretisation. In this
research, all attributes of the dataset were discretised by this method.

3.3. Feature Selection

Feature selection was used to combat the curse of dimensionality and accelerate the
training phase of machine learning algorithms. This was done by selecting only the most
important or relevant features according to certain measures. Two significant classifications
for feature selection are the wrapper and filter methods. Wrapper methods utilise the
machine learning algorithm to test each feature subset. The result is typically better than
filter methods but at the cost of further computational complexity. Filter methods are
independent of the machine learning method to be applied but perform much faster. Data
features were reduced in this process, but data integrity was also preserved to make it
suitable for further analysis. Irrelevant and useless features were also eliminated for the
quality preparation of data to obtain good results.

3.3.1. Information Gain

The concept behind information gain (also known as entropy) measures the bits of
information available for class prediction. Given a single attribute, each value will be
evaluated through Equation (6):

E(v) = −(P(2)log2P(2) + P(1)log2P(1) + P(0)log2P(0)) (6)

where P(2) denotes the probability of class 2 occurring with the attribute value, P(1)
indicates the probability of class 1 occurrence, and P(0) indicates the probability of class
0 occurrence. Given these values, the expected new entropy can be calculated through
Equation (7):

Enew(v) = ∑ P(v) ∗ E(v) (7)

where P(v) denotes the probability of the value v occurring, and E(v) indicates the entropy
for this value. Then, the information gain using Equation (8) will be:

I(v) = E(v)− Enew(v) (8)

Original entropy is simply the entropy using the probability of each target class
occurrence. Given that the original entropy of the data remains static, the smaller the
expected entropy value, the larger the information gain. In the context of feature selection,
a feature with the lowest expected entropy will be seen as the most valuable by this
measure.
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3.3.2. Relief-F Algorithm

The Relief algorithm [19] is a generic method initially developed for classification
problems with binary classes. It attempts to estimate the quality of predictors and of how
well their values distinguish between instances near each other. For a randomly selected
training instant Ri, the Relief algorithm finds its two nearest neighbours: one from the
same class called the nearest hit H, and the other from the different class, called the nearest
miss M. It updates the quality estimation W[P] for all predictors P depending on their
values for Ri, M, and H. If instances Ri and H have different values of the predictor P,
then the predictor P separates two instances with the same class, which is not desirable,
so the quality estimation W[P] is decreased. On the other hand, if instances Ri and M
have different values of the predictor P, then the predictor P separates two instances with
different class values, which is desirable, so the quality estimation W[P] is increased. The
whole process was repeated m times. The Relief-F algorithm [20] is an improved version
of the Relief algorithm used for classification problems with more than two classes. It
employs more than a single nearest neighbour and can handle missing predictor values.
The Relief-F algorithm is another extension to handle regression problems. In contrast to
the majority of heuristic methods for estimating the quality of predictors, which assume
the conditional independence of the predictors, relief algorithms can determine the quality
of the predictors with high dependencies between themselves.

3.3.3. Wrapper Method

In the Wrapper method, a predictor (or classifier) is used to evaluate the feature subset.
This method takes classifier performance, i.e., error rate, accuracy, etc., as a measure to
determine the relative usefulness of a subset. Before the selection process is performed,
we need to define the search space of all possible variable subsets and which classifier
is used, and assess classifier performance and stopping criteria [21]. The subset search
can be performed sequentially or heuristically, and the proposed subset is evaluated until
maximum performance is gained with the minimum number of features. Since the Wrapper
method uses particular classifiers as the main component for evaluation, the whole process
highly relies on a specific classifier being used. The most popular classification algorithms
used for the Wrapper method are SVM, RF, and ANN. Defining how to search the subset
space is an important step in the Wrapper method. Generally, a subset search algorithm
can be classified into two types: sequential selection algorithm (SSA) and heuristic search
algorithm (HSA) [22].

The SSA technique can be performed in two ways: forward selection (SFS) and back-
ward selection (BFS). Forward selection starts from an empty set of feature subsets, then
adds a feature that maximises objective function one by one until there is no more improve-
ment in objective function score. The subset that provides the best objective function score
is chosen and validated. A backward selection has the same idea, but it starts from the full-
feature set and removes the most features that reduced the objective function score. One
drawback of SSA is that it is prone to “nesting effects”, which means the already selected or
removed feature cannot be removed or selected in later stages. Some variations of SSA are
developed to avoid the nesting effect, such as “plus-L-minus-R” selection (LRS), sequential
backward floating selection (SBFS), and sequential forward floating selection (SFFS). The
HSA approach is based on heuristic optimisation using an evolutionary algorithm to find
the optimal solution of the objective function. Genetic algorithm (GA) is often used for
HSA. Individual features and output variables are represented as a gene. An individual
represents a single solution containing possible feature combinations (in GA terms, also
called chromosome). HSA tries to find an optimal solution by selecting the best individual
in the population (collection of random solutions) and producing a possibly better set of
solutions through mating, reproduction, and induced mutation [23].

The wrapper method can produce the best feature subset that suits a particular
classifier and scores high in performance evaluation, typically better than the filter method.
However, its reliance on particular classifiers and overtraining might lead to overfitting
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or poor generalisation. The wrapper method requires a training classifier model for each
subset evaluation. An exhaustive search could result in the best accuracy but would be
too expensive to perform, especially when the number of features or samples is enormous.
Nevertheless, even with more advanced search algorithms, the computation required to
achieve the desired criteria could still be too much.

3.3.4. Lasso

The famous least absolute shrinkage and selection operator (Lasso), proposed by
Tibshirani [24], is very popular because of its variable selection property and has been
used in many fields of statistics. This method shrinks values of some coefficients to zero
by a constraint on the sum of absolute values of regression coefficients so that Lasso
can serve as a tool for variable selection. The substantial difference between Lasso and
the subset selection procedures or the information criteria is that Lasso selects variables,
estimates the coefficients simultaneously, and retains good subset selection and ridge
regression features. Lasso is a regularisation and variable selection algorithm that performs
mostly better than other methods. Suppose we have a selected subset of features with

size k, denoted by {s1, s2, . . . , sk}. xi =
(

x(s1)
i , x(s2)

i , . . . , x(sk)
i

)T
is the vector of selected

features for individual i, and β0 is the intercept, and β =
[

βT
(s1)

, βT
(s2)

, . . . , βT
(sk)

]T
is the

parameter vector. The simple logistic regression of the selected features is explained
through Equation (9):

Pr(yi = 1) =
eβ0 + xT

i β

1 + eβ0 + xT
i β

(9)

We can estimate β by minimising the negative log-likelihood via Equation (10):

l(β0, β) = − 1
n

n

∑
i=1

(
yi

(
β0 + xT

i β
)
− log

(
1 + eβ0+xT

i β
))

(10)

We add L1 Lasso (Least absolute shrinkage and selection operator) penalty for ob-
taining sparse solutions and enhancing predictive performance. The Lasso estimator is
obtained from the penalised minus log-likelihood using Equation (11):

β̂LASSO(λ1) = argminβ0,β l(β0, β) + λ1 ||β ||1 (11)

where ||β ||1 =
p
∑

j=1

∣∣∣∣∣β0

∣∣∣∣∣, p is the total number of dummy variables of selected features,

and λ1 is the tuning parameter. Note that the intercept is not included in the penalty
term. Lasso penalty corresponds to a Laplace before Bayesian inference. Hence, it will
obtain a subset of important features with non-zero coefficients and shrink the reset to zero.
Increasing λ1 will shrink more coefficients to zero by adding a heavier penalty. Because
this optimisation problem is convex, it can be solved efficiently for large data. There are
several algorithms for calculating the Lasso estimator, among which coordinate descent
performs the best. Coordinate descent optimises each parameter separately while holding
all others fixed. Feature selection reduced the data dimensions by reducing the number
of features. Initially, there were 108 attributes in our data set. Fourteen most-contributing
attributes were selected for school performance measurement through various feature
selection methods, as shown in Table 2.
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Table 2. Significant feature selection through feature selection methods.

Information Gain Wrapper Method Relief-F LASSO

School Gender School Area Total Schools Total Computer Labs
Total Schools Total Playgrounds Total Teachers Students without Furniture

Total Urban Schools School Medium Total Students Total Rural Schools
Building Condition Total Schools Total Rural Schools Total Urban Schools

Total Computer Labs Total Urban Schools Total Urban Schools Open Air Class Sections
Total Available Classrooms Classes Open Air Class Sections School Gender
Students without Furniture Total Teachers Total Computer Labs Building Condition

Library Presence Students with Furniture Total Science Labs Total Playgrounds
Open Air Class Sections Total Students Students with Furniture Total Students
Students with Furniture Students without Furniture Students without Furniture Deficiency of classrooms

Total Rural Schools Open Air Class Sections Total Playgrounds Total Science Labs
Total Students Total Available Classrooms Total Available Classrooms Total Teachers

Total Playgrounds Building Condition Deficiency of Classrooms School Shift

School Shift Total Science Labs School Having Electricity
Facility Library Presence

Matric Result Matric Result Matric Result Matric Result

3.4. Modelling

In this study, the following models were utilised for the performance measure-
ment of institutions. Machine learning models are also widely used in the domain of
healthcare [25–27], robotics [28,29], and business [30,31].

3.4.1. J48 Classifier

C4.5, known as J48, is a classifier first developed by Ross Quinlan and an extension
of the ID3 algorithm. Most of the machine learning classifiers adopt greedy and top-
down approaches for making a decision tree. In J48, classification is based on existing
observations and training datasets; new data is labelled. While formulating a decision tree,
the training dataset is partitioned into smaller partitions by dividing and conquering at
each node. The dataset consists of collections of objects and objects that can be either an
activity or an event. Each tuple of the dataset contains a class label that defines which
object belongs to which class. If the tuples belong to different classes, then further splitting
can be performed. While partitioning a dataset, a heuristic approach is followed, which
chooses an attribute for the best partition known as the selection measure. The type of
branching formation at each node is the responsibility of this selection measure. Like
information gain, the Gini index is an example of partitioning the node to multi-label
and binary, respectively [32]. For a better working understanding, let us have dataset
S = X1, . . . , n, Ci, where Ci denotes the dependent variable n representing the number of
independent variables, the value of i can be from 1, 2, : :: , K. K represents the classes of
the dependent variable. At every partition, a new node is added to the decision tree. In S
partition, X is chosen for further partitioning into different sets like S1, S2, . . . , Sl . These
new child nodes are then added into the main node S of the decision tree. The primary
node S is labelled with text X and newly created partitions S1, S2, . . . , Sl are partitioned
again recursively. The partition will not be further split into sub-partitions if all records in
a partition have identical class labels. Its corresponding leaf will be labelled as a dependent
variable.

The following steps are followed to construct a decision tree using J48. In step 1, we
calculate the Entropy of training set S through Equation (12).

Entropy(S) = −
K

∑
i=1

{[
f req(Ci, S)

|S|
]

log2

[
f req(Ci, S)

|S|
]}

(12)
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where samples in the training set are represented with |S|. Ci is identified as dependent
variable, i = 1, 2, : : : , K. K represents classes belong to the dependent variable, and freq(Ci,
S) has total samples that class Ci contains.

In step 2, for partition, Information Gain X(S) is calculated for the test attribute X as
explained in Equation (13):

In f ormation Gainx(S) = Entropy(S)−
L

∑
i=1

[( |Si|
|S|

)
Entropy(Si)

]
(13)

where Si is denoted as a subset of S for that particular ith output, and |Si| defines the
dependent variables of a subset Si. L represents the test outputs, X. That subset will be
selected as a threshold for a specific attribute partition to provide maximum information
gain. S and S-Si partition will be the branch of the node. If the instance belongs to the same
class, then the tree’s leaf will be labelled and returned as a dependent variable (class).

In step 3, partition information value Split Info(X) will be calculated by acquiring for S
partitioned into L subsets through Equation (14):

Split In f o(X) = −
L

∑
i=1

[( |Si|
|S|

)
log2

( |Si|
|S|

)
+

(
1 −

( |Si|
|S|

))
log2

(
1 −

( |Si|
|S|

))]
(14)

In step 4, we calculate Gain Ratio(X) using Equation (15):

Gain Ratio(X) =
In f ormation Gainx(S)

Split In f o(X)
(15)

In step 5, based on the value of the gain ratio, the attribute having the highest value
is declared root node, and the same computation is repeated from step 1 to step 4 for
intermediate nodes till all the instances are exhausted and reach the leaf node as per
step 2 [33].

3.4.2. Support Vector Machines

Support vector machines (SVMs) are primarily constructed for multiclass classification,
although they can perform binary separation. The idea of SVMs is that a classification
problem with N number of input features can be solved by finding a hyperplane of
dimension N − 1. The hyperplane separates the N-dimensional space in N parts where
the data points in the same subspace also belong to the same class. The equation for the
separating hyperplane will have several solutions [34]. For the sake of simplicity, consider
a linear SVM where N = 3, then the hyperplane is a line. The line can be moved sideways
between its two closest points to separate and even be tilted in new angles and still separate
training data points of the N-classes into their own spaces. A poorly chosen hyperplane
out of the alternatives may make the performance on test data suffer, although the training
performance is the same. A similar problem will be found in higher dimensions and
non-linear settings as well. To obtain a good model, a good hyperplane must be found. One
such hyperplane is the maximum margin hyperplane. The maximum margin hyperplane
is the maximum distance to the data points closest to the hyperplane, thus a hyperplane
with the maximal possible margin.

The data points on the margin to the hyperplane are called “support vectors” since
they support the placement of the hyperplane. The maximal margin hyperplane is only
dependent on the support vectors for its positioning. If the training set is changed by
adding or removing data points, it will not affect the classifier unless the set of support
vectors is altered. However, it is not satisfactory that the classifier can be fundamentally
changed by adding just one training sample. Moreover, the scenario that there is no
perfectly separating hyperplane needs a solution. A solution for both problems is to
introduce a soft margin. The soft margin introduces an error tolerance of the model, which
allows some of the training data points to be on the wrong side of the margin, or even the
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wrong side of the hyperplane. The constraint added is that the total errors may sum up to
a specific constant but no more. Data points within the margin will also be considered as
support vectors.

A linear separating hyperplane will follow Equation (16):

0 = β0 + β1X1 + β2X2 + . . . + βN Xn (16)

where βi ∈ {βi, . . . , βN a are the parameters to find by training. The corresponding
classification function is explained in Equation (17):

f (x) = β0 + β1x1 + β2x2 + . . . + βN xn (17)

Here, xi are the features of the sample to classify. The class of a new data point is deter-
mined by whether f (x) has a value above or below zero. The linear classification function
of the SVM utilises the inner products of the observations. Therefore, the classification
function can be rewritten as described in Equation (18):

f (x) = β0 +
N

∑
i=1

αiK(x, xi) (18)

where αi are the parameters found by the training, and K(x, xi) is the inner product between
observations (Equation (19)):

K
(
xi, x′ i

)
=

p

∑
j=1

xix′ i (19)

SVM has primarily been constructed for multiclass classification. The idea of SVM
is that a classification problem with N number of input features can be solved by finding
a hyperplane of dimension N − 1. SVM classification is an optimisation problem. Linear
discriminant analysis (LDA) and kernel functions are two analytical solutions used for
optimisation. We utilised kernel methods for SVM to transform a linear classifier into a
non-linear classifier. In the linear classifier, the inner product is called the kernel function,
or Kernel for short. The kernel of a classifier quantifies the similarity of two observations.
To separate classes that have non-linear boundaries, the hyperplane must be described by
a non-linear equation. If the non-linear equation is polynomial, the classifier function will
use a polynomial kernel, where d is the degree presented in Equation (20):

K
(
xi, x′ i

)
= [1 +

p

∑
j=1

xi, x′ i]
d

(20)

Past researchers also utilised LDA, which uses the entire dataset to estimate covariance
matrices and is also prone to outliers that are a significant limitation; hence, we utilised
kernel functions instead of LDA. Our dataset also had diversity in values, performance or
percentage of results that differed significantly between schools in big cities such as Lahore
and the schools in Southern Punjab, which made the performance values of the schools in
backward areas an outlier. As in our dataset, few attributes or features had outlier values,
e.g., some negative values were observed in the “students without furniture” attribute,
which was replaced with zero after comparing and analysing the rest of the instances. LDA
does not work well if the dataset is imbalanced (i.e., the number of objects in various classes
is different). Our dataset had three classes in the class label that were different because
only a few cases were good and bad, whereas most cases were in the medium category. We
implemented the LDA, but the results were not persuasive at all. We chose SVM for further
experiments and analysis.
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3.4.3. Random Forest

The random forest (RF) algorithm is based on the decision tree model and is straight-
forward, flexible, and fast. RF, including nominal, binary can handle different types of data
and numerical, and has high predictive capability. RF works by building multiple trees
and aggregating trees to generate efficient results [35]. The trees are generated based on
seeds. Randomness in seeds generates random trees that are efficient and result in better
prediction.

Similarly, a random and different subset of attributes gives more accurate results on
large datasets. The classifications for the new input data are based on each contributed
tree’s functions for one class. RF then performs prediction by checking the plurality of
votes for the new instances. Every internal node tests an attribute, and the test result
is represented by edge [36]. RF is based upon the concept of bagging and boosting. In
bagging (bootstrapping), a model is constructed again and again, sampling from a large
set of examples used for training, and then results are aggregated through a majority vote.
So, to construct a good classifier from uncorrelated weak classifiers, boosting is an optimal
solution. The tuning of hyperparameters controls the number of features in each tree [37].

RFs are ensemble learners, which means many weak “base learners” contribute their
votes for prediction. Base learners are called decision trees in RF, consisting of a branching
composite of binary decisions for separating the data into classes. At each node of the
tree, the input is separated by choosing threshold t and a single feature d. The resulting
split should have minimal impurity (by mean of class labels). Entropy H is presented for
two-class learning as explained in Equation (21):

H = −
2

∑
c=1

π̂clog log π̂c (21)

where c denotes the class and π̂c represents the proportion to the examples in c. Max-
imisation in information gain is equivalent to minimising entropy. In RF, the number of
trees and selection of features are controlled by tuning hyperparameters. An importance
matric can be assigned to the features based on their impact on node impurity, weighted
by the importance and worth of the node in classification [38]. In a single tree t, this feature
importance Id,t for feature d is formulated as presented in Equation (22):

Id,t= ∑
n∈Nd

[(
Hpre,n −

2

∑
s=1

Hpost, n, s

)
× Pn

]
(22)

Hpre, denotes the entropy before node splitting, and Hpost, n, s represents the entropy
after the split of child node s. Nd represents the set of all nodes split by feature d. For
the given node n, Pn denotes the proportion of samples at that node. The Id,t scores are
overall averages of the Nt built decision tree T for preparation of a resultant Id importance
weighting: Id=

1
Nt

∑t∈TId,t [39].
Combining the multiple decision trees to attain better variance reduction results is

also important, but there is a potential downside. The RF algorithm selects a fixed number
of predicators from the available features in the pool at each split to overcome this. The
predicators of all individual decision trees are combined to prepare the final predicator
by averaging the majority vote [40]. A few more reasons support the excellent prediction
power of the RF algorithm and its wide adoption. One key feature of this algorithm is its
stabilisation with fewer iterations than another state-of-the-art ensemble method such as
boosting. Secondly, it is working, visualising, and tuning on different inputs that influence
and attract users.

3.4.4. Rotation Forest

The main difference from other tree algorithms is that rotation forest does not require
as many trees to be created to achieve impressive accuracy. Unlike the random forest,
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the rotation forest is used when the number of ensembles is small. Rotation forest is an
ensemble-based method first proposed by Rodriguez et al. [41]. The rotation forest model
requires some parameters that the user defines. Hence, it spares much time in creating
trees, which is relatively time-consuming.

Interestingly, the authors of the algorithm claim that an underlying estimator can be
not only a tree but anything else, as well, although what remains unchanged is that it still
uses bagging as one of the basic techniques. The user should specify the number of trees.
When that is done, the algorithm looks like this:

For each tree T, perform the following:

1. Split the attributes in training set into K non-overlapping subsets of equal size.
2. For each of the K datasets with k attributes, perform the next steps.
3. Create a rotation matrix of size N × N, where N is the total number of attributes. In

the matrix, each principal component should match the position of the feature in the
original training dataset.

4. Project the training dataset on the rotation matrix using matrix multiplication.
5. Build a decision tree with the projected dataset.
6. Store the tree and rotation matrix.

3.4.5. Artificial Neural Networks

An artificial neural network (ANN) consists of several interconnected processing units
that process information. It contains three types of layers: the first is called the input layer,
then the hidden layer, and the last output layer. The transformation is carried out through
the centred layer (hidden layer) between the input and output layer through units to detect
complex patterns and learns accordingly. The idea of ANN working has been perceived
by the working mechanism of the human brain. The brain consists of billions of neurons,
and a single neuron is known as a perceptron, and each neuron is connected to others by
axons. The neurons are finally connected with the synapses, which allow neurons to pass
the signal. The neural network is formed with a large number of simulated neurons.

Similarly, ANN contains multiple nodes in itself that are connected. The joining among
units is denoted by weight. Inputs passed to the ANN consist of different values that are
connected with weight vectors. The weight can be either positive or negative. For results
generation, the function used to sum the weights and map to output is y = w1x1 + w2x2.

ANN has been used for both supervised and unsupervised learning. This study
applied supervised learning because the input and output were known and provided to
the model. The model was tuned with different values to adjust the weights to the best to
obtain the expected efficient output [35]. In multiclass classification, classifiers are used to
predict multiple outcomes. In this study, a multiclass neural network was used to build a
classification framework. Let us have K classes and want to classify one instance from one
class. Then, the best choice is to use a linear neural network with multiclass classification.
It is an extension of the binary classification setup. The second layer node will generate
output as 0, 1 . . . K-1. The basic working principle of a multiclass artificial neural network
is shown in Figure 2.

We have |w| = MK, where M denotes the number of features and K represents classes.
If K = 3 and M = 3, then the total weight will be formed as 9. To support the neural network
view of multinomial logistic regression, we receive help from binary logistic regression
(Equation (23)) as:

P(Y = y|X = xi, w) =
1

1 + exp(−ywTxi)
(23)

In the case of K number of classes, we will have Equation (24):

P(Y = k|X = xi, w) =
exp

(
w T

k xi

)
∑K

k′ exp
(

w T
k′ xi

) (24)
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In the above equation, Y is the dependent variable representing a value we are trying
to predict. The variables (Xi = 1 to n) are used to predict values for the dependent variable.
W represents weight value, one for each data instance. It shows the strength and type of
relationship with a particular data instance with Y. Larger values of weight represent a
stronger relationship [42].

Figure 2. The basic working mechanism of a multiclass artificial neural network.

4. Results

In machine learning classification, the results are measured on the basis of accuracy,
recall, precision, F-measure, ROC, and root mean square error (RMSE). Accuracy is the
ratio of correct predictions of the sample over the total number of predictions. The results
may vary among DM models due to internal changes in processing functionality. All of
the evaluation metrics are built on four types of classifications: true positives (TP), true
negatives (TN), false positives (FP), and false negatives (FN).

Accuracy =
No. o f correct predictions
Total No. o f predictions

(25)

For binary classification, the accuracy is measured using Equation (25) or Equa-
tion (26):

Accuracy =
TP + TN

TP + TN + FP + FN
(26)

TP represents true positive, TN is a true negative, FP is false positive, and FN rep-
resents false negative. AUC-ROC is also used to calculate the performance of multi-
classification problems. ROC is a probability curve that stands for Receiver Operating
Characteristics, and Area under the Curve (AUC) measures the degree of separability. It
states the capability of the model to distinguish between classes, and the higher the AUC,
the better the model distinguishes between classes. The ROC curve is plotted with TPR
against FPR, where TPR is on the y-axis and FPR is on the x-axis. True positive rate (TPR)
or recall value is calculated through Equation (27):

Recall (TPR) =
TP

TP + FN
(27)

False positive rate (FPR) is calculated through Equation (28):

FPR =
FP

FP + TN
(28)

Precision is used to determine the number of predicted positive instances correctly
classified by the algorithm as presented in Equation (29).

37



Appl. Sci. 2021, 11, 9296

Precision =
TP

TP + FP
(29)

F-measure is used to represent the harmonic mean between two parameters, precision
and recall, as shown in Equation (30). A high value of F-measure indicates that both
precision and recall are reasonably high.

F − measure =
2 ∗ (Recall ∗ Precision)

Recall + Precision
(30)

RMSE is a frequently used measure of the differences between values predicted by a
model and observed values. The RMSE represents the sample standard deviation of the
differences between predicted values and observed values. where y’

i is the predicted value
and yi is the true value for subject i. The RMSE values are calculated through Equation (31):

RMSE =

√
∑n

i=1
(
y′i − yi

)2

n
(31)

As ML models grow rapidly, they also need more tuning and configuration. This
tuning often comes in the form of hyperparameters. The hyperparameter describes all
parameters that have to be determined before the actual process of fitting a model to the
data is started. These hyperparameters exist because data-based models are designed to
work in different scenarios, requiring both algorithm and model modifications. In the
past, these modifications were often performed by using domain knowledge or rules of
thumb. However, hyperparameters are generally challenging to set. Hyperparameters in
machine learning describe variables that modify how a particular model is derived from
data. These parameters can modify the algorithm that performs this process, but they can
also be a model parameter that the algorithm cannot reasonably determine. Most model
parameters are determined through training by applying the machine learning algorithm
to the data. Hyperparameters are usually not independent of each other. The number of
possible combinations of hyperparameters increases exponentially with the number of
hyperparameters. Because training machine learning models is computationally expensive,
the main goal is to find good or optimal points with as few function evaluations as possible.
A common hyperparameter in the neural network case is the learning rate. It changes
the rate at which neuron weights are adjusted per learning step and is essential for the
performance of a neural network. While the consensus is that low learning rates slow
learning down, high learning rates might keep the network from converging. This study
utilised J48, SVM, RF, rotation forest, and ANN for training with various hyperparameters.
The ranges of the hyperparameters are presented in Table 3.

Table 3. The ranges of the hyperparameters of the classifiers.

Classifier Hyperparameters

J48 Confidence factor [0.05–0.50] Minimum number of
instances per leaf nodes [2–6] Random seed [1]

SVM Kernel type [1–3] Epsilon [1.0 × 10−12] Random seed [1]
RF Number of trees [50,100] Maximum depth of trees [15] Random seed [7–11]

Rotation Forest Ensemble size [5–15] Maximum depth of trees [15] Random seed [1]
ANN Learning rate [0.3] Number of hidden layers [2] Random seed [6–20]

Usually, machine learning models split data sets into training and testing sets. Training
is used to train the model while testing sets are used to test the model. Various approaches
such as k-fold cross-validation and train test Split are used to validate results [8,35,43]. In
the train test split, values are set for the model on how much data the model has to train and
test. Mostly, it performs well for large datasets. In this research, the 10-fold cross-validation
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technique was utilised to obtain effective results on small datasets. The cross-validation
approach works, as it splits the dataset into three portions to train, test, and validate the set.
K sets the value to guide the model regarding how many equal folds of datasets to prepare
after division. The first fold was used for testing purposes, the remaining k − 1 folds were
used to train the model, and the whole process was repeated k times.

In this study, various machine learning models with feature selection methods were
used. The stopping criteria for feature selection methods was set so that when the perfor-
mance of the models decreased, the execution of feature selection methods stopped. The
fourteen most significant features, as selected through feature selection methods, were
used. The J48 algorithm derived results by using the approach of post-pruning. Post
pruning is the process of evaluating decision tree error at each decision tree junction. The
pruning of decision trees optimises the computational efficiency of the model. The pruning
method reduces the size of the tree and unnecessary complexity. To test the effectiveness of
post-pruning, the hyperparameter is often labelled as a confidence factor. If the value of
the confidence factor is kept low, then the amount of post-pruning is decreased.

Moreover, the minimum instances per leaf node are set, which means to set the
minimum amount of separation. It guarantees that at least two of the branches have the
minimum number of instances at each split. For example, if one instance is separated from
100 instances, it does not give much information. The J48 decision tree model was combined
with feature selection methods. The best results were obtained using the relief-F-based
feature selection technique, which achieved maximum accuracy of 68.5% with an ROC
value of 0.63 when the model has was with a confidence factor of 0.50. The minimum
number of instances per leaf node was 6. The complete results for the J48 classifier with
feature selection methods are presented in Table 4. After the J48 decision tree, SVM was
utilised to obtain more effective results.

In SVM, the kernel type was selected. Hence, the kernel type, i.e., PolyKernel, Normal-
ized PolyKernel, and radial basis function (RBF) Kernel, were chosen for better performance.
In this experiment, the model was initially tuned with PolyKernel, and the predicted results
revealed an accuracy of 61.4% while employing an information gain-based feature selection
method. The model was again tuned with different feature selection methods, and this
process was repeated multiple times until the highest accuracy value was achieved. The
highest accuracy of 68.5% with RBF Kernel was achieved while employing the Relief-F
based feature selection method. Complete results for the SVM classifier with various
feature selection methods are presented in Table 5. After the SVM model, the random
forest was utilised to obtain more effective results. Several machine learning models such
as random forest and ANN are non-deterministic, requiring a random seed argument for
reproducible results. Random seed denotes the random initial value for the algorithms.

We used different seed values to perform the experiments. In random forest, mul-
tiple trees were built with seeds that made a forest because the similar nature of trees
decreased model performance. So, to achieve better performance, individual trees were
built differently. The randomness in the generation of trees could be achieved with the
use of random seeds. In this experiment, the model was initially tuned with 50 trees with
random seed =7, and the predicted results revealed an accuracy of 68.5%. In contrast, the
information gain-based feature selection method was employed. The model was again
tuned with different combinations of values, and this process was repeated multiple times
until the highest accuracy value was achieved. The highest accuracy of 71.3% with an
ROC of 0.65 was obtained when the number of trees was set to 100, and the random seed
was set to 8 while using the relief-F-based feature selection method. Complete results for
the RF classifier with various feature selection methods are presented in Table 6. After
the random forest, the rotation forest was utilised to obtain more effective results. In the
rotation forest, ensemble trees were built because the similar nature of trees decreased the
model performance. So, to achieve better performance, individual trees were constructed
differently. In this experiment, the model was initially tuned with an ensemble size of 5,
and the predicted results revealed an accuracy of 65.2%.
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In contrast, the information gain-based feature selection method was employed. The
model was again tuned with different combinations of values, and this process was repeated
multiple times until the highest accuracy value was achieved. The highest accuracy of
73.2% was obtained when the ensemble size was set to 15 while using the relief-F based
feature selection method. Complete results for the rotation forest classifier with various
feature selection methods are presented in Table 7.

After J48, SVM, random forest, and rotation forest, artificial neural networks were
used to achieve more efficient results. The model was used to create a neural network that
predicted the target based on multiple input values. The model was tuned with different
parameters to generate the best result. One of them is known as random number seed.
It was used to ensure repeatability across runs of the same experiment. The model was
initially tuned with 6 random seeds, and the predicted accuracy was recorded as 79.0%
while using the information gain-based feature selection method. It was observed that the
model predicted its best results with an accuracy of 82.9% when the number of random
seeds was 10 while utilising the relief-F based feature selection method. Complete results
for the artificial neural network classifier with different feature selection methods are
presented in Table 8.

Among the five classifiers utilised in this study, the artificial neural network outper-
formed and obtained the highest accuracy of 82.9% while utilising the relief-F based feature
selection technique, as shown in Figure 3. It was observed that ANN also performed
efficiently while utilising other feature selection techniques. The performance of ANN was
also good while evaluating other performance metrics.

Figure 3. Performance comparison of models based on accuracy with utilisation of various feature selection techniques.
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5. Discussion

In the past, most educational research has been focused on and evaluated students’
academic performance in specific institutions or regions. Performance was calculated with
consideration for various influences including socio-economic and demographic factors
as well as students’ personal, family, and academic backgrounds. Apart from student
academic results, other factors also have a substantial impact on the performance of any
educational institution. The present study focused on the importance of other highly
influential factors along with student academic results, such as the students per teacher
ratio, the number of schools in a region, whether schools were located in rural or urban
areas, the availability or lack of classrooms, electrical facilities in schools, availability or
lack of furniture for students, open-air classes, computer lab facilities, science labs, and
playgrounds in schools. Previous research [44–48] suggested that data pre-processing (nor-
malisation, discretisation) techniques enhanced classifier performance, as these techniques
reduce the biases among features. Furthermore, related studies showed that the min-max
normalisation method performed better than other data normalisation methods [49–51]. It
has also been observed in related studies that binning-based data discretisation techniques
outperformed other techniques based on their results [52–54]. This study will help in the
identification of underperforming regions based on institutional performance. It will also
support governance in performance monitoring, policy formulation, target-setting, evalua-
tion, and reforms to address the issues and challenges of education. In this research, various
feature selection methods were combined with machine learning models to obtain efficient
results. The fourteen most significant features were used, as selected through feature selec-
tion methods. The J48 decision tree model was combined with feature selection methods.
The best results were obtained using the relief-F-based feature selection technique, which
achieved maximum accuracy of 68.5% with an ROC value of 0.63. The highest accuracy of
68.5% was achieved with the SVM (RBF kernel) model while employing the relief-F based
feature selection method. After the SVM model, the random forest was utilised to obtain
more effective results. The highest accuracy of 71.3% with an ROC of 0.65 was obtained.
After the random forest, the rotation forest was utilised to obtain more effective results. The
highest accuracy of 73.2% was obtained. After J48, SVM, random forest, and rotation forest,
artificial neural networks were used to achieve more efficient results. It has been observed
that this model predicted the best results with an accuracy of 82.9% while utilising the
relief-F based feature selection method. The artificial neural network outperformed and
yielded the highest accuracy, of 82.9%, among the five classifiers employed in this study.
The performance of ANN also proved efficient while evaluating other performance metrics.
It was also observed that the target class (medium) results were better than other target
classes (low and high). This is because the number of instances in the medium class were
significantly higher than in the high and low classes. The performance of machine learning
models is better when trained on large datasets. In our study, the performance of machine
learning models on medium classes was also high due to the large amount of data as
compared to other classes.

This study provides additional support for researchers to employ the ANN model
and apply it to social science studies. Moreover, this study showed that there is value in
including special education-related predictors to improve classification accuracy. The study
demonstrated how geographical and demographic variables could all add to the classifica-
tion accuracy of prediction models. Lastly, the study results offered strong evidence that
school facilities are highly predictive for the performance measurement of public schools.
Classification into high, medium, and low support levels could also help to illustrate
the relationship between variables and classification levels. More importantly, it could
highlight the importance of going beyond single-variable, single-threshold early warning
systems (e.g., systems that focus on only one KPI), which overlook complex interactions
among predictors. One variable is not sufficient to predict measurements of public school
performance. The proposed model based on ANN produces more accurate prediction
values than the other existing approaches because of its heuristic learning and correction
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technique. The proposed work was developed on the basis of a bio inspirational approach
for increasing the performance of the prediction process. ANN assigns weights based on
trial and error during the training phase. This proposed work utilised the knowledge of
the genetic algorithm to assign the weights of the hidden nodes, and thus its expected
outcome and the actual outcome were closely matched. Hence, the proposed model’s error
rate is very low compared to other algorithms, while its prediction accuracy is also greatly
improved.

On the map of the world, Pakistan is facing severe social, demographic, and edu-
cational disparities. It is ranked 143rd out of 144 countries on the Global Gender Gap
(GGG) index with a score of 0.546, the worst in South Asia [55]. Among South Asian
counties, Pakistan’s performance in education is not reasonably satisfactory. Moreover, its
educational disparities are higher, and significant efforts towards alleviating them have not
been observed. Pakistan consists of five provinces, of which Punjab is the most populous.
Punjab accounts for more than 56 percent of Pakistan’s total population and 52 percent of
its gross domestic product. Punjab consists of nine divisions and 36 districts. In Punjab,
demographic disparities exist among the various districts [56]. Lahore (its developed
district) ranks first and Muzaffargarh (underdeveloped district) last on the Human Devel-
opment Index. In terms of educational disparities measured in average years of schooling,
Muzaffargarh is more deprived, with 4.41 years for males and 1.95 for females, contrary to
Lahore, with an average of 8.5 years of education for males and 7.34 years for females.

The same trend is found in all other provinces [57]. One of the probable reasons might
be the strong family system in Pakistan, which places all economic responsibility on males,
whereas females are not supposed to earn or spend within the family. Hence, education,
whose primary purpose is to help secure jobs and livelihoods, might be male-focused. In
addition, cultural values in Pakistan do not support the unrestricted mobility of females.
They must be accompanied by male members of their families when travelling. Thus, the
preferences for educating females are lower within a family. Such values are stronger in
rural areas, where education appears to be considered a luxury for girls. Consequently,
many females discontinue their education after exhausting the available resources in their
hometowns, leading to educational disparities.

The Annual Status of Education Report: Pakistan (ASER-PAK) 2018 presented the
current education status in Pakistan in all aspects. Even if we only consider the report for
the most advanced province in Pakistan, Punjab, it cited 11% absenteeism among children
and 13% among teachers still in public schools. Only 31% of teachers had graduated from
an institution, while 59% had obtained professional qualifications or bachelors degrees in
education. Regarding school facilities, 79% of public schools had computer labs, and 83%
had a library facility. Furthermore, only 2% of primary schools lacked toilets, while 4%
were without drinking water. Other factors such as a lack of grants to schools, insufficient
classrooms, fewer playgrounds, etc., are also detailed in the report [58]. Such surveys
have been performed in the past with attention to specific institutions or regions and
considering a limited set of institutional parameters [7,8]. In this research, a maximal
set of influencing institutional parameters were included with a broader scope covering
the regional level to measure overall, region-wide institutional performance. The results
proved that the efficient provision of resources yields better educational results. It was
also observed that the urban areas performed well compared to their rural counterparts
due to the maximum availability of facilities and resources. Better school infrastructure
and physical facilities increased student attendance, strengthened staff motivation, and
improved student academic results.

There is always a link between school users (students, teachers) and school architec-
ture. Past studies have demonstrated that a clean and safe learning environment plays a
valuable role in academic achievement. Moreover, overcrowding of classrooms, toilets,
laboratories, and dormitories, and dilapidated school structures create an uncomfortable
school environment. Unhealthy school environments lower the morale of students, teach-
ers, and parents, leading to higher dropout rates and poorer academic achievement [59–61].
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Taking the 2030 agenda into consideration, formulating reliable education measures, mea-
suring education disparities among districts, and investigating factors behind education
disparities at the household level will all be imperative to the task of recommending ef-
fective policy options and the tackling the targets of the Sustainable Development Goals
in earnest. This study will help support governance for performance monitoring, policy
formulation, target-setting, evaluations, and reforms aimed at addressing the issues and
challenges in education worldwide. Gaps in school participation can be better understood
in terms of regional socio-economic, demographic, and geographic disparities. There were
a few limitations to our study. Firstly, it only covered data for high schools in one province
of Pakistan, and the results for other provinces may differ. Secondly, our model utilised a
structured dataset, but the results may vary when unstructured or semi-structured data are
utilised.

6. Conclusions

Whenever the government introduces educational policies that are based on analyses
of performance not of a single school but of schools on a massive scale, region-wide—rather
than individual–school performance measurements are a practical approach. The level of
education in public institutions varies across all regions of Pakistan. The current disparities
in access to education in Pakistan are mostly due to systemic regional differences and the
distribution of resources. This study, therefore, sought to fill the gaps and emphasise the
importance of region-wide measurements of school performance. A machine learning-
based method was developed to generate results. It was revealed that aside from student
academic results, other factors substantially impact the performance of any school institu-
tion. The present study focused on the importance of these other highly influential factors
along with student academic results, e.g., teacher–student ratios, the number of schools
per region, school locations in rural or urban areas, and the availability of classrooms,
electricity in schools, furniture for students, open-air classes, computer labs, science labs,
and school playgrounds. Our finding was that in Pakistan, discrepancies in the perfor-
mance of educational institutions in different regions of the country are due to inequality
in the distribution of resources, differences in essential facilities, the number of schools by
region, and the influence of school location on motivation, literacy rates, and awareness
levels in the local population. This study will help support governance for performance
monitoring, policy formulation, target-setting, evaluations, and reforms to address the
issues and challenges for education. Moreover, changing socio-economic factors may lead
to different results. This research could be conducted on all schools—primary, middle,
high—and even institutions of higher learning or in different regions of the nation. In
the future, a few advanced ensemble-based machine learning algorithms such as extreme
gradient boosting could be utilised in this domain.
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Abstract: Academic plagiarism has remained a major concern for higher education institutions, as
it hampers not only the quality of the teaching-learning process and research, but also the overall
educational institution. This issue appears to be even more serious in online and distance education
institutions. As a result, a qualitative study was conducted on an online university in Pakistan to
investigate the determinants of academic plagiarism and to find ways to address this issue. The
students were given an open-ended questionnaire to reflect their opinions on the awareness and
understanding of plagiarism, its determinants, and ways to address it. The findings revealed that
most of the 267 online university students had a poor awareness and understanding of plagiarism.
Major reasons for students’ plagiarism turned out to be a lack of a proactive approach to create
awareness, an omission of citation conventions from course content, untrained teachers, a lack of
strict penalties and their proper implementation, poor time management, a fear of failure, a lack of
confidence, laziness, and a culture of plagiarism. The study proposes the Awareness, Support, and
Prevention model (AS&P model) to address this issue in higher education institutions.

Keywords: plagiarism; ethics; academic dishonesty; online education; higher education; AS&P
model; Pakistan

1. Introduction

Although there is no universally accepted definition of plagiarism [1,2], as it is cul-
turally and socially influenced [3], it may be taken as a type of fraud, where someone
takes others’ ideas or work and presents it as one’s own [4]. The 7th edition of the APA
(American Psychological Association) publication manual describes plagiarism as “the act
of presenting the words, ideas, or images of another as your own” [5].

There are different types of plagiarism, and different ways in which a person may
plagiarize [6]. Academic plagiarism is one of those types, which is done within academic
work or assignments. Lathrop and Foss said that academic plagiarism occurs when
one does not think or write by oneself, or does not give appropriate bibliographical
references [7]. It is generally detected through similarity index software such as Turnitin or
Urkund [8].

Academic plagiarism is considered unethical in academia, as it not only damages
the overall quality of education, but also compromises merit. As a result, it often invites
punitive and disciplinary actions from higher education institutions and regulatory bodies.
Unfortunately, despite those disciplinary policies, preventive measures, and punitive
actions, plagiarism continues to grow, especially in higher education [8,9]. One of the
reasons for this may be the availability of modern tools and software that allow students to
search relevant materials on the internet and other online sources with relative ease [10,11].
Increasing access to rephrasing software further adds to this issue. In this situation,
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educational institutions are forced to allocate a substantial amount of time, effort, and
resources to address it [12]. Students’ lack of awareness and understanding of plagiarism
is another important reason. Bennett found that many students did not know the correct
citation conventions that could lead them to unintentional plagiarism [13]. Fish and
Hura echoed this, saying that the students who lacked clarity about plagiarism and its
consequences were more likely to commit it [14].

The literature also mentions many other reasons for plagiarism. Some of them are a
lack of awareness, language issues, a tight schedule and deadlines, teachers’ attitudes, high
competition and expectations, a fear of failure, and peers’ influence [13,15–21]. Different
types of pressures have also been pointed out as contributing factors [22–24]. Songsri-
wittaya et al. [25] mentioned students’ desire to obtain high marks, exam pressure, and
stiff peer competition as the most important reasons. Time-related issues are also quite
significant, as students often have to complete assignments and other tasks in a limited
amount of time [2].

Another reason for plagiarism is the difficulty of tasks. Weak preventive and dis-
ciplinary actions and/or a lack of policy enforcement may also tempt the students to
plagiarize. Harris [16] (p. 6) supported this by saying, “cheating in self-defence may appear
rational in a highly competitive atmosphere, especially where students believe there are
few operative punishments”.

Plagiarism is also a serious issue in Pakistan [26–28]. Previous studies have revealed
that most of the students are either unaware about it [29] or have a poor understanding [30].
Murtaza et al. [29] carried out a study investigating Pakistani university students’ aware-
ness and perceptions about plagiarism. They collected data from 25,742 students from
35 universities in Pakistan. The findings revealed that 94% of the participants were not
aware of the plagiarism policy of the HEC (Higher Education Commission). Another study
found that many students did not know about their own university’s policies about it [30].
The education and training of the students about plagiarism and citation conventions are
also generally overlooked. Fatima et al. found that students’ lack of a proper education
and training about plagiarism and an inadequate skillset were two of the most significant
factors [8]. Apparently, the HEC and higher education institutions in Pakistan have failed
in their responsibility to create an awareness and understanding of plagiarism and its
policies. As a result, plagiarism continues to thrive in Pakistan.

Recent decades have seen a rapid growth of online and distance education across the
world [31–33]. Although there have been quite a few studies about plagiarism amongst
online and distance education students [34,35], such research about Pakistan is quite rare.
Additionally, research about online university students is also quite limited. The current
study tried to fill some of these research gaps by focusing on the students of the only online
university in Pakistan. It had three main research objectives:

• To investigate the awareness and understanding of plagiarism among online univer-
sity students;

• To find out the perceptions of online university students about its determinants;
• To provide suggestions on how to address the issue.

2. Materials and Methods

2.1. Research Method and Tool

The current study used a qualitative research approach to achieve the research ob-
jectives. The rationale for employing qualitative research is that it allows in-depth data
gathering from the participants [36]. At the same time, there was a desire to collect data
from a larger number of participants in a way where they could freely and independently
express their thoughts; consequently, an open questionnaire was selected as the research
tool. One can gather in-depth data from a large number of participants through an open
questionnaire [36]. However, the drawback of this technique is that one cannot ask supple-
mentary questions for further probing. Doró also used a similar technique (asking students
to write a one-page opinion essay on plagiarism) for data collection [2].
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In order to collect data, the students were sent three main questions through their
official emails. Every question was further explained in parentheses for clarity. Those
questions were, “What is plagiarism (understanding and awareness about the concept)?”,
“Why do you think the students plagiarize (reasons behind it)?”, and “How can we address
this issue (suggestions to control plagiarism)?”. The email also included the aims and
scope of the study and a consent letter for voluntary participation. The students were
asked to send their responses in 10 days. Those who did not respond within that time were
reminded again twice every 15 days.

There were no word limit requirements to write reflections, and the participants were
encouraged to elaborate as much as possible. They were asked to send their responses in
MS Word files so that the researchers could directly use them in NVivo.

To ensure research ethics, permission was granted from the university to conduct
the study. All the participants were asked to sign a consent letter for their voluntary
participation. They were clearly told about the purpose of the research and that their
participation was voluntary. They were also assured of their anonymity and that their
reflective writings would only be used for research purposes.

2.2. Population and Sample

Data were gathered from an online university in Pakistan. This university is the first
completely online university in the country. The students belong to three different depart-
ments (management sciences, computer science, and education) in both undergraduate
and graduate programs. They were contacted through their university emails. Data were
collected from the students studying during the Fall 2019 semester (October 2019–March
2020). During that semester, there were 14,743 active students in the university receiving
virtual education. An email including the aims and scope of the study and a consent
form for voluntary participation was sent to the students. A similar email was sent to the
students twice every 15 days. Following the guidelines provided by the literature [37–39],
the data analysis phase started as soon as the sample size of this study was considered
appropriate for data analysis. In total, 300 students replied to the email to show their
interest in participating the study. However, 267 participants filled the questionnaire and
submitted it the authors.

Among these 267 students, 159 were male, and 108 were female. As it is an online
university with many students working full time, their age ranged widely (19–52) with a
mean age of 26 years, and 71% of the participants were from urban areas, while 29% were
from rural areas.

2.3. Data Analysis Technique

The data were analyzed through qualitative data analysis software Nvivo 11. Initially,
all data were imported into Nvivo. The researchers read all the writings one by one to
search for broader themes and categories. Later, Nvivo was used to create codes and
themes. Data visualization was also used for the determinants. In total, Nvivo generated
22 themes for determinants. The researchers again looked into those themes and grouped
them into five broader categories.

Verbatim quotations were also used frequently, as they help in conveying the feelings
and emotions of the participants more clearly and forcefully [40,41]. Two of the researchers
independently selected significant verbatim quotations. They were later discussed by
all three researchers. More significant and relevant ones were retained and reported in
the article.

Frequencies and percentages were also used to present the data more clearly.

3. Results and Discussion

This section contains data findings and discussion. Other than background informa-
tion, data analysis was carried out on three different lines: the awareness and understand-
ing of online university students about plagiarism, their perceptions about its determinants,
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and how it can be addressed. These findings were further interpreted and discussed in
light of the literature.

3.1. Online University Students’ Awareness and Understanding of Plagiarism

The first question that the students were asked to write about was focused on their
awareness and understanding of plagiarism: what was plagiarism to them? In order to
establish how relevant and appropriate students’ awareness and understanding of plagia-
rism was, it was important to first take one definition as the standard. After reviewing
the literature, the researchers decided to use the definition in the 7th edition APA publi-
cation manual [5] as a standard because of its clarity, comprehensiveness, relevance, and
significance. It is also used widely in most of the universities in Pakistan and abroad. It
has three important components: (i) copying or lifting text, (ii) using not only words but
also ideas of other authors, and (iii) presenting work as your own (not citing the original
work properly). When a student showed a limited idea or understanding of plagiarism,
but not the whole idea (e.g., using only the term “copy and paste”), it was categorized as a
poor/incomplete understanding.

The analysis of students’ responses showed that out of 267 students, only 41 (15.36%)
could define it properly. The rest either had a completely wrong idea about plagiarism
(n = 37, 13.86%) or an incomplete idea (n = 189, 70.79%).

An overwhelming majority (41%) used the term “copy and paste” to describe plagia-
rism. Other terms used by the students were “copy” (26%), “cheating” (15%), “writing
without citations” (11%), and others (7%). Among others, “stealing others’ ideas”, and
“presenting others’ work as your own” were prominent terms used by the students. One
student wrote, “ . . . [If I] copy something and then paste it in my assignment, then it is plagiarism”.
Another wrote, “Plagiarism is copying many lines from [the] Internet”. Some of the students’
understanding of plagiarism appears to be defined by how different software is used to
work to check plagiarism. They mentioned lifting five consecutive words as plagiarism.
These students did not seem to realize that plagiarism was not only copying and pasting
the text, but also using others’ ideas without giving proper credit to them. Some did not
see that copying and pasting could be academically ethical if it is cited properly.

The literature also points out that most of the students do not have a proper awareness
and understanding of plagiarism [42] and citing conventions [13,43]. This shows that, if
students do not know the meaning of plagiarism, it is difficult for them to avoid it. There
seems to be either an inability of the universities to increase awareness and understanding
or an unwillingness of the students to learn about it.

3.2. Why Do Students Plagiarize?

The second question was related to the determinants of plagiarism. Based on the
responses of 267 students, Nvivo generated 21 themes (Figure 1). These themes were
reported 421 times by the participants.

The researchers investigated the themes and grouped them into five broader categories:
a lack of awareness and a poor understanding of plagiarism, weak management of the
education system and institutional issues, academic pressures and barriers, personal and
psychological reasons, and plagiarism becoming a trend. The details of these categories
and their themes are as follows.
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Figure 1. Determinants of plagiarism.

3.2.1. A Lack of Awareness and a Poor Understanding of Plagiarism

The most basic and fundamental cause seems to be the students’ lack of awareness and
understanding of plagiarism. Three Nvivo-generated themes were placed into this category:
a lack of awareness, a poor understanding, and a lack of knowledge about citations.

The first theme was a lack of awareness, as 44 students wrote that they had a lack of
awareness of plagiarism and the policies about it. Despite being university students, they
said that they had not even heard about it. Their awareness about plagiarism, plagiarism
policies, and the consequences of plagiarism was very limited. As one student wrote,

“ . . . .(In Pakistan) most students are unaware about plagiarism and its consequences.
No one tells them about it. We do not find it anywhere. Some students [do not even]
know the meaning of plagiarism. So most students are doing plagiarism without even
knowing that they are doing plagiarism.”

This situation is not surprising, as the literature also points this out [29,30]. Surpris-
ingly, these are online university students who are more Internet savvy. The university
has also provided information about plagiarism on both its website and the LMS (learning
management system), but it seems that no proactive measures were taken to create an
awareness of it.

The second theme in this category was a poor understanding of the concept. Twenty-
two students said that the students did not have a proper understanding of the concept.
This can also be connected with their responses to the first question, where the majority
of students said that plagiarism was “copy”, “copying”, or “copy-paste” only. This con-
firms [42] (p. 643) the notion that students are “still apparently confused” about the concept
of plagiarism.

The third theme was focused on students’ knowledge about practices to avoid pla-
giarism, especially citation conventions. More than half of the students (149 out of 267)
reported that they were never taught about plagiarism or citation conventions at any level.
They stated that their lack of knowledge often led them to plagiarize content, even when
they tried to avoid it. As one student wrote,
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“ . . . in citations and references . . . finding [the] right content and right method for
citation[s] is [the] biggest problem. Many students do not know how to cite, how
many words should be in inverted commas, [or] how to give reference[s]. Most of the
time we think we [have] cited correctly, but in reality we [have] not, and we [have
committed] plagiarism.”

Another student explained how the lack of proper guidance about citations could play
a role, saying,

“We [were] never taught about references and citations. There was no course in college,
[or] even in university, [and] we do not have any course on this topic. Maybe [the
institution and faculty] think that it is easy and we can learn by ourselves. But it is
difficult. It is very difficult.”

Many studies have also pointed this out [13,43]. Often institutions think that citation
conventions can be learned by the students themselves; however, in reality, citations and
reference lists are quite difficult and confusing and should be taught properly.

These findings show the alarming situation of online university students’ awareness
and understanding of plagiarism in Pakistan. More than one fourth of them (76 out of
267) indicated their lack of awareness and a poor understanding of plagiarism and citing
conventions, which has been a recurring theme in the literature [13,29,42]. Although the
students had some idea about their own abilities and knowledge (or the lack of it) about
plagiarism, it might be possible that many students are simply unaware about their lack
of awareness. They might think that they know what plagiarism is, but their knowledge
could be either completely wrong or incomplete.

3.2.2. Weak Management of the Education System and Institutional Issues

The second category that emerged from the data was the weak management of the
education system and institutional issues, which either encouraged students to plagiarize
or failed to prevent them from doing so. This category consists of six Nvivo-generated
themes, i.e., a poor education system, an unhealthy academic environment, the unethical
support of professionals, untrained teachers, a negative relationship between teachers and
students, and a lack of strict penalties.

Fourteen students indicated a poor education system. Rather than pointing out any
specific issue, they blamed the overall education system of the country. According to
them, the blame goes to the overall educational system and culture in the country. These
perceptions are similar to the authors in [44] who pointed out the academic and research
culture in Pakistani higher education. One student expressed it in these words: “[The]
education system is poor. Problems are everywhere. Everything is bad”. Another student echoed
the same opinion, writing, “It is difficult to blame one thing[;] everything in [Pakistani] education
is bad”.

In addition, six students put the blame on an unhealthy academic environment. One
wrote, “ . . . students who try to follow rules [and be] honest in academics suffer”. Similarly,
talking about the academic environment in the university, another student wrote, “It’s
[a] poor academic environment. We are not taught well, [as there are] just recorded lectures. No
further explanation [required]”. According to this student, as the students were not taught
properly, they chose to plagiarize. Many students said that much greater efforts are needed
in an online university to develop a strong academic culture that, to prevent such unethical
practices, promotes not only academics but also moral values. Some researchers also
indicated that online university students were more inclined to plagiarism [45].

Students also talked about the role of university personnel, especially faculty mem-
bers, a negative relationship between teachers and students, and unethical support from
professionals. Some students wrote that untrained teachers were key in the fast spread of
plagiarism in Pakistan. The students mentioned that most of their teachers did not know
about plagiarism, especially the proper meaning of plagiarism. One student expressed
his personal experience as, “My teacher said you should not write five consecutive words so

56



Appl. Sci. 2021, 11, 12055

most of us lifted the text and then rephrased every fourth or fifth word. I later found that it was
still plagiarism”.

In addition, students mentioned “untrained and nonprofessional” research supervi-
sors, who actually encouraged the students to commit plagiarism. One student wrote that
his supervisor advised him to copy and paste the literature review and later use word
rephrasing software to rephrase it. The students also reported unethical support from
professionals and other office staff. A few students wrote that some teaching assistants and
office staff would help the students in obtaining fake plagiarism reports.

Three students mentioned a negative teacher–student relationship. They pointed out
that some teachers had a very aggressive and hostile attitude toward the students, and
students did not feel comfortable asking them any questions. However, the standards
and requirements of courses taught by those teachers were very strict, which compelled
the students to plagiarize in order to produce “quality work”. Howard also advocated
that, rather than policies, educational institutions should focus on positive teacher–student
relationships to eliminate plagiarism [46].

Another theme that stemmed from students’ writings was a lack of strict penalties for
plagiarism. Thirty-six students wrote about it and described how the students committing
plagiarism often got away with either a simple warning or a lighter punishment. One
student wrote, “Penalties are flexible. Even though students are well aware of plagiarism, they
still plagiarize and think they have [fewer] chances of being caught.” Another student further
explained it in these words: “Often professors just scold [students who plagiarize], [saying
things] like ‘shame on you’ or ‘do it again,’ and that is it. Many times students [are] not caught”.
One graduate student summed it up in these words, “Soft penalties encourage students to
plagiarize again and again”.

Researchers have been consistently vocal about the lack of penalties or light penalties
for plagiarism as one of the key reasons for plagiarism [30]. In this situation, when students
weigh in threats and benefits, they often find it worth taking a risk [16].

This clearly indicates that academic and nonacademic faculty members, education in-
stitutions, and even the overall education system in Pakistan is ill-equipped and ill-trained
to address this issue. There also appears to be an issue with some of the teachers’ attitudes,
professionalism, and integrity. These factors along with the teachers’ and universities’
lenient approach toward plagiarism seem to have created an environment that is highly
conducive to it.

3.2.3. Academic Pressures and Barriers

The most significant category was about different types of personal and academic
pressures, and different barriers. These themes were mentioned by 140 students. These
pressures and barriers appeared to force the students to plagiarize, as they could not
manage or find a solution. This category contained six themes generated with Nvivo: poor
time management, workload, stress from competition, a fear of failure, a desire for good
grades, and language abilities.

Poor time management was the most frequently cited reason, as 49 students mentioned
it. Time management substantially affects students across the world [47]. Many students
have plagiarized to save time for other activities [2]. According to the participants, many
students either wasted their time on other activities, or they simply could not manage their
time properly. Therefore, they chose to plagiarize, as it would take less time to complete
their work. One student wrote, “ . . . poor time management skills [will] in turn leave [students
with] no choice [but] to cheat or plagiarize”.

Another participant described the students’ attitude in these words,

“They do not manage their time very well and handle situations poorly. They focus on
their [assignments] at [the] last moment [and work over a] very short time[;] it is very
hard for students to do excellent work. So they try to get material online and finish
their tasks.”
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Another determinant mentioned by five students was workload. Students said that
their academic workload was too much to handle, so in order to manage heavy workload,
they had to plagiarize. This has also been found in the literature [48]. Two students further
indicated that a heavy workload was also related to time management. One student wrote
that, even if they work hard, they cannot finish their workload on time. They had to cheat.

Sixty-three students mentioned stress from competition (10), a fear of failure (33),
and a pressure to receive grades (20). This is understandable, as the education system in
Pakistan measures students’ performance in terms of marks and exam scores [49]. Those
who receive higher marks tend to thrive in their professional life. This forces the students
to aim for higher marks rather than cultivate their abilities. In order to compete with their
fellow students, and to meet the required standards, some students decide to plagiarize.
One student wrote, “There is tough competition . . . we have to get high marks, [and that is it].”
Many students admitted that, in higher education, the fear of failure was one of the more
important determinants for plagiarism. One of them wrote, “If a student does not pass in an
exam, people make fun of him. It is [shameful] for [a] student to get low grades. Many are afraid to
fail. So they find other ways [such as] cheating to pass.” The literature also indicates the stress
of competition, a fear of failure, and a pressure to receive good grades as more significant
factors [13,15,18].

In addition to the themes mentioned above, 23 students mentioned the language
barrier as one of the determinants. This seems to be a serious problem in countries such as
Pakistan, where the language of the curriculum, instructions, and examinations is different
from the daily language of communication [50]. This points to the fact that mostly books,
assignments, and exams are in English. However, students communicate with each other in
Urdu (the national language of Pakistan) or in a regional/ethnic language. As one student
wrote, “Students face difficulty in translating their thoughts from their mother tongue to English.
So they use [a] ‘copy-paste’ method. It is not because we don’t have ideas or knowledge [; rather,] it
is because many cannot write their ideas in English.” English language writing is especially
troublesome for nonnative speakers [50–52]. While conducting a study about Japanese
students, Wheeler also found that a foreign-language-induced fear of failure was one of
the main causes for plagiarism [53].

3.2.4. Personal and Psychological Reasons

Five Nvivo-generated themes were placed in the category of personal and psychologi-
cal reasons. These themes were a lack of confidence, a lack of interest, laziness, looking
for shortcuts and easy ways to finish their tasks, and the availability of the internet. These
were identified by 27, 26, 23, 15, and 10 students, respectively.

A lack of self-belief and confidence is one of the more significant reasons for plagia-
rism [43]. Twenty-seven students echoed this, saying that, sometimes, the students were
unsure of their own abilities and talent. They lacked confidence and self-belief, which
would lead them to find alternative ways to finish their tasks. Sometimes, the lack of
confidence is not due to academic problems, but to personal issues. One student wrote,
“Some students do not have confidence. They think others work better than them, [so] they chose
to plagiarize.” Another student described it in these words, “Some students are in a complex
[situation, are afraid,] or have low confidence that they cannot write [a] good piece of text and feel
hesitation, so they copy and paste in [their] assignments and other work.”

Twenty-six students identified the students’ lack of interest as one of the key reasons.
One student wrote, “Often there is time. Students are active. But they don’t have interest in the
studies.” Another student said that many of those students who would plagiarize were
quite active and smart. They had ample time to finish their tasks, but they would do other
things. He wrote emphatically, “They are more clever [and] more active. They find ways to cheat
the teachers. It is not easy. They could do [a] better job in writing assignments, but they find no
interest in writing [on] their own.”

Research about plagiarism shows that students often lacked interest in the given tasks.
These students, due to their laziness, their disinterest, or other reasons, would look for
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shortcuts and easy ways to complete the task. Many students acknowledged that one of the
causes of plagiarism was sheer laziness, as supported by the literature [52]. One student
wrote, “Often there is time, but students are lazy. They don’t want to work.” Another student
also reported that “many students want to complete assignments [and receive] good marks, but
they do not want to work. Plagiarism is an easy option for such students.”

Fifteen students said that many would plagiarize because they regard it as a quick
and easy way of completing academic assignments and tasks. They did not specify if
their desire to complete tasks in an easy way was due to laziness, a lack of interest, a
lack of confidence, or an unavailability of modern tools. As a result, it was regarded as a
separate theme.

The last theme in this category is the availability of the internet and other modern tools.
Ten students cited the availability of the internet and other online tools and resources as one
of the determinants in the spread of plagiarism. Multiple articles also indicate this [10,11],
as modern tools and technologies help the students not only to find the relevant materials
more easily but also to rephrase them to avoid detection. One student pointed this out,
writing, “[The] Internet has made writing easy. Students can find materials. Some software can
rephrase it. It is not easy to catch them.” This leaves teachers and supervisors in a difficult
situation. Until and unless these educators have read the original article and remember it
clearly, it is difficult to catch this type of technologically savvy cheating.

3.2.5. Plagiarism Is Becoming a Trend

Seventeen students wrote that plagiarism had become a trend in Pakistan. They
mentioned that, due to other determinants such as the lack of awareness and understanding,
teachers’ attitudes, and the institutional failure to pay attention to the relevant details,
plagiarism was deeply rooted into much of the education system in Pakistan. This is
very similar to what Horváth said about Hungary, that plagiarism was ingrained into the
Hungarian education system [54]. It also appears to have become a routine for students.
One of them wrote, “No one [cares] about it. It is a trend. It is normal.”

This indicates that when systems fail to highlight an issue or to proactively try to
eradicate it, with the passage of time, the issue may become part of people’s lives and the
general culture. Once that happens, people may no longer care about it. In other words, it
becomes an acceptable evil. Worse still, it may become so common that some people may
start bragging about it instead of feeling ashamed of their wrongdoing. One student said
the same, “It is trendy [;] many students do not feel shame. They tell others proudly.” This is a
worrisome, deplorable situation that demands immediate measures and actions.

3.3. Addressing the Issue of Plagiarism

The last question was focused on how plagiarism in higher education settings in
Pakistan can be prevented. The responses from the participants were coded into different
categories, and themes were generated from the codes and categories. Three major themes
that were considered important by the participants to combat plagiarism in higher educa-
tion, i.e., awareness, support, and prevention, were established. Previous studies have also
discussed these steps to control plagiarism [13,17,30,53,55]. This model integrates them
with other details. Thus, the themes generated from the data from the current study and
from previous literature with a similar scope guided the authors to develop the AS&P
Model—the Awareness, Support, and Prevention Model (Figure 2).

The first dimension of the AS&P model is awareness, which represents the “what”
part of the problem. It is about creating awareness about all the important “whats” relating
to it (What is plagiarism? What are regulatory bodies and university policies and practices
saying about it? What are its consequences? What are citation conventions?). The findings
of the current study show that there is an acute lack of awareness about different aspects of
plagiarism. The same has been noted in earlier studies [30]. Students strongly criticized the
current approach of the universities, as one student wrote, “Putting policies on [a] website and
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sitting [back without telling students about it] will not [create] awareness. [Universities] should
reach [out] to the students [and] be active.”

Figure 2. AS&P (Awareness, Support, and Prevention) Model.

As a lack of awareness has proven to be one of the most significant issues in this
regard [13,42], many of the students recommended workshops, seminars, and training
sessions to create an awareness and understanding of plagiarism. Interestingly, some of
the students suggested that these workshops and training sessions should not be for the
students only, but also for teachers. One student explained it, saying, “When teachers know
what [plagiarism is], they can guide students better.” They also suggested it be made a part of
their course outlines.

The second dimension of the model is support, which represents the “how” part of
the problem. Students wrote that supportive measures should be for both teachers and
students. The different kinds of support suggested by the students have been divided into
three categories: academic, technical, and emotional and psychological. In academic and
technical support, the focus should be on the use of relevant software, how to detect and
avoid plagiarism, and how to cite properly. Many of the students said that there should be
support for language issues as well. One graduate student wrote at length about it, saying,

“[Universities] think [that the English of M.Phil students is good and that they] can
write good English, but many cannot. We have [an] academic writing [program], but
we don’t do any practice; [ it only consists of ] lectures and information. It doesn’t
improve [one′s] English. Universities in Pakistan should have special courses, [sessions]
or workshops [to help students] in writing.”

One student suggested that there should be a co-supervisor or member supervisory
committee for language improvement. This person could help the students to improve
their academic writing. Supervisors can focus on the technical and academic aspects, and
the co-supervisor can focus on the language issues. In this way, the students could feel
more comfortable with writing and avoid copying.

The students strongly suggested emotional and psychological support, as many of
the determinants of plagiarism are related to emotional, psychological, and other nonaca-
demic issues, such as a fear of failure, poor time management, laziness, and a lack of
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interest [2,15,52,53]. As a result, a positive attitude, counselling, and support from the
universities, especially the teachers, are imperative to overcome these determinants. Leask
very rightly pointed out that the prevention of plagiarism must not be seen as a war
between academic staff and students, but as an opportunity for intercultural interactions
and growth. He further said that preventing plagiarism therefore needs to be based on
the principles of good teaching [55]. It was further suggested that rather than scolding the
students for poor work, teachers should provide them with academic support and help
in building confidence and gaining knowledge. Bashir and Malik also said that caring
behavior exhibited by teachers in the classroom can help students not only with academic
improvement, but also psychological, ethical, and moral improvements, which can lead to
positivity and motivation amongst those students [56]. Some students also wrote about
more active roles in student counseling centers in overcoming those psychological barriers.
All these steps can greatly reduce the aforementioned emotional and psychological issues
that have been some of the key factors of plagiarism.

The last dimension of the model is prevention. Despite creating awareness and
providing supportive measures for students, some may still opt for foul play and cheating.
Thus, the last dimension becomes pivotal. Universities must develop strict policies about
plagiarism and enforce them in an active manner for both teachers and students. Students
committing plagiarism and teachers involved in fostering plagiarism should be handled
such that others will be deterred from that behavior. Most of the time, students plagiarize
when they find that the benefits outweigh the risks [17]. If the risks (e.g., the punishments)
are greater than the benefits, students are more likely to stay away from it.

Along with punitive actions, universities must also provide teachers with access to
modern plagiarism-detection software to prevent plagiarism. Institutions should make
software use mandatory for students’ assignments, as well as for research work. Some
students wrote that there was no culture of using plagiarism-detecting software for students’
assignments or even research proposals. As one post-graduate student wrote,

“Even [for a] synopsis (research proposal), many students copy and paste, and they [pass].
Students don’t worry about plagiarism at early stages, [in class assignments, course
papers, or synopses] and then they are asked to come up with original work at thesis
writing. It is not fair. Nobody cares about plagiarism and then suddenly they expect
us to produce original work when thesis work starts. [Universities] should check [for]
plagiarism all the time so that students learn about it, and are careful about it.”

The AS&P model appears to be quite comprehensive in eliminating or at least mit-
igating plagiarism in three different ways: creating awareness, providing support, and
taking preventive measures. These measures are not only for students, but also for teachers.
Plagiarism has become quite a menace in the current era, and it can only be controlled
through a comprehensive approach.

4. Conclusions, Recommendations, and Implications

As indicated in the literature of other countries, the findings of the study confirm
that plagiarism continues to remain a challenge at the higher education level in Pakistan.
The findings of this study identify various determinants, such as an omission of citation
conventions from course content, a lack of a proactive approach to create awareness,
untrained teachers, a lack of strict penalties, poor time management, a fear of failure, a
lack of confidence, laziness, and a culture of plagiarism. The students also questioned the
role of universities and teachers, which ranged from reactive and laidback to promoting
plagiarism. All of these factors appear to have created a culture of plagiarism in Pakistan.

Based on the suggestions given by the students, and consulting the literature on the
same issue; this study provides a theoretical model, i.e., the AS&P model (Awareness,
Support, and Prevention), to address this issue. There is a strong need to adopt a more
proactive approach to create an awareness and understanding of plagiarism, the policies
about it, and its consequences. Universities must first educate and train their teachers
about it. Later, the students should be educated through seminars, workshops, and training
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sessions. Plagiarism and citing conventions should also be made a part of different course
outlines. The students should be provided with support to combat different academic,
technical, psychological, emotional, and other nonacademic issues, which often lead them
to plagiarize. Teachers should adopt positive and caring behavior so that students can share
their issues freely and seek solutions. Finally, both universities and teachers should adopt
a zero-tolerance policy for it. Students and teachers involved in this practice should be
punished so that others will be deterred. Plagiarism should also be checked for in students’
assignments and research proposals/synopses so that they can learn to avoid it in early
stages of the university career. It is worth mentioning that this model has been developed
based on research findings and has not been tested in practice. Thus, researchers are
encouraged to further investigate the experimental effectiveness of this model in reducing
plagiarism in higher education settings.

Although this study is exclusively about Pakistan (more specifically about an online
university in Pakistan), it has far-reaching implications. This model can be used in other
countries, especially developing ones, with a similar context, a similar education system,
and the same issues. Based on this model, universities can devise specific steps and
strategies to reduce plagiarism and can emphasize different aspects of the model based on
their context, issues, and needs.

5. Limitations and Further Research

The current study used an open questionnaire as a research tool. Although it helped
in gathering qualitative data from a large number of participants, many statements made
by the students required further explanation, and further probing through supplementary
questions was not possible. Another qualitative study may be conducted using semi-
structured or open interviews to probe this issue deeper.

Furthermore, it may be interesting to compare the causes of plagiarism between
students studying online and students using a more conventional mode, as students in
these two groups may hold different attitudes and mindsets in regard to plagiarism.

Finally, the study has devised the AS&P Model based on the literature and research
findings. This model is theoretical and untested. It should be carefully implemented in
an education system or universities to determine its effectiveness in reducing plagiarism.
Therefore, future studies should experimentally investigate the effectiveness of this model
in combating the issue of plagiarism in higher education.
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Abstract: In a hybrid university learning environment, the rapid identification of students’ learning
styles seems to be essential to achieve complementarity between conventional face-to-face pedagogi-
cal strategies and the application of new strategies using virtual technologies. In this context, this
research aims to generate a predictive model to detect undergraduates’ learning style profiles quickly.
The methodological design consists of applying a k-means clustering algorithm to identify the stu-
dents’ learning style profiles and a decision tree C4.5 algorithm to predict the student’s membership
to the previously identified groups. A cluster sample design was used with Chilean engineering
students. The research result is a predictive model that, with few questions, detects students’ profiles
with an accuracy of 82.93%; this prediction enables a rapid adjustment of teaching methods in a
hybrid learning environment.
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1. Introduction

The COVID-19 pandemic has posed several challenges to higher education in teaching,
learning, research collaboration and institutional governance [1]. Since it has been stated
that the contexts in which learning occurs are crucial [2], one central research focus is
examining and analysing learning styles in this new setting. This effort is even more critical
given that the first reports about education in this new context indicate that the most
frequent barrier is the difficulty in adjusting learning styles [3].

There are countless ways people process information from the environment, and
individuals exhibit specific behaviours that allow them to learn efficiently [4]. They prefer
interaction, assimilation, and information processing methods. This natural disposition
or preference of the individual to learn and study is known as a learning style [5]. Since
there are many learning styles among different individuals, it is a challenging task to
determine and predict the learning style of an individual student. According to these
ideas, adopting a standard pedagogy method is not appropriate to improve learning for all
students. Therefore, it is essential to devise and adopt different pedagogies for different
types of learners.

Universities in a pandemic face a hybrid teaching environment. The literature suggests
that hybrid learning offers many benefits to students and faculties [6]. Nevertheless, this
environment regularly changes scenarios and actors. Thus, the rapid identification of the
learning styles of participants appears to be fundamental to achieving complementarity
between traditional teaching and the application of new technologies. However, the
extension of the existing learning style measurement instruments in the literature limits
this rapid detection. In this context, is it possible to quickly detect the learning styles of
university students of engineering? This question establishes the research problem for
this study.

This study proposes developing a predictive model that identifies learning styles
using analytical techniques. In the vein of a study that applied machine learning to reduce
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data capture times [7], our research is in line with works that reduce scales of learning
styles [8–10]; however, we have advanced towards predicting a student profile associated
with a learning style. The main practical contribution of this study to teaching in higher
education is to allow administrators and educators to adopt different pedagogies for
different groups of students quickly, improving students’ academic results. Additionally,
obtaining data on the learning styles of university students in the context of the pandemic
in a developing country contributes to the generation of knowledge about this phenomenon
for organisations and academics interested in higher education in the world.

In particular, the objective of this study is to generate a predictive model to detect
undergraduates’ learning style profiles quickly for making recommendations to teachers
and managers to improve learning outcomes.

To achieve this objective, we proceed as follows. First, the following section describes
the study background, including student learning profiles, student learning styles, and
predictive analysis with decision trees. In the next section, the materials and methods are
defined. Then, the results of the analyses are shown. Finally, the findings are discussed,
limitations and future research lines are given, and conclusions are presented.

2. Background

2.1. Student Learning Profiles

Student learning profile refers to the preferred mode of learning as individuals. As a
general consideration, the student obtains better results if tasks match with their skill and
understanding (readiness), promote curiosity or passions (interest), and if the assignment
fits their preferred learning profile [11]. Four overlapping categories of learning profile
factors can be used to design a curriculum that fits students: group orientation, learning
environment, cognitive style, and intelligence preferences [12]. Learning profiles have
been studied from different perspectives and conditions. Specifically, student learning
profiles have been studied in STEM education. At the K-12 level, [13] explored children’s
preference profiles on tangible and graphical robot programming, showing that student
preference profiles are related to gender and age for both interfaces. At the undergraduate
level, [14] examined the relationships between study-related burnout, learning profiles,
study progressions, and study success. This research shows that learning profiles affect
study-related burnout in higher education. Likewise, [15] studied academic performance
prediction based on learning profiles in blended learning. Their results show that student
learning profiles consisting of four online factors and three traditional factors have the
highest predictive power of academic performance.

2.2. Student Learning Styles

Researchers agree that understanding student learning styles is a keystone for tailoring
the teaching process, improving the satisfaction of educational needs, and enhancing
learning experiences, especially in learning environments [16]. From a general point of
view, since learning style is a component of the broader concept of personality [2], it may
be related to specific personality traits. The Five-Factor Model has been widely used in
the literature to measure personality traits. The FFM proposes five traits that capture the
core domains of personality: conscientiousness, agreeableness, extraversion, neuroticism,
and openness. Some studies have reviewed the relationship between psychological traits
and the teaching–learning process. For example, [17] studied the predictive capacity of
personality traits for teacher teaching styles in the Republic of China. The results indicate
that personality traits contributed to the teaching styles of teachers beyond their gender,
level of education, and perception of the quality of their students. On the other hand,
the relationship between learning style and learners’ personality was examined by [18].
This study reported that extroverted students tend to have an accommodative learning
style. Finally, the concomitance between learning styles and psychological traits to explain
learning to read English by Iranian students has been reported [19]. From a narrow point
of view, the study of learning styles has generated considerable interest over the past three
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decades, leading to various models of learning styles based on how the learners adapt
to multiple dimensions related to information reception and processing [5]. A review
described 71 taxonomies of learning styles proposed in the literature [20].

The Felder–Silverman model is well-recognised in education [5,21]. In this model,
learning styles refer to different strengths and preferences in acquiring and processing
information [5]. We chose the Felder–Silverman model for this study due to two reasons.
First, the model is widely accepted in engineering education [22]. Second, the measured
scale of the model is reliable, valid, and suitable for engineering students [5,22].

The Felder–Silverman model classifies students by responding to four questions: What
type of information does the learner preferentially perceive: sensory or intuitive? What
type of sensory information is most effectively perceived: visual or verbal? How does
the learner prefer to process information: actively or reflectively? How is the learner
progressing in terms of sequential or overall comprehension? According to the answers,
the learners are classified into four dimensions:

• D1—Perception: sensing (concrete thinker, practical, oriented towards facts and pro-
cedures) or intuitive (abstract thinker, innovative, oriented towards theories and
underlying meanings).

• D2—Input: visual (learners prefer visual representations of material presented, such
as pictures, diagrams, and flow charts) or verbal (learners prefer written and spoken
explanations).

• D3—Processing: active (learners prefer to learn by trying things out, enjoy working
in groups) or reflective (learners prefer to learn by thinking things through, such as
working alone or with a single familiar partner).

• D4—Understanding: sequential (learners prefer to learn using a linear thinking pro-
cess, learn in small incremental steps) or global (learners prefer to learn using a holistic
thinking process, learn in giant leaps).

The Felder–Silverman model is operationalised by The Index of Learning Styles (ILS).
The ILS is a 44-item questionnaire designed to evaluate preferences across the four dimen-
sions of the Felder–Silverman model (active/reflective, sensing/intuitive, visual/verbal,
and sequential/global). The Index of Learning Styles exposes an extensive application and
formal validation [21]. For example, in management information systems, [23] studied the
moderating impact of learning styles on the success of learning management systems using
the Felder–Silverman model. Their results show that it is possible to improve the model
performance through context-dependent moderators. Likewise, [24] studied preferred
learning styles in an extensive undergraduate anatomy course (2,300 students). Their
results suggest that anatomy students possess the predominant learning style dimensions
seen in other STEM curricula.

2.3. Predictive Analysis with Decision Trees

A decision tree identifies a model that best fits the relationship between the attribute
set and the class label of the input data. Specifically, decision trees have a hierarchical
structure composed of a group of internal nodes and leaf nodes that classify a set of data
by categorising them from the root node to some leaf node. Each internal node in the tree
specifies a test condition that evaluates one or more attributes. Each descendant branch
of the tree represents a sequence of decisions made by the model to determine the class
membership of a new unclassified entity.

Unlike other classification models considered black boxes, decision trees are white-box
models that allows someone to see why the model classifies in one way or another or to
argue such a classification.

Different techniques have been developed to induce decision trees in the machine
learning community. One of the pioneering works came from Quinlan with the ID3
algorithm [25]. This algorithm generates decision trees based on the information obtained
from training examples and then uses them to classify the test set. The dataset generally
has nominal attributes to perform the classification task with non-missing values.
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The C4.5 algorithm is an extension of the ID3 algorithm Quinlan introduced to improve
certain deficiencies [26]. Since it was not intended for numerical attributes and did not
use pruning to reduce overtraining, the C4.5 algorithm uses a new calculation that allows
the measuring of a gain ratio. It also handles attributes with continuous values. Finally,
C4.5 employs a pruning technique to reduce the error rate. This technique reduces the size
of the tree by removing sections that may be based on erroneous or missing data, thus
reducing the complexity of the tree and improving its classification power.

There are several advantages in using decision trees [27]. First, the graphical rep-
resentation of decision trees is intuitive when there are a reasonable number of nodes
for users unfamiliar with the subject. In general, this favours transparency and decision
making between professionals from different areas. Second, decision trees, unlike other
techniques, are helpful for regression and classification problems. Third, the algorithms for
creating decision trees are very flexible with the data. They can handle nominal, ordinal,
and numeric data. Additionally, many of these algorithms can take missing and even
errored values, which is useful for saving time in the data-cleaning process.

On the other hand, using decision trees also has its disadvantages. First, the tree
can become complex when the data include nominal variables with many categories or
several numerical variables. As a result, it tends to overfit the data with which it was
trained. However, techniques such as pruning and setting growth limits solve this problem.
Second, they are sensitive to irrelevant characteristics and variability in the data. Slight
variations in the data can result in a completely different tree. Cross-validation procedures
are used to avoid this problem. Finally, the process of building a decision tree can take a
significant amount of time. This issue usually happens when there are many characteristics
of each observation due to the algorithms in each iteration that compare which best divides
the data.

3. Materials and Methods

3.1. Scales and Attributes

The measurement scales of this study have been extensively tested in previous re-
search [5]. The ILS was used to measure learning styles. Additionally, we used the FFM
to measure the students’ personalities. The FFM was implemented through the Spanish
translation of the Ten-Item Personality Inventory [28]. In particular, [28] validated the
Ten-Item Personality Inventory in the Spanish language in a sample of 1,181 Spanish adults.
Overall, [28] reported that the scale exhibited acceptable psychometric properties for mea-
suring the FFM in terms of reliability, agreement, factor structure, and convergence with
the traditional scale.

Finally, based on the previous literature [29–31], we develop a list of the possible
attributes related to the learning style: gender, age, learning style in which the student is
proficient, academic performance, use of social networking sites, and previous technical
education. The learning style in which the student perceives himself or herself to be
proficient was directly consulted through a single question based on a previous study [29].

3.2. Data

For the empirical study, a cluster sampling design was used to gather the data of
Chilean engineering students. Two control variables were employed to define the cluster
sampling: academic programmes (industrial engineering, computer engineering, and
information technology engineering) and the level of the courses (five levels). We selected
these two cluster variables because they are the two relevant institutional characteristics
that reflect the distribution of students in the target population.

The data were obtained through an online questionnaire for students belonging to an
engineering school in Coquimbo (Chile). The survey was conducted in August 2021. All the
participants gave their notified consent before they contributed to the study. The research
was conducted following the Declaration of Helsinki. The protocol was approved by the
Ethics Committee of the Universidad Católica del Norte (Resolution No. 21 of 22 June 2021),
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guaranteeing the safeguard of the ethical principles for research declared by the committee.
A total of 268 surveys were completed for the study. Most of the completed surveys were
finished by males (74 per cent), and the average age was 20.9 years old. Regarding the
academic background of the study’s participants, 34.8 per cent were from the computer
engineering major (93 students), 49.6 per cent from the industrial engineering major
(133 students), and the remaining percentage from the information technology engineering
major (42 students). Seventy-two students were from year 1, 69 from year 2, 39 from year 3,
51 from year 4, and 37 from year 5. The median of these students’ grades was between 5 to
5.5, on a scale of 1 to 7 being seven the maximum. See Table 1 for other details regarding
the distribution of the sample according to some variables of interest. The scatter diagram
in Figure 1 shows the relationship between gender-separated personality traits.

Table 1. Distribution of the attributes of interest.

Attribute N %

Gender

Male 198 74

Female 70 26

Learning style that the student
was skilled at

Reading 11 4

Writing 43 16

Listening 26 10

Doing 188 70

Total 268 100

Age Mean 20.9 ± 2.6

Range 18–46 years

Figure 1. Scatter plot between gender-separated personality traits.

4. Results

4.1. Cluster Analysis

Following the proposal of [32], we used a k-means clustering algorithm to categorise
students based on their style learning preferences. Table 2 and Figure 2 show the cluster
analysis results. This method identified two clusters when optimised concerning the
silhouette value. We used the average silhouette method to determine the number of
clusters. This approach assesses the quality of clustering by determining the extent to
which each object resides in its cluster. An elevated average silhouette width indicates
a good clustering. This method calculates the average silhouette of the observations at
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different values of k. The optimum number of k clusters maximises the average silhouette
over a range of possible values for k [33]. Figure 3 shows the clusters concerning the
dimension of students’ learning style preferences graphically.

Table 2. Results of k-means clustering analysis.

Cluster 1 (56.4%) Cluster 2 (43.6%)

Z-Score Mean SD Z-Score Mean SD

D1: Perception 0.138 −1.694 3.093 −0.471 −5.167 2.804
D2: Input 0.547 −0.919 3.043 −0.487 −4.153 2.188
D3: Processing 0.565 0.097 3.096 −0.474 −3.250 2.546
D4: Understanding 0.550 0.145 2.876 −0.431 −2.597 2.360

Figure 2. Cluster mean plots and t-SNE cluster plot.

Figure 3. Clusters and learning styles.
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Cluster 1 is the largest and corresponds to 56.4% of the sample. In this cluster, regard-
ing learning style, students have higher Z-scores in all the dimensions and a well-balanced
preference in the dimensions of perception, input, processing, and understanding between
sensing–intuitive, visual–verbal, active–reflective, and sequential–global poles, respectively.
The dimension with the lowest mean in this cluster is perception.

Cluster 2 is the smallest in size and corresponds to 43.6% of the sample. In this
cluster, regarding learning style, students have a moderate preference in the dimensions
of perception, input, and processing to sensing, visual, and active poles, respectively.
Additionally, students have a well-balanced preference in the dimension of understanding
between sequential and global poles. Similar to Cluster 1, the dimension with the lowest
mean in this cluster is perception.

In qualitative terms, these results indicate that Cluster 1 is characterised by being
more intuitive, verbal, reflective, and global in the learning profile. Cluster 2, in contrast, is
typified by being more sensitive, active, and sequential in the learning profile.

4.2. Predictive Analysis

The prediction of the cluster associated with preferences of learning was conducted
using decision trees. Specifically, we employed the C4.5 algorithm in this study [26],
making decision trees from training data collection using information criteria. In addition,
we used a grid optimisation strategy to set the parameters. This procedure indicated
accuracy as division criteria and a maximum depth of nine.

Furthermore, to avoid overfitting, the analysis was performed using a 10-fold cross-
validation with a training sample of 85%; the remaining sample of 15% was reserved to
test the model with unseen data.

Lastly, the two-class criteria measured the performance prediction: sensitivity = TP/(TP + FN),
specificity=TN/(TN+FP),precision=TP/(TP+FP),andaccuracy=(TP+TN)/(TP + FP + FN + TN);
where TP is a true positive, TN is a true negative, FP is a false positive, and FN is a false negative.

The prediction outcomes in Table 3 reveal that the method performs well regarding
selecting the cases that need to be chosen, with an accuracy of 72.20 ± 8.82%. In addition,
the prediction outcomes in Table 4 reveal that the method performs well regarding selecting
the cases of unseen data that need to be chosen, with an accuracy of 82.93%. Figure 4a–c
shows the decision tree model.

Table 3. Confusion matrix for prediction performance of training data.

Accuracy: 72.20% Cluster 1 (True) Cluster 2 (True) Class Precision

Cluster 1 (pred.) 89 35 71.77%
Cluster 2 (pred.) 33 87 72.50%
Class recall 72.95% 71.31%

Table 4. Confusion matrix for prediction performance of unseen data.

Accuracy: 82.93% Cluster 1 (True) Cluster 2 (True) Class Precision

Cluster 1 (pred.) 15 3 83.33%
Cluster 2 (pred.) 4 19 82.61%
Class recall 78.95% 86.36%
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Figure 4. (a) Decision tree model; (b) decision tree model (part A); (c) decision tree model (part B).
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5. Discussion

This paper generated a model to detect undergraduates’ profiles based on swift
learning styles. A machine learning process founded on a C4.5 algorithm generates a
predictive model to classify students into two profiles. The two student learning style
profiles were previously obtained from k-means clustering analysis. The result of two
distinct learning style profiles is a remarkable finding: both tend towards the sensing,
visual, and active poles. This fact is consistent with the literature of both engineering
students [34] and students of other disciplines [35,36]. In a sample of Chilean engineering
students, [23] found that most of the students were oriented to the sensing (84 per cent),
visual (76 per cent), and active (70 per cent) poles. In a sample from a university in
Mexico, [37] reported that engineering students tended towards the sensing (82 per cent),
visual (90 per cent), and active (67 per cent) poles. As well, in a sample of manufacturing
engineering students in Ireland, [38] found a bias towards the sensing (78 per cent), visual
(per cent), and active (70 per cent) poles. In undergraduate business students, [35] reported
that these learners tended toward the sensory (70 per cent), visual (68 per cent), and active
(64 per cent) poles. Finally, a study by [39] discovered among industrial engineering
students in Brazil the trend towards sensing (70 per cent), visual (73 per cent), and active
(66 per cent) poles. Although there is the recent proposal of [32], we do not find student
cluster reports associated with their learning styles based on the ILS, hence the importance
of these results.

Although our study is in the line of works to reduce the scale of learning styles [8–10],
these research findings distinguish an engineering student profile using a few questions
of the ILS. Furthermore, the results suggest that attributes such as gender, age, academic
performance, previous education, behaviour in social networks, perception of preferences
to learn, or psychological traits are not appropriate to predict the student’s profile. The
exception is agreeableness; this trait discriminates between the clusters.

In particular, the results indicate that the model’s predictive capacity is good (82.93%).
Additionally, we highlight the rapidity of application due to this being essential in a
hybrid environment: the model classifies 65% of students with no more than five questions,
respectively. This decision tree model is the basis for the design of a computerised survey
system for rapid discrimination.

Two limitations of this study should be stated. First, the analysis was conducted on a
relatively small sample in one unit, which does not directly extrapolate the results. Second,
a limited set of student attributes was used to predict their learning style profile, and, as a
result, other attributes may predict this profile with greater accuracy.

Future studies should go three ways. First, to extend the analysis to a more significant
sample. Second, to explore in other samples of engineering students in emerging economies
the two profiles discovered in this investigation. Third, using new student attributes to
predict their learning style profile, including personal values.

6. Conclusions

This study proposes an alternative to rapidly detect the learning styles of university
students in a changing environment, such as hybrid teaching in the pandemic. The results
indicate that based on a decision tree model, it is possible to determine, in a couple of
questions and with acceptable performance, the profile of the students in a hybrid teaching
activity. Moreover, this prediction enables a quick adjustment of teaching methods in a
new environment.
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Featured Application: The e-behaviour, personality and performance evaluation frameworks de-

scribed in this article can be used by students and academic staff alike to monitor performance

and online behaviour as it relates to performance. Being aware of e-behavioural patterns is a start-

ing point to improving the academic performance of individual students and groups of students.

The methodology can be used to inform the extent to which a course is to be adapted such that it

encourages students to engage in behaviour that promotes better academic performance.

Abstract: The analysis of student performance involves data modelling that enables the formulation
of hypotheses and insights about student behaviour and personality. We extract online behaviours as
proxies to Extraversion and Conscientiousness, which have been proven to correlate with academic
performance. The proxies of personalities we obtain yield significant (p < 0.05) population corre-
lation coefficients for traits against grade—0.846 for Extraversion and 0.319 for Conscientiousness.
Furthermore, we demonstrate that a student’s e-behaviour and personality can be used with deep
learning (LSTM) to predict and forecast whether a student is at risk of failing the year. Machine
learning procedures followed in this report provide a methodology to timeously identify students
who are likely to become at risk of poor academic performance. Using engineered online behaviour
and personality features, we obtain a classification accuracy (κ) of students at risk of 0.51. Lastly,
we show that we can design an intervention process using machine learning that supplements
the existing performance analysis and intervention methods. The methodology presented in this
article provides metrics that measure the factors that affect student performance and complement the
existing performance evaluation and intervention systems in education.

Keywords: e-behaviour; big five personality; student performance

1. Introduction

The evaluation and analysis of the factors that affect the academic performance of
tertiary students stem from a need to improve student throughputs. Richiţeanu-Năstase
and Stăiculescu [1] identify several reasons why post-secondary educational institutions
have a low rate of completion. They name three main reasons: first, a lack of support (such
as academic counselling services), second, the student’s background, and third, an inability
to adapt to the curriculum.

In addressing student performance, we consider their grades at the end of a study
programme as a measure of their performance. We also refer to performance as risk or risk
of failure since an increase in performance results in a lowered risk of failure. The e-behaviour
of a student is “a pattern of engagement with a Learning Management System (LMS)”,
and personality according to Wright and Taylor [2] refers to “[. . .] the relatively stable and
enduring aspects of individuals which distinguish them from other people and form the
basis of our predictions concerning their future behaviour”.
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Appl. Sci. 2021, 11, 10546

Traditional approaches to revealing relationships between student behaviour, person-
ality and performance include questionnaires, surveys and interviews. The reliability of a
questionnaire would depend on the contextual framework for the research and the metric
construct used for outcomes. However, respondents’ biases from the above qualitative
methods of data collection can compromise the accuracy of their responses [3–5]. Further-
more, it has not proven easy to measure the reliability of an opinion [6], especially for
each individual in a population. We address the self-reporting problems using unobtrusive
and automated approaches that measure how students behave rather than how they think
they behave. For instance, instead of asking, ‘In how many weekly online discussions do
you participate?’, we instead obtain the exact number of discussions from an LMS register.
The models developed in this research use quantitative metrics to proxy behaviour and
personality traits traditionally obtainable from surveys. These metrics are used to draw
correlations with features later used to predict student performance. From e-behaviour and
personality, we modelled an intervention framework that supplements current student
intervention systems.

We extract behavioural insights linked to two of the five personality traits in the
Big Five personality model through a quantitative analysis—Conscientiousness and Ex-
traversion. We use statistical metrics to extract forum and login behaviours, respectively.
We define the relationships between these metrics and online behaviours, detailing the
relationships between a student’s expressions of personality traits through their behaviours.
Through this research, we:

1. Define a framework for personality traits and behaviour in the context of student
online engagement;

2. Show the relationship between Bourdieu’s Three Forms of Capital and academic
performance;

3. Show the relationship between personalities and academic performance through
e-behaviours;

4. Show that we can use e-behaviour and machine learning to predict student perfor-
mance;

5. Highlight the importance of the explainability of modelled personality traits and
e-behaviours.

This work contributes to the prediction of student outcomes using online behaviours
in the following ways:

• We present a framework and methodology for arriving at predictive models for
student performance starting with personality traits. These traits are the drivers of
online behaviours that generate features that are predictive of performance.

• We argue for the use of online behaviours and proxies for the personality traits
Conscientiousness and Extraversion.

• We demonstrate that online behaviours that are strongly associated with the identified
personality traits correlate with student performance in a statistically significant way.

1.1. Literature Review

A standard psychological framework for measuring personality is the Five-Factor or
OCEAN (Openness, Conscientiousness, Extraversion, Agreeableness and Neuroticism)
model (Costa and McCrae [7], Poropat [8], Furnham et al. [9], Ciorbea and Pasarica [10],
Kumari [11], Morris and Fritz [12]). Recent research by Morris and Fritz [12] has shown that
Conscientiousness and Extraversion are significantly correlated with student educational
outcomes. In this research, we build upon the vast body of literature that supports these
two personality traits as being correlated with student performance [8–14].

A revised Neuroticism–Extraversion–Openness Personality Inventory (NEO PI-R) [15]
expands each of the OCEAN personality trait’s six facets. For Conscientiousness, these
facets are competence, orderliness, dutifulness, achievement striving, self-discipline and
deliberation. Activity, assertiveness, excitement seeking, gregariousness, positive emotion
and warmth are the facets of Extraversion. Wilt and Revelle [16] define Extraversion as the
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‘disposition to engage in social behaviour’, which links significantly to the gregariousness
facet. Gregariousness is defined as the ‘tendency for human beings to enjoy the company of
others and to want to associate with them in social activities’ [17]. Dutifulness is defined as
the characteristic of being motivated by a sense of duty [18]. In this article, we model for
the orderliness facet of Conscientiousness and the gregariousness facet of Extraversion.

Recent work by Akçapınar [19] and Huang et al. [20] has shown that the usage of
online behaviours alone does not necessarily lead to features that are predictive of student
performance. We argue that this may be due to the many features that can be engineered
from the time series of log data representing online student behaviour. For instance, the
Tsfresh library can extract over 40 time-series features. The link between online behaviours
and the personalities that underlie them has not been extensively explored. We follow the
argument of Khan et al. [21] and postulate that starting from a principled approach that is
grounded in personality traits will lead to a more viable set of features and metrics.

Contribution to Existing Evaluation Systems

The University of Witwatersrand’s (the University’s) academic and student support
staff members have access to three standard systems of identifying the likelihood of
students completing a programme. These systems can be broadly grouped into grades,
questionnaires, observing a student’s grades for that programme over time, and one-on-one
consultations by a counsellor or lecturer with the student.

Questionnaires have two significant limitations. Firstly, they are not offered
throughout the teaching period and, secondly, they are anonymous, meaning
there is no easy way of linking students at risk to their programmes.
Fowler and Glorfeld [22], Poh and Smythe [23], Evans and Simkin [24] show that prior per-
formance or grades are a reliable measure for future performance. By their high-touch
nature, observing grades and consultations are usually not anonymous. The advantage
of these two systems is that they give a detailed response to students’ feelings towards
their programmes and are, thus, potentially corrective (can help resolve poor performance).
The disadvantages are that one-to-one consultations and grades are often retroactive rather
than proactive and not conducted at scale or sufficiently continuously.

The limitations in gauging student performance through the above mechanisms give
rise to a proposal for using e-behaviour machine learning models, while models that fit
students’ e-behaviour do not guarantee similar reliability, e-behaviour machine learning
models have some advantages over grades, questionnaires and consultations. Table 1
shows a comparison of evaluation systems. Whether an evaluation system is continuously
proactive, corrective, feasible at scale and reliable depends on:

• The contextual framework for the research;
• The metric construct used for measuring each of these variables and outcomes;
• How the variables are used in an academic setting.

In Table 1, note that e-behaviour models are the only system of evaluation that is
continuously proactive—can be monitored at any point in time to take corrective action.

Table 1. Comparison of evaluation systems.

System
Continuously

Proactive
Corrective

Easily Feasible
at Scale

Reliable

Questionnaires � � � �

Previous Grades � � � �

Consultation � � � �

e-behaviour Models � � � To be shown

1.2. Bourdieu’s Three Forms of Capital and Student Success

Bourdieu’s Three Forms of Capital is a framework that suggests that economic, cultural
and social capital that an individual can leverage regulates their level of success. We use
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this framework to support our investigation of the economic, cultural and social capital
that a student has available to them as each form of capital relates to their academic
performance. Dauter [25] defines economic sociology as

“[. . .] the application of sociological concepts and methods to the analysis of the
production, distribution, exchange, and consumption of goods and services.”

Economic sociology has been used extensively by Bourdieu and Richardson [26],
who argue that an individual’s possession of three forms of capital regulates their social
positions and ability to access goods and services. These three forms of capital are economic
capital, cultural capital and social capital. The Three Forms can be considered essential
to a student obtaining good grades and acquiring the services they need to improve their
grades. We refer to our proxies for economic and cultural capital as the background of a
student.

1.2.1. Social Capital

Bourdieu and Richardson [26] define social capital as:

“The aggregate of the actual or potential resources which are linked to the pos-
session of a durable network of more or less institutionalised relationships of
mutual acquaintance and recognition.”

The above definition describes social capital as a resource that is available between
people due to their relationships. An individual may accrue social capital by being part of
relationships. Carpiano [27] uses the framework by Bourdieu and Richardson [26] to build
onto the theory of social capital. Carpiano [27] categorises the social capital available to
individuals into four types, namely: social support, social leverage, informal social control
and community organisation participation.

The above four types of social capital are available to students, forming relationships
for social or academic purposes. Hallinan and Smith [28] refer to these intra-cohort groups
as social networks or cliques. The common saying, show me your friends and I will show you your
future, is commonly used to describe the relationship between an individual’s affiliates and
their results. In this research, these results are referred to as their Grade or their Outcome.
The hypothesis that a student has access to some social capital has been validated to various
extents by Hallinan and Smith [28] and is also adopted in this research.

A limitation with the social capital frameworks by Bourdieu and Richardson [26], Carpi-
ano [27] and Song [29] is that they provide no standard measure of social capital. The
definition of social capital leaves no room for a well-defined metric. In our research, a
student’s social network is evidence of their social capital and is called their Academic group.
In an academic setting, a student’s quality of resources social capital can be defined in terms
of the aggregate grades of their Academic group. The relationships between Academic
groups and Grades is modelled in Sections 3.4 and 3.5.

1.2.2. Cultural Capital

According to Hayes [30], cultural capital is a set of non-economic factors that influence
academic success, such as family background, social class and commitments to education,
and do not include social capital. Bourdieu and Richardson [26] categorise cultural capital
into three forms, namely:

1. Institutionalised cultural capital (highest degree of education);
2. Embodied cultural capital (values, skills, knowledge and tastes);
3. Objectified cultural capital (possession of cultural goods).

In this research, the features we selected in Section 2.5 are proxies of 1 and 2. Smith
and White [31] found that success in obtaining a degree relates strongly to gender and
ethnicity. Caldas and Bankston [32] found that students’ cultural capital affects their per-
formance.
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1.2.3. Economic Capital

Bourdieu and Richardson [26] define economic capital as material assets that are ‘imme-
diately and directly convertible into money’. In turn, an individual’s monetary leverage
can be converted into cultural and social capital [26].

Bourdieu and Richardson [26] recognise that an individual can increase their social
and cultural capital by making use of their economic capital. An individual who leverages
their economic capital can obtain more resources to improve their cultural capital. For
instance, an individual can improve their cultural capital through improvement in their
position in society. By investing in formal or informal education beyond the classroom,
a student may increase their knowledge and the amount of cultural capital available to
them. Fan [33] observed that a student’s quality and level of education was affected by
their cultural and economic capital.

Section 3.1 reveals the relationships between student background (background refers to
cultural and economic capital) and academic performance.

2. Methodology

2.1. Data Preprocessing

The data were composed of files with logs on the Moodle LMS database at our univer-
sity for first-, second-and third-year students who were enrolled in Applied Mathematics
and Computer Science modules in the 2018 academic year. After examining distributions
and removing students who had no grade records, the data were reduced to time series
patterns, aggregated by each day of the semester. The models were fitted on the open-
semester logs recorded (from the beginning of the semester till two weeks before exams).
The advantage of using only open-semester data was not only that it helped us understand
the predictive power of the behaviour, but it also eliminated effects of sudden changes
in behaviours that were forced upon students as examinations approached [12]. The tar-
get variable for all experiments was the aggregate Grade (out of 100 points) of online
assessments, including examinations, that the student obtained over the year.

2.2. Importance and Choice of Personality Traits

The university LMS contained several tables that each provided different information.
We checked each table’s appropriateness in modelling any of the OCEAN traits. The
Forums and Logins Tables contained logs with details about student interaction, and were,
thus, chosen as primary tables from which to source behavioural information for our
proxies for Conscientiousness and Extraversion. By comparison, Openness, Agreeableness
and Neuroticism were more complex to model, given the available data and the lack of
validation of a link to academic performance within the literature.

Our data linked closest to the dutifulness facet of Conscientiousness and the gregari-
ousness facet of Extraversion. Alternative formulations of each trait were considered and
are described in Section 5.1. We used quantitative proxies to model Conscientiousness
(Dutifulness) and Extraversion (Gregariousness).

2.3. Encoding Personality Traits

According to Ajzen [34], Campbell [35], human behaviour can be explained by refer-
ence to stable underlying dispositions or personality. Wright and Taylor [2] define person-
ality as:

‘the relatively stable and enduring aspects of individuals which distinguish them
from other people and form the basis of our predictions concerning their future
behaviour’.

Therefore, Extraversion and Conscientiousness were modelled as single-valued av-
erages that did not vary through time. Our choice to encode personality traits as un-
varying values was based on the theory by Wright and Taylor [2], Ajzen [34], Camp-
bell [35], Hemakumara and Ruslan [36].
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We acknowledge that ‘there is a complex relationship between personality and aca-
demic performance’ [8]. As a result, the same complexities could be expected between our
proxies of Conscientiousness, Extraversion and Performance. These relationships were
not controlled for, since they were not present in our data. However, given the data and
interaction between them, it was important to control for the variables, in light of research
by Poropat [8].

Challenges against Encoding Personality Traits

The above definitions of personality and their link to behaviour may cause a belief
that personality and behaviour should be measured identically. However, to understand
the separate correlations between either personality and performance or e-behaviour and
performance, it was essential to encode an individual’s stable aspects (personality traits that
are less likely to change) differently from their changing e-behaviour. As a result, personality
metrics were aggregated while e-behaviour was modelled to vary over time.

2.4. Encoding Performance

Three measures of performance were constructed, namely, Grade, Outcome and derived
Safety Score. Grade is a continuous label that indicates the mean of a student’s performance
across all modules taken. This label was continuous and ranged between 0.00 and 100.00.
Outcome is a binary label that indicates whether a student obtained below 51 Grade points
(At-risk) or at least 51 Grade points (Safe). That is, the Outcome was taken to measure
the degree of risk-of-failure. Note that a fail was considered any grade below 50 Grade
points. However, the boundary of 51 provided a buffer that allowed the models to reveal
students who were close to failing (At-risk). Therefore, a student need not fail for them to
be considered at risk. A student’s Safety Score is a classification label used as a label of
their predicted Outcome. A correct classification would assign a Flagged Safety Score for an
At-risk student and an Ignored Safety Score for a student with a Safe Outcome.

Grade was used as a regressor against Extraversion level (Section 2.6) and
Conscientiousness level (Section 2.9). Outcome was used as a label to the classification
models in Sections 2.5 and 2.10.

2.5. Student Background

The raw Background Dataset consisted of 4748 students and 176 features on which
experiments were conducted. These features captured answers by the student upon regis-
tration and data collected throughout their study—for instance, their high-school facilities,
high-school subjects, age and city of residence. Table 2 shows a summary of the features
after each phase of transformation.

The 169 categorical features were one-hot encoded, extending the number of features
from 176 to 6623. Recursive Feature Elimination algorithm (RFE) with a Decision Tree was
used to reduce the 6623 feature set’s dimensionality.

Table 2. Background data feature count per phase of transformation.

Transformation Phase Categorical Features Total Features

Before One-hot 169 176
After One-hot 6616 6623
After RFE 5 5

Feature Selection Using RFE

RFE involved filtering through features with the lowest ranking of importance against
Outcome, through the following procedure [37]:

1. Optimise the Decision Tree weights with respect to their objective function on a set of
features, F;

2. Compute the ranking of importance for the features in F using the Decision Tree optimiser;
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3. Prune the features with the lowest rankings from F;
4. Repeat 1–3 on the pruned set until the specified number of features is reached.

The RFE process produced five Background Features, explained with the Grade and
Outcome variables in Table 3.

Table 3. Background data features and labels after RFE.

Feature Description Type Values

Quintile

To which of the five categories a student’s
high-school belongs under the South African
Government school standards; a 6 indicates
private high-schools

Categorical 1–6

Gauteng
Province

Whether a student completed their ultimate
year of high-school at a school in GP (Gauteng
Province)

Binary No, Yes

Gender Whether the student was female or male Binary Female, Male

Financial
Assistance

Whether a student received financial aid from
the National Student Financial Aid Scheme Binary No, Yes

Township
School

Whether a student’s high-school was situated in
a township area Binary No, Yes

Grade
(label)

Grade points out of 100 obtained, as defined in
Section 2.4 on Encoding performance Continuous 0.0–100.0

Outcome
(label)

Risk of the student based on their Grade, as
defined in Section 2.4 on Encoding performance Binary At-Risk, Safe

2.6. Extraversion and Academic Groups

Discussion, Message and Time independent variables, explained in Table 4, were used
to engineer the Extraversion level (Extraversion level was the proxy for Extraversion) of a
student, as well as formulate the Discussions and Collaboration groups.

Table 4. Forum table features.

Feature Description Type
Possible

Values

Discussion
Discussion number. Messages that begin a topic
and are posted as responses were assigned the
same discussion number.

Categorical 0–337

Message Contents of each forum post. String -

Time Extracted from the Created variable. Indicates
the time at which each message was posted. yyyy-mm-dd

2018-01-05
to

2019-01-05

Grade
(label) Number of points out of 100 (Section 2.4). Number 0.0–100.0

Forum Posts and Extraversion

The definition of social capital in Section 1.2 suggests that Extraversion or gregarious-
ness can improve an individual’s ability to accumulate social capital, which is correlated
with academic performance. A way to model social interaction or gregariousness is by
capturing the number of forum posts that an individual contributes to forum discus-
sions. Hence, we chose the student’s post count as a quantitative proxy for their level
of Extraversion.

Each student was placed in an Extraversion-level group, E, representing the number
of posts they contributed. Each level, E, was then assigned a mean Grade, GE, computed by
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averaging the grades of all students in E. Table 5 shows the each Extraversion-level above
its associated Grade.

Table 5. Input table–Extraversion level Grade against Extraversion level.

E 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

GE 55.8 64.4 68.3 66.1 69.3 73.3 66.0 69.7 71.4 70.2 81.3 79.4 75.2 74.4 79.3

2.7. Student Discussions

A Discussion (group), di, was defined as any discussion that contains more than two
students created on the Moodle LMS. A Discussion that had fewer than three students was
not considered a Discussion by our definition. Linear OLS assumptions for Discussions
containing only two or more students did not hold. Section 4.4 shows the reasons. Let
D = {di}k

i=1 = {d1, d2, . . . , dk} be the set of all Discussions, sj represent any student who
participated in discussion di, si represent a selected random student who participated in
discussion di, E[Gdi] represent the mean Grade of Discussion di and G(sj) is the grade of
student sj.

E[Gdi] =
1

n(di)− 1 ∑
sj 
=si

G(sj), (1)

where k represents the number of Discussions in D and n(di) denotes the number of stu-
dents in di. This section measured the correlation between Gdi(si) and E[Gdi] by following
Algorithm 1:

Algorithm 1: Correlation Between Mean Discussion Grade and Student Grade.

Result: Ĝdi(si) = β0E[Gdi] + β1

foreach di ∈ D do

Select si
Obtain Gdi(si) from si
Compute E[Gdi]
Plot (Gdi(si),E[Gdi])

end

Table 6 shows a sample of random student Grades against their Discussion’s Grade
Averages.

Table 6. Discussion table—random student’s Grades against Discussion’s Grade averages.

di si E[Gdi] Gdi(si)

0 23 83.08 92.75
1 728 56.81 59.25
2 833 49.75 48.50
...

...
...

...
336 79 75.35 90.75
337 15 74.87 70.25

2.8. Student Collaboration Groups

This section illustrates an alternative method to formulating an Academic Group,
namely, the Collaboration group method. We correlated the Grades of students within each
Collaboration group with the mean Grade of each Collaboration group.

The raw Forum Table was transformed into Table 7 below, which shows discussion
participation per student. Each column, di, represents a discussion: 1 represents that the
student participated in discussion di, while 0 shows that they did not participate in di.
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Table 7. Sample table of Discussion participation.

s d0 d1 d2 d3 d4 . . . d337

1 0 0 0 0 0 . . . 1
2 1 1 0 0 0 . . . 0
3 0 0 1 1 0 . . . 0

. . . . . . . . . . . . . . . . . . . . . . . .
1131 0 1 0 1 0 . . . 0
1132 1 0 0 0 0 . . . 0
1133 0 1 0 0 0 . . . 1

Let C = {ci}k
i=1 = {c1, c2, . . . , ck} be the set of all Collaboration groups. hi is the

Host of ci with H = {hi}k
i=1 = {h1, h2, . . . , hk} being the set of all Hosts, one for each

Collaboration group.
A Collaboration group, ci, that was hosted by student, hi, was defined as the group

of more than two students with whom hi shared at least one discussion. Any group with
two or fewer students was not considered a Collaboration group by our definition; OLS
relationships analogous to those in this section did not hold for groups containing only two
or more students. The reasons were presented under Section 4.4. hi may host a maximum
of one Collaboration group. Let E[Gci] represent a the mean Grade of ci, and E[Gci]i(hi)
represent the Grade of hi where E[Gci] represents the mean Grade of ci which excludes
Gci(hi), as in the case with E[Gdi] and Gdi(si) in Equation (1).

The kNN algorithm was used to compute the Collaboration group for each student,
using the Collaboration group policy specified in the below paragraph. By this policy,
not all students fit the qualify to host a Collaboration group.

We designed the conditions necessary to define the Collaboration group policy; let h∗
be a candidate Host of a Collaboration group, with c∗ representing the Collaboration group
to be hosted by student, h∗. n(c∗) represents the number of students in c∗, s1, s2 and s3
are any three students in the cohort, and hi represents a (qualified) Host to their (unique)
Collaboration group, ci.

Collaboration group Policy: c∗ becomes a Collaboration group, ci, if and only if
n(c∗) > 2 students. Equivalently, if h∗ shares a discussion with s1, s2 and s3, then h∗ qualifies
as a Host, hi, and ci = {s1, s2, s3}. If n(c∗) ≤ 2 students, then h∗ remains a candidate until
they share a discussion with at least one more member.

A sample set of the Hosts, hi, and their Collaboration groups, ci is shown in Table 8.
Each entry in column ci was a set of indices that represented students in ci, while column
Gci(hi) showed the Grades of the Hosts. E[Gci] represented the mean Grades of each ci.

Table 8. Collaboration—groups and grades.

hi ci Gci(hi) E[Gci]

1 {5, 48, 3, 138} 73.00 47.68
2 {119, 172, 199} 81.80 67.62
3 {40, 35, 20, 16, 51} 90.75 69.80
4 {90, 200, 28, 33, 94, 142, 42, 101, 84} 49.00 62.08
5 {81, 209, 143, 206, 12, 150} 98.25 63.04
6 {142, 33, 28, 42} 59.25 58.25
7 {65, 190, 107, 8, 173} 46.60 74.51

2.9. Logins and Conscientiousness

Section 2.2 explained the facets that describe each personality trait. Our model of
Conscientiousness related closely with dutifulness. Barrick et al. [38] and Campbell [39]
theorise that Conscientiousness is linked to an individual’s choice to expend a level of
effort. Therefore, modelling dutifulness required a formulation that captured the average
logins per week that the student performed throughout the programme. This model of
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the Conscientiousness level captured the facet of dutifulness and the choice to expend
effort (Conscientiousness level is the proxy for Conscientiousness). Let C(s) be a variable
that represents the Conscientiousness level of student s. C(s) was modelled as the average
number of logins over the period spanning a student’s active weeks. For each student, C(s)
was formulated as:

C(s) = ∑17
t L(s)t

W(s)
, (2)

where W(s) is the number of weeks spanned between the student’s first and last login.
The reason for modelling C(s) as the average number of active days per week instead

of the total number of logins over the period was that the average normalised the data.
Averaging reduced biases caused by differences in the number of days per cohort, per
subject and programme, that students were expected to log in.

Each personality trait proxy was regressed against the students’ grades for the semester
using the Ordinary Least Squares (OLS) regression method [40]. The associated slope
and correlation coefficients, p-values and Slope coefficient with 95% confidence intervals
were reported.

To date, several longitudinal studies investigating academic performance and person-
ality have used effects, determines or predicts to mean the relationship or correlation between
personality traits and performance (for example, works by Poropat [8], Chamorro-Premuzic
and Furnham [13], Blumberg and Pringle [41] and Morris and Fritz [12]. Without know-
ing the causality of personality traits on performance in our study, we adopted the same
terminology for ease of reference and comparison.

2.10. Behaviour–Personality and Behaviour Model

The Behaviour–Personality model (B-PM) consisted of two components: the be-
havioural component was the Login Sequences of students, while the personality compo-
nent augmented the Login Sequences. The traits that composed the personality component
were the Extraversion and Conscientiousness levels. The Behaviour Model (BM) consisted
of only the Login Sequences of students as input.

For each student s, we engineered the Login Sequence ({L(s)t}), Extraversion level
(E(s)) and Conscientiousness level (C(s) by augmenting {E(s)t}17

t=1 and {C(s)}17
t=1 as se-

quences of the same values that ran parallel to {L(s)t}17
t=1 through time t. This augmentation

formed a 3 × 17 input array of sequences:

[{L(s)t}, {E(s)t}, {C(s)t}],

where {L(s)t}17
t=1 is a sequence of values that vary through time t, {E(s)t}17

t=1 is a sequence
of the same value through time t, so that E(s)t = E(s)t−1 for all Whole Numbers t ∈ [2, 17],
and {C(s)t}17

t=1 is a sequence of the same value through time t, so that C(s)t = C(s)t−1 for
all Whole Numbers t ∈ [2, 17]. (See Table 9.)

This method of augmenting inputs in parallel was guided by its usage in Leontjeva
and Kuzovkin [42]. As a result, The B-PM input for each student was the array of sequences:

[{L(s)t}, {E(s)t}, {C(s)t}].

The B-PM output for each student was a Safety Score: Flagged for At-risk students,
and Ignored for Safe students. These per student B-PM input and output structures are
summarised in Table 9.
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Table 9. B-PM training input and output summary.

Feature Shape Type Example Value

{L(s)t}
Login Sequence

(1 × 17) A Sequence of
Whole Numbers

[3, 7, . . . , 0]

{E(s)t}
Extraversion (Extraversion level Sequence) Sequence

(1 × 17) A Sequence of
Whole Numbers

[8, 8, . . . , 8]

{C(s)t}
Conscientiousness (Conscientiousness level Sequence) Sequence

(1 × 17) A Sequence of
Real Numbers

[1.1, 1.1, . . . , 1.1]

Input:
[{L(s)t}, {E(s)t}, {C(s)t}]

(3 × 17) An Array of Sequences
of Real Numbers

[[3, 7, . . . , 0]
[8, 8, . . . , 8]
[1.1, 1.1, . . . , 1.1]]

Output:
Safety Score =
{Flagged, Ignored}

(1 × 1) Binary Ignored

2.11. Algorithms for E-Behaviour, Personality and Performance Analysis
2.11.1. Decision Tree Classifier

The Decision Tree Classifier (DTC) is a supervised learning algorithm that iteratively
assesses conditions on the values of features in a dataset to perform classification. DTC
breaks down a decision-making process into a collection of simpler decisions, provid-
ing classifications that are easier to interpret than other statistical and machine learning
models [43].

DTC Architecture

DTC was assembled from a root node, edges, internal nodes and leaf nodes. At the root
node, DTC conducted a test on each observation’s value. Based on its value, the root node
assigned a resolution represented by an edge, which the observation then traversed. At the
end of the traversed edge was an internal node. An example of a node’s test was ‘Gender?’,
and an example of an edge was ‘Female’. This decision process continued through the
rest of the internal nodes until the tree reached a leaf node, where a classification was
determined. See Mitchell [44] for details on the DTC architecture.

Gini Impurity Index—Decision Factors

During prediction, an observation was predicted as part of a class after being checked
through a series of conditions. An optimal decision tree resulted in an optimal split. An
optimal split was achieved when each leaf node had the fewest possible train-set mis-
classifications (lowest impurity), and the tree had not been overfitted. Entropy and Gini
Impurity Index are two commonly used metrics for impurity. The Gini Impurity Index
(Gini) measures the relative frequency that a randomly chosen element from that set would
be mislabelled. A Gini score greater than zero describes a node that contains samples
belonging to different classes. Raileanu and Stoffel [45] suggest that the difference between
Entropy and Gini is trivial. This research used Gini, which was interpretable.

Gini Calculation

The Gini value decreased as a traversal was determined down the tree towards its
leaf nodes. The decrease happened as each internal node’s condition aimed to separate
the classes according to a criterion that resulted in more homogeneous separations and
higher accuracy in the training data. However, as with other predictive models, a high
training-set accuracy was generated at the risk of overfitting. A larger tree (with more
edges and branches) was more likely to overfit than a smaller tree and could result in
a Gini of 0 at the tree’s leaf nodes. A Gini of 0 represented the minimum probability of
misclassification over the training set, but could result in weak generalisability over the
test set. Therefore, smaller trees were preferred to larger trees [44].
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The Gini impurity index was calculated using the formula:

Gini = 1 − ∑
i

p2
i (3)

where pi is the probability of class i.
Khalaf et al. [46] model DTCs on survey questions and answers that cover health, social

activity and relationships of students to predict their academic performance. Topîrceanu
and Grosseck [47] and Kolo et al. [48] provide literature in educational data mining
and advocate for the use of the DTC due to its low complexity (with a run time of
O(m × n × log(n)) and high interpretability. In Section 3.1, the DTC was used to select
student economic and social capital features and predict the student Outcomes.

2.11.2. Ordinary Least Squares Linear Regression Analysis

Ordinary Least Squares (OLS) Linear Regression is a statistical model that estimates
the linear relationship between one or more independent variables (regressors) and a
dependent variable (regressand) [49]. Throughout this research, only one independent
variable was used per regression model. Using one independent variable per model isolated
the effect of each variable on Grade. A Regression model with one independent variable
was called a Simple OLS Regression model. Each estimated or predicted value, ŷi, derived
from the line of best-fit shown in Equation (5), could be determined by:

ŷi = β0xi + β1 + εi, (4)

where ŷi is the predicted value of the ith independent variable, xi. β0 is the estimated slope
coefficient of the model, representing the average marginal change in ŷi for a unit increase
in xi. β1, the fitted intercept of the model, represents the expected value of ŷi when xi = 0.
εi ∈ R is the residual term.

Every observed value, yi, had an associated estimate or prediction value, ŷi. The line
of best-fit,

ŷ = β0x + β1, (5)

was obtained by minimising the sum of the squares in the difference between the
observed and predicted values of the dependent variable,

∑(yi − ŷi)
2 = (yi − (β0xi + β1))

2. (6)

The (linear) correlation coefficient between x and y was represented by r or r(x, y).
r(x, y) measured the extent to which the independent variable, x, was correlated with the
dependent variable, y. That is, r(x, y) measured the degree of closeness of all points, (x, y),
to the line of best-fit, ŷ = β0x + β1. The correlation coefficient laid between −1 and 1,
where a r of 1 or −1 meant that the change in y was directly proportional to the increase in
x. In that case, x and y were stated to be perfectly correlated. That is,

r = 1 =⇒ yi − yi+1

(xi + 1)− xi
= c, (7)

for all values of i where xi and yi were defined, and where c ∈ R. r was computed by:

r = ∑(xi − x̄)(yi − ȳ)√
∑(xi − x̄)2 ∑(yi − ȳ)2

, (8)

where x̄ represents the mean average of independent variable x and ȳ represents the mean
average of dependent variable, y.

The p associated with β0 showed the probability of a hypothetical value, β∗
0, having

an absolute value, β∗
0, that was at least as high as the observed β0 by chance. The level

of significance, α, was used as a threshold for a permissible p. In the domain relating to
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e-behaviour, personality and performance, the common α used was 0.05, or a 5% level of
significance. In our regression models, β0 was accompanied by a (1 − α = 95%) confidence
interval, β0 ± v. Suppose p < α = 0.05 for β0. This meant that from 100 experiments on
similar sample distributions, fewer than 5 experiments would produce a β∗

0 value that laid
outside of β0 ± v. Such a result meant that the regressor and regressand had a statistically
significant correlation different from zero [49]. Statistical insignificance could indicate that
x on its own did not yield reliable estimates, ŷ.

Statistical significance was important in analysing a student cohort’s behaviour, since
statistical significance confirmed the existence of a statistical relationship. Empirical signifi-
cance refers to the magnitude of β0 [49] and was also a measure of the model’s practical
value. One could be more confident in practical decisions if the relationship was not gener-
ated by chance (if the relationship was statistically significant). This chance was measured
by the p.

2.11.3. Validity of OLS Regression Models

The data given in a model had to satisfy five OLS regression assumptions [49], namely:

1. Normality of model residuals. The residual for each point was given by yi − ŷi.
s2 + k2 was computed for the residuals, where s is the z-score returned by the test for
skewness and k is the z-score returned by the test for kurtosis.

2. Residual Independence or lack of Autocorrelation in Residuals.
3. Linearity in Parameters.
4. Homoscedasticity of Residuals.
5. Zero Conditional Mean.
6. No Multicollinearity in Independent Variables.

A linear relationship that violated the OLS assumptions was not fit for an OLS model.
Therefore, we constructed only OLS relationships that satisfied the assumptions. Mentioned
were experiments where the OLS assumptions were violated. Linearity in Parameters,
Homoscedasticity of Residuals and Zero Conditional Mean were verified for all Regression
experiments whose results were analysed. The No Multicollinearity assumption was not
verified since all OLS regression experiments were Simple. See Gujarati and Porter [49] for
further details on the formulation of the OLS Regression model.

2.12. Long Short-Term Memory

The Long Short-Term Memory algorithm (LSTM) is a deep-learning architecture
designed to model sequences for prediction [50]. The LSTM has been used in studies
that range from predicting weather-induced background radiation fluctuation by Liu and
Sullivan [50], to human motion classification and recognition by Wang et al. [51].

The backpropagation through time algorithm computes the error, Et, at every time
step, t, and, then, computes the total error. The LSTM’s parameters were updated to
minimise the total error ∂E

∂W with respect to a weight parameter W:

∂E

∂W
=

T

∑
t=1

∂Et

∂W
. (9)

Letting yt represent the output at time t, ht represents the hidden state at time t and
by applying the chain rule to the Recurrent Neural Network model, the total error in
Equation (9) became:

∂E

∂W
=

T

∑
t=1

∂E

∂yt

∂yt
∂ht

∂ht

∂hk

∂hk
∂W

, (10)

where ∂ht
∂hk

involves a product of Jacobian matrices:

∂ht

∂hk
=

∂ht

∂ht−1

∂ht−1

∂ht−2
· · · ∂hk+1

∂hk
. (11)
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Equation (11) illustrates the problem of vanishing gradients in Equation (9): when the gra-
dient became progressively smaller as k increased, the parameter updates became insignificant.

LSTMs are an architecture of Recurrent Neural Networks (RNNs). Bengio et al. [52]
suggest that RNNs are challenging to train because of the vanishing error gradient problem.
The following section stipulates how the LSTM’s architecture mitigates the vanishing error
gradient issue through LSTM cells that maintain a state ct at every iteration t. The cell state
ct serves to remember and propagate cell outputs between time steps. Each cell state then
allows for temporal information to become available in the next time step, adding greater
context to the inputs xt that follow.

The activation ht of an LSTM unit was:

ht = ot tanh(ct), (12)

where

ot = σ
(
WxoXt + Whoht−1 + bo

)
, (13)

is an output gate that mitigates the amount of content in the memory to expose to the
following time step and σ : R → (0, 1) is the logistic sigmoid function.

Given new memory content,

it tanh
(
WxcXt + Whcht−1 + bc

)
, (14)

where it represents the degree to which new memory is added to the memory cell, and is
specified by an input gate

it = σ
(
WxiXt + Whiht−1 + bi

)
, (15)

the cell state,

ct = ftct−1 + it tanh
(
WxcXt + Whcht−1 + bc

)
, (16)

could be updated by taking into account the previous cell state ct−1 and a term defined by
the forget gate,

ft = σ
(
Wx f Xt + Wh f ht−1 + b f

)
. (17)

Consolidating Equations (12) to (17), the system of equations that describe each LSTM
unit given by:

ft = σ
(
Wx f Xt + Wh f ht−1 + b f

)
, (18)

it = σ
(
WxiXt + Whiht−1 + bi

)
, (19)

ct = ftct−1 + it tanh
(
WxcXt + Whcht−1 + bc

)
, (20)

ot = σ
(
WxoXt + Whoht−1 + bo

)
, (21)

and (22)

ht = ot tanh(ct). (23)

Let B denote the input batch size (number of time stamps per input chunk), H denote
the LSTM hidden state capacity, and D represent the dimensions of the inputs to the LSTM.
Then, in Equations (18) through (23):
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xt, ht−1 ∈ R
BxD, (24)

ft, it, ct, ot, ht ∈ R
BxH , (25)

Wx f , Wxi, Wxc, Wxo ∈ R
DxH , (26)

Wh f , Whi, Whc, Who ∈ R
H2

, and (27)

b f , bi, bc, bo ∈ R
BxH . (28)

For an illustration, refer to Figure 1. The LSTM had four main gates that responded
to the values of four functions determined by f, i, c and o, represented in Equations (18)
through (21). With the input data matrix xt (data vector if B = 1) concatenated with previous
output matrix ht−1 (vector if B = 1), the flow of inputs and outputs from the various gates
described in the LSTM equations interacted as follows:

1. ht−1 and Xt were fed into the gate (or function) f, where the output ft laid in the open
interval (0, 1). ft then interacted with previous cell state ct−1 through element-wise
multiplication

⊗
; thus, ct−1 held an interim cell state, ftct−1. At this stage, ftct−1

represented a state that had forgotten some previous cell state data in ct−1 that were
captured as unimportant (note that importance was regulated by weight coefficients
that were trained and stored in their respective weight matrices).

2. Whereas the forget gate ft focused on regulating the extent to which previous data
were forgotten, the input gate it focused on adding new data, scaled by their impor-
tance, or extent to which data should be added from the matrix comprised of ht−1
and Xt.

3. The tanh gate obtained ht−1 and Xt, but used the hyperbolic tangent tanh function to
compute its outputs (between −1 and 1).

4. The result given by tanh and it was then multiplied element-wise and further added
(
⊕

) to ftct−1, giving ct, shown in Equation (20).
5. The output gate ot decided what values to output, given ht−1 and Xt, and also

computed its exposure to the following cell state based on trained importance.
6. Finally, the values of the cell state, ct, were passed through a tanh function and

multiplied by the output gate result, ot, such that the LSTM unit kept only the output
that it accounted for as important in ht, described by Equation (23).

Figure 1. The LSTM unit kept a cell state throughout its operations, which served as input in the next
time step. It also output ht, which supplemented the input Xt in the following time step. From Olah [53].
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LSTM Problem Design

Let B (different from the B above) represent a n × T matrix containing the n number
of e-behaviour sequences of all students. T is the length of each student’s e-behaviour
sequence. Let B(s) represent a 1 × T variable representing the e-behaviour sequence of
student s, and let B(s)t be a scalar representing the value of B(s) at time t. The LSTM learnt
the interdependencies between variables B and B(s) with the aim of classifying the risk (or
determining the Safety Score) of s given the values of B and B(s). That is, B and B(s) were
predictors of the Safety Score (classification) of s. Without loss of generality, this framework
was used to predict the Safety Score of all students in Sections 3.1, 3.6 and 3.7.

2.13. Evaluation Metrics for Student Risk Classification

The Results Summary in Table 10 was used as an evaluation template for the classifi-
cation problems in Sections 3.1, 3.6 and 3.7.

Results Summary

Table 10. Format of the Summary of Results.

Safety Score
(Prediction)

Flagged Ignored Total

Outcome
(True Label)

At-risk a b a + b
Safe c d c + d

Total a + c b + d N = a + b + c + d

Outcome Precision Recall

At-risk a
a+c

a
a+b

Safe d
d+b

d
d+c

The best-case scenario (where the e-behaviour model obtained a 100% accuracy)
occurred where all students with an At-risk Outcome label were Flagged, and all students
with a Safe Outcome label received an Ignored Safety Score.

Given an Outcome, At-risk, precision measured the proportion of students who were
correctly Flagged as At-risk, a, against the total number of Flagged students. Precision
was calculated as a

a+c , where c represented the number of students who should have been
Ignored as Safe. Recall measured the proportion of students who were correctly Flagged
as At-risk, a, against all At-risk observations, a

a+b . The same calculation generalised to the
Safe Outcome.

It is essential to know the most important metrics to measure when evaluating a
classifier’s performance. Consider the Results Summary in Table 10. A perfectly accurate
model resulted in a b and c equal to 0. The precision and recall scores would be 1 for
both the At-risk and Safe Outcomes. None of our models achieved perfect accuracy—they
conducted trade-offs regarding precision and recall. For a model whose objective was
to classify all students who were at risk of failing, higher precision-recall scores for the
At-risk Outcome werepreferred over higher precision-recall scores for the Safe Outcome.
Furthermore, maximising the recall of the At-risk Outcome, a

a+b (where the classifier
recalled all students who were at risk) was preferred to maximising either the precision of
the At-risk Outcome or the precision-recall scores of Safe students. Recall-maximisation
would likely cause a low precision for the At-risk Outcome class (a high c). In such a case,
however, no student who was At-risk would have been incorrectly Ignored.
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The Overall Accuracy of a Model

While precision and recall are important metrics to measure a binary classifier’s per-
formance, they represent four different views of accuracy that must be analysed separately
(precision and recall for At-risk and Safe Outcomes). When evaluating a model or accuracy,
it is useful to obtain a single metric. A widely-used accuracy measure calculates the ratio be-
tween the correctly classified number of observations and the total number of observations.
This accuracy is a good measure for balanced data, not for imbalanced data. For instance,
if a test dataset contains 100 observations with an At-risk:Safe split of 10:90, a classifier
can obtain an accuracy of 90% by classifying all students as Safe. An accuracy measure
that combines the harmonic mean of precision and recall of either class is the f-1 score,
whose effectiveness is surveyed by Hand and Christen [54]. The f-1 score produces two
metrics (one for each Outcome) and does not concisely summarise the model’s accuracy.
By contrast, Cohen’s Kappa, κ [55] is a metric that captures accuracy with a single value.
The formula,

κ = (po − pe)/(1 − pe), (29)

measures the agreement between the predicted Safety Score and the true Outcome. Landis
and Koch [56] suggest using the scale in Table 11 to interpret the significance of κ values.
In Identity 29, the observed accuracy (ratio between correctly classified number of students
and total students), po, was adjusted for the expected accuracy when the classifier assigned
a label randomly, pe. In the example above, pe = 0.90 and po = 0.90, giving a κ value of 0.00,
or no agreement between the Outcomes and the Safety Scores assigned by the classifier. κ
was, thus, more representative of a model’s performance than the accuracy commonly used
for data with balanced labels. Chance was an event that occurred when a classifier failed to
fit an optimised objective function or had not learned anything from the data. In the above
example, the κ of 0.00 signified that the classifier performed no better than chance.

Table 11. Cohen’s Kappa interpretation.

κ Level of Agreement

<0.00 Worse than chance
0.00–0.20 Slight agreement
0.21–0.40 Fair agreement
0.41–0.60 Moderate agreement
0.61–0.80 Substantial agreement
0.81–1.00 Near-perfect agreement

3. Results

3.1. Background Data and Grade

Figure 2 shows the linear correlation between the five Background predictor variables
chosen with Scikit-Learn’s Recursive Feature Elimination algorithm and the Grade target
variable, with a Decision Tree as its optimiser.

Quintile (r = 0.170) had the strongest linear correlation with Grade, followed by
Township School (r = −0.140). The Background data’s correlations indicate that higher
Quintile high-schools generally performed better than students from lower Quintile schools.
Students from Township schools performed worse than students from other schools.

Understanding that a relationship exists between the chosen features and Grade
showed that these features caould inform the student’s Grade and Outcome.
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Figure 2. Pearson Correlation Coefficients of the Chosen Features. Quintile and Township School
had the highest correlation with Grade.

Classifying a Student Based on Background Data

The classifier used was the Decision Tree Classifier. The train-set contained 3798, while
the test-set contained 950 students. The train-test split was stratified by the Outcome of the
students. A grid search on the train-set suggested a maximum tree depth of six and eight
maximum leaves for the Decision Tree as presented in Table 12.

Table 12. Confusion matrix and summary of Background–Grade test set results.

Safety Score
(Prediction)

Flagged Ignored Total

Outcome
(True Label)

At-risk 107 157 264

Safe 153 533 686

Total 260 690 950

Outcome Precision Recall

At-risk 0.41 0.41

Safe 0.77 0.78

κ = 0.18

If we refer to Table 12, we noted that 640 out of the 950 test observations were classi-
fied correctly, producing a κ of 0.18 (slight agreement) between the Safety Score and the
Outcome. The precision score for the Flag students suggested that 107 of the 260 Flagged
students were correctly Flagged; the remaining 153 were meant to be Ignored.

3.2. Extraversion-Level and Grade

Although the increase in the mean Grade with Extraversion level was apparent from
the line of best-fit, this claim was confirmed by the OLS Regression model’s output in
Table 13. The corresponding plot is given in Figure 3. This result showed that students in
higher Extraversion levels tended to achieve higher Grades, on average. The fit described in
OLS Summary Table 13 showed a linear relationship, ĜE = 1.269E + 62.422. The p-values
of 0.000 signified that ĜE = 1.269 f + 62.422 was not a relationship by chance. Furthermore,
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the high r of 0.846 signified that GE moved closely with E and could be inferred from E
with a 95% confidence that β0 ∈ [0.771, 1.767].

Extraversion levels were ordinal, with each level indicating the number of posts in
that level. Therefore, an E of one was a lower Extraversion level than an E of two.

Table 13. OLS Regression summary—Extraversion level Grade against Extraversion level.

Linear Equation: ĜE = 1.269E + 62.422

Feature Coeff. r p-Value Coeff. 95% CI

E 1.269 0.846 0.000 [0.771, 1.767]

Intercept 62.422 0.000 [58.354, 66.491]

Figure 3. Extraversion-level Grade against Extraversion-level. r = 0.846, p = 0.000.

3.3. Conscientiousness-Level and Grade

There was a positive relationship between C(s) and G(s), with a β0 coefficient p-value
of 0.000 as supported by Table 14 and its corresponding plot in Figure 4. An increase of 1 in
a student’s Conscientiousness level corresponded to an average increase of 5.988 Grade
points out of 100.

Table 14. OLS regression summary—average number of weekly active days against Grade.

Linear Equation: Ĝ(s) = 5.988C(s) + 39.829

Feature Coeff. r p-Value Coeff. 95% CI

C(s) 5.988 0.319 0.000 [4.129, 7.847]

Intercept 39.829 0.000 [34.426, 45.232]

Figure 4. Average Number of Weekly Active Days against Grade. r = 0.319, p = 0.000.
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3.4. Student Discussions and Grade

The OLS Regression Summary for the linear relationship between E[Gdi] and Gdi(si)
in Table 15 showed that the linear equation of the line of best-fit was given by
Ĝdi(si) = 0.528E[Gdi] + 35.607. The corresponding plot is given in Figure 5. The β0 co-
efficient of E[Gdi] and its statistical significance (p = 0.011) indicated that the a marginal
increase in E[Gdi] of one Grade point corresponded to an average increase of 0.528 in
Gdi(si). The r(E[Gdi], Gdi(si)) of 0.421 indicated a strong correlation between the mean
Grade of a Discussion (E[Gdi]) and the Grade of a student, (Gdi(si)), chosen at random,
who participated in that Discussion. This correlation also held for any other set of randomly
selected students.

Table 15. OLS regression—random student’s Grades against Discussion’s Grade averages.

Linear Equation: Ĝdi(si) = 0.528E[Gdi] + 35.607

Feature Coeff. r p-Value Coeff. 95% CI

E[Gdi] 0.528 0.421 0.011 (0.131, 0.925)

Intercept 35.607 0.014 (7.789, 63.425)

Figure 5. Random Student’s Grades against Discussion’s Grade Averages. r = 0.421, p = 0.011.

3.5. Student Collaboration—Groups and Grade

Table 16 shows the OLS regression results of the fit between Gci(hi) and E[Gci]. The
corresponding plot is given in Figure 6.

The coefficient of E[Gci] in Table 16 showed a marginal increase in E[Gci] of one Grade
point corresponded to an estimated increase of 0.984 in Gci(hi). The r(E[Gci], Gci(hi)) of
0.479 indicates a strong correlation between the average Grade of a Collaboration group—
E[Gci]—and the Grade of its Host—Gci(hi).

Table 16. OLS regression summary—random student’s Grades against Collaboration group’s
Grade averages.

Linear Equation: Ĝci(hi) = 0.984E[Gci] + 5.175

Feature Coeff. r p-Value Coeff. 95% CI

E[Gci] 0.984 0.479 0.004 (0.334, 1.663)

Intercept 5.175 0.797 (−35.501, 0.975)
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Figure 6. Random-Student’s Grades against Collaboration-group’s Grade Averages. r = 0.479,
p = 0.004.

3.6. B-PM and Outcome

Table 17 shows B-PM’s results. The κ of 0.51 showed a moderate agreement between
B-PM’s predicted Safety Scores and actual student Outcomes. B-PM’s precision for the
At-risk Outcome group showed that out of the 39 Flagged students, 27 were Flagged
correctly (since they ended up at risk of failing). A total of 12 out of the 39 Flagged students
were not meant to be Flagged. The At-risk recall indicated that out of 46 At-risk students,
27 were correctly Flagged, and the remaining 19 were incorrectly Ignored.

B-PM performed better at classifying Safe students than at classifying At-risk students:
only 12 out of 124 Safe students were incorrectly Flagged, and 19 out of 131 Ignored
students were wrongly Ignored.

Table 17. Confusion matrix and summary of B-PM test set results.

Safety Score
(Prediction)

Flagged Ignored Total

Outcome
(True Label)

At-risk 27 19 46

Safe 12 112 124

Total 39 131 170

Outcome Precision Recall

At-risk 0.69 0.59

Safe 0.85 0.90

κ = 0.51

3.7. BM and Outcome

This section reports on the results of a modified model of B-PM without the {E(s)t}
and {C(s)t} input Sequences. The comparison helped determine the change in the accuracy
of B-PM after removing its personality components. This resulting model was called the
Behaviour Model (BM); the only difference between BM and B-PM is that BM only has one
input Sequence, {L(s)t}.

Table 18 shows BM’s results. For reference, the comparable B-PM results were shown
in brackets. The At-risk recall of BM equalled the At-risk recall of B-PM, meaning that BM
correctly Flagged as many At-risk students as B-PM did. BM achieved a κ of 0.40.

While we only showed B-PM and BM predictions for the end of the 17 weeks, the
models also produced predictions at the end of each week. Flagging students at risk earlier
may be more beneficial to a student and an institution’s stakeholders since early flagging
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allows more time for interventions—Section 4.6 reports on the trade-off between timeliness
and accuracy.

Table 18. Confusion matrix and summary of BM test set results.

Safety Score

Flagged Ignored Total

Outcome
At-risk 27(27) 19(19) 46

Safe 22 (12) 102 (112) 124

Total 49 (39) 121 (131) 170

Outcome Precision Recall

At-risk 0.55 (0.69) 0.59 (0.59)

Safe 0.84 (0.85) 0.82 (0.90)

κ = 0.40

(κ = 0.51)

4. Discussion

4.1. Background and Grade

See Figure 2 and Table 12. Bourdieu and Richardson [26] argue that Cultural and
Economic Capital regulates the level of success attainable by individuals. The Pearson
correlation coefficients for Grade against Quintile and Township School were 0.17 and
−0.14, respectively. The Decision Tree used to classify students at risk produced a κ of 0.18
(slight agreement) between the Safety Score and the Outcome. The above relationships
between Background and a student’s academic output provided evidence for the theories
extended by Bourdieu and Richardson [26].

4.2. Extraversion-Level and Grade

See Table 13 and Figure 3. The positive β0 coefficient of 1.269 signified that the average
Grade of students in higher Extraversion levels was higher than the average Grade of
students in lower Extraversion levels; while one more post than the last may not result
in an additional 1.269 points to a student’s Grade record, the average Grade of students
who contributed to discussions more frequently, in general, was higher than the Grades
of students who posted less often. Although this model accounted for the observed effect
on Grade of only one independent variable, Extraversion, the probability (p-value) of
Extraversion having no relationship with Grade was 0. This showed a statistical significance
of Extraversion as a regressor against student Grade. An increase of 1 in the E(s) correlated
with an average Grade increase of 1.269. The Extraversion–Grade relationship was linked
to the social science concept of social capital for the formation of Academic groups.

4.3. Conscientiousness-Level and Grade

See Table 14 and Figure 4. The β0 coefficient of C(s) indicated an increase of 1 in
Conscientiousness—level was associated with an increase of 5.988 in Grade. Out of the
102 students who ended up at risk of failing their programmes (Grade < 51), 76 had a Con-
scientiousness level below three. The statistically significant positive correlation between
C(s) and G(s) showed that C(s) was a suitable predictor of a student’s Outcome.

Hung and Zhang [57] presented a comparable finding; students who accessed course
materials 18.5 times or more throughout their programmes obtained a grade of 77.92 out of
100 or higher, while students who accessed course materials more than 44.5 times obtained
a grade of 89.62 or higher. Closely related to the above relationship was this study’s findings
of the correlation between a student’s Extraversion level, E(s), and Grade.
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4.4. Academic Groups and Social Capital

See Table 16 and Figure 6. The Extraversion–Grade relationship was linked to the
social science concept of social capital, which was used as a theoretical basis for our forma-
tion of Academic groups. Romero et al. [58] obtained a classification accuracy of 60% for
the expected grade category of a student (Fail, Pass, Good, Excellent) against their LMS
behaviour. Among the features used by Romero et al. [58] was the number of messages
sent to a forum (Extraversion level).

Bhandari and Yasunobu [59] and other researchers do not illustrate the quantitative
effect of social capital. However, the authors cite that ‘an individual who creates and main-
tains social capital subsequently gains advantage from it [social capital]’. The quantification
of the perceived effect of social capital was illustrated by the correlation between the Grade
of a student in an Academic group, Gci(hi), and the average Grade of the group, E[Gci].
Gci(hi) responded with a statistically significant increase of 0.984 to a E[Gci] increase of 1.

Despite showing different insights and patterns, both the Discussion and Collaboration
group methods showed that the quality of a student’s academic output (Grades) was
associated with the quality of the academic output of their social capital. As stated in
Section 1.2, a student may choose to leverage their social capital (that is available to all
students in a cohort) by becoming part of an Academic group.

Our Academic group and Grade relationship, findings such as Romero et al. [58]’s
and the above statement by Bhandari and Yasunobu [59] provide evidence for the positive
relationship between student success and the accumulation of social capital. This section’s
work contributed to the theory that:

The quality of a student’s social capital is the quality of their Academic group’s perfor-
mance.

Academic Group Size Constraints

Each Discussion and Collaboration group was constrained to a minimum size of three.
When the sizes were reduced to two, all linear relationships between the student’s Grade
and the group’s average Grade collapsed and were statistically insignificant. Furthermore,
residuals, Gdi(si)− Ĝdi(si) (for Discussion–Grade relationships) and Gci(hi) − Ĝc(h) (for
Collaboration group–Grade relationships) were not normally distributed for the group
sizes of two.

4.5. BM and B-PM

Work from cited authors does not discuss how changes in student behaviour relate to
changes in student performance. Section 3.6 constructed a temporal e-behaviour machine
learning model that yielded a κ of 0.51 against a student’s performance.

Figure 7. Trade-off between timeliness and accuracy.
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4.6. BM and the Trade-Off Waterfall

Figure 7 is a Trade-off Waterfall that illustrates the trade-off between the benefit of
intervention timeliness and the cost of intervention success. Intervention success is determined
by the model’s accuracy. A red bar represents a decrease in accuracy from one week to the
next, and a blue bar indicates an increase. The length of a bar indicates the magnitude of
change in accuracy, κ(t).

The trade-off between the benefit of intervention timeliness and the cost of intervention
success could help identify whether there were patterns over each year that could inform
users about the optimal week (t∗) to intervene. If the current year was 2019, then t∗ for 2019
(t∗2019) could be determined by either one or a combination of the following factors:

1. t∗2019 was chosen to be the t in 2018 that yielded the maximum value of κ(t) in 2018.
2. t∗2019 was based on exogenous considerations determined by the institution’s stakehold-

ers. Examples of exogenous considerations were the urgency required for intervention
and resources required to make interventions.

For instance, the 2018 Trade-off Waterfall was not available to this study. Therefore,
the t∗2019 = 17 used in this cohort’s B-PM and BM was based only on the exogenous
consideration that interventions should be conducted by week 17.

Practical Benefits and Limitations of the Trade-Off Waterfall

The Trade-off Waterfall was computed after the Outcome of the students was made
available. It did not show the week that produced the highest accuracy in real-time, and, in
some weeks, the trade-off between accuracy and timeliness was not positive. For example,
observe that κ(15) < κ(14). In exchange for a delayed intervention, BM produced a
worse κ score from {L(s)t}, which would not have made the delay worthwhile. A similar
observation was determined for the delay between weeks 18 and 19. Therefore, there
was no way to infer the optimal week to make predictions and interventions in real-time.
Instead, the Trade-off Waterfall indicated that:

1. The general trade-off was that κ(t) increased as t increased;
2. The trade-off peaked at some point, and, in this case, three weeks before the exam-

ination period at t = 18. Therefore, it may not be worth waiting for the start of an
examination period (such as t = 21) before conducting interventions (given the login
data of this cohort, different cohorts and different datasets from those presented in
this report may produce different peak periods). For example, the Trade-off Waterfall
showed that, after t = 18, there was no benefit of waiting for an extra one, two or
even three weeks to intervene because κ(19), κ(20), κ(21) < κ(18).

5. Limitations and Future Work

This research was a study on the methodology that guided the use of machine learning
in an academic performance analysis rather than the efficiency and improvement of the
algorithms themselves.

Our results might likely differ across contexts, since different data and algorithm
configurations can generate several model outputs. The results obtained serve only as
proxies for the possible outputs in academic performance research.

In the domain of an LMS system user engagement, there were no formal definitions
and standards, analogues or equivalent metrics that proxied a student’s e-behaviour and
personality from LMS data. We modelled features as well-understood traits to further
understand the relationships between behaviour, personality and academic performance.

An unknown in all model outcomes was the presence of causality. For instance,
whether e-behaviour had an effect on performance was not known. Although the methodol-
ogy followed aimed to set up conditions for inference, diction such as tend to correspond
with, and have relationships with, instead of causes, showed sensitivity to all likelihood of
effects from confounding variables.
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In encoding performance (student Grade), we used uniform importance across all
modules. We did so despite some students’ modules accounting for a higher proportion
of points towards obtaining a qualification from the University. We did not have access to
each student’s relative weighting of each module and, therefore, did not account for the
differences in module weightings.

5.1. Alternative Formulations of Personalities

An approach to capture various facets of Extraversion and Conscientiousness was
attempted. For instance, the orderliness facet of Conscientiousness required a metric that
modelled the routine or consistency of engagement. Orderliness was modelled by com-
puting the sum of the squared deviations, SS, from each student’s mean number of logins.
However, the regression model that correlated Grades with SS violated the normality-of-
residuals test for normality. Thus, the test for a relationship between SS and Grade was
inappropriate under a linear regression model.

Personality tests, as conducted by Costa et al. [60], could be conducted on students in
our study. Using personality assessments as an evaluation tool would help understand the
extent to which the proxies we developed corresponded to standard personality assessment
procedures and could lead to improved proxies. For example, login behaviour did not
capture dutifulness as a personality assessment would. Therefore, responses from the
assessments could lead to finding proxies that correlated with Conscientiousness in more
ways than dutifulness, providing for a fuller assessment of the Conscientiousness proxy
since it would be backed by the existing assessment measures.

5.2. Extraversion Levels

Placing the students in Extraversion levels satisfied the OLS assumptions, while re-
gressing each student’s post count against their Grade produced statistically significant
results; the data’s distribution violated OLS assumptions. Hence, the transformation by plac-
ing each student into an Extraversion level. Figure 8 shows the Crude Post Count against
the Grade of each student. The Residual Normality, Independence, and Homoscedasticity
assumptions were violated by the OLS model fitted on the data in Figure 8.

Figure 8. Crude Post Count against Student Grade. There was a positive relationship between Post
Count and Grade that was not suitable for a linear OLS fit.

6. Conclusions

We looked at students’ Background, behaviour, personality and how these factors
were related to student performance. The main difference between our methodology and
previous work was that we engineered features from an LMS system. We used these LMS
features to act as proxy features for e-behaviours and personality traits as an input to
our machine learning models. We then analysed the model outputs and their practical
implications. The results demonstrated that a student’s background had a lower predic-
tive power of academic performance than their e-behaviour and personality. We found
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that modelling student behaviours and personality traits required considering how accu-
rately our proposed e-behaviour and personality proxies modelled true behaviours and
personality traits—we based our models on definitions found in previous literature.

We were able to use Bourdieu’s Three Forms of Capital to model social, economic and
cultural capital, and the Big Five personality traits to model e-behaviour and personality.
From student Background and LMS forum engagement data, Bourdieu’s Three Forms of
Capital were modelled in the following ways:

• Economic Capital—modelled by the Financial Assistance;
• Cultural Capital—modelled by the Quintile in Province and Township School;
• Social Capital—modelled by Academic groups.

The correlation values for Financial Assistance, Quintile and Township School pro-
vided evidence for the authors’ argument that Cultural, Economic and Social Capital
regulate the level of success attainable by individuals. Cultural and Economic Capital,
combined with the Gender feature, performed better than chance at predicting student per-
formance. A student’s quality of Social Capital available to them also correlated positively
with their academic performance.

We used two of the Big Five personality traits, Conscientiousness and Extraversion,
previously found to correlate strongly with performance. Conscientiousness and Extraver-
sion each showed significant predictive performance when used in our MNL models. With
these personality features, our e-behaviour classifier achieved better accuracy than without
the personality features. The works cited do not discuss how changes in student behaviour
relate to changes in their performance. We constructed a temporal e-behaviour model using
deep learning that showed an increase in accuracy over time. This e-behaviour learning
can be used to flag students at risk at any point throughout their study programmes.

The analyses in this research could be practically useful if they could inform or influ-
ence student behaviour. Firstly, a student may find helpful the linear relationship between
academic performance and Extraversion. The empirical evidence that a higher Extraversion
level is associated with a better academic performance may encourage students to engage
in forums more frequently. This evidence may encourage them to engage with the academic
content more thoroughly to contribute meaningfully to discussions. Secondly, we showed,
using unsupervised cluster learning, that a student’s performance was congruent with
the performance of their Academic group. The above result is a further motive to action a
student into leveraging their social capital by engaging in forums more frequently, since
engagement increases their chances of being in an Academic group.
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